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Foreword

Almost 25 years ago Henderson and Venkatraman were writing “Even though the
information technology has evolved from its traditional orientation and adminis-
trative support toward a more strategic role within an organization, there is still a
glaring lack of fundamental frameworks within which to understand the potential of
IT for tomorrow’s organizations” (IBM Systems Journal 32(1), 1993). Targeting to
master this challenging issue, they developed a model, strategic alignment model,
and derived four perspectives of alignment with specific impacts for guiding
management practices in order to “leverage IT for transforming organizations.”

More recent technologies and paradigms (such as cloud computing, big data,
IoT) show that not the ownership of IT resources but their strategic management is
the foundation for sustainable competitive advantage, as it was earlier defended by
Mata, Fuerst, and Barney (MIS Quaterly, 1995).

A decade ago, Ross, Weill, and Robertson in their book “Enterprise Architecture
as Strategy: Creating a Foundation for Business Execution” (2006) illustrated
through numerous companies worldwide, how constructing the right enterprise
architecture enhances profitability and time to market, improves strategy execution,
and even lowers IT costs.

Enterprise architecture (EA) aimed (i) to understand the interactions and all
kinds of articulations between business and IT, (ii) to define how to align business
components and IT components, as well as business strategy and IT strategy, and
more particularly (iii) to develop and support a common understanding and sharing
of those purposes of interest. EA is also used to map the enterprise goals and
strategy to the enterprise’s resources (actors, assets, and IT supports) and to manage
the evolution of this mapping.

Services are the governing principle for EA. Nearly all newly created EAs are
service-oriented. Service-oriented enterprise architecture (SoEA) easily integrates
widespread technological approaches such as SOA or emerging ones as cloud
computing because they also use service as structuring and governing paradigm.
The scope of SoEA is much broader than the scope of the SOA and also includes
services not accessible through software such as business services and infrastructure
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services. Services of different purposes and granularities may be interconnected in
service (value) nets to provide higher-level services.

Today, foundations of social computing influence EA in new ways. The senior
management defines organizational structures no longer alone, but weak ties that
are initiated by individuals superimpose the organization. Innovation is no longer a
process guided by an elite, but can be initiated by every member of an organization.
Decisions are no longer only made by experts, but are also results of collaborative
processes. Big data technologies allow to process data with higher velocity, variety,
and volume and to create new information flows and data services within EAs.

EA is positioned as a coordination and steering mechanism and as an instrument
to support the strategic direction of digital enterprises, which new frontiers require
permeability and which new structures require elasticity. The service paradigm and
the underlying mechanisms offer an accelerator for nurturing the elasticity of EAs
and that of the enterprises themselves, to allow them to survive in evolving business
ecosystems. In this context, service ecosystems offer a new land of application for
the Nash equilibrium.

The new challenges for the “design by reuse” of modern IT solutions (recom-
mended to be built in shorter cycles), in accordance with SOA and EA frameworks,
impose in turn new challenges to the “design for reuse.” The latter should (i) handle
the potential components (services), in terms of abilities to satisfy functional
business requirements in manyfold contexts and also (ii) deal with new capabilities
for mastering nonfunctional requirements, such as flexibility, maintainability, and
trustworthiness, which may themselves be variable in different contexts.

The twelve chapters of this book all together present challenging issues and hot
topics related to the emerging trends in the evolution of service-oriented and
enterprise architectures, as the evolution of EAs and systems, the flexibility, the
maintainability, the security of the underlying software solutions and infrastruc-
tures, the digital transformation, the capability management, the forecasting of
service demands, the conciliation of resilient and stable parts of EA, which are
essential for the integrity of transactions and reliability of systems, with a
fast-speed-architecture offering channels that are pivotal for the customer experi-
ence. As advocated by one of the contributors, “Digital Transformation sets a new
challenge for the enterprise architect: she has now not just to align the IT with the
demands from the business but to enable and even invent new business opportu-
nities. So the architecture capability of an organization gets an active part in
shaping the business”.

Selmin Nurcan
University Paris 1 Panthéon-Sorbonne
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Preface

This research oriented book presents emerging trends in the evolution of
Service-Oriented and Enterprise architectures. New architectures and methods of
both business and IT are integrating services to support mobility systems, Internet
of Things, Ubiquitous Computing, collaborative and adaptive business processes,
Big Data, and Cloud ecosystems. They inspire current and future digital strategies
and create new opportunities for the digital transformation of next digital products
and services. Service-Oriented Architectures (SOA) and Enterprise Architectures
(EA) have emerged as useful frameworks for developing interoperable, large-scale
systems, typically implementing various standards, like Web Services, REST, and
Microservices. Managing the adaptation and evolution of such systems presents a
great challenge. Service-Oriented Architectures enable flexibility through loose
coupling, both between the services themselves and between the IT organizations
that manage them. Enterprises evolve continuously by transforming and extending
their services, processes and information systems. Enterprise Architectures provide
a holistic blueprint to help define the structure and operation of an organization with
the goal of determining how an organization can most effectively achieve its
objectives. This book presents several novel approaches to address the challenges
of the service-oriented evolution of digital enterprise and software architectures.

The book is directed to the researchers, postgraduate, graduate and undergrad-
uate students, professors and practitioners who are interested in the service-oriented
evolution of digital enterprise and software architectures.

We are grateful to the contributors and reviewers for their very valuable
expertise and contributions without which this book would not have existed. We
wish to show our appreciation to Springer-Verlag for their support right from the
concept development to the final typesetting phase of this book.

The unconditional support provided by our universities is acknowledged.

USA Eman El-Sheikh
Germany Alfred Zimmermann
Australia Lakhmi C. Jain
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Chapter 1
Evolution of Service-Oriented
and Enterprise Architectures:
An Introduction

Eman El-Sheikh, Alfred Zimmermann and Lakhmi C. Jain

Abstract This chapter presents an introduction to emerging trends in the evolution
of service-oriented and enterprise architectures. The primary aim of this book is to
highlight some of the most recent research results in the field. Brief descriptions of
the chapters included in the book are provided.

1.1 Introduction

Services Oriented Architectures (SOA) and Enterprise Architectures (EA) have
emerged as useful frameworks for developing interoperable, large-scale systems,
typically implemented using the Web Services (WS) standards [1]. SOA typically
refers to large systems-of-systems in which composite applications are created by
orchestrating loosely coupled service components that run on different nodes and
communicate via message passing [2]. Often an infrastructure layer, sometimes
called an Enterprise Service Bus (ESB), mediates the communication, providing
features such as routing, security, and data transformation. Such systems present
several software engineering challenges because they need to orchestrate diverse
services having different owners, and have complex reliability requirements.

While developing SOA applications presents many software engineering challenges,
managing the evolution of such systems presents even greater challenges [3, 4]. SOA
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provides flexibility through loose coupling, both between the services themselves and
between the IT organizations that manage them. However, this flexibility may create
significant problems when the composite application needs to evolve. Several
researchers have pointed out challenges in the evolution of SOA systems [3, 4, 5].

Information, data and knowledge are fundamental concepts of our everyday
activities. Social networks, smart portable devices, and intelligent cars, represent
only a few instances of a pervasive, information-driven vision for the next wave of
the digital economy and the digital transformation. Digitization has a major impact
for the current development of modern societies and questions fundamental struc-
tures in society, economy, and technology. Smart connected products and services
expand physical components from their traditional core by adding information and
connectivity services using the Internet. Digitized products and services with
service-oriented architectures amplify the basic value and capabilities and offer
exponentially expanding opportunities. Both business and technology are impacted
from the digital transformation by complex relationships between architectural
elements, which directly affect the evolution of adaptable service-oriented archi-
tectures for digital products and services and their related digital governance.

Enterprise Architectures provide a conceptual blueprint to help define the
structure and operation of an organization with the goal of determining how an
organization with their digitized services can most effectively achieve its current
and future objectives. Several approaches and methods have been proposed to
address the challenges of EA evolution and manage digital transformations.
Enterprise architecture comprises a holistic, consistent and coherent set of princi-
ples, methods, guidelines, and models, which are used to support the top level
design and implementation of organizational structures, business products and
services, business processes, information systems, and their infrastructure.
Enterprise architecture is positioned as a coordination and steering mechanism and
as an instrument to support the digital enterprise’s strategic direction.

This book presents emerging trends in the evolution of service-oriented and
enterprise architectures. Chapter 2 describes how SOA design principles can facil-
itate SOA evolvability and examines several approaches and emerging trends to
support and enhance SOA evolution. Chapter 3 presents a toolset that developers can
use to design resource-oriented web services in a service-oriented architecture sys-
tematically in a quality-oriented manner. Chapter 4 describes a knowledge elicitation
and modeling approach to identify trust and security concerns as SOA systems
evolve along with two examples of knowledge modeling in support of SOA system
evolution. Chapter 5 describes the fractal nature of SOA designs for sustainment
management tools as these tools evolve into even more dynamic, federated systems
and summarizes insights gained from more than twenty years of software devel-
opment, maintenance, and evolution of a major pavement engineering tool named
PAVER™. Chapter 6 investigates mechanisms for analyzing enterprise architectures
to provide decision support for architectural evolution and adaptation and presents a
novel approach that leverages a new extended digital enterprise architecture model
that is well suited for adaptive models and transformation mechanisms.
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Chapter 7 describes a lightweight enterprise architecture framework that pro-
vides enterprise architects with an agile development approach for digital trans-
formations. Chapter 8 presents a two-speed enterprise architecture that enables
more established companies to manage digital transformation. Chapter 9 describes a
novel approach for designing capabilities to tackle the challenges of rapidly
changing enterprise environments by modeling the application context. Chapter 10
reviews the body of capability-driven management literature and provides an
overview of capability research investigations over the last 15 years. Chapter 11
highlights the increased capabilities of enterprise architecture analytics and decision
support through the use of a data-driven approach and provides insights into current
research work in this area. Chapter 12 describes a capability management guide that
provides a flexible “engineering” approach for identifying, structuring, and main-
taining enterprise capabilities.

References

1. Josuttis, N.M.: SOA in Practice: The Art of Distributed System Design. O’Reilly. ISBN:
0-596-52955-4 (2007)

2. Lewis, G., Morris, E., Simanta, S., Smith, D.: Service orientation and systems of systems. IEEE
Softw. 28(1), 58–63 (2011). doi:10.1109/MS.2011.15

3. Gold, N., Knight, C., Mohan, A., Munro, M.: Understanding service-oriented software. IEEE
Softw. 21, 71–77 (2004). doi:10.1109/ms.2004.1270766

4. Lewis, G.A., Smith, D.B.: Service-oriented architecture and its implications for software
maintenance and evolution. Frontiers Softw. Maint. 2008 (FoSM), 1–10. doi:10.1109/fosm.
2008.4659243

5. Gold, N., Bennett, K.: Program comprehension for web services. International Conference on
Program Comprehension (2004). doi:10.1109/wpc.2004.1311057

1 Evolution of Service-Oriented and Enterprise Architectures: An Introduction 3

http://dx.doi.org/10.1007/978-3-319-40564-3_7
http://dx.doi.org/10.1007/978-3-319-40564-3_8
http://dx.doi.org/10.1007/978-3-319-40564-3_9
http://dx.doi.org/10.1007/978-3-319-40564-3_10
http://dx.doi.org/10.1007/978-3-319-40564-3_11
http://dx.doi.org/10.1007/978-3-319-40564-3_12
http://dx.doi.org/10.1109/MS.2011.15
http://dx.doi.org/10.1109/ms.2004.1270766
http://dx.doi.org/10.1109/fosm.2008.4659243
http://dx.doi.org/10.1109/fosm.2008.4659243
http://dx.doi.org/10.1109/wpc.2004.1311057


Chapter 2
Approaches to the Evolution of SOA
Systems

Norman Wilde, Bilal Gonen, Eman El-Sheikh
and Alfred Zimmermann

Abstract The evolution of Services Oriented Architectures (SOA) presents many
challenges due to their complex, dynamic and heterogeneous nature. We describe
how SOA design principles can facilitate SOA evolvability and examine several
approaches to support SOA evolution. SOA evolution approaches can be classified
based on the level of granularity they address, namely, service code level, service
interaction level and model level. We also discuss emerging trends, such as
microservices and knowledge-based support, which can enhance the evolution of
future SOA systems.

2.1 Introduction

Early in the history of modern computing it became evident that most of the
software developer’s work actually takes place after an application’s initial deliv-
ery. This work came to be known as “software maintenance”. Despite its economic
importance, in the literature it was usually relegated to a supposedly uninteresting
box at the bottom end of the waterfall software development life cycle.

With time, the term “maintenance” became unpopular because it was found that
most of the work had little to do with repair, and much to do with the evolution of
user needs and of computing environments [1]. As each new need or environment
emerges the application must either adapt, be rewritten, or die.
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So today we speak more of “software evolution” than “software maintenance”.
This term is also somewhat problematic since “to evolve” is a passive verb, and
thus gives the impression that evolution is something that just happens. In fact,
keeping an application up to date requires very hard work, often under cruel
deadline pressure, performed by very highly qualified professionals. In this chapter
we use both terms since either, “evolution” or “maintenance”, allows us to dis-
tinguish a greenfield software development situation in which design decisions can
be taken freely, from the highly constrained context faced in making changes to an
existing system.

The defining characteristic of software maintenance/evolution as opposed to
development is that any proposed change needs to take into account a large base of
existing software. This software has usually been molded by decisions taken,
possibly years earlier, in circumstances very different from the current reality. Any
change is thus highly constrained.

The emergence of Services Oriented Architecture (SOA) systems in the first
decade of this century certainly did not eliminate the problems of software evo-
lution, but it did change their nature. As a series of authors have pointed out, some
aspects of SOA favor the job of the maintainer while others make it more difficult.
New challenges are created both for practitioners and for researchers [2–6].

In this chapter we first briefly discuss perspectives on software evolution in
general before going on to highlight some of the main approaches when these
perspectives are applied to SOA systems. We cannot attempt to identify all of the
diverse approaches to our subject, but we aim to contrast some of the main themes
and explore advantages and disadvantages. The books and papers we mention are
by no means an exhaustive list, but rather typify different ways of looking at the
SOA evolution problem. We close with some discussion of emerging trends both in
SOA architectures and in using knowledge-based methods to understand these
architectures.

2.2 Perspectives on Software Evolution

One can identify two broad perspectives on software evolution that have dominated
both theory and practice. On the one hand, software can be designed initially to
make evolution easier. This is a perspective for the original software developer. It
focuses on design approaches and implementation architectures that are hoped to
facilitate future evolution. We might call this approach design for evolvability.

The second perspective looks for tools and methods to support ongoing main-
tenance of an existing system. This is a perspective for a maintenance software
engineer. He must accept the system as it is, warts and all, and try to do the best
possible job of keeping it up to date. We could call this perspective support for
evolution.

6 N. Wilde et al.



2.2.1 Design for Evolvability

In design for evolvability, a key theme has been to find the “right” modularity. Any
large application must be implemented as modules that connect together to provide
the overall system functionality. The choice of modules, their interfaces, and the
connection methods all strongly affect the ease with which changes can be made.

A key initial insight was the concept of “information hiding”, generally credited
to Parnas writing in 1972:

We propose instead that one begins with a list of difficult design decisions or design
decisions which are likely to change. Each module is then designed to hide such a decision
from the others [7].

A designer thus should anticipate change, and hide expected changes within a
single module. If the maintainer has to make one of the expected changes, then he
or she can work within that single module. Design, coding and testing of the change
will thus be far simpler than they would have been if many modules had been
affected.

The difficulty for the designer, of course, is in identifying the likely changes so
early in the system’s lifetime. Security and performance considerations can also
constrain what data and functionality need to be kept together, and thus lead to a
decomposition that may seem less than optimal.

It is also not trivial to find a way of implementing the resulting modules without
encountering insuperable barriers in the programming language or runtime envi-
ronment. Many of the advances of programming languages have involved pro-
viding better mechanisms for modularity, with an explicit or implied goal of
facilitating information hiding.

2.2.2 Support for Evolution

A great diversity of tools has been proposed to support the evolution of an existing
software application. One might think of configuration management systems, edi-
tors that compare software versions, impact analysis tools, regression testing
frameworks, and so on. But one important theme has been to provide the maintainer
with support for program comprehension.

If the biggest difference between development and evolution is the presence of
an existing code base, then the biggest practical difference to the software engineer
is his need to understand that code base. The developer presumably understands the
code he deals with because he, or his immediate colleagues, wrote it. The main-
tainer is often separated from the code’s original authors by a distance of many
miles or many years. He or she must reconstruct sufficient understanding of the
application to be able to change it safely, without unexpected and possibly disas-
trous side effects.

2 Approaches to the Evolution of SOA Systems 7



Understanding legacy software is a complex task, both because of the scale of
many existing software applications and because of the variety of relationships that
may need to be understood. It has long been clear that software maintainers cannot
attempt to understand large applications in their entirety or each maintenance task
would take far too long. Instead they try to use a pragmatic as-needed strategy to
understand only what is immediately relevant for the task at hand [8]. Even within
that limitation, however, there is a bewildering variety of information which may be
relevant: the structure of program text, dynamic structure and control flow at
runtime, program functionality and programming plans at different levels of
abstraction, domain knowledge which relates concepts in the real world to struc-
tures in the code, and so on [9].

2.3 Design for Evolvability Approaches to SOA

Services Oriented Architecture is generally regarded not as a specific architecture,
but rather as a general architectural style for structuring software applications.
Terminology varies but typically composite applications are constructed by
orchestrating services running on different nodes and communicating via message
passing. Often an infrastructure layer, sometimes called an Enterprise Service Bus
(ESB), mediates service interactions providing functions such as message routing,
reliable messaging and data transformations (Fig. 2.1).

Within the broad constraints of this style, there are many different ways of
architecting any particular application. Many commentators on SOA have enun-
ciated sets of design principles to guide this process (e.g. [10]), and many of the
principles have evolvability as a goal. Some of the principles have become common
practice while others are still somewhat aspirational.

One general principle is loose coupling of services, meaning generally that the
designer tries to reduce dependencies between services as much as is practicable.
Loose coupling may aid evolution because changes that would otherwise have
required the intervention of a maintenance software engineer are instead handled

Fig. 2.1 Structure of a simple SOA composite application
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automatically. For example at run time each service can publish its address in a
registry, so that other services can find it automatically. The alternative of a
hardwired address in code would require an edit, a build, and a new deployment.
However as Josuttis points out, many of the more advanced strategies designed to
provide loose coupling, such as asynchronous communication and error handling
by compensation, have the side effect of increasing the complexity of code and thus
may hinder maintainability [11].

Perhaps the most universally applied SOA design principle is that each service
should implement a published interface or contract. This principle restates the
module information hiding principle mentioned earlier; the service is a module that
hides all the implementation details behind the interface. The Web Services
Description Language (WSDL) [12] was developed to standardize interface
descriptions across different hardware and software platforms. If the interface is
unchanged, the service implementation can evolve with little or no impact on other
services or on the application as a whole.

The WSDL standard greatly aids runtime linking of services, but it still leaves
great flexibility in the design of services and their interfaces. These design decisions
can have a great impact on evolvability. For example Borovskiy et al. [13] argue
that generic services with flexible interfaces should often be preferred. However
there is a tradeoff since a generic interface is less explicit about the data a service
expects to receive, and thus provides less guidance to service consumers.

An alternative to formulating general principles for SOA design is to formulate
design patterns to guide SOA design. This approach recognizes the difficulty of
establishing principles that are universally applicable and instead defines patterns
that have been found to be effective to achieve specific design goals in specific
circumstances. These design goals often have to do with evolvability and specifi-
cally with managing versioning of a service as it changes (see [14], especially
Chap. 7).

WSDL interface descriptions also aid evolution by facilitating interoperability of
components from diverse owners. Interoperation has been described as having two
or more independent systems operate in a coordinated and meaningful fashion such
that processes are effectively merged or information is effectively shared [15].
If reusable, interoperable components are utilized, then both development and
maintenance of the composite application should be easier because less special-
purpose coding should be required.

However service reuse, as an organizational SOA strategy, seems to have been
more difficult to achieve. Some companies have set out to build portfolios of
reusable services with the idea that these will then be composed into new appli-
cations as the need arises. In some cases the concept seems to be that business
process modeling tools will allow this composition to be done by business experts
with little intervention from scarce software engineers. However the development
of large-scale reusable software components has always been difficult [16] and the
complexities of the assembly of distributed components are daunting. It is perhaps
not surprising that Josuttis finds that assembly is best done “… by business and IT
experts sitting together” and that service reuse is often less than expected [11]. In
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general the contribution of reuse to SOA evolution has probably been much less
than originally anticipated.

2.4 Support for Evolution Approaches to SOA

As previously stated, the support for evolution perspective looks for tools and
methods to aid in the ongoing maintenance of an existing system. The maintainer
has to take the system as it is and solve problems effectively while working within
organizational time constraints. A key theme in this perspective is helping the
maintainer understand the existing system so that he or she can make changes
safely.

As we look at SOA composite applications, perhaps one way to classify the
different support for evolution approaches would be to look at the level of granu-
larity they address. We could distinguish:

1. Service code level approaches that focus on understanding and manipulating the
source code for a service.

2. Service interaction level approaches that focus on understanding how services
work together in the application.

3. Model level approaches that focus on how the services relate to models of the
application’s domain.

2.4.1 Code Level Approaches to SOA Evolution

Historically, many organizations decided to begin their SOA efforts by exposing
existing data or functionality as web services. Vendors soon moved to provide tools
to automate this process so that it became easy to expose code written in a wide
range of languages, from COBOL to C#, and hosted on platforms ranging from
mainframes to Linux™.

The tools vary in their capabilities, but it is common to provide the ability to take
existing code and create a service and its WSDL, or to take a WSDL and create
shell code for a client or a service implementation. For example in the Java envi-
ronment, one can take a Java class annotated with @WebService and use the wsgen
tool to create the WSDL and classes that will handle the messaging. Going the other
way, one can take a WSDL from an existing service and use the wsimport tool to
create shell code for a client to access that service. Finally, if using a “WSDL-first”
or “contract-first” development style, one may create the WSDL by hand and, once
it is approved by all stakeholders, use it to generate shell code for the service
implementation [17].

If a composite application was developed using source code based tools, then it
is natural to continue maintaining it using these same tools. One advantage is that
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most of the vendor tools are available through an integrated development envi-
ronment (IDE) that supports program comprehension with code search, code nav-
igation and debugging facilities.

However a focus on code and code-generating tools for SOA evolution also has
several pitfalls. If used incautiously, the tools can generate unwanted dependencies
between a service and its client, thus tightening the coupling between them. To take
just one example, a software engineer may accidentally include in an interface some
of a service’s internal data types. Then the client will necessarily have to use these
same data types. Any change to the data structure on the server will force a change
in the client. The more such code-generating tools are used over the life of a system,
the more likely it is that this sort of design flaw will be introduced.

An important consideration may be the depth of the change. Papazoglou et al.
[18] distinguish between shallow changes, that affect a single service and its
immediate clients, and deep changes whose effects may cascade widely within a
system. Perhaps a code focus may be acceptable in dealing with shallow changes,
but deep changes require a more complex service life cycle to allow for more
complete analysis and for more time for changes to propagate across the service
landscape.

2.4.2 Service Interaction Level Approaches to SOA
Evolution

Many of the tasks involved in SOA evolution do not require studying the code, but
rather focus on understanding the interactions between services. For example a
maintainer may be considering reconfiguring or replacing a service. Or he may need
to locate where particular kinds of data are exchanged or where performance bot-
tlenecks are developing. Much of the research on SOA maintenance and program
comprehension has thus focused at the service interaction level of granularity.

It may be convenient to distinguish here between tools implementing dynamic
and static approaches, since the practicalities of using tools will be different in each
case. Dynamic tools get their input from actual execution of the system and use logs
or message traces, often supplemented to meet the needs of the tool. Static
approaches take as their input descriptions of the SOA system, such as requirements
or design documentation, UML models, WSDL interface descriptions, etc. Each
approach has its advantages and drawbacks.

One of the earliest dynamic approaches came from a group at IBM. De Pauw
et al. [19] describe a visualization tool, Web Services Navigator, which helps users
to understand SOA applications better. The tool collects data from event logs and
processes it to generate visual abstractions, such as flow patterns, as well as views
of transaction flows and data content. The paper describes how the tool has been
used to understand overall application behavior in several different problem solving
scenarios.
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A narrower application of dynamic analysis attempts to recover and understand
feature sequences, that is, the service interaction messages that occur when an end
user makes use of a particular feature of the application. The problem is that there
may be other concurrent users or routine system interactions that obscure the
desired feature. Coffey et al. compute a relevance index for each observed message,
giving greater weight to messages that are seen when a feature is known to be
active. A Feature Sequence Viewer lets the maintainer set a threshold to view the
sequence of the most relevant messages [20].

Zawawy et al. [21] present an interesting method that combines dynamic analysis of
service logs with preliminary manual encoding of requirements information in goal
trees. Their objective is to aid in root cause analysis of failures during corrective
maintenance. Their method compares the events recorded in the logs with the goal trees
describing expected behavior to locate the fault that is the root cause for a failure.

Chen et al. [22] describe a general framework that can be used to collect
dynamic information to monitor SOA applications for a wide variety of mainte-
nance and evolution tasks. They aim to integrate monitoring techniques into web
service frameworks, so that the information for dynamic analysis will be trans-
parently available for all applications using the framework.

Espinha et al. also use dynamic analysis to describe the runtime topology of a
SOA application, by which they mean identifying which services are running, and
how they depend and interact with one another. They provide an interesting
analysis of the data a maintainer needs for different evolution scenarios. Their
Serviz tool intercepts incoming requests to each service to capture the data they
need for system visualizations [23].

The dynamic analysis approaches have many advantages. As can be seen from
the examples we have cited, dynamic data can support striking visualizations to
provide insight into the running system. Also dynamic data comes from the as-built
system and thus, unlike models or documentation, is reliably up to date. However it
can be difficult to take data from a running system at all the necessary points
without encountering instrumentation, performance, and even confidentiality diffi-
culties. Also, any dynamic data depends on what the system was doing at the
moment when it was being observed; exceptional or rare behavior may be missed.

Static analysis methods, on the other hand, try to help a maintainer understand a
SOA application without having to run it. They thus avoid the data collection
problems of dynamic analysis, but with some costs.

One simple approach is to build on well-established search technologies to
support SOA maintainers. The SOAMiner tool searches both text documentation
and WSDLs, XML data schemas, and Business Process Execution Language
(BPEL) code [24]. As well as conventional search, the tool also has a rule-based
SOA Intel component that creates searchable abstractions from any XML structured
inputs. The abstractions summarize relationships within the system and were
defined based on the results of SOA comprehension case studies [25].

The problem with the search-based approach is that it largely leaves it up to the
maintainer to formulate queries and understand the responses. The abstractions
extracted from WSDLs, data descriptions, and BPEL can go only so far in
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providing high-level understanding of the system. However to go beyond the
search-based approach seems to require additional inputs which may or may not be
present for an existing SOA application.

For example Coffey et al. reverse engineer the WSDLs, data descriptions and
BPELs into automatically generated concept maps which provide a convenient
visualization of the SOA system. The intent is to then conduct interviews with
system experts to annotate these maps into a more complete system description that
would document it for future maintenance [26].

In another static approach, Kabzeva et al. present a very interesting method that
focuses on managing the relationships in a large service network. However as well
as the WSDL and BPEL inputs mentioned previously, they require information in
modeling notations such as Business Process Model and Notation (BPMN) and
Event-Driven Process Chains (EPC). If this information is present they can provide
a relationships model that would seem to be very useful for maintenance tasks such
as impact analysis [27].

Similarly Bauer et al. propose the use of a SOA repository with advanced
analysis capabilities to identify relationships between the services and perform
several important kinds of analysis, both to detect already existing problems
(as-is-analyses), as well as problems that might occur due to future service changes
(what-if-analyses). However they do not make clear how their repository would be
populated with information and what manual inputs may be required [28].

So for static analysis at the service interaction level, there is a tradeoff between
undemanding approaches such as search that leave a great deal to the user, and
more sophisticated approaches with more complete results, but that require human
data collection or accurate pre-existing system models.

2.4.3 Model Level Approaches to SOA Evolution

Modeling approaches can be used to support SOA evolution. Such approaches
focus on the development of models to represent service oriented or enterprise
architectures and the use of such models to guide their maintenance and evolution.

One such example is the OASIS Reference Model for Service Oriented
Architecture [29], which is an abstract framework that guides reference architec-
tures [30]. The ESARC—Enterprise Services Architecture Reference Cube [31]
(Fig. 2.2) is more specific and completes these architectural standards in the context
of EAM—Enterprise Architecture Management, and extends these architecture
standards for services and cloud computing.

ESARC provides an abstract model to support the integration of business
architectures with application architectures and implementation of service-based
enterprise systems, and with the technology and operation architecture. ESARC is
an original architecture reference model, which provides an integral view for main
interweaved architecture types. ESARC abstracts from a concrete business scenario
or technologies. The Open Group Architecture Framework provides the basic
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blueprint and structure for the extended service-oriented enterprise software
architecture domains like: Architecture Governance, Architecture Management,
Business and Information Architecture, Information Systems Architecture,
Technology Architecture, Operation Architecture, and Cloud Services Architecture.
ESARC provides a coherent aid for the evolution of architectures by facilitating
their examination, comparison, classification, quality evaluation and optimization
of architectures.

Enterprise Architecture Management for Services Computing is a commonly
preferred approach to organize, build and utilize distributed capabilities for Digital
Transformation [32]. They provide flexibility and agility in business and IT sys-
tems. The development of such applications integrates the Internet of Things
(IoT) [33], Web Services [34], REST Services [35], Cloud Computing [36] and Big
Data [37], among other frameworks and methods, like architectural semantic sup-
port. Today’s information systems span a broad range of domains including:
intelligent mobility systems and services, intelligent energy support systems, smart
personal health-care systems and services, intelligent transportation and logistics
services, smart environmental systems and services, intelligent systems and soft-
ware engineering, intelligent engineering and manufacturing. Microservices [38–
40] and the Internet of Things [33] are examples of base technologies for the fast
performing digital transformation. The Internet of Things enables a large number of
physical devices to connect each other to perform wireless data communication and
interaction using the Internet as a global communication environment.

Research reported in [41] focuses on extending the Enterprise Services
Architecture Reference Cube (ESARC) by mechanisms for architectural integration
and evolution to support adaptable information systems and architectural trans-
formations for changing architectural models. ESARC is an extendable classifica-
tion framework, which sets a conceptual baseline for digital architectural models.

Fig. 2.2 ESARC—enterprise software architecture reference cube
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ESARC makes it possible to verify, define and track the improvement path of
different business and IT changes considering alternative business operating mod-
els, business functions and business processes, enterprise services and systems,
their architectures and related technologies.

To integrate a huge amount of dynamically growing architectural descriptions
for services, microservices, or the Internet of Things into consistent enterprise
architectures is a considerable challenge. Further research focuses on integrating
small EA descriptions for each relevant IoT object. EA-IoT-Mini-Description
consists of partial EA-IoT-Data, partial EA-IoT-Models, and partial
EA-IoT-Metamodels associated with main IoT objects like IoT-Resource,
IoT-Device, and IoT-Software-Component [33]. This research addresses questions
such as how can we federate these EA-IoT-Mini-Descriptions to a global EA model
and information base by promoting a mixed automatic and collaborative decision
process [42]. For the automatic part, model federation and transformation approa-
ches are extended by introducing sematic-supported architectural representations,
e.g. by using partial and federated ontologies and associated mapping rules—as
universal enterprise architectural knowledge representation, which are combined
with special inference mechanisms [43–46].

Metamodels can be used to define architecture model elements and their rela-
tionships within ESARC. These metamodels serve as an abstraction for architec-
tural elements and relate them to architecture ontologies [47]. The OASIS
Reference Model for SOA [29] is an abstract framework, which defines generic
elements and their relationships for service-oriented architectures. Models and
metamodels such as ESARC allow software maintainers to navigate the multidi-
mensional space of service oriented and enterprise architectures and facilitate the
development and use of semantic-supported navigation and intelligent inferences.

For years semantic technologies were said to revolutionize the web but for the
time being the adoption rate is rather low. The basic idea of semantic web is to
make the content of the web understandable for machines via the creation of
semantic knowledge bases called ontologies. Semantic Web Services are typically
extensions to conventional web services [48]. Semantic web services add extra
semantic information in order to support automatic web service discovery, auto-
matic web service invocation, automatic web service composition and interopera-
tion [49]. Model Driven Architecture (MDA) uses UML as its preferred modeling
language. Semantic models are extremely expressive when modeling structural
knowledge. This facilitates modeling as well as maintenance of a model.

Salhofer et al. [50] presents an approach to apply the principles of Model Driven
Architecture (MDA) combined with a semantic model. Model Driven Architecture
focuses on the creation of models that should be turned into code automatically by
code generators. The core idea is to create a model of a system that only represents
its functionality but is not influenced by any technological platform. This model is
called the Platform Independent Model (PIM). From the PIM, the Platform Specific
Model (PSM) is generated. The PSM is then turned into source code by a code
generator.
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2.5 Emerging Trends

This section describes several emerging trends that can support the evolution of
SOA systems.

2.5.1 Microservices and Design for Evolvability

A recent trend in many software application domains has been the shortening of
software product delivery cycles. Companies have recognized that there is a strong
commercial advantage to providing new features to customers ahead of their
competitors. Software is often now delivered as a web application, perhaps com-
bined with a client “app” automatically pushed to customer smartphones. In this
environment the customer gets each new version transparently and there is no
barrier to releasing new software daily or hourly. Terms used to describe this new
software production model include continuous deployment, continuous delivery and
DevOps since the roles of software developers and IT system operators become
merged [51].

To support this model, new software engineering practices are being adopted
such as small teams, tight communication between developers and other stake-
holders, identical development and production environments, automatic build on
commit, automatic testing on build, and automatic deployment on successful test.
For these practices to work, the architecture of the application needs to be carefully
planned.

Microservices is a name that has been given to an architectural style intended to
work within these foreshortened delivery cycles [40]. The term is still relatively
new and there is controversy about exactly what constitutes a microservices
architecture. Recently at the 11th SEI Architecture Technology User Network
(SATURN) Conference, a workshop characterized microservices as shown in
Fig. 2.3 [38, 39].

The concept is that there will be small teams each responsible for a few small
independent services. Teams will work at their own pace deploying new versions of
services when they are ready, without having to coordinate versions. In our ter-
minology, this is clearly a “design for evolvability” approach to SOA evolution. It
remains to be seen if this approach will stand the test of time.

2.5.2 Knowledge-Based Support

Knowledge-based methods can support the evolution of increasingly complex SOA
systems of the future. Such methods involve the use of knowledge representations
to model SOA systems and reasoning strategies to support maintenance tasks and
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Fig. 2.3 The microservices
architectural style

code comprehension. In particular, ontological modeling can support SOA evolu-
tion by representing both high-level business and architectural views of the whole
application as well as lower level, code-focused views.

A commonly used ontology, the Open Group SOA ontology, can be extended to
develop a SOA Evolution Ontology that better addresses software maintenance
demands [30]. The Open Group’s ontology describes business processes, services
and their interfaces in a fairly abstract manner. The maintainer needs that
description, but also needs to deal with concrete implementation details as may be
found in design rationale, detailed interface specifications and in code. As an
example of this approach, an ontology was developed to support semantic browsing
and help a maintainer quickly acquire the information needed for a particular
maintenance task [52]. A specialized semantic browser can be used to support the
navigation of the large repositories of textual, semi-structured artifacts describing a
SOA system. Textual artifacts include natural language design rationale, design and
code documentation, semi-formal service interface specifications (e.g. WSDLs),
BPEL orchestration code, etc. These artifacts are annotated through semantic labels
that support discovery of the semantic relations between different artifacts.

Although little research has been reported on the development and use of
knowledge-based methods for the maintenance and evolution of SOA systems there
is literature on the application of semantic web techniques for maintaining tradi-
tional (non-SOA) software systems. The research reported in [52] focused on
providing ontological support for software artifacts such as source code and doc-
umentation. In work reported by Witte et al. [53], customized ontologies were
populated automatically from source code and documentation, and then queried to
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provide support for source code security analysis, for traceability links between
source code and documentation and for architecture analysis. In work by
Hyland-Wood et al. [54], an ontology was developed to describe the relationship
between object-oriented software components.

Rastgoo et al. [55] is one of the few papers that take a knowledge-based
approach to facilitate software engineering processes for SOA. The paper proposes
automated generation of requirements ontologies using UML diagrams. The gen-
erated ontology considers the behavior and hierarchical relationship of services.
Experimental results demonstrate the improvement of the proposed approach from
perspectives, such as completeness and automatic generation of requirements
ontology for SOA systems.

Knowledge-based support and ontological models can help address SOA evo-
lution challenges to keep them in continuous service in the face of rapidly changing
environments, continually emerging security risks, and a dynamic mix of partner
organizations. Future trends will see the development of ecosystems of ontologies to
describe increasingly complex SOA systems [41]. Consistent modeling approaches
will need to emerge to bridge architectural levels and address the different concerns
of business experts, developers and maintainers. The task of supporting the evo-
lution of SOA systems will always be challenging, but such knowledge-based
models could greatly ease the burden on software maintainers.

2.6 Concluding Remarks

In this chapter we described the challenges of software maintenance and evolution
and examined various approaches specifically within the context of Services
Oriented Architectures. We argue that SOA design principles such as loose cou-
pling and service interfaces can facilitate SOA system evolvability. We described
various approaches for SOA evolution support, which were classified by their level
of granularity: service code level, service interaction level and model level
approaches. We also presented emerging trends in supporting the maintenance and
evolution of SOA systems, including microservices and knowledge-based support.
Approaches such as the ones examined in this chapter can enhance the evolution of
future SOA systems.
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Chapter 3
Flexible and Maintainable
Service-Oriented Architectures
with Resource-Oriented Web Services

Michael Gebhart, Pascal Giessler and Sebastian Abeck

Abstract The implementation of service-oriented architectures is mostly driven by
the motivation to create a flexible and maintainable IT. Whether this goal can be
achieved or not strongly depends on the design quality of the services. For that
reason, the services within a service-oriented architecture have to be created with
care. In the past, several quality attributes and quality indicators were identified that
provide information about the design quality of a service. These quality indicators
were described with focus on method-driven services based on SOAP. However,
today, services are often designed in a resource-oriented way using REST or similar
approaches to enable technology-independent interactions. For that reason, this
chapter maps the existing quality attributes and quality indicators onto resource-
oriented web services. As result, architects and developers get a toolset to design
resource-oriented web services in a service-oriented architecture systematically in a
quality-oriented manner. The quality indicators are illustrated by means of a
resource-oriented web service in the context of a service-oriented SmartCampus
system developed at the Karlsruhe Institute of Technology. The scenario shows that
the application of the quality indicators limits the design scope and accelerates
making design decisions.

3.1 Introduction

Today, the motivation behind the implementation of service-oriented architectures
is mostly the creation of a flexible and maintainable IT. The quality of the resulting
architecture is strongly influenced by the quality of its building blocks which are
represented by services. For that reason, services also have to be designed in a
quality-oriented manner. In the last years, several quality attributes were identified
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that are considered as important for services in service-oriented architectures.
Examples are loose coupling, autonomy, and discoverability introduced by Erl [1].
As quality attributes describe only abstract concepts, the evaluation of services
regarding their quality requires the refinement of quality attributes into measurable
elements, the so-called quality indicators. Previous work by Gebhart and Abeck [2]
introduced quality indicators for the most widespread quality attributes. These
indicators refer to the interface of services and their internal logic. To evaluate
concrete web service implementation artifacts regarding these quality indicators, a
mapping of these conceptual indicators onto concrete technology is necessary. For
this purpose, in [3], Gebhart mapped the indicators onto the Web Service
Description Language (WSDL) as language to describe the web service interface
and onto the Service Component Architecture (SCA) to model the internal logic.
Based on this mapping, the quality indicators can be partially automatically
measured.

However, due to their lightweight and technology-independence, more and more
resource-oriented approaches, such as REpresentation State Transfer (REST)
introduced by Fielding [4], based on Hypertext Transfer Protocol (HTTP) are
chosen to implement web services in service-oriented architectures. Resource-
oriented approaches differ from the method-oriented design represented by for
instance SOAP and WSDL. In the past, existing work described quality attributes
only in an abstract manner [2] or mapped them onto SOAP-based web services [3].
Thus, for architects and developers it is not obvious, whether developed
resource-oriented web services consider the quality attributes correctly. Therefore,
it is necessary to map important quality attributes for service-oriented architectures
and their indicators onto service designs with resource-orientation in mind.

This article maps the quality indicators derived by Gebhart and Abeck [2] from
widespread literature onto the concepts of resource-oriented web services. For that
purpose, this article shows for each quality indicator, which aspects of a
resource-oriented web service, such as the Unified Resource Identifier (URI) or the
design of its parameters, influence the quality indicator. Furthermore, the desired
characteristic is determined. This will help architects and developers to understand
how to design resource-oriented web services in a way that the design supports the
flexibility and maintainability of the service-oriented architecture. In this chapter,
the focus is on resource-orientation in general over HTTP and not RESTful web
services in special. According to Fielding in [4], a truly RESTful web service
requires the application of Hypermedia As The Engine Of Application State
(HATEOAS). However, this methodology is mostly not applied in industry due to
its implementation complexity. For that reason, we focus on resource-orientation
without hypermedia. I.e., we do not consider RESTful but resource-oriented web
services. According to the Richardson Maturity Model (RMM), this kind of web
service is positioned on the second maturity level [5].

To illustrate the quality indicators and their mapping onto resource-oriented web
services, the AccessibilityInfoService of the service-oriented SmartCampus system
at the Karlsruhe Institute of Technology (KIT) is designed and developed
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considering the quality indicators. The SmartCampus supports members, guests,
and students at the KIT in their daily campus life. For example, they can determine
routes to certain rooms or can find free workplaces. The AccessibilityInfoService is
a new web service for people with disability, developed in cooperation with the
study centre for visually impaired (SZS). The service provides detailed information
about the accessibility of building and lecture rooms in a barrier-free way according
to the Web Content Accessibility Guidelines (WCAG) in version 2.0 [6]. The
application of the quality indicators by means of this web service will show how the
quality indicators support architects and developers during the design and devel-
opment of a resource-oriented web service.

This book chapter is structured as follows: Sect. 3.2 gives a brief introduction
into the fundamentals, such as SOAP, REST, and the used quality model. The
scenario, i.e., the SmartCampus and the AccessibilityInfoService are described in
Sect. 3.3. Section 3.4 introduces the quality indicators for service-oriented archi-
tectures and maps them onto resource-oriented web services. Section 3.5 concludes
this book chapter and presents an outlook on future research work.

3.2 Fundamentals

The following section forms the basis on which the described concepts in this book
chapter build on. For interface design, there are two types of service interfaces:
(1) proprietary and platform-dependent interfaces and (2) standardized and
platform-independent interfaces [7]. Due to our focus on platform-independent
service interfaces, we only consider standardized interfaces that are frequently used
for web services. For web services, there are two widespread distinctive types:
(1) SOAP-based web services and (2) web services based on Representation State
Transfer (REST) with increasing popularity [7, 8]. Each of them is presented by a
subsection. After describing and illustrating the two web service types, a quality
model derived from the ISO/IEC 25010:2011 [9] is introduced to define the terms
for service design quality.

3.2.1 SOAP

SOAP is a wire protocol, which defines the format and structure of the transmitting
data [10, 11]. For transmission of SOAP messages, the application layer protocol
HTTP (Hypertext Transport Protocol) is typically used [12]. The Web Service
Description Language (WSDL) describes the interface of SOAP-based web services
and the exchanged messages. By using WSDL, three different aspects of a web
service can be defined: (1) the exposed operations of the service, (2) the input and
output parameters for these operations, and (3) the technology binding by which a
client can communicate with the web service [7]. Compared to resource-oriented
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web services, this web service type can be denoted as a method-oriented web
service due to its exposed operation declarations.

3.2.2 REST

REST is a hybrid architectural style as result of combining different network-based
architectural styles together with another constraint for the uniform interface [4]. An
architectural style can be seen as a crosscutting concept for designing software
architectures, which can be grouped in different categories. Garlan and Shaw [13]
define an architectural style as a “vocabulary of components and connectors that
can be used in instances of that style, together with a set of constraints on how they
can be combined” [13, p. 6].

For the design of REST, Fielding [4] has identified the following four key
characteristics, which were proved as responsible for the success of the World Wide
Web (WWW) [14]: (1) Low entry-barrier, (2) extensibility, (3) distributed hyper-
media, and (4) internet-scale. REST ensures these characteristics through the fol-
lowing six constraints:

• Client and Server: A client component sends a request to a server component for
executing a remote operation. It is incumbent upon the server component to
perform or reject the request [4].

• Statelessness: Each request from client to server has to contain all necessary
information to perform the request, which leads to the following advantage:
“There is no need for the server to maintain an awareness of the client state
beyond the current request” [4, p. 199].

• Layered Architecture: A layered client-server architecture enables the applica-
tion of the Separation of Concerns (SoC) principle and the opportunity to add
features like load balancing or caching mechanisms to multiple layers [4, 15].

• Caching: This constraint allows a client to match its request to a previous
response from the server with the result that no request has to be transmitted
over the network [14].

• Code on Demand: With the usage of Code on Demand, additional programming
logic can be requested from the server that is needed for processing information
received from the server [14].

• Uniform Interface: The term “uniform interface” (hereinafter the
resource-oriented interface) can be seen as an umbrella term, since it can be
decomposed into four sub-constraints [14]: (1) identification of resources,
(2) manipulation of resources through representations, (3) self-descriptive
messages, and (4) hypermedia.

Typically, web services based on REST will be used in combination with the
application layer protocol HTTP [7, 12]. But, also other protocols can be used such
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as CoAP [14, 16]. Through the usage of hypermedia and semantic markups, no
further information is necessary to interact with this type of web services [5, 9].

3.2.3 Quality Model

The following quality model is based on the ISO/IEC 25010:2011 [9] and builds the
foundation for the qualitative perspective in this book chapter. Besides the defini-
tion of the quality terms, also the relationship between them will be defined.
Together, they form the basis for evaluating service design quality in the upcoming
sections.

A quality characteristic represents a “category of software quality attributes that
bears on software quality” and can be refined into multiple sub-characteristics over
several levels according to the ISO/IEC 25010:2011 [9]. Finally, there are quality
attributes on which an “inherent property or characteristic of an entity can be
distinguished quantitatively or qualitatively by human or automated means” [9].
The quality attributes thus permit a statement about the manifestation of one or
more quality characteristics of the service under investigation. To get a hint about
the manifestation of a quality attribute, so-called quality indicators can be used. The
quality indicators are represented by quality metrics that allow a “measurement of
the degrees to which software has given quality attributes” [17]. Quality indicators
can be derived from design patterns, best practices, conventions, or similar quality
influencing concepts. On the other hand, the quality criteria defines the threshold
“for satisfaction and the corresponding measures” [9]. For illustration purpose,
Fig. 3.1 shows the quality model.

Fig. 3.1 Quality model
applied in this chapter based
on ISO/IEC 25010:2011
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In [2], Gebhart derived four central quality attributes for services from existing
work: unique categorization, loose coupling, discoverability, and autonomy. As
basis, the work of Erl [1], Cohen [18], Perepletchikov et al. [19–21], Hirzalla et al.
[22], and Choi et al. [23] were used. These quality attributes influence the flexibility
and maintainability of service-oriented architectures. Existing work describes these
quality attributes mostly only abstractly and textually. Therefore, architects and
developers cannot apply them without additional interpretation effort. For that
reason, they are not sufficient to design services systematically in a quality-oriented
way. Instead, a quality attribute has to be refined into quality indicators that can be
evaluated on concrete design or implementation artifacts. In [2], Gebhart introduced
quality indicators for services in general. These quality indicators constitute the
basis for this book chapter.

3.3 Scenario

This section provides a detailed description of the AccessibilityInfoService, a web
service as part of the service-oriented SmartCampus system at the KIT, at which the
designed and developed quality indicators were applied. The application proves our
assumption that they limit the design scope and accelerate making design decision
with quality in mind. For a generally valid statement, further software projects have
to be realized while considering our provided set of quality indicators. Such an
explorative study is outside of the scope of this chapter. However, this chapter
provides the necessary information to accomplish such a study. The provided
scenario shall therefore not act as an evidence of our quality indicators rather than it
will be used to illustrate our identified quality indicators. In the following, the scope
of the scenario will be described in detail.

The SmartCampus system provides services for several platforms, in particular
for mobile devices, to support the daily life at the university. Today, there are
several services, such as the ParticipationService for system consenting [24], the
CampusGuide service for navigating on the campus, and the CompetenceService
for searching competences with an ontology-based approach.

The AccessibilityInfoService is a new web service for people with disability,
which is currently under development in cooperation with the study centre for
visually impaired (SZS). The service provides detailed information about the
accessibility of buildings and lecture rooms in a barrier-free way according to the
Web Content Accessibility Guidelines (WCAG) in version 2.0 [6]. For example,
there is information about main and side entrance of buildings regarding the
existence of stairs, amount of stair steps, existence of a ramp function, and auto-
matic door openers. Besides the retrieval of available information, there is also a
notification system that notifies the people about risks in the near surroundings or
requested buildings and lecture rooms.

From a technical point of view, the AccessibilityInfoService was designed and
developed with modern state of the art technologies, such as AngularJS and Spring.
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For the service interface, a resource-oriented approach was chosen similar to REST
with one exception: no hypermedia was used for state transitions according to the
principle of HATEOAS. In the transmitted representations, there are no hyperlinks
for further proceeding in form of new interactions with the service. Instead of this,
the logic for further processing was implemented directly in JavaScript. Therefore,
the web service is not RESTful according to the constraints by Fielding [4], but
rather a resource-oriented web service. Compared to the maturity model by
Richardson, the web service can be positioned on the second level [5].

Figure 3.2 illustrates the AccessibilityInfoService as part of the SmartCampus
system at the KIT in form of a use case diagram from the perspective of people
with disability. We differentiate between a user with and without authentication
(anonymous) on the AccessibilityInfoService.

3.4 Quality Indicators for Resource-Oriented Web
Services

This section introduces the quality attributes and the technology-independent
quality indicators that have been identified as important for services in
service-oriented architectures. Afterwards, each of the technology-independent
quality indicators is mapped onto aspects of resource-oriented web services. This
enables architects and developers to design resource-oriented web services sys-
tematically in a quality-oriented manner. Furthermore, by application of these

Fig. 3.2 Use cases covered by AccessibilityInfoService
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quality indicators, existing resource-oriented web services can be evaluated
regarding the introduced quality attributes to identify potential for improvement.
The mapping of quality indicators onto aspects of resource-oriented web services is
illustrated by means of the AccessibilityInfoService as introduced in Sect. 3.3.

3.4.1 Unique Categorization

According to Erl [1], the unique categorization in the context of service-orientation
is comparable to the concept of cohesion in object-orientation. In general, it means
that functionality that belongs together should be grouped into one service. On the
other side, functionality with no focus on related aspects should be separated into
several services. According to Gebhart and Abeck [2], this quality attribute can be
broken down into the following quality indicators:

Separation of Business-Related and Technical Functionality
To increase the maintainability of services, business-related and technical func-
tionality should be separated into different services because these two kinds of
functionality change in different time intervals.

In the context of resource-oriented web services, one web service focuses on one
resource that can be either business-related or technical. In case of
business-relation, the covered resource reflects an entity of the domain model.
According to this quality indicator, all operations of the web service, represented by
HTTP methods, should relate to the considered resource. If technical functionality
is required as part of a business-related resource, this functionality should be part of
a separate web service representing a more technical resource. For example:

GET/users/bfc6cacf9bad9a02c87c3061a491b11b

This request returns the user with the md5-generated ID bfc6-
cacf9bad9a02c87c3061a491b11b. To get the information whether the user is cur-
rently logged in, what represents a more technical functionality, the following way
is a bad style as it is more method-oriented than resource-oriented:

GET/users/bfc6cacf9bad9a02c87c3061a491b11b/loggedIn

Instead, for the login information a separate resource-oriented web service
should be created that allows querying login information for a specific user ID.

GET/logins/bfc6cacf9bad9a02c87c3061a491b11b

Separation of Agnostic and non-Agnostic Functionality
To increase the reusability of services, agnostic functionality should be separated
from non-agnostic functionality. Agnostic functionality represents generic func-
tionality that can be used in several business contexts. A typical example for an
agnostic functionality is a user query with a certain user ID.
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A resource-oriented web service typically provides information that relates to a
resource representing a functional entity of the domain model. As the provided
HTTP methods enable Create, Read, Update, and Delete (CRUD) operations that
can be used in several contexts, the web service provides only agnostic function-
ality. For specific functionality, an explicit resource should be created. For example,
if a web service is expected to provide functionality to subscribe to rooms or
buildings, a separate resource for subscriptions should be created. This means that
the following request is a bad style to subscribe to rooms with md5-based ID
d8ce37c2d80891095497a73e37432d56.

POST /rooms/d8ce37c2d80891095497a73e37432d56/subscribe

Instead, the following resource is recommended:

POST /subscriptions

As payload, the service consumer sends the ID of the room, i.e., in this example
d8ce37c2d80891095497a73e37432d56. Sometimes, especially behind non-agnostic
functionality there are complex and long-running business processes. In this case,
the quality indicator of asynchronicity as part of the loose coupling quality attribute
should be considered.

Data Superiority
The statement behind data superiority is that there is only one service that is
responsible for the management of a certain business entity, such as customers or
invoices. In this context, management means the creation, reading, updating, and
deletion (CRUD) of the business entity. For that reason, it is comparable to the
Separation of Concerns (SoC) principle. The data superiority increases the main-
tainability since all managed functionality is collected in one central place. If the
data schemas are changed, only one service has to be adapted.

For resource-oriented web services, the data superiority means: If there is a
building service which provides information about buildings, then no further ser-
vice with similar functionality for buildings should exist. Thus, if a resource-
oriented web services manages only the covered resource, then the web service
automatically fulfills this quality indicator.

Common Business Entity Usage
According to this quality indicator, a service should provide functionality that uses
only common business entities. This means that all provided functionality uses
either the same business entity or dependent ones. A business entity “A” depends
on another one “B” if the entity “A” cannot exist without “B”. An example is the
business entity building with a contained address considered as an explicit business
entity. A building service should focus on a building but as an address cannot exist
without the superordinate building, the building service can also work with
addresses. An explicit address service is not necessary. In domain models that are
described using the Unified Modeling Language (UML), this dependency would be
described by means of compositions.
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For resource-oriented web services, this quality indicator means that one web
service should only consider one resource and its composing resources that are
often called sub-resources (Fig. 3.3).

3.4.2 Loose Coupling

Intention of a loose coupling between services is the reduction of its dependencies.
This quality attribute represents one of the most widespread ones since it is often
mentioned as an important success factor for service-oriented architecture projects.
A loose coupling between services promotes the scalability, fault tolerance, flexi-
bility, and maintainability of the entire service-oriented architecture. The following
quality indicators provide architects and developers hints about the current degree
of coupling.

Asynchronicity
To reduce the dependencies, in case of long-running operations, asynchronous
operation calls are expected to be supported. This means that the service consumer
invokes the service provider, who returns the result proactively by calling the
service consumer. This enables that the service consumer does not have to wait
until the operation has been finished. Asynchronicity decouples the service con-
sumer from the service provider during the execution. As result, for example, the
service consumer is not required to be active and correctly running during the entire
execution time.

Fig. 3.3 Mapping composition from domain model onto resource model
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For that purpose, in resource-oriented web services, a POST request is sent to
initiate the long-running operation.

POST /subscriptions

As payload, a Callback Resource Identifier should be provided by means of a
URL that can be called by the operation to initiate the callback. In case of
long-running operations, the POST request returns the ID of the process repre-
senting the operation execution. By this means, it is possible to query the current
state of the operation or to terminate it.

GET /subscriptions/d8ce37c2d80891095497a73e37432d56

This request returns a representation of the operation with the process ID
d8ce37c2d80891095497a73e37432d56.

As alternative to the Callback Resource Identifier, it would be possible to use
polling to recognize when the operation is finished. However, especially in mobile
environments, this solution is not recommended due to declining battery life.
Another option is push services, which notify service consumer over well-defined
interfaces about the process status. An interaction from client-side is not necessary.

Common Data Types Complexity
If service providers and consumers use the same data types, their coupling increases
as changing the data types within one of the parties results in adapting the other
party. For that reason, service consumer and service provider should not use the
same data types in case of complex ones. The only shared data types should be the
primitive ones, such as string or integer.

To consider this quality indicator in resource-oriented web services, the imple-
mentation has to be considered: When using JSON as representation data format,
only strings are exchanged. Therefore, in this case, it depends on the internally used
data types: If service providers and consumers use the same complex data types
internally and create serialized representations of these data types to exchange data,
then this indicator is not fulfilled. However, if service provider and consumer use
similar data types contained in different packages or the JSON string is created
manually, this indicator is fulfilled.

Abstraction
Another aspect that supports the loose coupling is the abstraction of operations
and parameters. This means that both the operations and the expected parameters
should hide technical details. For example, if the functionality of a service is the
storage of users in the database, the service provider should only provide the
abstract information that users are stored. The usage of a database should be
hidden. Also in the context of parameters, only functional information should
be expected. Implementation details, such as database credentials, should not be
expected parameters. This enables to change the underlying implementation and
the backend without changing the service consumer.
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Regarding operations in resource-oriented web services, the URLs have to be
considered as the operations themselves are preset by HTTP (GET, POST, PUT,
and DELETE). A typical non-abstract URL is:

GET /buildingsInDatabase

Technical information, such as the data store should be avoided in the URL.
Regarding the parameters, it is very similar to the method-oriented approaches as it
depends on the implementation: The transferred data, e.g., described with JSON
should not provide non-abstract information. For example, the following JSON
object to create a new customer should be avoided:

POST /users
{

“lastname”: “Doe”,
“firstname”: “John”,
“db_username”: “database-user1”,
“db_password”: “database-pw1”

}

Compensation
Aservice should provide compensating functionality in case of state-changing
functionality. For example, if a service provides functionality to change the state of
a business entity, such as users, it should also provide functionality to compensate
this step. This is especially needed in transactional contexts.

For resource-oriented web services, this means that on the one hand the HTTP
methods have to be correctly applied as described in Table 3.1.

And on the other hand, POST and DELETE always have to be available together
as they are the compensating ones for each other. PUT is for updating an entry and
if it is idempotent it is also self-compensating.

3.4.3 Discoverability

Reusing existing functionality is another important aspect in the context of
service-oriented architectures. Certain functionality should only be available once
and thus should not be implemented twice. For that reason, it is necessary that

Table 3.1 HTTP method
characteristics

HTTP method Safe Idempotent

POST No No

GET Yes Yes

PUT No Yes

DELETE No Yes
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existing service are discoverable. The discoverability can be broken down into the
following three quality indicators:

Functional Naming
To discover existing functionality, it is necessary that all externally visible parts of a
service are functionally named. Compared to the abstraction introduced as quality
indicator for the loose coupling, the functional naming is not limited to the
avoidance of technical details. Instead the focus is on functional naming in general.
For example, a service that is responsible for the management of buildings should
be named as buildings service and not simply service A or service B. This has to be
considered for all externally visible parts.

In resource-oriented web services, the operations themselves are preset by
HTTP. Therefore, this part is fixed and cannot be changed. However, the URLs
should be functionally named. A URL like the following should be avoided:

/A/d8ce37c2d80891095497a73e37432d56

Instead, the following URL should be chosen.

/buildings/d8ce37c2d80891095497a73e37432d56

Furthermore, the representations, i.e., the exchanged data, in case of JSON
especially the attributes, have to be functionally named.

{

“I”: 5331,
“BN”: “01.13”,
“N”: “Mensa new building”,
“ADD”: “Straße am Forum 4”,
“LA”: 49.0118,
“LO”: 8.41688,
“EMGNUM”: null,
“IDK”: false,
“MISC”: null,
“CATID”: 27053

}

Should be replaced by:

{

“id”: 5331,
“buildingNumber”: “01.13”,
“name”: “Mensa new building”,
“address”: “Straße am Forum 4”,
“lat”: 49.0118,
“lon”: 8.41688,
“emergencyNumber”: null,
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“infodesk”: false,
“miscellaneous”: null,
“categoryId”: 27053

}

Naming Convention Compliance
Both in literature and in companies there are naming conventions that should be
considered when designing a service. For example, operations are expected to
include verbs and nouns. Furthermore, capitalization rules should be correctly
applied and there is no mixture of singular or plural. This helps architects and
developers to find appropriate existing functionality.

Transferred to resource-oriented web services, this is very similar to the func-
tional naming. Also in this case, the URLs and the attributes in data objects have to
follow naming conventions. For example bad URLs could be:

/BUILDING/d8ce37c2d80891095497a73e37432d56
/ROOMS/c779b524addc6effc9334eea029208ca

Instead, the following convention should be chosen:

/buildings/d8ce37c2d80891095497a73e37432d56
/rooms/c779b524addc6effc9334eea029208ca

Information Content
The more information the service provides to potential service consumers the easier
the appropriate functionality can be found. For that reason, the extent of informa-
tion content, such as documentation of the service interface, indicates the discov-
erability of a service.

For resource-oriented web services, there is no formal description available as it
is for web services based on SOAP and WSDL. For that reason, as much infor-
mation as possible should be documented: The resources, available methods,
attributes of exchanged data. Especially for the documentation of attributes, the
Application Level Protocol Semantics (ALPS) can be chosen to provide the
semantics for the exchanged data [25].

3.4.4 Autonomy

The autonomy represents the independency from one service to other services, i.e.,
to what extent a service can be used without other ones. To get a hint regarding the
degree of autonomy of a service, architects and developers can apply the following
quality indicators.
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Service Dependency
Functionality that requires other services decreases the autonomy of the considered
service since it requires the presence of other services for operating. For that reason,
the direct dependencies between one service and other services give a hint about its
autonomy.

In the context of resource-oriented web services, the implementation has to be
considered to measure the number of dependencies to other services.

Functional Overlap
Furthermore, the autonomy is decreased if the provided functionality overlaps with
the functionality of other services. In this case, the service can only be used in
combination with functionality of other services what reduces its autonomous
usage.

Similar to service dependency, this quality indicator has no REST-specific
characteristic. The implementation has to be considered to evaluate the functional
overlap with other services.

3.5 Conclusion and Outlook

In the past, mostly web services based on the method-oriented approaches, such as
SOAP, have been developed. However, due to its lightweight, today, more and
more resource-oriented web services based on HTTP are developed. This kind of
web services can also be applied even though if the service-oriented architecture is
implemented using certain trends, such as microservices [26]. As the design of
these web services strongly influences the quality of the resulting service-oriented
architecture, the web services have to be designed with care.

For that reason, quality attributes with focus on design and implementation
aspects of services in service-oriented architectures have been described. As these
quality attributes are mostly only described textually, Gebhart and Abeck [2] broke
them down into measurable quality indicators. However, these quality indicators are
still technology-independent. For that reason, in the past, they have been mapped
onto method-oriented web services, such as the ones based on SOAP. In this
chapter, the outstanding mapping onto resource-oriented web services was
described.

To illustrate the mapping, the quality indicators were applied on a real-world
scenario, the AccessibilityInfoService developed at the Karlsruhe Institute of
Technology (KIT). The AccessibilityInfoService is a web service developed for
people with disability in cooperation with the study centre for visually impaired
(SZS) as part of the SmartCampus system. The application showed that the quality
indicators give valuable hints about how to design the web services so that the
desired quality attributes, such as loose coupling, are supported.
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By means of the mapping onto resource-oriented web services, architects and
developers get a tool to design and implement resource-oriented web services based
on HTTP systematically in a quality-oriented manner. Furthermore, by means of the
quality indicators, it is possible to evaluate existing web services to identify
potential for improvement. For that reason, the present work supports the creation
of service-oriented architectures that fulfill the goals initially associated with this
kind of architecture: A highly flexible and maintainable IT architecture.

For the future, we plan to support the automatic evaluation of web services
regarding the described quality indicators. For that purpose, we are working on an
open source tool, the QA82 Analyzer [27]. As the evaluation regarding the quality
indicators mostly requires expert knowledge, this tool supports an evaluation
mechanism, where automatic evaluations are combined with manual expert
knowledge. We call this approach “hybrid quality analysis”. The tool allows the
creation of further metrics and can be integrated into existing tool chains.
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Chapter 4
Knowledge Elicitation and Conceptual
Modeling to Foster Security and Trust
in SOA System Evolution

John W. Coffey, Arthur Baskin and Dallas Snider

Abstract Software systems based upon Service-Oriented Architecture (SOA) are
often large, heterogeneous and difficult to understand. Evolving such systems
presents some unique challenges. For example, it is critical to understand the
impacts on trust relationships and security as SOA systems evolve. A substantial
body of work exists on the idea of knowledge elicitation and management through
the creation of knowledge models, which are created to represent the conceptual
knowledge of experts. Knowledge modeling based upon concept maps is an effi-
cient process and knowledge representation scheme that holds potential to assist
planning in evolving SOA systems. This chapter contains two examples of
knowledge modeling in support of SOA system evolution. The first example is an
academic study that illustrates the use of knowledge modeling to create a software
security assurance case. The second example, which is the main focus of this
chapter, pertains to the ongoing evolution of a large, real-world Sustainment
Management System software suite named PAVER™. This software is being
modified to allow third-party add-in functionality to interact with the base system
and to create a SOA federation with other enterprise systems. This article contains a
description of a knowledge elicitation and modeling effort to identify trust concerns
as this increasingly large and complex federation evolves.

4.1 Introduction

Service Oriented Architecture (SOA) technologies provide new possibilities for the
creation of more flexible and interoperable heterogeneous systems. However, with
these enhanced capabilities come new and complex issues pertaining to system
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security and to the issue of whether or not a service one might employ is trust-
worthy. A major goal of SOA is to foster the creation of more agile and flexible
systems which implies that system evolution might occur at a rapid pace. If a
system evolves strictly through software extensions to create new functionality, it
will likely evolve more slowly than if a system evolves through the recombination
of (potentially newly discovered) pre-defined services. Thus, having a clear
understanding of security and trust issues is critical in rapidly evolving SOA sys-
tems. Concept mapping [1] and knowledge modeling [2] hold potential to provide
efficient ways to capture and represent knowledge and reasoning about security and
trust issues in SOA systems. Some preliminary work [3, 4] has demonstrated the
utility of concept mapping and knowledge modeling in SOA system development.

Concept mapping provides a visual representation of structured knowledge that
allows people to organize and express knowledge of a domain such as security or
trust. Subject matter experts (SMEs) can collaborate with knowledge engineers
(KEs) in a knowledge elicitation process to create concept maps in order to address
a security or trust issue. A substantial body of work exists on the creation of
knowledge models, which are created to represent the conceptual knowledge of
experts. For some examples, see [5–8]. Knowledge modeling based upon concept
maps is an efficient process and knowledge representation scheme.

This chapter contains two examples of concept mapping to address security
concerns and trust issues in SOA systems. The first example is an academic study
that illustrates the use of knowledge modeling to create a security assurance case
[3], a means of demonstrating that security concerns have been met for a software
system. This example illustrates the idea of collaborative knowledge modeling with
a security expert, the software developer and a knowledge elicitor in order to create
the security assurance case. The second example is the main focus of this chapter.
A significant ongoing evolution of a large, real-world Sustainment Management
System software suite named PAVER™ is to allow third-party add-in functionality
to interact with the base system and to create a SOA federation of PAVER™ with
other enterprise systems. A knowledge elicitation and modeling effort was carried
out in order to address these trust concerns.

The remainder of this article includes a review of literature on security and trust
models in SOA systems. A review of the use of concept maps and knowledge
models for the capture and representation of structural knowledge follows.
Strategies for the elicitation and representation of structured knowledge are dis-
cussed. Following this groundwork are the two case studies. The article concludes
with a discussion of the work presented and some conclusions.

4.2 Security and Trust in SOA Federations

Security and trust are two related concerns in SOA system evolution. Rasmussen
and Jansson [9] stated that security and trust concerns must be treated together to
provide protection for Internet commerce. They consider traditional security
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measures such as authentication and access controls as hard security while using the
term soft security to describe the concept of trust and the use of reputation systems
that allow for the recognition and approval of services to be utilized. Thomas et al.
[10] motivated the interrelatedness but dissimilarity of these two ideas by
describing security concerns across trust domains. They cite the commonly
occurring scenario in federated SOA systems of the authentication of a service user
within the user’s local trust domain, and the need for the service provider to trust
the authentication performed by the user’s identity provider. They described a
probabilistic trust level model that seeks to quantify the level of trust that can be
placed in an authentication event.

Many of the trust models for SOA services cite the work of Marsh [11] who
conceptualized trust as something that could be computed and modeled. In his
seminal research, Marsh created formulae to estimate trust between agents
regardless of whether the agents are humans or machines. He also formalized levels
of risk, competence and cooperation. He described the need to consider how trust
levels change over time. He envisioned that his work could be applied to sociology,
psychology and in a distributed artificial intelligence environment. Marsh realized
that his publication was a work in progress and welcomed other researchers to
extend his formulae.

Skopik et al. [12] extended the work of Marsh by using previous experiences and
crowdsourcing techniques to create a rule-based approach to establish trust among
humans and services. Their approach utilized both qualitative and quantitative
measures. Some of the sources for their model include interactions, profiles,
structural relations and hierarchies, and manually declared relationships. They
utilized directed graphs where the vertices of the graph are the actors and the edges
represent the trust relations among the actors. Because there can exist both human
and non-human actors in a dynamic SOA system, Skopik et al. established the
following five classes of measures to assist in building flexible rules that can adjust
with the environment: interaction among the actors, similarity of attributes among
the actors, trust relations (e.g., personal, bidirectional, and temporal dynamics),
collaboration (e.g., reciprocity and response times), and group statistics such as
mean and distribution of directed graph metrics.

Cayirci [13] presented a mathematical model which calculates both trust and risk
for services, that provides modeling and simulation as a service (MSaaS). The trust
and risk model takes into consideration not only security but also the quality of
service and grade of service as stated in service level agreements. The goal of
Cayirci’s research was to build a model that can help determine if a service has
enough credibility and accountability, thus offering protection for both the provider
and the consumer of the service.

Kovac and Trcek [14] examined trust in SOA services from a socio-cognitive
perspective and presented a model using the following input attributes: temporal
dynamics between agents, dependencies on feedback from other agents, the context
of the trust relationship between agents, and knowledge gained from prior expe-
riences. The components of their trust model include directed graphs representing
social networks, a set of trust values and operators, an algorithm to compute trust
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and a set of policies that define trust interactions. Their architecture incorporates a
global trust web service, distributed trust engines and a web-based user interface.
Security in SOA systems requires authentication and fine-grained level of access
control. Nair et al. [15, 16] proposed a federated web services framework that
would utilize hardware virtualization to provide detailed management of group
level permissions, data security and process isolation.

From the previous discussion, one might conclude that both security and trust
must be treated as relative terms (relatively trustworthy, poorly secured, etc.) as
opposed to two-place predicates (trusted or not, secure or not). Furthermore, the
level of security and trust in a federated system can change significantly over time.
One might view security as starting from a hardware/software perspective and trust
as originating as a human concern to be encoded, somehow, in software. Both
present significant ongoing challenges for SOA system developers.

4.3 Concept Maps, Knowledge Models,
and Knowledge Modeling

Concept maps [1] are comprised of concepts and linking phrases that make explicit
the relationship between concepts. A concept is defined by Novak as a perceived
regularity in events or objects, or a record of events or objects, designated by a
label. Triples comprised of [concept—linking phrase—concept] form propositions
which are described as fundamental units of knowledge. For instance, the propo-
sition “knowledge generation presupposes and extends structural or conceptual
knowledge” is comprised of the concepts “knowledge generation” and “structural
or conceptual knowledge” and the linking phrase “presupposes and extends.”
Concept maps make manifest the principles of subsumption and progressive dif-
ferentiation from Ausubel’s [17, 18] Assimilation Theory in which more specific
concepts are differentiated from and subsumed under more general ones.

Early work on concept mapping for knowledge elicitation was conducted at the
Institute for Human and Machine Cognition [19]. Since then, several groups have
embraced concept mapping for knowledge elicitation. McNeese et al. [20, 21] used
concept maps to externalize the expertise of pilots regarding their decision-making
strategies, to create conceptual designs of cockpits, and for internal information
management systems and procedures. Knowledge elicitation with concept maps has
been used as a means of idea generation in groups of people [22, 23]. Beyond the
use of concept maps as a learning and teaching tool, successful applications of
concept mapping include institutional memory preservation [6, 24], sharing of
domain expertise for public outreach [5], visualization of artifacts in Service-
Oriented Architecture (SOA) composite applications [25], representation of soft-
ware security assurance cases [26], and many other uses.

Building concept maps in electronic format with a tool such as CmapTools [27]
offers capabilities to connect the maps via navigational links and to associate
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supplementary resources such as video clips, images, and links to Web sites with
the concepts in the maps. A hierarchical, ordered collection of interconnected
concept maps and their accompanying resources pertaining to a given topic com-
prise what is called a knowledge model [2, 5, 6, 24]. Moon et al. [8] have created a
comprehensive resource pertaining to applications of concept mapping and
knowledge modeling.

4.4 Studies in Knowledge Modeling for SOA Security
and Trust

This section contains two examples of the use of knowledge elicitation and
knowledge modeling for SOA systems. The first study illustrates a process of
developing a security assurance case for a newly-developed composite application.
The second study illustrates the use of knowledge modeling to address security and
trust concerns pertaining to a large sustainment management system (an
enterprise-level system used to track a large collection of physical assets and to
foster decision-making regarding how to maintain them) as the system evolves with
the addition of third-party add-in functionality and is more extensively integrated
into a federation with other enterprise systems.

4.4.1 Developing a Security Assurance Case Through
Knowledge Modeling

Agudo et al. [28] stated that security assurance cases are meant to provide evidence
that a system meets specific criteria in order to create confidence in the system’s
security. Techniques for building such cases range from informal to semi-formal to
highly formal. Agudo et al. advocated for semi-formal approaches that encompass
both functional and non-functional requirements. The current study would properly
be characterized as a semi-formal approach focused on both functional and
non-functional requirements. The work was performed by teams comprised of
faculty and Master’s level software engineering students at a regional university.
The work pertains to the development of a SOA system pertaining to a flight
reservation system.

4.4.1.1 Motivation

Developing comprehensive security cases is prohibitively expensive in all but the
most security-critical software. The goal of the work in this case study was to assess
the viability of the idea of developing a set of the most critical security concerns to
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be addressed using a knowledge modeling approach and then developing the case
with three key participants: a security expert, the software developer, and a
knowledge engineer. The current approach represents an attempt to bring effi-
ciencies to the security assurance development process, making it feasible to
develop a case considering only the major concerns of the security expert.

4.4.1.2 Methods and Results

Planning for the development of the security assurance case proceeded in parallel
with the actual software development. The process of developing the security
assurance case using this approach is conceived as being comprised of two phases:

Phase 1: The security expert and knowledge engineer collaborate to create a
concept map identifying issues to be addressed in the security assurance
case.

Phase 2: The security expert, knowledge engineer and software developer create a
concept map that constitutes the actual security assurance case.

Planning for Phase 1 of the process is carried out by building a concept map
pertaining to the particular security concerns of interest to the security expert. In the
current study, informal discussions were carried out prior to the building of the
concept map which was performed solely by the knowledge engineer. In the general
situation, interactive development of the concept map in collaborative work
between the knowledge elicitor and the expert would supplant the preliminary
informal discussions. Figure 4.1 contains the concept map that was developed to
reflect the results of the planning process.

The box in the top-left corner of Fig. 4.1 reads “How are the design and
implementation vulnerabilities being addressed in a Security Assurance case?”
This item is called a focus question—a question that is posed at the beginning of the
collaborative mapping process in order to ensure that the knowledge elicited
remains relevant to the issue being explored. The goal of the knowledge elicitation
effort is to answer the focus question. Making the focus question explicit by
recording it in the concept map helps collaborators stay on topic and avoid irrel-
evancies in the elicited knowledge.

In the concept map in Fig. 4.1, one can see that the software security assurance
case will involve both a design touchpoint and an implementation touchpoint—the
two times in the development cycle when security issues would be examined under
the chosen protocol. This concept map also reveals that the rationale for the case
rests with best practices and involves four specific vulnerabilities (in bold near the
center of the map) to be addressed:

• Error handling vulnerabilities,
• The need for transaction logs,
• Ensuring that no embedded authentication data is present,
• Allowing minimal privileges for proper operations.
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In Phase 2, two knowledge engineering sessions were conducted with the
software developers, one after the product’s design phase, and the other after the
product’s implementation phase. Figure 4.2 contains one of the concept maps that
was developed as part of the security assurance review of the design. At the top of
Fig. 4.2, one can see the specific vulnerabilities that appear repeated from the phase
1 planning concept map. Below them is specific documentation regarding how
these security issues were addressed.

The review and knowledge modeling effort comprised only a small increment in
the overall time required to design and implement the software. The main additional
cost of employing this approach was the time of the three participants to conduct the
interviews. Each interview lasted approximately an hour. If the total work in design
and implementation of the project were 40 h (a very conservative estimate), the
security assurance review sessions only added 5 % to the total time required. The
resulting concept map-based security assurance case was judged to be a very good
communication tool for reviews and other subsequent uses by both the students in
the class and by some industry experts who evaluated the work.

Fig. 4.1 A concept map showing the plan for the security assurance case
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Fig. 4.2 The software security assurance case pertaining to the four vulnerabilities

4.4.2 Assessing Trust Needs for a SOA Federation

4.4.2.1 Motivation

A large-scale sustainment management system named PAVER™ is used by the
Department of Defense and NATO to track pavement and roadway inventories and
conditions in airports. PAVER™ is being integrated with third-party “add-ins”
which are other applications that enhance the functionality of the base product.
Additionally, the system is being integrated more extensively with other enterprise
systems including a GIS system and other sustainment management systems such
as systems that track inventories and condition of railroad track and building roofs.
The increased integration of these systems creates federations of interoperating
SOA systems at a variety of levels. The goal of the work reported here is to identify
trust issues across these levels and to make progress in identifying ways that these
issues can be resolved.

The concept of federation in this context can be considered at three different
levels of abstraction (from highest to lowest):

• Enterprise Federation—the highest level; PAVER™ and a second system
named PCASE are federated with other enterprise systems

• Desktop Federation—an integrated sustainment management system hosting
PAVER™, PCASE and add-ins

• Tool Federation—PAVER™ component services interact with add-ins.
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4.4.2.2 Methods

Two rounds of knowledge elicitation were conducted in this study. The first round
focused on the Desktop and Tool Federation levels of abstraction. The second
round focused on the enterprise level of abstraction. Two participants were involved
in the work, a SME and a KE. Both the KE and the SME were familiar with this
approach to knowledge modeling since they had collaborated on a previous project.

A preliminary informal discussion spanning approximately one hour was
devoted to the exchange of background information that was pertinent to the
problem areas to be addressed. The knowledge elicitation efforts were quite efficient
in terms of human resources—only a single knowledge elicitor working with a
single expert. Since the participants were not co-located (one was in Florida and the
other in Indiana), WebEx was used with a shared desktop so that both participants
could view the emerging concept maps.

The groundwork laid by the expert and knowledge engineer yielded two initial
focus questions for round one:

1. What capabilities might we develop to increase trust between PAVER™/
PCASE and the add-ins?

2. What are the major concerns that need to be addressed in the management of
trust relationships among the add-in vendors, and how do we address them?

A second knowledge elicitation round had a focus on the Enterprise level of
abstraction. This level pertains to the entire PAVER™/PCASE + add-ins com-
posite architecture interoperating with other enterprise systems. For instance,
PAVER™/PCASE can be used in conjunction with a Global Information System
that tracks locations of government property. The second round started with a broad
focus question regarding trust issues at the enterprise level. After eliciting a concept
map pertaining to the enterprise level of federation, several additional focus ques-
tions were identified and an additional concept map was created.

Each session yielded one concept map. After each knowledge elicitation session,
the knowledge engineer carried out a refinement process of cleaning up typographic
errors, refining or clarifying the linking phrases, generally “wordsmithing” the
concepts and linking phrases, and rearranging the structure of the concept maps to
enhance clarity and simplicity of reading. After cleaning up the maps, the knowl-
edge engineer passed the maps to the expert who evaluated them for completeness
and correctness.

4.4.2.3 Results

In the first concept mapping session, spanning two hours, two concept maps were
elicited. In the second round, two more maps were created. Table 4.1 contains a few
statistics on the concept maps that were elicited in the sessions.
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The first knowledge elicitation round enabled the identification of additional
focus questions that allow “tunneling in” on issues at a greater depth. While none of
them was explored within the scope of the current project, the following focus
questions were identified:

1. What are alternative means of resolving trust issues surrounding the numerous
file formats at the various layers of federation?

2. How do we resolve competing industry and Department of Defense
(DoD) requirements and the corresponding trust issues (in general, or for the file
format issue specifically)?

3. In light of trust issues, how should we approach choosing add-ins for direct
access to each other through the desktop?

4. How should we assess and foster trust on the file reader issue?

From the first session in the second round on trust at the enterprise level, two
additional focus questions were identified:

1. What should be done in the short run and in the long run when mandated
authoritative source differs from the operational data source?

2. How can we foster trust in summary data within the enterprise federation?

Construction of the map in Fig. 4.3 yielded several key ideas. First, that trust is
fostered through a family of methods supporting discovery, orchestration and
composition in SOA applications. After that, the key components in the system
were identified. As can be seen in Fig. 4.3, a key idea is that, for the management of
trust among add-ins, two key elements are needed: a host object and a window into
a database.

Another concept that was captured was the idea of host objects as those
responsible for the registration of callback routines for the add-ins. Additionally, the
concept of the database adapter as a helper object to the host object was captured.
The issue that host objects need to know if the implementation is local in a
Windows machine or Web-based (but the database helper does not) was made
explicit. Another key idea was that interface contracts foster trust.

An important design principle which the SME characterized as internalization
versus externalization was identified. The issue is the degree to which the host
object must know about the inner workings of add-ins. If functionality is inter-
nalized, the add-in has all the information it needs to perform its responsibilities.

Table 4.1 The inventory of
concept maps that were
elicited in the sessions

Map Concepts Linking phrases

Round 1

Capabilities 47 51

Concerns 39 44

Round 2

Enterprise trust issues 49 53

Authoritative source 42 49
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The alternative, externalization, requires the host object to be aware of internal
functioning of the add-in which yields a higher degree of coupling between the host
and the add-in. The more desirable avenue is to limit how much the host object
must know about the inner workings of the add-in (to limit externalization) and to
have the add-in internalize as much functionality as possible.

Such an approach yields lower coupling from a software engineering standpoint
and fosters trust on the part of the add-in creator. Externalization fosters greater
coupling, and greater dependency on the host object to “keep doing the right thing.”
This approach is bad from the perspective of the add-in developer. The reader
should refer to Fig. 4.3 to appreciate how these and other ideas are represented in
elicited concept map form.

Figure 4.4 contains the second concept map elicited in the first round. As can be
seen in Fig. 4.4, this session successfully identified several issues pertaining to the
integration of add-ins including how to make an add-in available—to install or
bring it into scope through the desktop. The trust relationship is established by the
add-in’s presence in the desktop since administrative privileges are now necessary

Fig. 4.3 A concept map pertaining to fostering trust between PAVER™/PCASE and the add-ins
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to its installation there. A second important issue was how to have trusting rela-
tionships as add-ins directly interact without PAVER™ as an intermediary.

The numerous file formats for data complicate trust relationships at these levels,
and the issue of identifying trusted readers that correctly read data in any of the
various formats in which data might be stored is a significant concern. The
divergent positions of industry partners and the DoD on interoperability with
add-ins was identified in this round. The DoD favors increased agility and adapt-
ability in the system by the enhanced use of add-ins whereas industry partners are
more conservative on trust issues. For instance, one partner asserted that the only
sufficient basis for trust would be through acquisition and direct control of
PAVER™.

A second round of knowledge elicitation sought to address trust issues at the
enterprise federation level. This level involves interoperation of other enterprise
systems with the PAVER™/PCASE + add-in system. Figure 4.5 contains the first
concept map that was created. As can be seen in Fig. 4.5, a significant trust issue at
the enterprise level pertains to the authoritative source of data when multiple sys-
tems contain their own data stores for the same data. In actual system operation,
there is a mandated authoritative source and an operational authoritative source,
which ideally should be the same. However, in actual systems, the mandated source
might be different than the actual or operational authoritative source if the opera-
tional source has better data than the mandated source.

Two examples of this disparity were identified. The tagging of pavement by
facility ID and GIS data were both identified as instances in which the mandated

Fig. 4.4 A concept map on the management of trust relationships at the tool and desktop levels
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and operational authoritative source are different. A subsequent round of KE was
conducted to focus on the range of options for dealing with such a disparity.

Data replication versus reference back to a single original data source was
another significant concern that was identified. Historically, different levels of
replication (full, partial, or none) have been employed. Elicitation of heuristics for
when to employ each of these approaches forms a suitable focus question for
subsequent analysis. A third major data concern was fostering trust in summary
data. Different systems have varying quality of data and employ different algo-
rithms to summarize their data. The quality of these summary data and how these
summaries are generated creates another trust issue.

Figure 4.6 is a concept map about the trust issues that arise when a mandated
authoritative source of data is different from the operational or actual authoritative
source. A root cause of this problem is the historical lack of a clear incentive for the
mandated source to be vigilant in incrementally updating the data. A field engineer
is usually the one who detects the problem when the data from the software is at
odds with conditions at a physical facility s/he is visiting. A trust issue arises when
the field engineer detects such a disparity.

A second trust issue pertains to the field engineer getting properly updated data
back to the mandated authoritative source. The disparity between mandated and
operational authoritative source has been an ongoing problem which is finally
improving due to the imposition of sanctions on the mandated source when it does
not maintain good data. The KE session led to the identification of trust

Fig. 4.5 A general concept map on trust issues at the enterprise federation level
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relationships between the DoD and PAVER™ and between PAVER™ and the
other industry enterprise systems. Efforts made to foster and maintain those rela-
tionships are ongoing and sensitive in nature, and therefore will not be discussed in
depth in the current work.

The knowledge elicitation work resulted in the creation of five concept maps,
four of which are presented here. The relationships among the ones presented in this
work are shown in Fig. 4.7 which contains a graphic of a “map of maps.” In the
actual knowledge model, the icons on four of the nodes are actually dropdown
menus that afford access to the concept map on that topic. The two concept maps
pertaining to the Tool and Desktop federation level were both at the same level of
generality. The second concept map in the Enterprise level (Authoritative Source)
illustrates an effort to “tunnel in” on an issue of importance from the more general
concept map “Enterprise Federation Trust Issues.” Accordingly, that concept map is
included at a lower level in the hierarchy.

The purpose of the current work is to illustrate how knowledge elicitation and
modeling can lead to a greater understanding of issues in SOA evolution through a
systematic examination of the known issues, not to carry out a comprehensive
analysis of all issues pertaining to the evolution of this system. In a more com-
prehensive effort, a similar tunneling in would be performed on a number of
additional trust issues.

Fig. 4.6 A concept map on trust issues when mandated and operational authoritative source are
not the same
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4.5 Discussion

The two studies in knowledge elicitation presented here, for security and trust,
addressed issues at two levels. The first example demonstrated specific and
low-level documentation of security issues and how they were addressed in
developed software. The second example illustrates how high-level abstract con-
ceptual knowledge of broad strategies and approaches to resolve trust issues can be
elicited. The two levels of focus are not disjoint, and either can feed into the other.

For example, the security criterion “allowing minimal access privileges” from
the software security assurance case, requires a specific implementation that affords
different levels of access (e.g.: none, read only, read/update) to various parts of the
system and for various categories of users. Actually deploying the system and
making decisions regarding who has a given level of access to what requires that
trust decisions be made. Another way of phrasing the question of minimal privilege
is “What are the relevant trust domains for this system, what is the level of trust we
assign to users in each domain, and how much access should each user level have?”
Operationalizing a question in such a manner allows use of expert knowledge
elicitation techniques to support decision-making. Knowledge modeling for secu-
rity at a software implementation level can give rise to the need to answer
higher-level human-centric conceptual questions such as those about trust, and vice
versa.

The work described here evidences progress on capturing known security and
trust issues across both case studies. However, it might be concluded that little
success occurred in anticipating currently unknown issues, either in the software
security assurance case or in the trust work. It is well known that anticipating an
unknown security threat is a significant problem and that zero-day attack vulner-
abilities [29] are usually only understood after-the-fact. With a relatively stable and
definable set of current and potential trust domains, these domains can be identified
through knowledge elicitation, and trust relationships can be constructed via either
ad hoc methods, or by knowledge elicitation. However, in a rapidly evolving

Fig. 4.7 A map of maps for
the concept maps created in
this knowledge elicitation
effort
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federation, understanding the evolving trust relationships is an inherently difficult
problem for which idea generation via knowledge modeling is one potential answer.
No claim is made that knowledge modeling is a panacea for this problem, but it is at
least one potential partial answer.

Results of this work provide some confirmation for the claims pertaining to the
fractal nature of SOA applications across different levels of abstraction presented in
Baskin, Reinke, and Coffey (in this volume). For example, the new work in this
article focuses on trust, and (among other things) authoritative source as a critical
element of trust. The issue of dealing with multiple sources of the same data and the
need to know which is the one to be most trusted, and trust issues pertaining to data
reader modules cross-cut all levels of abstraction. At the tool and desktop levels
trust in readers and core tools maintaining interoperability with add-ins was a
critical concern. Authoritative source and how to access it was the issue. At the
enterprise level, the issue of the mandated authoritative source being different than
the operational authoritative source was an important concern. While this paper has
a narrower focus than the companion paper, similar validations could be obtained
with methods advocated here.

4.6 Conclusions

The first study demonstrates several advantages that arise from use of the proposed
scheme for the development of security assurance cases. The knowledge engi-
neering approach facilitates the introduction of assurance case touch points into the
development process in a way that does not entail a burdensome increment in work
load. Participation in the interviews was shown to improve programmer sensitivity
to potential software vulnerabilities. The concept map security assurance cases
would be routinely linked to other documentation such as design rationale, to
provide a view of the software structure in which the security concerns are seam-
lessly integrated. Finally, the visual nature of concept map-based security assurance
cases could facilitate communication with diverse project stakeholders. While the
security assurance case described here pertained to initial software development, the
same approach with the more narrow focus on security issues pertaining to changes
to a system could be made as a system evolves.

The second study yielded a knowledge model that provides a global view of the
major trust issues at three levels of abstraction within a large, evolving, real-world
SOA federation. The knowledge model provides an historical context regarding
how data replication versus single-source data has been utilized, it establishes
operating principles for the incorporation of add-ins to the code base of a large
sustainment management system and for trust concerns of both industry partners
and governmental agencies that are forming an increasingly integrated
enterprise-level federation. These results were achieved in a personnel-efficient
manner with only two participants, a knowledge engineer and a subject matter
expert and in a time-efficient way. While discretion pertaining to the ongoing nature
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of the evolving trust relationships involved here limits the authors’ ability to delve
into details, an improved awareness of important issues was gained as a result of the
knowledge elicitation sessions.
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Chapter 5
The Fractal Nature of SOA Federations:
A Real World Example

Arthur Baskin, Robert Reinke and John W. Coffey

Abstract Fractal concepts are often said to be recursively self-similar across
multiple levels of abstraction. In this paper, we describe our experience with the
fractal nature of SOA designs for sustainment management tools as these tools
evolve into even more dynamic, federated systems that are orchestrated over the
web. This chapter summarizes insights gained from more than twenty years of
software development, maintenance, and evolution of a major pavement engi-
neering tool named PAVER™. We consider both theoretical and experiential
aspects of SOA federations at three levels of abstraction: (1) a loosely coupled
federation of enterprise systems with PAVER™ as one member, (2) a tightly
coupled federation of two pavement management tools (PAVER™ and PCASE)
where each has a separate domain identity and development team, and (3) an
emerging federation of plugin tools, which provide additional pavement engi-
neering functionality and can come from competing civil engineering firms. These
plugin tools exist at different levels of abstraction within the level of the main
system and are, again, fractal. We organize the presentation of our experiences in
this domain by describing how SOA elements including Ontologies, Discovery,
Composition, and Orchestration are fractal whether we are looking at algorithms or
persistent state. We also define and describe a third orthogonal fractal dimension:
Evolution. Although the details of the implementation solutions at the differing
levels of abstraction can be substantially different, we will show that the underlying
principles are strikingly similar in what problems they need to solve and how they
generally go about solving them.
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5.1 Introduction

It is the goal of this article to make the case that fundamental concerns in the
development and evolution of SOA systems are self-similar or fractal across dif-
ferent levels of abstraction in SOA systems. These observations about the fractal
nature of federations of service oriented systems (SOA) are grounded in more than
twenty years of software development and maintenance of a series of
condition-based civil engineering maintenance management systems. Foremost
among these systems has been the PAVER™ system, which is a pavement man-
agement system for airfields and roadways. In some cases, these decision support
tools are targeted at elevating the expertise of a normal practitioner to be closer to
that of the expert, whose expertise is embodied in the system. In other cases, these
systems support a loose federation of human decision makers, who are again
engaged in complex decision making. For example, the PAVER™ pavement
management system embodies international standards for ways to convert visual
observations of the pavement into a standard pavement condition index, which can
be used prioritize the use of scarce resources for civil infrastructure repairs.

The author’s experiences with many of the principles, which are described here,
predate the general emergence of SOA concepts, and, therefore, we interpret some
of the historical material looking backward. To enable this perspective, we provide
a brief historical account of PAVER™. We justify this retrospective interpretation
of history because we were responding to the needs for modular evolution of
separate tools and the need for loose coupling among tools to allow human decision
makers to compose data from varying sources to make engineering judgements. We
assert that these are some of the same requirements that SOA systems are proposed
to address. Increasingly over the last ten years, we have been actively injecting
insights from the SOA approach into the structure and organization of our software
systems. In fact, the preparation of the material for this chapter has had a direct
impact on the emerging support for plugins to the pavement engineering desktop
because we have used SOA principles to guide the definition and implementation of
the plugin framework, which has overlapped the development of the material for
this chapter in time.

In what follows, we try to present both the experiences that drove us to arrive at
or validate principles as well as a theoretical basis for the principles where we
believe we have found one. Two of the authors (Baskin and Reinke) have been
involved with software development tasks where attention to the evolution of the
software was part of the problem and the time to reflect on why some development
techniques work better than others was available. In some situations, the principles
emerged from the experience supporting the evolution of the software and in other
situations, we were able to bring principles from other disciplines to bear on our
software develop projects.

We have attempted to organize what we have learned at two distinct levels of
abstraction: (1) overall principles and (2) origin of the principles. Where possible,
we have attempted to provide both a theoretical derivation of the principles and
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concrete examples of the principles, which are drawn from our experience with
pavement management systems. Readers may wish to pursue either the theoretical
or historical description of the principles or simply review the summaries of what
we believe we have learned.

We have found SOA Federations to be effective for managing complex software
systems: Across time with the interplay of (relatively) independent actors, domains
of problem solving, and goals (with or without a common owner). Unpacking this
deceptively simple statement is our goal in this chapter. Because many of the terms
we use do not have precise definitions (or even agreed definitions), we will spend
some time in each section describing what we mean by our terms. These definitions
will be especially important because we need to use them across several fractal
levels of abstraction. Although we focus on the domain of pavement engineering
maintenance management systems in this chapter, we have applied these principles
in the development of decision support systems in other areas of civil engineering
and in shortening time to market for new products by using agile software devel-
opment techniques to begin to develop software to test a new product even before
the design of the new product has been finalized.

Figure 5.1 shows the three fundamental dimensions of our separation of issues
for SOA Federations.

In the Fig. 5.1, we identify traditional SOA issues along one axis. At the risk of
oversimplification, we can say that ontologies precede and are necessary for sup-
porting Discovery, Orchestration, and Composition. In our analysis, we look at
ontologies for procedural and declarative aspects of a problem and the need for
evolution of ontologies, which might be the hardest problem of all to solve. The
remaining three SOA issues: Discovery, Orchestration, and Composition can be
thought of as describing the state of a particular SOA system at one point in time.
That is, a working SOA system must discover procedural and declarative elements
so that they can be composed and finally orchestrated. In our SOA desktop for
pavement engineering, the desktop follows a discovery process each time it is
started to determine the components, which are available for composition in this
user session. The human user plays a central role in orchestrating the interoperation
of some of the components and simplifies the software orchestration problem for us.

Fig. 5.1 Three dimensions of
issues for fractal analysis. We
separate SOA issues into
procedural and declarative
approaches to software
construction. Finally, we
explore the evolution of all of
these aspects over time
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5.2 The Historical Context of This Work

Our work on PAVER™ started with a series of workshops, which were sponsored
by the Federal Highway Administration and supervised by Shahin [1] who con-
tinues to guide these efforts for the U.S. Army Corps of Engineers, which owns the
software. The workshops brought together researchers in pavement engineering,
practicing pavement engineers, and our software development team. These work-
shops guided the development of the software to help define the best practices in the
pavement management domain and to embody them in a revised version of the
PAVER™ system. These user group meetings continued for years after the startup
phase ended and the interplay of the expert users and the software designers has
supported the co-evolution of best practices for pavement management and the
design of new PAVER™ features [2]. New features have also been driven by
pavement engineering research carried out by Dr. Shahin and others. This emergent
requirement for software evolution as a consequence of best practice evolution,
which was, in turn, partially stimulated by the PAVER™ software system, gives
rise to our attention to evolution as a basic area of interest.

The PCASE system evolved largely independent of PAVER™ but was used by
many of the same pavement engineers at the same locations. About fifteen years
ago, the U.S. Air Force funded an integration program to bring PAVER™ and
PCASE together in what the user would experience as a seamlessly integrated
system. In addition, each separate system had to be able to be deployed indepen-
dently as it had been done in the past. A user needed to be able to install either of
these civil engineering tools first and then optionally add the other. Finally, this
federation of loosely coupled tools had to be developed by two different research
groups with two largely disjoint user groups and rates of evolution. Our experience
with such a federation of largely independent software development efforts that
produce a seamless integration of the tools in the user experience has led to our
attention to the issues of discovery, orchestration, and, again, evolution of software
systems in federations of civil engineering tools.

In the latest iteration of work on these pavement engineering tools, we have been
tasked by the Corps of Engineers to expand the existing tools to provide support for
international users, interoperation with other Department of Defense enterprise
systems, and to support the incremental evolution of these pavement engineering
tools through an enhanced version of the plugin mechanisms, which have been
available but underutilized for ten years. We have explicitly used the principles
described in this chapter to guide the additions to the plugin machinery and to
suggest requirements that might not otherwise have emerged from the domain
requirements.
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5.3 Literature on SOA Federations, SOA Elements,
Algorithms and Data Persistence

In the following section, we provide a brief overview of literature pertaining to
SOA federations, the SOA elements we consider to be fractal in nature, and the
relationship between the cross-cutting concerns of algorithms and persistent data.
An extensive literature is available on the topic of SOA federations. Zdun [3]
describes a federation as a controlled environment with a collection of peer ser-
vices. Each service might be controlled by one or more federations, but within a
single federation, peer services can easily interact. Federations are based upon
middleware that fosters interoperability of loosely-coupled services. The term
federation appears in the literature in two contexts and it has evolved out of two
distinct but increasingly interrelated technological bases. The High-Level
Architecture, and accompanying Real-Time Interface (HLA-RTI) [3–5] originated
in the mid-1990s in the DoD as a platform for real-time simulation. The IEEE 1516
standard grew out of the High-Level Architecture initiative. In this context, a
federation is a collection of simulation entities connected and orchestrated by the
real-time interface. A federate is an individual IEEE 1516-compliant simulation
entity. The HLA includes a federation management API [6].

By the late 1990s, well after early versions of PAVER™ were already in use,
SOA was an emergent technology for the creation of composite applications. SOA
is based upon W3C standards including WSDL, SOAP, and XML Schema [7–9].
The HLA-RTI notion of federation is somewhat distinct from the more general
notion of federation as described in SOA literature because it is a particular use in
simulations rather than for the creation of composite applications that accomplish a
broad range of business or engineering purposes. However in more recent times,
calls for integration of HLA and SOA have occurred [5] as it is viewed that lessons
learned in one community might benefit the other. Additionally, benefits might be
obtained by the interoperation of both standards. For instance, Seo and Zeigler [10]
described the DEVS/SOA system to provide web service-based simulations.

A major concern in the creation of federations involving multiple providers is
managing identities and access of federates [11]. Several standards-based protocols
have been proposed or implemented to create federations [12–14]. Li and Karp
claim that the federated identity management approach has proven to be difficult to
use and upgrade, and is not scalable. They state that federation based upon identity
is the wrong focus, rather the focus should be on access management instead. They
illustrate implementing access control policies using SAML certificates [15].
Thomas and Meinel [16] describe their own management system, which also relies
on open web service standards, to provide reliable digital identities. Hatakeyama
[17] describes what is termed a “federation bridge” to facilitate cross domain
identity federation. Anastasi et al. [18] state that service providers offer their ser-
vices using proprietary management software, interfaces and virtualization tech-
nologies which make interoperability more difficult to achieve. They discuss their
simulation tool SmartFed which is designed to simulate cloud-based federations.
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Since a detailed review of literature pertaining to the SOA elements of discovery,
composition, orchestration and ontology would encompass an entire book chapter
in itself, we refer the interested reader to the following representative works.
Al-Masri and Mahmoud [19] attempt to incorporate client goals into service dis-
covery queries via a means that would rank candidate services in a manner similar
to query result rankings implemented in general-purpose web search capabilities.
Dsbrowski and Pacyna [20] address inter-domain service discovery and claim that
service discovery systems will require a strongly interwoven identity management
component. They state that support for service discovery across service domain
boundaries must be implemented in identity management systems in order to
provide a safe discovery system between services from different business areas.

Tolk et al. [21, 22] have done important work on composition and orchestration
within large governmental SOA federations. They describe current Homeland
Security systems which must integrate data and processing capabilities from twenty
two previously separate agencies. In [21] they describe model-based, top-down
orchestration of heterogeneous Homeland Security systems with discovery and
composition of IT capabilities included in a system-of-systems bottom up. In [22]
they describe a mathematical model for the selection or elimination of candidate
services, and for their orchestration and execution. They describe this work as a first
step towards self-organizing federation languages. Work by Rathnam and Paredis
[23] provides an ontology-based framework to simplify the reuse of federates in a
federation object model. While their work pertains to HLA-RTI federations, it is
applicable in principle to SOA systems in general.

We have identified as key issues in the current work, the cross-cutting concerns
of algorithms and data persistence in SOA. Calvanese et al. [24] discuss this issue
stating that one’s view of the pre-eminence of data or process is often a function of
one’s viewpoint, for instance if one is a business process analyst or a data manager.
They cite an article by Reichert [25] which makes the claim that “data and pro-
cesses should be considered as two sides of the same coin.” They discuss
“data-aware processes” and conclude that the database theory community has
developed the defining techniques to deal with data and processes. They cite several
important issues including verification issues pertaining to the modeling of what
data can be changed by a process. Dobos et al. [26] describe a platform for the
management of reusable process components and for the federation of data stores in
order to support data persistence, statistical analysis and presentation of the data.

Data persistence is an important aspect of data management. Krizevnik and Juric
[27] cite data persistence problems stemming from poor data quality, heterogeneity
of data sources and poor system performance in SOA systems. They describe a
SOA persistence model relying on master data management (MDM), and data
transfer standardization by the use of service data objects (SDOs) [28] in order to
build a data services layer in a SOA system. Software companies seek to build in
data services layers in their SOA architecture solutions. For instance BEA Systems
[29] describe the AquaLogic Data Services Platform (ALDSP) stating that the
environment employs a declarative approach to the construction of data services

64 A. Baskin et al.



that are based upon XML Schema for data definitions and XQuery as the service
composition language.

Takatsuka et al. [30] state that cloud computing and machine-to-machine tech-
nologies require “context-aware” services to deal with heterogeneous data from
distributed systems. They describe a rule-based framework to create context-aware
services where context is taken to mean situational information that can be true or
false. Sarelo [31] describes the HERMES framework for ubiquitous communication
management using web services with serialized XML, data replication with peers
storing full copies, and simultaneous data update of all replicates. The previous
literature review barely scratches the surface of available literature on all these
aspects of SOA, but it provides the interested reader with a starting point for further
exploration.

5.4 Three Levels of Abstraction for SOA Federations

Although the development of the systems of interest in the current work has
evolved from support tools for a single practicing field engineer toward the needs of
enterprise systems, we may now look at these emerging systems from the top down.
Figure 5.2 shows the three major levels of abstraction for the tools which we
discuss in this chapter:

Dr. Shahin’s work on condition-based maintenance management systems gave
rise to a series of similar system. We put forth RAILER, which is a system for
maintenance management of railroad track, and ROOFER, which is a system for
maintenance for roofing on buildings, as examples of this more extended family of
civil engineering systems. Taken together, these systems, which are focused on
largely disjoint assets, form an enterprise level system for the application of best

Fig. 5.2 Three levels of
abstraction for SOA
Federations: (1) Enterprise
Federation, which brings
together separate line of
business systems for
exchange of summary data;
(2) Desktop Federation,
which brings together more
tightly coupled systems with
separate identities and
intersecting user functionality,
(3) Tool Federations, which
break individual desktop tools
into component services as a
technique for managing
complexity or ease of
extension
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practices for maintenance management so as to provide the safest and most pro-
ductive use of the civil infrastructure assets for the lowest possible cost. There is
increasing demand for interoperability among these separate systems with sepa-
rately developed enterprise systems for geographical information systems (GIS) and
enterprise systems for real property and asset management. GIS systems are used to
integrate disparate data bringing together data from separate systems and overlaying
these data geospatially. Asset management systems are used to track the value of
assets and to plan for allocation and preservation of these assets.

The development of the desktop federation of PAVER™ and PCASE was driven
by the user need for these systems to share a common inventory and constrained by
the need to allow the tools to retain their separate identities while being able to be
seamlessly combined in a single desktop when needed. One of the greatest chal-
lenges in this federation was to support the separate rates of evolution of PAVER™
and PCASE and to accommodate the various possible combinations of separate
versions.

In its latest incarnation, PAVER™ has been modified to support multiple users
and multiple deployment options, which include the traditional standalone install, a
thick client-server installation, a shared remote application server, and a web
browser interface. As part of managing both the increased pavement engineering
capabilities and the varied deployment options, we have used traditional SOA
concepts to break the main PAVER™ application into a family of interoperating
component services, which can be dynamically loaded in a standalone application
or accessed over a web service interface to a remote server. The user is able to
switch seamlessly between these modes on each “File/Open” operation, which
might open a local database with local services one time and a remote database with
remote services the next. This Tool Federation has been extended to support plugins
(called Add Ins in PAVER™). Plugins can be a way to extend the core pavement
engineering modules and a way to bring together tools from other pavement
engineering companies to leverage the common inventory and GIS display tools in
much the same what that PCASE can do.

5.5 Dimensions of Our SOA World at Each Level
of Abstraction: Real World Example

This section describes our experience with each of the elements in our three
dimensional space at each level of abstraction as an extended real world example of
these issues at three distinct levels of abstraction. The next section identifies the
fractal issues, which have been found to be common to these different levels of
abstraction.
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5.5.1 Enterprise Federation

The Enterprise Federation of relatively independent systems is a major initiative in
the U. S. Department of Defense (DoD) and the work on pavement management
systems has been an early emphasis. Unlike the more mature developments at lower
levels of abstraction, the Enterprise Federation is still a work in progress; therefore,
the results of our analysis at this level are a bit more tentative but we are able to
bring lessons learned from the lower levels of abstraction to bear at this level to help
guide the software development.

5.5.1.1 Ontologies

Declarative: The PAVER™ system is considered the authority of record for
condition-based maintenance of roadway and airfield pavements in the U.S. DoD
and for NATO. Using the system, a pavement engineer obtains data about the state
of the pavement, its likely future condition, and the cost of foreseeable maintenance.
Because the pavement engineer will usually actually stand on or drive over the
pavement to make an inventory and condition assessment, the pavement engineer
can determine the specific pavement quality and present usage. In addition, the
pavement engineer will break the overall pavement extent into manageable sizes for
future work planning. The enterprise GIS system and PAVER™ must share a
common geospatial rendering of the overall pavement extents (a shared ontology)
and PAVER™ can be used to subdivide the overall area into subcomponents,
which are the smallest unit of measure on the pavements (called Sections). Sections,
again, form a shared ontology between the systems. In this case, the GIS system is
the authority of record for the overall pavement extent and PAVER™ is the
authority for the section boundaries, which are needed for work planning. In a
similar way, the pavement engineer is often in the best place to tag the pavement
according to the required asset management attributes, which are called CATCD
(category code to summarize type, use, and cost) and RPUID (Facility identifier).
Within this rigid standardization, a facility can be divided into “segments” as long
as each segment is part of the facility and can be assigned a CATCD. In this second
case, the shared ontology is closely controlled by the real property system (CATCD
and RPUID) but the segmentation and the assignment of attribute tags to elements
of pavement might be shared between the asset management system, which is the
authority of record, and the pavement management system because the pavement
engineer is more likely to actually stand on the pavement. Definition of these shared
ontologies has consumed many hundreds of hours of group meetings, which have
involved many more systems than PAVER™, and the implementation of the
software support for the emerging ontology has been the simplest part.

Procedural: Unlike the shared declarative ontology, which can be shared
between the U.S. Air Force, Navy, and Army, the procedural ontology varies by
service because the GIS and real property asset systems are not the same. The state
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of the procedural ontology for reconciling data at the enterprise level is at the same
place that PAVER was more than twenty years ago. There have been many
meetings and deliberations collecting required data, reconciling the differences
between the mandated authoritative sources for the data and the operational sources
for the data. The PAVER system is only one of sixteen major systems participating
in this process. The fact that pavement management data must interoperate with
different enterprise level systems and be collected according to a variety of business
rules means that the ontology must be able to evolve with the emerging changes. As
the enterprise data become more available, the best practices as the enterprise level
will co-evolve alongside the software systems in the same way that best practices
for pavement management and PAVER co-evolved twenty years ago.

Evolution: The enterprise federation brings together different types of structures:
vertical (e.g. buildings) and horizontal (e.g. roadways, power grids) for a variety of
largely independent entities (e.g. Air Force, Navy, Army, municipalities). The real
property/asset management ontology relates physical structures to congressional
authorization for funding and is closely controlled. The individual services have
evolved separate approaches for the segmentation of assets and the assignment of
CATCDs. In the process of integrating sixteen different civil engineering disci-
plines, of which PAVER™ is just one, the formal ontology for sharing of GIS data
has gone through several major versions and version four of the specification is
nearing completion and has shown that the services must support evolution of their
components driven by their history, current needs, and future missions.

5.5.1.2 Discovery

Declarative: The discovery problem for the enterprise federation is still being
solved by ongoing business process reengineering and software development. Each
service is developing its own standard operating procedures for how these data
should be collected, coordinated, and used for resource allocation and sustainment
of the assets. These declarative procedures are tailored to the details of the oper-
ations of each service.

Procedural: As a practical matter, these systems are all composed of a union of
humans and software systems. In some situations, procedures can be automated and
in others, some form of engineering judgement about the interpretation of the data is
required. Some agencies have chosen a focus on data replication and some on direct
linkage of data. In some situations, the process can be fully automated and in others
only semi-automated. The GIS systems and the real property linkage must be able
to tolerate the variety of presentations of shared data from each service and/or from
each civil engineering domain.

Evolution: The methods for discovery must be able to vary across the services (a
form of evolution across situations rather than time) and they must be able to evolve
along with changes in technology and best practices. The methods for this type of
modular replacement of parts are still being developed, but the problem is clearly
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present in the variety of approaches to this data alignment problem continues to
increase.

5.5.1.3 Composition

Declarative: The PAVER™ inventory has long been “composed” of Networks,
which contain Branches, which, in turn, contain Sections. A Section is the smallest
unit of maintenance activity and must have both a uniform structure and history.
A section may be broken into samples, which allows quicker inspections by
extrapolating data from samples to the entire section instead of inspecting every-
thing. The GIS data integration problem is being addressed by the notion of a map
which is “composed” of layers. Each layer can be associated with an engineering
discipline, e.g. pavements, and data attributes for a region in that layer can come
from either geospatial data (e.g. area), asset management (e.g. CATCD), or a
maintenance management system (e.g. condition of the asset). A maintenance
system is usually expected to rollup lower level data (from segments) into values at
the facility level.

Procedural: The procedural aspects of composition at the enterprise level are
easiest to see in the GIS presentations, which are data visualization tools at their
core. Much of the composition of maps can be interactively driven by a human
viewer, who can turn layers on and off as well as selecting among a variety of
coloring strategies. In the pavement domain, image capture devices are now able to
capture roadway images, which can be analyzed for distresses and dynamically
aggregated into “samples,” which can then treated like the more traditional samples
at the bottom of the pavement composition structure. Rollup of data over the
composition structure can be seen as flattening the depth of the composition to get
summary data and the flattening algorithms can be weighted by size or importance
to mission.

Evolution: The composition of the various engineering maintenance manage-
ment systems is evolving as some new condition-based maintenance management
systems are added and others consolidated. The composition of GIS information in
the form of layers and coloring strategies (“themes”) is constantly changing as new
theme definitions are defined and new attributes added to each layer.

5.5.1.4 Orchestration

Declarative: The prevalence of standard operating procedures for components of
the Enterprise Federation provides a roadmap for orchestrating the interaction of the
systems, which is frequently driven by human users. These best practices for
orchestrating the interaction of the data and systems are still being developed.

Procedural: As much as practical, the orchestration of the interaction among
these systems will be automated. Again, because this level of abstractions is the
newest, the development of orchestrations algorithms is in its infancy.
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Evolution: The orchestration of the interaction among the members of the
Enterprise Federation is evolving as the different historical contingencies of the
various services (Air Force, Army, and Navy) are incorporated and as the differing
enterprise systems for GIS and real property asset management are included. The
orchestration techniques must be allowed to evolve with some independence as
each service meets its different mission needs.

5.5.2 Desktop Federation

The desktop federation of PAVER and PCASE has been hosted on a common
pavement engineering desktop for the past fifteen years. Users can install either
program alone or install both to get a seamless integration of the tools.

5.5.2.1 Ontologies

Declarative: The integration effort began with many months of matching up key
concepts in the systems in order to arrive at a shared ontology for the shared
inventory elements. The shared ontology contained Network, Branch, and
Section from PAVER as well as the pavement use and surface type. The notions of
non-destructive test data and layer definition were taken from PCASE. Additional
ontological elements were identified as predominantly being associated with one
system but these concepts are useful, in principle, to both.

Procedural: Each of the two members of this federation had its own database
structures behind the ontologies. Once the competing ontologies were reconciled,
we needed to unify the persistence while respecting the constraint of allowing each
system to retain its separate identity and independent development team. We
accomplished this by having the system construct a single logically unified database
by linking the various databases from PAVER and PCASE into it. In this way, we
could manage a unified common set of core inventory data and allow for the union
of additional persistent data, which is managed by one member of the federation but
could be reported by either.

Evolution: The PAVER and PCASE teams have been free to control the portion
of the ontology, which is predominantly controlled by one group. Changes to the
core shared inventory elements required both groups. At one point, PAVER had
two different versions (versions 5 and 6) deployed with different file formats and
internal object structures. Backward compatibility with PCASE was provided by
use of a façade, which made version 6 appear to provide the same ontological
model as version 5 to PCASE.
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5.5.2.2 Discovery

Declarative: The desktop federation of PAVER and PCASE might be comprised of
either application alone or both together. We honored this constraint by having the
Desktop executable search for a file with a special extension so as to discover what
tools were available. These files described the root level application object to
instantiate and put into a collection of application objects being hosted by the
desktop. In PAVER versions 5 and 6 and PCASE versions 2.08 and 2.09, the menu
system for each application was also declaratively stated in a tabular format and
discovered by the desktop load on startup.

Procedural: PAVER versions 5, 6, and 7 all use a search to discover applica-
tions to load. Starting with Version 7, the menu system has been described pro-
cedurally and merged on desktop startup. The Version 7 desktop can also be used to
host additional tools, which are derived from PAVER, i.e. the Image Inspector (for
analyzing roadway images) and the Field Inspector (for collecting distress data in
the field) both use this same desktop together with a procedural menu system and a
configuration file to be discovered by the desktop when it loads.

Evolution: For the past fifteen years, the discovery mechanism in each version
of the shared pavement management desktop has supported the independent evo-
lution of PAVER and PCASE and, more recently, plugins.

5.5.2.3 Composition

Declarative: The shared ontology dictates that both PAVER and PCASE have a
shared inventory, which is a composition of inventory levels. The shared ontology
also defines time series data, which are items with a date under the sections, e.g.
Work History, Inspections, and Conditions.

Procedural: In addition to the declarative (predefined) compositions, users and
tools can add members to the collection of “condition measures.” PCASE adds
measures and users may add their own measure scales. When additional condition
measures are added, it is as if there are now more compositions of conditions
available for data entry and reporting. The GIS reporting tools and the tabular
reporting tools will detect the new compositions of condition data and show the
user reports with the new types of data.

Evolution: The available condition measures have evolved with the evolution of
best practices and the advent of more automated data collection tools. In addition,
users can control the presence of certain compositions of descriptive fields, which
are used for asset management and even hide some of the compositions or repur-
pose them for another use in the system. In this way, the system supports a limited
amount of evolution of the composition of the data. The advent of “Add In”
modules in version 5, which have been expanded in version 7.1, brought the ability
to add procedural behavior to these new compositions of data and to compose
behaviors for new compositions through procedures encoded in a dynamically
loaded plugin module.
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5.5.2.4 Orchestration

Declarative: We say that the Desktop “orchestrates” the separate application
objects (PAVER and PCASE) because it handles the process of wiring up the
objects and passing action messages from menu items and such to the correct
application object. This declarative definition of the orchestration behavior is
enforced by interface contracts, which an application object must honor. Starting in
version 7, the declarative machinery was enhanced to allow application objects and
individual component tools within an application object, to register “interest” in one
or more events and to be notified when they occur.

Procedural: The shared desktop orchestrates some activities with a combination
of procedural processes and notifications, e.g. when a user changes unit system (e.g.
Metric to English) or changes language (e.g. from English to Italian), the desktop
can handle some of these operations itself and must orchestrate the notification and
update process for all of the tools within all the applications and plugins. In versions
5 and 6, notifications were broadcast to all participant tool objects independent of
declared interest in the changes. In version 7, tool objects can register to receive
notifications and are responsible for handling them without further help from the
desktop. This change of architecture was needed to allow the same mechanism to be
used for Windows forms and web pages, which realize their user interfaces in
radically different ways but can share this orchestration logic.

Evolution: As mentioned before, the desktop orchestration machinery has been
required to evolve in order to handle PCASE 2.08 and PCASE 2.09 together with
versions 5 and 6 of PAVER. More recently, the same family of orchestration tools
has been used to control a version of PAVER 7 for Windows and the Web. Finally,
the orchestration machinery for notifications about a user’s focus of interest is open
ended and can be extended by tools at runtime to support notification messages,
which were not originally predefined.

5.5.3 Tool Federation

The Tool Federation represents a subdivision of the PAVER level of abstraction
into a collection of partially separable tools. In version 7, the system was extended
to support multiple users in either a web or thick client—server configuration. The
client-server interaction is through web services using Microsoft’s Windows
Communication Framework (WCF). Unlike many stateless web service protocols,
WCF supports the notion of a user session and we have extended that notion to
allow us to have web services, which can initialize web services with a user specific
data context and return what amounts to a handle to the web service.

Web service protocols are often stateless and each service call must stand on its
own. In our systems, we often need to have what amounts to a web service that can
return a handle to another service where the new service shares common user data.
We use the WCF notion of a user session to implement what amounts to web
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services that can return web service handles in order to support complex chains of
processes. In addition to the separate web service tools within PAVER, the Tool
Federation also includes the “Add Ins” (plugins) to the desktop, which can also
extend PAVER. These additional modules live almost entirely on the client, but
they have access to the persistent data on the server through a constrained interface.
Because these tools live within the level of the overall PAVER system, they have
access to many of the SOA elements of the overall application. In this section, we
discuss only those aspects that are specific to the Tool Federation.

5.5.3.1 Ontologies

Declarative: The WCF protocol makes the distinction between declarative
ontologies (Data Contracts) and Procedural Ontologies (Operation Contracts).
These data contracts are not interesting for this analysis because they are more an
artifact of technology than a true ontology. Our preference for developing models of
the application domain and then solving problems using the model makes these data
contracts more like ontologies than they would otherwise be. The declarative
ontologies for plugins are directly related to this material. Version 71, extends the
machinery for plugins to be able to store data in the main inventory database as well
as the separate and potentially shared system tables database. These data can par-
ticipate in the Import/Export process for sharing data between users by file sharing
and updates to these data are multiuser safe. The Desktop imposes an overall
declarative structure on these data, which involves a GUID for the plugin and a
“Class Name,” which must be supplied by the plugin when retrieving or storing
data. The “Class Name” is basically like the name of a component ontology, which
is managed by the plugin. This block of data can consist of a miniature database,
which is composed of a collection of potentially interrelated tables. The plugin
provides the meaning for the internals of these tables and the Desktop imposes the
structure of the key fields used to distinguish the individual blocks of data.

Procedural: Again, the procedural ontologies associated with the WCF services
are needed in order to break PAVER into a set of component web services, but they
are relatively uninteresting for this work. The plugin machinery provides all of the
aspects used by WCF and several more. The procedural ontologies are defined by a
special interface contract DLL component to which plugins must conform. The
various interface contracts define how the desktop and the plugins can communi-
cate. For example, a plugin can place menu items at various locations in the system
(main menu items or GIS map display options) and the procedural ontology for
plugins governs how this is done. In addition, the plugin itself controls the semantic
meaning of the items and their associations with other items through its algorithms
for data collection, validation, value added processing, and presentation.

Evolution: The plugin machinery provides a means for ontological evolution by
its mere presence. The high level constraints of the storage of mini-databases only
modestly constrain how these items are packaged. In some situation, such as for
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non-destructive testing, there are domain ontologies, which can be supported by
plugins even when these ontologies vary from one equipment vendor to another.

5.5.3.2 Discovery

Declarative: The Desktop uses declarative information about an inventory, which
the user can access through File/Open, to determine whether to access data locally
or on a remote server. The discovery process for plugins is more interesting for this
analysis. Each user has a declarative (tabular) set of preferences, which specifies
whether an available plugin should be loaded for that user or not. The desktop
manages the discovery of installed plugin modules on startup and handles the
dialog with the user to discover which items the user wants to access. The selection
of plugins to use is persistent between user sessions and is user specific.

Procedural: The Desktop uses a procedural search together with requirements
for contracts to be implemented by plugins to discover available plugins on
startup. For software security reasons, this discovery process is constrained to
distinguish between “certified” plugins and “external” plugins and is constrained to
a tightly controlled set of locations. The underlying procedural discovery and
composition of plugins is capable of supporting less restrictive policies. Perhaps the
most interesting discovery operation involves plugins being able to discover other
plugins. When a plugin is loaded into the collection of active plugins, the desktop
can determine if the plugin is willing to be visible to other plugins. A plugin with a
dependency on another plugin can determine if the other plugin has been loaded
and can obtain a pointer to the other plugin. After the desktop has facilitated the
connection between the plugins, they may continue to cooperate directly or indi-
rectly through the database and/or the user interface.

Evolution: The plugin machinery exists for the purpose of allowing the dis-
covery of incrementally added modules of functionality. Thus, its primary purpose
is to allow the main desktop system to evolve separately from these additional tools.
Although the discovery of one plugin by another plugin is mediated by the desktop,
there is relatively little constraint on how these interactions are handled once
established.

5.5.3.3 Composition

Declarative: The WCF composition of web services in the main system reduces the
complexity of the overall system and provides for incremental recovery from failed
client—server interactions. Increasingly, new features in the main system are being
packages as “certified” plugins in order to simplify the extension of the main system
and to simplify the system versioning problem. These certified plugins are func-
tionally part of the main application, but they benefit frommany of the simplifications
resulting from loosely coupled SOA modules. Finally, the user can use the desk-
top plugin manager to select or deselect a plugin for inclusion in the user interface.
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This selection process can be thought of as a (tool) composition process, which is
controlled by the user. Some users may not need to use all of the functions in the
system and this dynamic tool composition allows for a simplified user interface.

Procedural: As described already, the plugin machinery supports mechanisms
for dynamic composition of algorithms and data. One commonly occurring
example of procedural composition involves reader modules for field data, where
there are competing vendor file formats, e.g. falling weight deflection data. The
field data may be in any of a dozen data formats and each vendor will usually have
the best reader for its format among competing readers. In this situation, we have
been forced to allow plugins to be able to specify a precedence ordering over
potential tool compositions to favor the vendor’s reader over those of others. By
supporting the composition of an ordered collection of readers, plugins can share a
common set of reader code rather than needing to maintain separate versions of
what should be substantially the same functionality.

Evolution: Again, the plugin machinery exists to support evolution of incre-
mental parts of the system without a need to version the overall system. Also, the
composition of algorithms and data from multiple sources (i.e. separate civil
engineering firms) allows each plugin to leverage the shared inventory and
reporting tools of the desktop.

5.5.3.4 Orchestration

Declarative: The desktop allows plugins to supply call back objects that implement
required interface contracts for use when a user requests functionality from a plugin
item. The desktop manages the user interface for the invocation of plugin func-
tionality as well as loading an initializing the plugin. Also, plugins that plan to offer
functionality to other plugins will usually define one or more interface contracts to
facilitate the interoperation of the plugins. The desktop orchestrates the connection
between the plugins and may not be involved going forward.

Procedural: Because these are decision support tools for practicing pavement
engineers, a portion of the orchestration of the component services is actually done
by the human user when implementing best practices in the domain. We may say
that the human user helps to orchestrate the operation of the various services
through the sequence of engineering tools used and through the various tool win-
dows concurrently opened. The user interface supports the concurrent use of a
collection of component tool windows, which may have originated from the main
application or a plugin. The desktop also supports limited abilities to remember tool
window configurations from one user session to another, which allows each user to
control some of the orchestration settings across sessions, e.g. a user may request
that a GIS map be opened on startup if available and the locations and sizes of tool
windows can be remembered, which allows the user to play a role in the orches-
tration of tool windows.

Evolution: The evolution of the orchestration of the interaction of tools comes in
part from the ability to add new tools with a variable number of user interface
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elements for launching components of each tool or plugin. In addition, the ability of
plugins to interoperate after they have been connected to each other by the desktop
provides a path for the inclusion of new orchestration patterns by the inclusion of
additional plugins. In fact, we are planning to mitigate the client versioning problem
by the use of more and more certified plugins rather than main system versions.
Because the orchestration of the underlying engineering algorithms depends, in
part, on the user’s selection of sequences of engineering operations and/or reporting
parameters, there is room for the orchestration of the tools by the combination of the
human user and the desktop to evolve with changing best practices.

5.6 Fractal Issues We Have Identified

Some of these issues were known to the authors prior to encountering them in the
pavement management domain and some of them have emerged during the course
of working in this domain. In this section, we will summarize the high level issues
we found and relate them back to the real world example. We have identified the
following overarching principles from our experience:

• Finiteness limits drive the need for increased structure—constraints on time
and/or resources can require a more highly structured solution in order to solve
the problem at hand within the given constraints;

• SOA Federations favor some structural patterns over others—some patterns of
software structure produce better SOA Federations than others and there are
some guiding principles for choice of good patterns;

• SOA Federations favor late binding—late binding to a particular solution ele-
ment avoids the details of selecting the best component tool until it is actually
needed;

• Mixed Initiative Dialog—a recognition that SOA systems, whether made up of
human or machine actors interact more as peers and either side of the com-
munication may have the initiative from time to time;

• Trust, Reliability, Ability, and Authoritative Source—when designing SOA
systems or discovering a candidate for dynamic composition, potential human or
software actors cannot always be treated equally.

For each of these issues, we provide a theoretical basis and a basis in our
experience. These two items independently provide support for our conclusions
about the fractal nature of these issues and their importance in SOA.

5.6.1 Finiteness Limits Drive the Need for Structure

Baskin et al. have explored this idea in detail in [32]. In the interest of keeping this
material self-contained, we briefly summarize the key parts of this principle here.
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Theoretical Basis: Think of a problem to solve in the form of a mathematical
function, which is a subset of the domain of input values cross the range of output
values. Any computable function can be represented by a universal Turing machine
with a starting tape containing a definition of the finite state controller for the
machine and a finite amount of starting data. The Kolmogorov complexity [33] of
the function can be thought of as the length of the shortest universal Turing
machine starting tape that solves the problem. Multiple minimal starting tape can
exist with different structures. The size of the function can be taken to be the length
of a starting tape with a simple finite state controller that exhaustively searches a
table of input/output pairs and matches the given input value(s) to find the corre-
sponding output value. If the size of the function is equal to the Kolmogorov
complexity, then there is no room for the use of structure within the function to
reduce the size of the starting tape and still solve the function. If the Kolmogorov
complexity is less than the size of the problem, then there are some combinations of
the various input values that lead to a common outcome. In this formulation, we can
think of finiteness limits as limits on the run time of the universal Turing machine
and/or limits on the length of the starting tape (i.e. limits on the size of the starting
data and/or the state transition diagram for the finite state machine controller).

When finiteness limits are imposed, the nature of the solution must be modified
from an exhaustive lookup table to exploit the commonality among subsets of the
presenting inputs. This process innately involves the explicit incorporation of these
patterns of commonality into the structure of the solution. The recognition of the
commonality in the structure of the problem requires increased structure within the
solution and that structure must exploit the patterns of commonality within the
function. Finiteness limits may be expanded also. When finiteness limits are
expanded, e.g. by increasing speed and/or expressive power of solution platforms,
then either less highly structured solutions can be used or more complex functions
can now be addressed within the expanded limits.

Domain Examples: The initial impetus for the integration of PAVER and
PCASE into a single desktop came from the imposition of a finiteness limit, i.e. the
push to replace two (partially redundant) inventory definitions with a single (uni-
fied) inventory structure. In a similar way, combining the functionality of these
closely related tools matched the reduction in staffing (another finiteness limit),
which accompanied the reduction in field engineering office head counts during the
past twenty years. The more recent pursuit of enterprise level asset data manage-
ment was stimulated by a DoD push to respond to pressure on budgets over the past
decade and a need to be more efficient in the allocation of resources. The push for
plugin modules in the Desktop represents an attempt to reduce the cost (a finiteness
limit) of civil engineering tools by leveraging the common inventory and presen-
tation tools so that each vendor’s civil engineering tool does not need to have its
own (redundantly expensive) version of these shared tools. In fact, it might be
possible for some civil engineering tools to actually have a shorter development
time, lower development cost, and increased range of functionality by leveraging
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the desktop tools. In order to exploit these things, the complexity of the plugin tools
must generally be increased by the need to conform to the structures demanded by
the plugin framework, which is a layer of abstraction that could otherwise be
avoided.

5.6.2 SOA Federations Favor Some Structural Patterns
Over Others

As we saw in the previous section, some representations of the form of the solution
can embody more knowledge about the structure of the problem at hand than others.
Among competing structures for solutions, we have found that some structures are
more useful than others. We have identified the following structural patterns, which
are especially useful for constructing SOA federations, but are also good software
engineering principles as well:

• Matching—the patterns of coupling and functional decomposition in the solu-
tion will be simplest and more robust if they match the analogous patterns in the
problem domain itself;

• Favor Composition over Specialization—is a common adage in software
engineering but it is especially useful in SOA federations because this bias
makes discover and dynamic composition much easier;

• Manage Variation Explicitly—try to find a balance point between exhaustive
enumeration of standards and the chaos that results from a lack of attention to
the explicit management of patterns of variation;

• Manage patterns of coupling to maximize convergence of the SOA solution
under change—the evolution of best practices means that large SOA systems
will change and convergence under change is essential;

Theoretical Basis: The imposition of finiteness limits drives the increase in
structure for solutions. We first encountered the notion of matching in biology [34]
but we have actively employed it for decades now. Among competing structures for
solutions, biology and, by analogy, best software practice, favors solutions whose
structure matches the patterns of structure in the environment and in the structure of
the problem. In software this means an analysis model where all object class names
and relationships are recognizable by a domain expert as a model of the domain.
The domain model will be more stable than any particular solution structure and
will be better suited for evolution to solve related problems later. The principle of
matching suggests that wherever there are components of the problem domain with
differing rates of evolution, there should be a factor point (composition) to allow
two components of the software to evolve separately. Similarly, when two com-
ponents in the problem domain are highly coupled, then they should be coupled in
the structure of the solution.
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The virtue of composition as a tool for modular replaceable parts is well known.
The notions of Discovery and Composition in SOA are intended to directly exploit
composition. Composition is also a key tool for avoiding duplication of function-
ality in multiple places where the evolution of the functionality needs to be shared.

Explicitly managing variation is closely related to the principle of matching,
which was described earlier. It involves finding boundaries in the domain where
elements can vary separately and then match that boundary with a comparable
software module boundary. Either enumerate the variety completely (e.g. Metric or
English unit systems) or explicitly allow for variation in a constrained way, e.g.
using in interface contract. Patterns in dynamical systems can also be shown to
suggest that some structural patterns support evolution better than others [35].

First derived in mechanical engineering but also applied to software, the prin-
ciples of Axiomatic Design [36] show that it is possible to form a dependency
matrix describing patterns of coupling among software modules and describing the
pattern of use of software modules to solve a problem. When the dependency
matrix for the software modules can be made lower triangular, then there is a
precedence ordering over the modules such that they are stably convergent under
changes in them. Software modules and patterns of using them to solve a problem
for which the coupling matrix cannot be made lower triangular require simulta-
neous and coupled changes in multiple places and are not convergent under change.
Changes in software modules can be driven by changes in the requirements and
changes in technology. Explicitly managing patterns of coupling facilitates software
evolution.

Domain Examples: The object model for PAVER is a domain model, which is
then used implement the various requirements for best practices. It matches the real
world pavement domain and, hence, has evolved well. The origin of the enterprise
systems as separate “smokestacks” also mirror the substantial separation of these
functions. The origin PAVER as a separate system made it natural to see the
engineering rules and analysis modules as an extension of the basic inventory. In
hindsight, this use of specialization to add functions to the basic inventory was a
mistake. We should have favored composition and, then, when PCASE came along,
both PAVER and PCASE could have shared the inventory as a commonly held
part. Unfortunately, it has not proven practical to fix this mistake and a workaround
has been required. Had we favored composition originally even when there was not
an obvious use for it, we would have had a better domain model and an easier time
integrating PCASE with a shared inventory.

Managing variation explicitly has been done extensively in PAVER where
certain things can be locked down via analytic closure (e.g. surfaces are flexible,
rigid, or unpaved). In other places where the domain allows for meaningful vari-
ation and/or extension, then users are allowed to extend built-in types and are
required to supply engineering attributes of these types so that they can be used by
the analysis algorithms. The most interesting examples of explicitly managing
variation come from the Enterprise Federation. The integration of GIS attributes
between PAVER and the enterprise GIS attributes has been seen as a problem of
locking down the attributes to be supplied by PAVER to the enterprise GIS system.
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At first glance, a specifically enumerated set of attribute values would appear to
make the problem simpler but it actually makes it harder. Especially in a GIS where
users can define their own coloring strategies for attributes, there is constant
demand for more and varied attributes from PAVER. The ultimate solution was to
define a GUID in the GIS to be matched to a GUID in PAVER and then to have the
GIS user “join” the GIS data to the PAVER data as needed. This explicit man-
agement of variation by identifying the only legitimate standardization and toler-
ating complete freedom after that point is simultaneously an instance of matching,
explicit management of variation, and late binding as presented in the next section.

The integration of the real property/asset management data also provides an
instance of matching, explicit management of variation, patterns of coupling and
late binding. Both the pavement domain and the real property domain have an
inventory hierarchy and the hierarchies are highly correlated. The original software
requirements given to the PAVER development team were to modify PAVER to
enforce the congruence of the pavement domain inventory hierarchy and the real
property hierarchy. The high correlation of these two inventory structures (80 %)
made this convergence appear to be simpler than allowing them to be different. By
applying principles of domain modeling and matching, the PAVER development
team was able to push back and get permission to implement the real property tags
at a lower level than originally requested with the justification that there were
legitimate domain rationales for an item to be at two incompatible places in the two
hierarchies and by tagging lower level elements, it was possible to dynamically roll
up the PAVER inventory according to tags representing a somewhat different
composition. The system allowed tags to be supplied at the originally requested
higher level and only exceptions to that assignment were needed at the lower level.
This approach exactly matched the predicted pattern of domain variability. Despite
repeated attempts to force field engineers to use the original exact correspondence
and tag at the originally requested level, the system was not usable for some
locations. Once users were allowed to tag exceptions at the lower level, the system
was accepted. This is an example of predicting a domain requirement based upon
fractal SOA principles and persevering in the face of resistance from contract
monitors.

Explicit management of patterns of coupling is a combination of software
development practices and domain modeling. It is possible to explicitly manage
patterns of coupling by using a heavily constrained N-tier software development
model. Each tier consists of an interface contracts module, which is visible only to
the layer above, and an implementation module, which is not visible to the layer
above. These constraints can be enforced by allowable patterns of reference among
modules. Using this approach, it is not possible for implementation code in one
layer to become coupled to implementation code in a lower layer. Using a strongly
contract driven pattern of allowable coupling does lead to a larger number of
modules than would otherwise be required. If needed, these decoupled modules can
be merged at the last minute to ease packaging while retaining the constraints on
coupling.
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5.6.3 SOA Federations Favor Late Binding

As shown in the issues surrounding trust, the SOA ideas of discovery and com-
position imply a substantial departure from the historical notions of “link editing”
all of the software modules in a software system into a single executable at load
time. Like other issues we have identified, the notion of late binding applies at all
levels of abstraction.

Theoretical Basis: The notion of late binding has actually been around for a
long time. In the original LISP implementations, the boundary between program
and data was blurred and a LISP program could build a list of instructions and then
execute those instructions! We stop short of that ultimate example of late binding in
our discussions here, but we note that the inclusion of human users as one of the
SOA Federation members, we achieve late binding of a similar order because the
human users may elect to compose data sources in entirely new ways and may
interpretively execute algorithms by invocation of SOA Services where the algo-
rithm exists only inside the user’s mind or is codified in a best practices manual.

We find another model for late binding in what Lu et al. [37] has called
Engineering as Collaborative Negotiation (ECN). The ECN paradigm was devel-
oped for mechanical engineering product design and we have applied some of its
principles in our work. The basic idea of ECN is to identify constraints on the
design result as early as possible but with the broadest tolerances possible. This
approach is in contrast to more traditional mechanical engineering design approa-
ches that emphasize the preparation of relatively specific designs for major sub-
systems as the overall product design matures. By identifying broad constraints on
the design as early as possible and delaying selection of specific design values until
as late as possible, designers can detect conflicts in the design much earlier than
would otherwise be possible. This late binding approach leads to a more agile and
cost effective design process. We find a similar situation in SOA Federations
because the delay in binding to details can afford opportunities for opportunistic
selection of tools for composition.

Domain Examples: The mechanisms for late binding are different at each level
of abstraction, but there is value to late binding at each level. The matchup for GIS
data and Real property data needs to be late bound because the Air Force, Navy,
and Army all use PAVER but use different enterprise systems. We can use a single
data harvest mechanism, but each service must use its own tools for accessing the
data. Secondly, the data may be referenced in place (planned for the Air Force) or
by accessing a “published” copy of data (Army and Navy).

The Desktop federation of PAVER and PCASE uses late binding when
importing data and when exporting data. This federation has a collection of
application tools, which may contain one tool or both tools depending upon what
the user has installed. The import and export tools actually bind to the collection of
applications for putting data into an export file or bringing in data from an import
file. These operations are internalized into each of the Desktop SOA federation
members. The data for all plugin modules is processed by the desktop for
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import/export but each plugin module will only be bound to data if there is both
data in the plugin persistence and the plugin is activated for the user. Another
example of late binding occurs when the user opens a database. Any given database
might have been created with PAVER alone, PCASE alone, or both PAVER and
PCASE installed. During the file open process, each application is allowed the
opportunity to create any missing databases, which might be exclusively managed
by one tool and to add them to the single logically unified database. In this way, the
number of databases and data tables is late bound at the time of file open.

Late binding is a fundamental part of the plugin machinery. Some plugin
modules may be installed as an integral but optional module. We refer to these
plugin modules as “certified” because they can be recognized as being compiled
with the same trust level as the main application code. The user can opt to include
these tools in the user interface and, thereby, cause a late binding of user visible
functionality. For plugin modules from other civil engineering firms, there is both
late binding of those tools to the desktop and also there can be late binding of these
tools to each other through a SOA discovery and composition protocol, which is
mediated by the Desktop as it orchestrates the initial setup of each plugin module.

5.6.4 SOA Federations Contain Mixed Initiative Dialogs

One reason that we have used the word federation throughout this discussion is the
realization that we are bringing together a collection of relatively coequal partici-
pants where the union of what the participants know and can do is needed to solve
complex problems. This relative symmetry of the participants gives rise to the
situation where one federation member may predominate at one point in time and
another participant at another time, and, hence, gives rise to the need to support a
mixed initiative dialog at all levels of abstraction.

Theoretical Basis: We borrow the notion of a mixed initiative dialog from
intelligent tutoring systems [38, 39] in which two semi-autonomous agents interact
with each other while exchanging the control over the interaction. In intelligent
tutoring systems, the human student is made to be more actively involved by being
put into a position of active participation rather than passive listening. In our work
on engineering field office automation in the 80’s, we saw a clear role for sup-
porting the field engineer with individual decision support systems and later groups
of engineers with group decision support systems. By keeping the practicing
engineer involved in the decision making process, some of the harder problems can
be offloaded onto the human user and, thus, we arrive at expert support systems
(where the expert is the human decision maker) rather than expert systems (where
the computer system is expected to be an expert).

Domain Examples: In our civil engineering maintenance management tools, we
emphasize supporting the decisions of a practicing pavement engineer rather than
replacing their decision making with expert-derived rules or algorithms. Examples
of this include the provision of common domain defaults for all required inputs for
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work planning together with the ability for the engineer to override the defaults or
extend them, e.g. an initial set of work types, surface types, cost tables, and budgets.
The incorporation of plugin modules is another example of a mixed initiative dialog
where in the installation of a plugin module requires administrative privileges but
does not automatically activate the plugin for the user. By using the “add in
manager” tool, the user can control which Add Ins (plugins) are actually presented
in the user interface. Finally, the composition of functionality among different
plugins requires a dialog between the desktop and the plugin to expose it to other
modules, which, in turn, enter into another mixed initiative dialog to exchange data
and/or provide composite calculations.

At the Enterprise SOA Federation level, we see a mixed initiative dialog
between the systems in the federation where the authoritative source (Spatial Data
Standard system or real property/asset system) might temporarily give way to an
operational authoritative source like PAVER because a field engineer standing on
the pavement may be a more trusted source for those data as a byproduct of the field
data collection.

Within the SOA Federation containing PAVER and PCASE, we again see a
mixed initiative dialog, which we are still trying to fully realize: one system indi-
cates that the most effective intervention is reconstruction and the other designs the
details of the new construction. Each member of this federation draws upon the
shared inventory but has the initiative for capturing and processing largely disjoint
sets of time series data and analyses.

While there is technically a mixed initiative dialog between the various
web-services for PAVER itself, the late binding of add on modules is more inter-
esting and subsumes these internal issues. The mixed initiative dialog begins with
the user electing to use the “Add In Manager” tool to activate one or more installed
additional modules. Each plugin module has the option at this time to require a
license key from the user and either it agrees to become activated or not. Once the
plugin module has been activated, it can request that the Desktop host user interface
items by which the user can request the plugin to respond. The Desktop and the
human user have the initiative more often going forward, but a plugin module can
do things like monitor a GPS feed and/or host its own user interface and the result
of these data can be pushed back into the Desktop Federation to shift the user’s
focus of attention to see the newly selected data. This bi-directional control is most
visible when there are two GIS maps being synchronized bi-directionally—one
from PAVER and one from a plugin. To the human user, the two maps are part of a
single unified interaction experience but the communication among the SOA Tool
Federation members is not a seamless as it appears to the user.

Finally, plugin modules can call upon other plugin modules in something
approximating the normal SOA Discovery and Composition techniques. During the
instantiation of the plugin module, the Desktop and the plugin engage in a back and
forth dialog by which plugin modules can agree to allow them to be used by others
and a link between the modules can be directly established. Plugin modules that
communicate directly with each other no longer need the Desktop to mediate
further communication. Because these modules may also have their own user
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interaction items, they behave more like co-routines than procedure call services
and, again, we find a mixed initiative dialog between the plugin modules.

5.6.5 SOA Federations Depend upon the Explicit
Management of Trust, Reliability, and Authoritative
Source

As the length of this section title suggests, management of the issues surrounding
trust is a somewhat messy problem. It involves issues between humans only,
between software modules only, and between software systems and human users of
those systems. As we will see below, this is also an issue between software
development teams whose software systems will be members of a SOA Federation.

Theoretical Basis: The distinction between Authentication (do I believe you are
who you claim to be) and Authorization (what I allow that authenticated identity to
do) is well established, and we build upon that as a foundation for related issues.
Implicit in the SOA notions of Discovery and Composition is the ability to select
among competing sources for providing a required service based upon things like
performance and competence. Rephrasing this in terms of trust, we get the question:
Can I trust you to provide correct services/data in a timely fashion? A subtly related
point can be used to limit which features are shown to human users: Can I trust you
to be able to understand this feature and not be overwhelmed by too many features?
Both of these two questions can be thought of as complementary aspects of the
notion of competence—competence to provide and to consume.

Reliability closely relates to competence: (1) Can I rely upon you to provide
good data/services in a timely fashion? (2) Can I rely upon you to understand and
not corrupt the data and services I expose to you? These questions apply equally
between all SOA Federation members whether they be a human or a computer
software modules.

During the work on the enterprise federation of civil engineering tools for DoD,
we encountered the notion of “authoritative source,” which means the agency
and/or software system designated as the official “go to” source for a body or data
and/or expertise. We have coined the notion of “operational authoritative source,”
which means a source different from the officially designated source but, at least
temporarily, better able to supply reliable data at a particular place and time. As we
will see in the domain examples, these two competing sources will be separates
SOA Federation members and they will enter into a mixed initiative dialog whereby
the authoritative source may be updated by the transient activity of the operational
source.

Although we are still trying to fully understand the fractal nature of trust issues,
we have identified a key role for trust in the following substantially separable areas:
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• Trust between software development teams for different SOA Federation
members (federates), which involves territoriality, use of tools you cannot
control, schedule compatibility, and competence;

• Trust between federates and their sources, which involves authoritative sources,
perceived competence/timeliness of the services, and dependence on services
whose availability cannot be guaranteed;

• Trust in the longevity of the available SOA services, which is critical in civil
engineering data management where data must be kept over decades and the
nominal life of the asset may be 50–100 years;

• Trust in user competence, which causes tension between those managing low
level data and managers who must necessarily look across data from multiple
sites/facilities and may not understand low level data.

These diverse aspects of the concept of trust can be found in surprisingly diverse
situations and frequently prove to be deceptively simple to identify and incredibly
difficult to resolve.

Domain Examples: The designation of an authoritative source is entirely
external to the issues being discussed here but the existing authoritative sources for
GIS data and Real Property/Asset data constitute a constraint on major aspects of
the Enterprise SOA Federation. Although these systems are the authoritative source,
PAVER can frequently be asked to provide updated data of higher quality as a
byproduct of field surveys. In fact, many field surveys using PAVER are now
required to obtain the latest GIS and Real Property data and for use in the inspection
process and to return for potential update of the authoritative sources. This mixed
initiative dialog between the systems may be fully or partially automated, but the
authoritative source is responsible for the eventual integrity of the data and may
refine or refuse proposed updates. At the enterprise level, trust between software
development groups and SOA Federation members tends to be resolved by des-
ignation of by a single shared authority, i.e. the Secretary of Defense. The existence
of a single “owner” for all of the SOA Federation members is on a panacea for
resolving trust issues but it is a surprisingly underappreciated necessary condition.
At the enterprise level, the issue of trust for the competence of the various SOA
Federation members has been resolved by their separate evolution and individual
validation. Again, the existence of a common governing authority with control over
allocation of resources and the independently justified existence of the systems
means that the longevity problem is also solved.

The development of the original Federation of PAVER and PCASE, which
predated the inclusion of SOA principles, involved a process of reconciling the
respective pavement engineering domain ontologies and establishing trust between
the separate development groups (one made up of government employees for
PCASE and the PAVER development team). Because there is a natural process of
turnover in software teams, and because these civil engineering systems deal with
problems over a period of decades, it has proven surprisingly difficult to maintain
this trust between the groups over time.
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The trust issues between plugins provide the richest examples of trust issues in
the three layers of abstraction. When plugin modules can originate with the PAVER
development team or with competing civil engineering firms there can be no illu-
sion of a common controlling authority and no illusion that these SOA Federation
members will always be there because plugin modules may be separately devel-
oped, licensed and distributed. Increasingly, these plugin modules depend upon
external web services for data and operations and, again, continuity of access is
qualitatively lower than for modules distributed as part of the main system.

The issue of trust is not an absolute distinction. An external authority can des-
ignate an authoritative source, but that distinction is artificial and external to all of
the issues of the SOA Federation. The trust issues generally exist on a precedence
ordering and not as a crisp distinction. We can illustrate this point with the fol-
lowing detailed example.

5.7 Conclusions

This chapter summarizes insights gained from more than twenty years of software
development, maintenance, and evolution of a major pavement management system
(PAVER™). We consider the traditional SOA concepts: (1) Ontologies,
(2) Discovery, (3) Composition, and (4) Orchestration. Often, discussions of SOA
techniques focus on stateless operations, which certainly have their place.
Managing the persistence of time series data is essential whether orchestrating the
collaboration of human civil engineers in a technology mediated federation or
managing diet/exercise data with an app on a cell phone. Accordingly, we have
cited this as a cross-cutting concern. We conclude that time series trends in such
data are much more meaningful than any single snapshot of data. This observation
leads us to an additional dimension, which cuts across all of the SOA concepts
above: Algorithms versus Persistent State. Finally, during twenty years of experi-
ence in the pavement management domain, we have become attuned to the issue of
evolution of best practices and associated decision support software systems, as
well as the need for SOA Federations to support this evolution. This fact gives rise
to a third dimension which we have explored in this work: Evolution. After
reviewing our experiences with SOA Federations at three levels of abstraction, we
have found the following basic principles to be self-similar at three levels of
abstraction:

• Finiteness limits on time, participants, and/or resources demand more highly
structured solutions;

• SOA Federations work best when they (a) match patterns of coupling/evolution
in the domain, (b) favor composition, (c) manage variation as a first class issue,
and (d) explicitly manage patterns of coupling;

• SOA Federations benefit greatly from late binding—especially when paired with
management of variation;
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• SOA Federations work best when there is a mixed initiative dialog among
federates and human users;

• Trust issues must be managed by SOA Federations and among software
development teams.

We have found all of these fractal principles in our historical review and we have
used them prospectively to guide the development of new SOA system federates to
good effect.
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Chapter 6
Leveraging Analytics for Digital
Transformation of Enterprise Services
and Architectures

Alfred Zimmermann, Rainer Schmidt, Kurt Sandkuhl,
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Michael Möhring, Matthias Wißotzki and Birger Lantow

Abstract The digital transformation of our society changes the way we live, work,
learn, communicate, and collaborate. The digitization of software-intensive prod-
ucts and services is enabled basically by four megatrends: Cloud Computing, Big
Data Mobile Systems, and Social Technologies. This disruptive change interacts
with all information processes and systems that are important business enablers for
the current digital transformation. The Internet of Things, Social Collaboration
Systems for Adaptive Case Management, Mobility Systems and Services for Big
Data in Cloud Services environments are emerging to support intelligent
user-centered and social community systems. Modern enterprises see themselves
confronted with an ever growing design space to engineer business models of the
future as well as their IT support, respectively. The decision analytics in this field
becomes increasingly complex and decision support, particularly for the develop-
ment and evolution of sustainable enterprise architectures (EA), is duly needed.
With the advent of intelligent user-centered and social community systems, the
challenging decision processes can be supported in more flexible and intuitive
ways. Tapping into these systems and techniques, the engineers and managers of
the enterprise architecture become part of a viable enterprise, i.e. a resilient and
continuously evolving system that develops innovative business models.
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6.1 Introduction

Information, data and knowledge are fundamental concepts of our everyday
activities. Social networks, smart portable devices, and intelligent cars, represent
only a few instances of a pervasive, information-driven vision [1] for the next wave
of the digital economy and better-aligned information systems. Digitization [2]
encompasses the collaboration of human beings and autonomous objects beyond
their local context using digital technologies. Digitization further increases the
importance of information, data and knowledge as fundamental concepts of our
everyday activities. By exchanging information human beings and intelligent
objects are able to make decisions in a broader context and with higher quality.
Major trends for digital enterprise transformation are investigated by Leimeister
et al. [3]: (i) Digitization of products and services: products and services are
enriched with value-added services or are completely digitized; (ii) Context-
sensitive value creation: though popularity of mobile devices location contexts are
used more frequently and enable on demand customized solutions; (iii)
Consumerization of IT: One of the challenges is the safe integration of mobile
devices into a managed enterprise architecture for both business and IT;
(iv) Digitization of work: Today it is much easier to work together over large
distances, which allows often an uncomplicated outsourcing of business tasks; and
the (v) Digitization of business models: Businesses need to adapt and have to
rethink their business models to develop innovative business models according to
employees’ current skills and competencies.

The technological and business architectural impact of digitization has multiple
aspects, which directly affect adaptable digital enterprise architectures and their
supported systems. Smart companies are extending their capabilities continuously
managing their changing Business Operating Model [4] by developing and
maintaining Enterprise Architectures as the architectural part of a changing IT
Governance [5]. Enterprise Architecture Management [6–8] and Services
Computing [9, 10] is the approach of choice to organize, build, utilize, and dis-
tribute capabilities for digital enterprise architectures [11, 12]. They provide flex-
ibility and agility in business and IT systems. The development of such
applications integrates Web and REST Services, Cloud Computing and Big Data
management, among other frameworks and methods for the architectural semantic
support. Today’s information systems span a broad range of domains including:
intelligent mobility systems and services, intelligent energy support systems, smart
personal health-care systems and services, intelligent transportation and logistics
services, smart environmental systems and services, intelligent systems and soft-
ware engineering. One of the challenges is the safe integration of mobile devices
into managed enterprise architecture of both business and IT. Today it is much
easier to work together over large distances, which allows often an uncomplicated
outsourcing of business tasks. Businesses need to adapt and have to rethink their
business models to develop innovative business models according to employees’
current skills and competencies.
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Digitization of products and services requires the close alignment of business
models and digital technologies for creative digital strategies and solutions, as well
as for their digital transformation. Unfortunately, the current state of art and practice
of enterprise architecture lacks an integral understanding and support of collabo-
rative decisions in the process of architectural adaptation and enterprise transfor-
mation. We have therefore to extend previous approaches of enterprise architecture
to fit to the digitization of new products and services and by introducing suitable
mechanisms for collaborative architectural engineering and decision support with
adaptive case management for agile changing business models, information systems
and their digital enterprise architecture.

We are investigating concepts and mechanisms for analyzing enterprise archi-
tectures to provide decision support for the architectural evolution and adaptation.
We abstain from defining a heavyweight framework for EA management, but
provide a platform laying a basis for manifold analysis techniques that can be
combined as necessary. We regard this approach advantageous over the state-of-
the-art with its abundance of “ingredients” that are often not adopted in the practice
of EA management. Further, the analysis techniques allow a focus on key aspects of
the ongoing transformation, like a cloud transformation, without losing the enter-
prise context, which is represented in different perspectives and stakeholder-specific
viewpoints.

A new refocused decision-oriented approach for digital enterprise architectures
should be both holistic and easily adaptable. Our aim is to support flexibility and
agile transformations for both business domains and related enterprise systems
through semiautomatic semantic-supported decisional processes, which are com-
bined with analytics of real-time changing information environments. The present
research is focused on decisional support for conceptual and architectural infor-
mation, analytics-based methods, semantic representations and inference mecha-
nisms, which are combined to enable stakeholder-centric decisional processes and
transparency information for digital transformations.

Section 6.2 describes our fundamental orientation for digitized products and
services. Section 6.3 focuses on our research platform for digital enterprise archi-
tecture, which was extended by concepts from adaptive case management, mech-
anisms for architectural adaptation and a specific model integration method.
Section 6.4 presents our decision case management environment and links this in
Sect. 6.5 with collaborative decision services and mechanisms. In Sect. 6.6 we
present the decisional metamodel for digital enterprise architectures as a base for
our decision analytics approach. Section 6.7 sketches the semantic support for
architectural analytics by adding a suitable knowledge representation for both
architectural concepts and decision metamodels. Finally, we summarize in Sect. 6.8
our findings and our future research plans.
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6.2 Digitization of Products and Services

Digitized products and digitized services are both software-intensive and therefore
malleable and usually service-oriented. They are able to increase their capabilities
accessing cloud-services and change their behavior. Digitized products support the
co-creation of value together with the customer and other stakeholders. Digitized
products and services offer disruptive opportunities for new business solutions
having new smart connected functionalities. At first, the high level of interest
surprises, because the digital representation of information and performing digital
calculation operations have been established for decades. The term digitization has
its origin in [13] and is used for the digital representation of information, and
processing since years [14].

There are definitions that consider digitization a primarily technical term [15].
Technologies often associated with digitization [16] are: cloud computing [17], big
data [18, 19] advanced analytics, social software, and the Internet of Things [20].
The set of technologies increases. New technologies such as deep learning [21] are
emerging that allow computing to be applied to activities that were considered as
exclusive to human beings.

Therefore the question arises, what causes the present emphasis on digitization
and what is different about digitization. Out thesis is, that digitization today
embraces effects from both a product, and a value-creation perspective. Digitization
can be described from both a product and a value-creation perspective: digitized
products and the digitized value chains. Digitized products offer new capabilities to
interact with their environment and the customer. They are also capable to collect
data.

Classic industrial products are static [22]. You can change the production not or
only to a limited extent. Digitization creates products containing software that can
be upgraded via network connections. In addition, products over network con-
nections can use external services. Software and especially services are also easier
to update. New software functions can be added and additional services can be
integrated. Therefore, the functionality of products is no longer static, but can be
adapted to changing requirements and hidden customer needs. In particular, it is
possible to create digitized products and services step-by-step or provide tem-
porarily unlockable functionalities. So, customers whose requirements have risen
can add functions without hardware modification.

Digitalization [2] allows products to capture their own state and submit this
information into linked contexts. The provider can remotely determine whether the
product is still functional and encourage, where appropriate, maintenance and
repairs. This is the basis on which, instead of the physical product, the use of the
product as a service changes the traditional offer. These services will be measured
on their effectiveness and their practical usage. This will lay the foundation for
usage-based billing models. In addition to the usage information also the condition
of the product by the manufacturer can be queried.
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In this context, concepts of preventive maintenance [23] can be developed.
These have the objective of unscheduled stoppages whenever possible to avoid.
Evaluation of status information and analysis of the history of use of the product
can be predicted, when a malfunction of the product is likely. A maintenance or
replacement of the product is performed before the respective date. In this context,
the collected data can also be used to provide information for a repair on the spot, so
that a high first time solution rate can be achieved. At the same time, storage can be
improved in this way of spare parts.

The Internet of Things [24] enables the creation of products that are constantly in
communication with the manufacturer. In this way, the manufacturer can win
genuine information about the use of the product. The collection of information on
the use of products is no longer dependent on the cooperation with the customer. In
addition, it is possible to collect important information for up—and cross—selling
in this way. By linking devices on networks, benefits are generated from two areas.
Both the functionality increases and there are positive effects arising from the
overarching data use. Furthermore, the production of more customer-oriented
products [25] is possible.

Network effects [26] grow exponentially, because they are based on the number
of participants and the number of possible connections. The possibility to connect
devices of the network increases the possibilities of the individual device, because
increasing the number of potential partners. This benefit increase is disproportionate
higher as the number of devices, since the number of possible connections grows
faster as the device number [27].

This increase of commercial value also happens through services provided by a
lot of partners with complementary skills [22]. Software platforms that support the
collection, analysis and exchange of data are rapidly growing. Winners in this
environment will be companies, enable network effects to create value for cus-
tomers. Network effects become apparent not only in functionality, but also in the
scope of the data. These effects are called network intelligence [13]. By bringing
together data from different network nodes, trends can be detected much earlier and
more accurately.

By linking data from different sources [28], it is possible to establish correlations
that would not have been possible with the data of a single device. This effect
increases with the number of devices. By integrating external data sources, the
extraction of relevant information can be improved also. Particularly the ability of
big data and advanced analytics helps to process particularly semi- and unstructured
data.

Characteristic is the involvement of individual product in an information system,
which accelerates the learning and knowledge processes across all products [19]. In
this way, a number of other beneficial effects can be achieved as network opti-
mization, maintenance optimization, improved restore capabilities, and additional
evidence against the consideration of individual systems.

Central is the idea that the producer of goods creates value and the value is
determined at the moment of exchange of goods. It was tried to transfer this idea on
services. However, this led to a service definition, which considers services as a
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negation of physical goods [29]. Services are not material, but already the missing
homogeneity can be challenged for industrial services. Services are also not
divisible, i.e. they must be provided as a whole. Services are also not durable; they
are not stored and are provided only at the moment of need.

Basis for the implementation of the co-creation [30] approach of service-
dominant logic is the continuous connection of the products with the manufacturer.
The manufacturer can win genuine information about the use of the product.
Important information for the development of new products can be obtained in this
way. The consumer converts dynamically to be co-producer [31]. Platforms are
complementary products, which cooperate via standardized interfaces [32]. Since
the development of new functionalities by different partners is distributed [33]
platforms significantly speed-up the development time of new solutions.

6.3 Digital Enterprise Architecture

Enterprise Architecture Management (EAM) [6, 7, 9, 34] defines today with
frameworks [35], languages [36], and standards [37, 38], tools and practical
expertise a quite large set of different views and perspectives. EAM can be e.g. used
to support and implement business processes as well as to reach business goals [39].
Benefits of EAM are influenced by different influence factors such as EAM
knowledge, landscape complexity and Business IT alignment [40]. We argue in this
paper that a new refocused digital enterprise architecture approach should support
digitization of products and services, and should be both holistic [41, 42] and easily
adaptable [43] to support the digital transformation with new business models and
technologies like social software, big data, services and cloud computing, mobility
platforms and systems, security systems, and semantics support. We are extending
the first versions of ESARC–Enterprise Services Architecture Reference Cube
[41, 42] (Fig. 6.1).

In this paper we extend our service-oriented enterprise architecture reference
model for the context of managed adaptive cases and decisions [44, 45], which are
supported by case services of a collaborative case framework [44] within an
adaptive case management environment [46]. Additionally we have considerably
extended our architectural metamodel integration approach [47] to support digital
enterprise architectures for digital transformations [11] and the integration of
Internet of Things [12, 24] architectures.

ESARC—Enterprise Services Architecture Reference Cube [41, 42] is an
architectural reference model for an extended view on evolved digital enterprise
architectures. ESARC is more specific than existing architectural standards of
EAM—Enterprise Architecture Management [35, 36] and extends these architec-
tural standards for digital enterprise architectures with services and cloud computing.
ESARC provides a holistic classification model with eight integral architectural
domains. These architectural domains cover specific architectural viewpoint
descriptions [37, 38] in accordance to orthogonal dimensions of both architectural
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layers and architectural aspects [6, 34, 42]. ESARC abstracts from a concrete business
scenario or technologies, but it is applicable for concrete architectural instantiations to
support digital transformations. The Open Group Architecture Framework [35]
provides the basic blueprint and structure for our extended service-oriented enterprise
architecture domains of ESARC [41, 43] having: Architecture Governance,
Architecture Management, Business and Information Architecture, Information
Systems Architecture, Technology Architecture, Operation Architecture, and Cloud
Services Architecture. ESARC provides a coherent aid for examination, comparison,
classification, quality evaluation and optimization.

We developed an architectural evolution approach to integrate and adapt most
valuable parts of existing EA frameworks and metamodels from theory and practice
[47]. Additionally to handling architectural structures for dynamically extending
core metamodels we see a chance to integrate decentralized mini-metamodels,
models and data of architectural descriptions coming from small devices and new
decentralized architectural elements, which traditionally are not covert by enterprise
architecture environments. The focused model integration approach is based on
special correlation matrixes to identify similarities between analyzed model ele-
ments from different provenience and integrate them according their most valuable
contribution for an integrated model. According to [48] we are building the con-
ceptualization of EA in 4 steps—from stakeholders’ needs, to the concerns of
stakeholders, then the extraction of stakeholder relevant concepts, and last but not
least the definition of relationships for new tailored architectural metamodels.

Our research consists of a metamodel-based model extraction and integration
approach [47] for digital enterprise architecture viewpoints, models, standards,
frameworks and tools to support digital transformations [11, 12]. Currently we are
working on the idea of continuously integrating small EA descriptions for relevant
objects of digital enterprise architecture. These EA-Mini-Descriptions consists of

Fig. 6.1 Enterprise services architecture reference cube [41–43]
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partial EA data and partial EA models and related metamodels. Our goal is to be
able to support an integral architectural engineering and transformation process.

Adaptation drives the survival [49–51] of digital enterprise architectures [47],
platforms and application ecosystems. Adapting rapidly to new technology and
market contexts improves the fitness of adaptive ecosystems. Volatile technologies
and markets typically drive the evolution of ecosystems. We have additionally to
consider internal factors. The alignment of Architecture-Governance [4, 5] shapes
resiliency, scalability and composability of components and services for distributed
information systems.

6.4 Decision Case Management

A Decision support system (DSS) is a system “[…] to help improve the effec-
tiveness of managerial decision making in semi-structured tasks” [52, p. 255], and
according to [53]. In particular knowledge intensive management activities, like
EAM, can benefit from a DSS to improve architectural decision-making. In the
following we explore how an EA cockpit [54] can be leveraged and extended to a
DSS for EAM. A cockpit presents a facility or device via which multiple view-
points on the system under consideration can be consulted simultaneously. Each
stakeholder who takes place in a cockpit meeting can utilize a viewpoint that
displays the relevant information. Thereby, the stakeholders can leverage views that
fit the particular role like Application Architect, Business Process Owner or
Infrastructure Architect [55]. The viewpoints applied simultaneously are linked to
each other such that the impact of a change performed in one view can be visualized
in other views as well. Figure 6.2 gives the idea of an example architectural cockpit.

Jugel et al. [56] present a collaborative approach for decision-making for EA
management. They identify decision making in such complex environment as a
knowledge-intensive process strongly depending on the participating stakeholders.
Therefore, the collaborative approach presented is built based on the methods and
techniques of adaptive case management (ACM).

Adaptive Case Management (ACM) [44, 45] offers a lightweight model to
support knowledge-intensive processes, which are driven by user decision-making.

Fig. 6.2 Example: enterprise architecture cockpit [54, 56]
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Knowledge processes of usually high-skilled stakeholders, like enterprise archi-
tects, require process adaptations at run-time. ACM is not dictating a predefined
course of action [57] and provides the necessary information and knowledge sup-
port to be able to solve a case. A case [45] is typically a collection of all relevant
information into one place, which is handled by one or more knowledge workers
during solving this case. The case is the jointly used focal point for assessing the
situation, initiating activities and processes, implementing the work, and reflecting
results based on a history record about what was really done. A case brings together
all the necessary resources and also tracks everything that has happened into a
record history, which can be mined to synthesize best practices, patterns of success,
and used and extended instruments. Fundamental aspects and requirements for
ACM, are mentioned in [57]:

1. The adaptation aspect of ACM consists of content, people, and reporting
capabilities to be able to change the knowledge process at run-time by
end-users. Additionally to the adaptation aspect a knowledge worker should be
able to continuously improve his case templates.

2. The organization aspect groups policies, processes, and data. In ACM data is the
dominant factor as opposed to the process-oriented view from BPM. Knowledge
work requires the integration of data [50] into the execution process.

3. The case handling aspect is about collaboration, decision support, and inte-
gration of resources, events, and communication. Complex problems are typi-
cally solved collaboratively by involving individual stakeholders in respect of
different necessary knowledge types and stakeholder concerns. Decision support
requires transparency within a shared understanding of analyzed EA scenarios
by named stakeholders.

Opposed to routine work, which can be supported by business process man-
agement because of its repeatable kind, knowledge work is typically unpredictable.
Knowledge workers [58, 59] are acting under uncertainty. An unpredictable process
[45] does not repeat in routine patterns and emerges as the work is done. The
practice of preparing for many possible courses is called agility. Differentiating
seven domains of predictability [45] case management can be focused on two main
types:

1. Product Case Management: Supports design-time knowledge processes with a
well-known set of actions, having much variation between individual cases. It is
not possible to set out a single fixed process. Knowledge workers are actively
involved in deciding the course of events for a case.

2. Adaptive Case Management: Knowledge workers are involved not only in the
case, and picking predefined actions, but they are constantly adapting the pro-
cess and striving for innovative approaches, and may want to share and discuss
process plans.

The Case Management Modeling Notation (CMMN) [60] is a notation for ACM
that describes mandatory and optional tasks (DiscretionaryItem), and thereby
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supports flexible processes. In line with Jugel et al. [61], we utilize the CMMN to
describe a collaborative decision-making case for EAM, cf. Fig. 6.3.

The Issue is the starting point of a collaborative decision-making case. This issue
describes the problem space of the decision-making activity, which aligns with the
perspective of Mayring [62]. We further assume that goals and success criterions, as
required by Johnson and Ekstedt [63], have already been defined as part of strategic
management activities. The issue is the reason why the EA has to be analyzed and
decided upon. Based on this issue, involved stakeholders choose viewpoints that
they need to analyze the issue.

The decision-making step is the central activity of the decision-making case
presented in Fig. 6.3. This step can involve different optional activities in which
different kinds of quantitative and qualitative analysis techniques [64] are applied to
gain additional insights [60]:

• Expert-based analysis techniques are dependent on expert knowledge and tacit
information of the involved stakeholders. Jugel and Schweda [54] identify these
techniques with interactive functions like “graphical highlighting and filtering”.

• Rule-based analysis techniques correspond to algorithms that are used to
indentify patterns in the EA. Hanschke provides so-called analysis patterns in
[65], which are examples of rule-based analysis techniques.

• Indicator-based analysis techniques are formal methods that compute indicators
from properties of the EA. Matthes [66] present quantitative, metrics-driven EA
analyses by quantitatively assessing architectural properties and therefore use an
indicator-based analysis technique.

Fig. 6.3 CMMN model of collaborative decision making case [61]
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The stakeholders apply different of these techniques in the decision-making step
and interpret the results of the techniques for additional insights [62]. While per-
forming a decision-making step, stakeholders can choose analysis techniques,
which are part of a catalog. The catalog is independent of a particular case. After
choosing an analysis technique, it is performed. In case of rule-based and
indicator-based analysis techniques, the techniques can be performed automatically
using algorithms and aggregations. In case of an expert-based analysis technique,
stakeholders must manually analyze the EA by using and interaction with the
cockpit’s views.

The decision-making step is based on case data consisting of an EA model and
additional insights elicited in previous steps. Consequently, the insights gained
during each step contribute to the case file (CaseFile) of the decision-making case.
Derived values, like the values of KPIs are thereby not considered additional
information, but only a different way of representing and aggregating existing
information. If stakeholders based on the values of a KPI decide on affected
architecture elements, these decisions and considerations represent new informa-
tion, which is added to the case file. In particular, the stakeholders’ interpretation
can yield following additional elements for the case file (CaseFileItem):

• An evaluation represents the stakeholder’s opinion on the analysis results.
• A new issue refines the previously analyzed one based on the analysis.
• A decision reflects a design alternative that is useful to resolve the issue.

During the decision-making, alternative designs can be identified [63]. In the
final step of the decision-making process, not all previously evaluated designs will
prevail. At the end of every decision-making step, the stakeholders have to decide,
whether additional information is required or not—represented by to
UserEventListeners in the CMMN diagram in Fig. 6.3. The case file of the
decision-making case has to be structured appropriately to accommodate for the
decision-making process.

The Object Management Group (OMG) has published the Case Management
Model and Notation (CMMN) [60] as a first step to support modeling for case
management scenariosmanagement scenarios. A case study of a TOGAF-style
process [35] for EAM with CMMN was implemented in [67]. The upcoming
standard Decision Model and Notation (DMN) of OMG [68] discern three usage
models: for modeling human decision-making, for modeling requirements for
automated decision-making, and for implementing automated decision-making.
DMN bridges the gap between business decision designs and their implementation
by providing a common notation for decision models. The purpose of DMN is to
facilitate a decision model framework, which is easily usable for decision diagrams
and as a base for optionally automating decisions. Decision-making support is
addressed from basically two perspectives: normal BPMN business Process Models
can be expanded by defining specific decision tasks, or decision logic can be used to
support individual decisions, e.g. business rules, decision tables, or executable
analytic models. DMN can additionally provide a third perspective to bridge
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between business process models and decision logic by introducing the Decision
Requirements Diagram. Complementary to the DMN notation, which is used to
model decisional relationships and concepts like Decision, Input Data, Business
Logic, Application, Application Risk, etc. DMN introduces an expression language
to represent decision tables, decision rules, and function invocations. Today we are
exploring the suitable usage and close link of DNM for decisional support logic
within our architectural engineering and analytics research.

6.5 Collaborative Decision Processes

Although concepts such as Business Process Management [69] introduced a
customer-oriented perspective, it still contains many concepts following the ideas
developed already in [70]. These are the division of larger tasks into defined,
smaller tasks and the assignment of individual responsible to accomplish these
tasks. Therefore it does not surprise, that a plenty of approaches such as [71],
Swenson [44] tried to develop support for cooperation beyond strictly structured
business processes as almost all WFMSs and most of the BPMSs, but also some
groupware and case management systems. However these approaches become not
as successful as expected.

One has to meet a number of challenges when supporting EA management
processes. The first challenge is the lack of a pre-defined workflow. Similar to
adaptive case management [44, 45] the control-flow of EA management processes
cannot be predefined in most situation. Instead the control-flow is defined
“on-the-fly” during execution of the EA management process.

The second challenge is organizational integration [72]. Many early approaches
addressing the support of EA management processes limited the participation of
stakeholders. E.g. although classical groupware abstained from pre-defining a strict
control flow, specific access rights to documents had been assigned. Thus the group
of possible contributors had been limited. In this way an a priori-decision had been
made deciding who may contribute and who may not. Some stakeholders were not
able to contribute.

The third challenge is semantic integration [72]. Due to the involvement of a
multitude of stakeholders, semantic frictions such as homonyms and synonyms
create misunderstandings between the process participants. These semantic frictions
may delay the EA management process or even worse, may cause deficient
architectures.

Social software is based on four basic principles: social production [73], weak
ties [74], collective decisions [75], and value co-creation [76]. Each of these
principles support EA management processes by addressing one or more chal-
lenges, as addressed in Fig. 6.4.

Social production [73] is the creation of artifacts without a top-down created
plan but by combining the suggestions and decisions from independent contribu-
tors. By abstaining from Tayloristic top-down planning, new and innovative
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contributions outside the original scope can be identified and added. Due to these
properties, social production matches the requirements of EA management pro-
cesses. The control flow of EA management processes can be defined in an ad hoc
manner. During execution of the EA process, architectural artifacts can be inves-
tigated in a cooperative way.

Collective decisions [75] provide a new way in EA management processes to
make decisions. They provide statistically better results than experts, if the decision
cannot be made using scientific means and the participants decide independently.
Surowiecki describes in [78] the approach of the so-called the wisdom of crowds.
He argues that a decision made by several persons often leads to better results,
because each person has a specific knowledge. Value-co-production [78] is also
supporting the definition and execution of EA management processes by integrating
contributions from the business side. By abolishing the separation between artifact
producer and consumer, a better adaptation to the individual requirements can be
achieved. Furthermore value co-production enhances the organizational integration.

6.6 Decision Analytics

In this section we present a decisional metamodel based on the work of Jugel et al.
[61] to support the decision-making case presented in the previous section. The
metamodel focuses on the documentation of decision and rationalizing information
and is a combination of several approaches that partly cover aspects of
decision-making.

• Plataniotis et al. [79] describe an approach called “EA Anamnesis” focusing on
ex-post modeling EA decisions and decision-making strategies. However, they
do not describe decision processes. Furthermore, they do not describe rationales.

Fig. 6.4 Collaborative engineering and transformation [77]
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• ISO Standard 42010 [37] describes how the architecture of a system can be
documented using architecture descriptions. The standard uses views, which are
governed by viewpoints to address stakeholders’ concerns and their information
demands.

• Jugel and Schweda [54] introduce an annotation mechanism to add additional
knowledge to an architecture description represented by an EA model. In
addition, in [61] they refine the viewpoint concept of [37] by dividing it into
Atomic Viewpoint and Viewpoint Composition to model coherent viewpoints
that can be applied simultaneously in a cockpit to support stakeholders in
decision-making.

• Buckl et al. [64] provide a classification of analysis techniques that can be used
to get insights into an EA. Stakeholders in decision-making use analysis
techniques.

The Case Management Modeling Notation (CMMN) [60] is a notation for ACM
to describe flexible processes including optional tasks. The notation provides us
base concepts to model cases.

Figure 6.5 illustrates the decisional metamodel. The background colors of the
concepts indicate their origin. Green colored concepts have their origin in ISO
Standard 42010 [37], gray colored concepts in “EA Anamnesis” [79], blue colored
concepts in CMMN [60], yellow colored concepts in [64] and red colored concepts
in [54, 61]. The decisional metamodel focuses on the stakeholders using viewpoints
to perform a Decision making Step that is in line with CMMN [60] a HumanTask.
During this step, stakeholders have the ability to choose Analysis Techniques that
are in line of CMMN [60] DiscretionaryItems. Additional information during a step
is created and persisted as Annotations to the deci-sional views. Annotations as well
as Views are in line with CMMN [60] CaseFileItems, because both represent
relevant information within a case and are therefore part of a CaseFile. The
annotation concept aligns with the one presented by Jugel et al. in [54] and reflects
different EA issues (also the initial one of the decision case), Evaluations of the

Fig. 6.5 Collaborative EA decision making metamodel
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analyses’ results, and EA decisions. As the annotations can be based on the results
of an analysis technique, also the applied techniques are part of the metamodel and
are persisted in the CaseFile. Latter notion corresponds to the terminology of
CMMN.

For the utilized viewpoints, we distinguish between Atomic Viewpoints and
Viewpoint Compositions [61]. Whereas an Atomic Viewpoint is a single Viewpoint
in line with ISO Standard 42010 [37], a Viewpoint Composition forms a composite
structure and consists of coherent Atomic Viewpoints or other Viewpoint
Compositions needed by Stakeholders to satisfy their information demands elicited
by their Concerns. Viewpoint Compositions are assembled to address a specific
decision-making case from multiple perspectives. A cockpit, as presented in the
previous chapter, is a viewpoint composition.

In addition, Annotations are the triggers for the next Decision Making Step. One
or more Stakeholders are responsible for a step and perform them. Within Decision
Making Step stakeholders can choose between different Analysis Techniques to get
additional information needed to satisfy their information demands. Analysis
Techniques are based on Annotations as well on the EA model. Annotations
describe additional information related to EA Artifacts. EA Issues and EA
Decisions, as already present in the model of Plataniotis et al. [79], represent
additional knowledge and are therefore specializations of Annotation. As described
in [79], EA Decisions can be decomposed, translated and substituted into other EA
Decisions. Modeling alternatives is also possible. According to our
decision-making case, we added Evaluation as a third sub-concept of Annotation.

6.7 Semantic Support for Architectural Analytics

Semantic technologies [80] in general and ontologies in particular provide support
for architectural analytics in many ways. The general features of ontologies address
some of the aforementioned challenges and requirements for architectural analytics.
Namely, the provision of domain specific knowledge and vocabulary allows the
creation of stakeholder specific views (cf. Sect. 6.6), ontology alignment and
mapping are common mechanisms of semantic integration (cf. Sect. 6.5), inference
on ontologies can identify patterns in the domain knowledge (cf. Sect. 6.4) and can
make implicit knowledge explicit by adding new facts to the knowledgebase.

Thus, many approaches have been made to represent enterprise models or
enterprise architecture respectively by creating ontologies for this domain. The most
popular examples are probably Uschold et al.’s “The Enterprise Ontology” [80] and
Dietz’s DEMO approach [8]. Further publications in the area are [81–83]. The
Enterprise Architecture Ontology for Services Computing from [83] extends the
ESARC metamodel from [41] with e semantic representation for enterprise archi-
tectures. Ontologies in enterprise modeling and architecture are useful, as shown by
Sandkuhl et al. [84].

6 Leveraging Analytics for Digital Transformation … 105



The most widely used definition of ontologies in computer science characterizes
ontologies as “formal, explicit specification of a shared conceptualization” [85].
Here, “conceptualization” means creating an abstract model of real world phe-
nomena by identifying relevant concepts of them. “Explicit” refers to a clear def-
inition of concepts, concept types, and the constraints on their use. “Formal” means
that an ontology is machine readable, and “shared” reflects the intention that the
ontology should be a consensus, accepted within the communities.

Literature defines several functionalities and features of ontologies that support
enterprise architecture analytics. Uschold and Gruninger [86] names three uses of
ontologies: (1) Communication, (2) Interoperability, and (3) Systems engineering.
Since ontologies are shared conceptualizations in communities they provide a base
for human communication. Being a normative, assuring consistency, and avoiding
ambiguity they foster knowledge exchange in collaborative decision scenarios, as
they are present in enterprise architecture analytics scenarios. Furthermore, they
provide networks of relationships that relate the knowledge regarding different
concerns of stakeholders and they provide a semantic integration of this knowledge
on the level of human communication. Interoperability or integration by ontologies
provides the same features on the level of externalized knowledge in information
systems. Thus a better information quality can be achieved for decision situations. At
last, the use of ontologies for systems engineering assures reuse of existing
knowledge and better interoperability of information systems. Bürger and Simperl
additionally name in [87] specifically (4) Computational Inference and
(5) Knowledge Reuse and Organization as contributions of ontology use.
Computational inference allows for deriving implicit facts and logical inconsisten-
cies. Having concepts and rules systematically formalized, reuse of models and
model-party in different domains becomes possible.

Antunes et al. describe in [88, 89] specifically the use of ontologies in enterprise
architecture analysis:

• Improved extensibility and expressiveness of the enterprise architecture through
ontology based integration of domain-specific meta-models.

• Improved enforcement of meta-model coherence by defining constraints of
concept use.

• Improved meta-model conformance verification by the use of reasoners that can
identify logical inconsistencies in enterprise architecture models.

• Improved analysis for decision making through the use of inference and query
mechanisms.

These features can be derived from the general features of ontologies.
Subsuming the discussion, the benefits of ontologies for enterprise architecture
analytics are twofold. First, they provide means for a better communication in the
collaborative decision scenarios of enterprise architecture analytics. Second, they
support rule-based analysis techniques by computational inference and a potentially
broad information base through interoperability.
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Antunes et al. propose in [81] a general four-step process of enterprise archi-
tecture analysis using ontologies:

1. Identify stakeholders and analysis needs: After identifying the stakeholders,
their information needs are gathered in the form of questions and the expected
type of answer (e.g. a list of processes or actors). Afterwards, the analysis of
questions identifies relevant concepts and instances.

2. Review enterprise architecture models: A comparison between concepts needed
for analysis and those in the enterprise architecture model is performed. If there
is a gap, hence the model does no cover the stakeholders needs, new concepts
have to be added by ontology engineering or by integration of domain specific
ontologies.

3. Instantiate model: A model instance for a specific scenario is created.
4. Perform analysis: Computational inference mechanisms are used to answer the

questions. In the concrete approach by Antunes et al. Description Logic
(DL) queries are used. However, depending on the used tools other ontology
query languages can be used.

Antunes et al. provide in [89] an investigation regarding the possibilities of
supporting analysis types [4, 5] using DL. Reasoning tasks of DL are:

• Subsumption: Organizing concepts in taxonomy. Hence, finding the most
specific super class for a given class.

• Instance checking: Verifying if an instance is a member of a specific class or
represents a specific concept respectively.

• Relation checking: Verifying whether two instances are related to each other in a
certain way.

• Concept consistency: Verifying that there is no contradiction in concept defi-
nitions or concept definition chains.

• Knowledgebase consistency: Verifying that there is no contradiction in the
model instance.

Taking general ontology engineering approaches, such as Ontology 101 by Noy
and McGuiness [90] into account, step 2 also includes the integration or definition
of semantic rules that allow deriving implicit facts within the model instance. Thus,
queries performed in step 4 may also refer to facts that have been added to the
model instance by computational inference. Antunes et al. show the practical
applicability of their approach in [89] by the analysis of an ArchiMate [36] model
using the Domain Independent Ontology (DIO, representing a conceptualization of
the ArchiMate [36] meta-model) and an integration of Domains Specific Ontologies
(DSO, representing concepts used by specific stakeholders).

Besides these general steps for ontology based enterprise architecture analysis, it
remains unclear where the use of this approach is appropriate and where not. Two
dimensions have to be considered answering this question. First, a classification of
possible analysis tasks is needed. Different approaches can be used here; analysis
patterns by Hanschke [65], and analysis dimensions by Buckl et al. [64] are
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prominent examples. Second, a classification of reasoning tasks that can be per-
formed in ontologies is needed. Assuming commonly used OWL ontologies, the
reasoning tasks supported by Description Logic (DL) cover the reasoning potential.

6.8 Conclusions and Future Work

In this paper we have identified the need for an integral understanding and support
of collaborative decisions in the process of architectural adaptation and enterprise
transformation. According to our research approach we have leveraged a new
model of extended digital enterprise architecture, which is well suited for adaptive
models and transformation mechanisms. We have extended the previous more static
defined basic enterprise reference architecture by new metamodel elements for
supporting cooperative decisions using mechanisms from adaptive case manage-
ment. Related to our second research question we have presented our approach for
collaborative processes in architectural engineering and transformation endeavors.
We have combined architectural engineering and transformation processes with
elements from adaptive case management. We have adapted typical architectural
engineering processes with elements from social production, collective
decision-making, value co-production, and week ties. Adaptive case management
offers a lightweight model for knowledge-intensive processes. We have merged
them with user decision-making processes within cooperative distributed environ-
ments for enterprise architecture management. We have introduced suitable indi-
vidual decision support models and embedded them into cooperative analysis and
engineering environments.

We are currently working on extended decision support mechanisms for an
architectural cockpit for digital enterprise architectures and related engineering
processes. Future work will extend both mechanisms for adaptation and flexible
integration of digital enterprise architectures as well as will extend decisional
processes by extensions of rationales and explanations.
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Chapter 7
A Framework to Support Digital
Transformation

Oliver F. Nandico

Abstract This chapter proposes a lightweight enterprise architecture framework
which serves the demands of enterprise architects being confronted with a digital
transformation scenario with an agile development approach. This framework
therefore emphasizes the adaptability and the possibility for propagation of change
throughout the defined architecture instead of addressing all possible concerns of all
stakeholders. The framework itself is roughly based on TOGAF 9.1 and uses
definitions of its content metamodel and follows ADM.

7.1 Changed Role of IT and the Enterprise Architecture
in the Times of Digital Transformation

“IT no longer supports the business, IT is the business”. This subtle play on words
shows the role change information technology underwent in recent years. There is a
growing part of enterprises and organizations, where information technology is in
the core of the business, where IT not just supports but enables new or enhanced
offerings. We call this evolution—or better, looking at the time frame—revolution
“Digital Transformation” or “Digital Business Transformation”.

7.1.1 Changed Role of the Architect

“Digital Transformation” sets a new challenge for the enterprise architect: She has
now not just to align the IT with the demands from the business but to enable and
even invent new business opportunities. So the architecture capability of an orga-
nization gets an active part in shaping the business. The architect no longer sits in
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her office awaiting demands or requirements from the business, but is part of the
leadership team shaping the new, digital transformed enterprise. The architect does
not only change her role in respect to the business, but to the IT as well. She needs
not to just support, but to enable IT development for Digital Transformation.

7.1.2 Services as Atomic Building Blocks of the Architecture

Though there is an upheaval in enterprise architecture from this high perspective,
the general approach and toolset of enterprise architecture has not changed so much.
The old virtues of service oriented architecture still prevail, as using services, i.e.,
self-contained pieces of work with a focused business purpose, as the atomic ele-
ments for any architecture. Today, service-oriented architecture is the generally
accepted standard for architecture work, which does not need any further discus-
sion. If one wants to describe, what an information system does, she or he will start
with describing its intended services. There is still an ongoing discussion on the
definition of services, their granularity, technical aspects like SOAP versus REST
and the need for additional elements like events and triggers etc. Nevertheless,
services as basic elements for architecture have prevailed.

7.1.3 Time Is the Most Limited Resource

Time is the most limited resource in the digital transformation scenario. Therefore,
the deliverables of the architect has to be limited to the amount really providing
benefit. Basically this leads to a way how to define the deliverables required from
the architect: Think of the issue to be resolved for a successful digital transfor-
mation, and—by this, derive the necessary deliverable.

7.1.4 Agile Approach Necessary

But new drivers require adaption for architecture as well: Volatile and fast-paced
markets require flexibility and adaptability of the IT solution and an agile as well as
lean approach for its development is the state-of-art to achieve this.

Some evangelists of “Agile” utter criticism of the conventional way of doing
architecture or doing architecture at all: It would create many use- and meaningless
concepts, lead to the notorious “Big Design Up-front”, which no one helps.
Enterprise architects would impose rules and guidelines on the projects which
prevent simple, practical solution and prevent quick adaption to change. To be
honest, many of these reproaches are quite justified, looking at some enterprise
architecture practices.
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There are several techniques and methods used under the broad idea of agile. So
we refer here to the Agile Manifesto (http://www.agilemanifesto.org/) as the
common ground for these. I want to emphasize two aspects from this manifesto:

• Working software over comprehensive documentation
• Responding to change over following a plan

So there is a need to develop architecture together with the working software.
When following an agile approach, it makes no sense to develop thoroughly a
complete architecture for the whole enterprise and have it implemented with the
Digital transformation program. Instead the architect starts with a coarse overall
draft plan, to be detailed when the need for decision arises or the answer to change
is requested.

7.1.5 Need for a Lightweight Enterprise Architecture
Framework

This requires a light weight enterprise architecture framework, simple to use and to
maintain, with a minimal set of essential architecture deliverables. With TOGAF
9.1 I see an architecture framework as “a conceptual structure used to develop,
implement, and sustain an architecture”. The main purpose of such a framework are
to visualize solution and solution alternatives for the organizational and IT structure
with their consequences, to marshal all the development work within a digital
transformation program and to provide guidance for architecture decisions.

As an answer to this challenge I propose such an enterprise architecture
framework to support Digital Transformation developed “under fire”, i.e., in
practice, for digital transformation programs.

7.1.6 Overview of This Article

In this article we first look at the specifics of a Digital Transformation program and
the requirements it poses for the architecture work. After this we motivate the use of
TOGAF as a foundation for the proposed lightweight framework, and analyze the
drivers for its customization.

After this we show how to resolve the issues of the conventional enterprise
architecture approach. This is followed by a more detailed description of the
viewpoints of the proposed lightweight enterprise architecture framework. Here we
differentiate between the enterprise or program level on the one hand, where the
architect works in a coarse and programmatic way and the project level, where she
works making decisions and deriving solutions.
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We close with a reflection of the challenges an architect has to face in a digital
transformation program.

7.2 Digital Transformation and the Consequences
for a Respective Framework

To address the right issues for the proposed framework, we have to define the term
“Digital Transformation” one step further. So, when we speak of “digital trans-
formation” of an enterprise, we mean the change of this enterprise with the intention
to provide a new or significantly enhanced offering to its customers, where this new
offering or enhancement is based on information technology as key enabler or even
part of the offering.

The new or enhanced offering will comprise new or enhanced services, products
or both. Basically, the enterprise uses “digital transformation” to take the oppor-
tunities the development in information technology provides. Initiatives for digital
transformation are centered on envisioning new business models, customer expe-
rience and operating models with their respective operational processes.

The following examples may clarify the Digital Transformation scenario:

• A passenger transport carrier changes to a mobility service provider where it
now not only provides own transport services but in addition brokers other
provider’s services to get a passenger from point A to point B.

• An apparel manufacturer changes from ready-made clothing to custom-made
where its clients use augmented reality to make their orders.

Though the digital transformation scenario needs to and will change the IT of the
respective enterprise drastically, it is totally business driven, i.e., the drivers are
rooted in the business, and business decides on executing the “digital transforma-
tion” scenario. As a result of this transformation, the mission, vision and operating
model of the enterprise may change radically, and so will the business architecture
of the respective enterprise. So the architecture work for digital transformation is
strongly governed by the business context, much more as it has been in the past.

This differs totally from the “IT only”-transformation programs we used to see.
What has been and still is called a SOA program, i.e., a transformation program to
implement service oriented architecture, was a change more or less affecting the IT
only. Even when IT consultants talked about to provide better alignment with the IT
and more IT flexibility, those programs aimed essentially at IT rationalization and
modernization. As a result, business appreciated the pursuit of IT, but did not
realize IT as anything like an enabler for new business opportunities.

This has now changed. For many industries IT has or will become a vital if not
the only part of the business. With the introduction of smart phones, wearables and
the internet of things these digital transformed businesses find their counterpart at
the consumers’ side.
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Of course, there is still the need to move and transform physical objects. But
with the progress which 3D printing has made, one can imagine that even this may
shift to information technology.

So what are the implications of digital transformation for service-oriented and
enterprise architecture?

Clear business orientation: The architect needs to design for business outcome
and business value. She has to look explicitly for new business opportunities and by
this exceeds the traditional limitations of enterprise architecture. So a framework for
digital transformation has to reflect this clear business orientation.

Building something new: Digital transformation is about building something
new, business and IT-wise. Therefore new systems are preferred to the adaption of
legacy systems: Even if the enterprise wants to keep legacy systems, they must not
slow it down or create the need for half-baked compromises. A slash-and-burn
approach will usually be the approach of choice. It may make sense to keep legacy
back-office systems in strongly regulated business areas, e.g., finance, if they go along
with the new business models and operational processes. But the architect has to be
careful: Do not perpetuate big legacy systems at the end of their life cycle instead of
replacing these by truly standardized systems or outsourcing the whole process.

Integration beyond organizational boundaries: In the era of digital transfor-
mation enterprises are finally no longer islands in the vast ocean of the internet,
with a defined boundary between land and sea. These boundaries between enter-
prises get fuzzy, if not totally dissolved. Enterprises, organizations and even con-
sumers communicate, share information and interact by means of information
technology services. These IT services may be used inside of an organization in the
same way as provided to the outside. The value-adding process in the digital sphere
is based on using some IT services of some providers, combine and augment them
and provide them to respective consumers, beyond any organizational or other
boundaries. So a framework for digital transformation is truly service oriented.

When we speak of “Digital Transformation”, we assume a digital transfor-
mation program for the whole or at least a bigger part of the enterprise, i.e., the
organization in scope. This program usually is broken down into manageable parts,
i.e., projects within this program. Therefore I differentiate in this article between
the work of the architect at program or enterprise level and at project level.

7.3 The Lightweight Enterprise Architecture
Framework—A Very Focused Customization
of TOGAF

There are many enterprise architecture frameworks the architect can chose of: From
the ancestor of all of them, the Zachmann framework to the widely accepted
standard TOGAF, the architecture framework of the open group and some more
which come with various tools the architect may use.
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All of these architecture frameworks are quite comprehensive and it will cost
much effort and time to follow them thoroughly. Obviously, there is no use in
defining just another framework. As TOGAF is the general accepted standard for
enterprise architecture, we follow in this description the TOGAF definitions. This
proposed framework is not totally new, but orients towards and makes use of
TOGAF, especially of its Architecture Development Method (ADM) and its content
metamodel. So the framework proposed here is basically a very focused cus-
tomization of TOGAF.

Taking TOGAF literally and to the full extent of its described deliverables, there
is always the risk of interpreting it in a way we want to avoid. In the digital
transformation scenario, it is of no use to define the whole target architecture in
terms of business, information system and technology architecture after obtaining a
statement of architecture work, which is based on the architecture vision. (TOGAF
9.1). As learned from some digital transformation projects, the enterprise architect
needs her assignment based on the business strategy, the underlying business ideas
and the business objective. The enterprise architect may already contribute to this
according to the opportunities IT may provide to the business ideas. An architecture
vision and a coarse architecture action plan—an extension to TOGAF for Phase A
proposed here—aligned with stakeholders is all what is needed to start a digital
transformation program. The actual architecture change takes place in the projects
of this digital transformation program. The digital transformation program can and
will not wait for a comprehensive architecture designed by the omniscient and
omnipotent enterprise architect.

The TOGAF ADM proposes a preliminary phase, which serves for customiza-
tion, tool selection etc., basically the preparation of the “TOGAF architecture
project”. Though I think some preparation is always useful, the proposed light-
weight enterprise architecture framework does no reference this phase explicitly.
The considerations of this article together with implementation for an actual digital
transformation program more or less follows the idea of this preliminary phase.

7.4 Drivers of Digital Transformation Provide
a Foundation for Architecture Guidelines
and Principles

Both, the architecture vision and the architecture action plan, have to reflect the
drivers of a digital transformations program. Instead of trying to resolve every
architecture issue up front, the architect shows and prioritizes the forces which will
rule her decisions. These drivers set constraints for the architecture approach und
thus form architecture principles and guidelines. If the architect does not consider
these drivers, her work may be useless or ineffective at best. On the other hand, just
stating these some architecture principles without basing any decisions on it, turns
those principles into useless documents.
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The following main drivers of digital transformation program will lead to a good
foundation of principles for governing the architecture work:

• Reducing time-to-market
There may be two archetypical situations within the digital transformation
scenario. Either the enterprise is ahead of the completion, the first with the new
business idea and wants to make most of this competitive advantage or the
enterprise has to catch up with competitors which already make their business in
the digital sphere and threaten the enterprise’s market position. Either way, there
is a very strong pressure to reduce the time for implementation of the business
idea and to provide the new services to the customers, i.e., the time-to-market.
But there is a caveat: One may fail, if the new offering is technically immature or
provides security risks. So the architect is caught in the middle: Architecture
design must not slow down the implementation of the business idea, but has to
show a robust, yet flexible structure of the solution, which the core business
deserves.

• Flexibility, robustness and responsiveness
Digital transformation requires services at any time, at any location, with any
device with minimal response time. Usually, this is nothing one can build as an
addition to the existing process and IT landscape, but has to be designed as an
intrinsic element. Separation of model from view, flexible routing concepts and
online solutions instead of batch processing are old design virtues, in memory
solutions and mobile app framework new technology solutions to be considered.

• Security and reliability
It is hard to gain the user’s trust and it is easily lost. Therefore, all architecture
decisions have to put in security and the users’ requirements on data privacy in
the first place. But security comprises the aspects of availability at all times as
well. When information systems are not available, users will look for another—
and may be lost. So investment in robustness and resilience of IT solutions are
investments in customer loyalty.

• Small, single purpose services as elementary building blocks
Functional flexibility calls for single purpose, mutually independent, highly
decoupled and context free services, a concept termed “micro services”. For
creating options within the architecture, respective IT services shall be able to be
deployed independently and easily switched on or off during run time. This
obviously requires new ways of automated deployment and operations. Of
course, this concept of small, single purpose services may increase cost as well,
and the architect has to balance this with the business value for meeting the
“window of opportunity”.

• Focus on standardization and business value of information systems and their
services to be added:
To build up the solution as fast as possible one has to rely on already available
services, especially for infrastructure, platform and integration. Those infor-
mation systems and platform services may be provided by external service
provides, as a cloud services, by package based applications or even legacy
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applications. They have to comply with common standards, so they can be
orchestrated easily within the solution.

• Complete real-time automated end-to-end processes
Within the digital transformation scenario we build new end-to-end fully
automated processes, which work real-time. There are no over-night batch
processes but direct and immediate reaction of the whole application landscape
and update of the complete information status.

The architect considers these drivers for the architecture decisions she makes.
This consideration leads to principles and guidelines for the architecture to be
defined.

7.5 Issues to Be Addressed for Digital Transformation
by a Lightweight Enterprise Architecture Framework

A lightweight framework for digital transformation has to address the following
issues:

Issue: What has the digital transformation of the enterprise to achieve?

This issue is about, why we actually want to transform the business. There is a
business idea and some business goals with an underlying business strategy, and set
business objectives according to this business strategy. When looking at business
transformation, opportunities the IT provides trigger the business idea, at least to
some extent. So there is already a close mutual interference between business and
IT at the starting point of digital transformation.

There may be some additional business constraints: the given time frame,
geographical scope, a general functional scope, the target operation model etc. If the
legacy IT landscape is of any importance, a coarse heat map or gap analysis is also
part of these considerations.

All together, this forms the Architecture Context for digital transformation. The
architect is well advised, to clarify this context with all the stakeholders before a
first step of his work. This clarification comprises also her formal assignment, the
statement of architecture work as referred to in TOGAF: “verifying and under-
standing the documented business strategy and goals” (p. 71). The context may be
mostly vague in some parts in the beginning. Some aspects of this context may even
change during this digital transformation endeavor. So the documents for describing
the architecture context shall allow tracing changes of it and the decisions which
triggered the changes.

As the digital transformation scenario is focused on implementing something
new, the architect does not take the legacy business strategy much into consider-
ation. If this is part of the acknowledged Architecture Context it is usually referred
to as an add-on to the target business strategy and thus part of it.
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The benefit in compiling this architecture context is to set a goal for the digital
transformation in order to align all stakeholders. As digital transformation is usually
a risky and costly engagement, it is imperative to rally everyone around the set
goals.

From a TOGAF customization perspective we formally add Architecture
Context as an architectural input. We do not assume that it will be fully clarified or
in any way constant for the digital transformation program, not even for an itera-
tion. Quite the contrary, it will and has to change according to market experience
and demand, customer feedback, competitive situation etc.

Issue: What is going to be realized?

Derived from the Architecture Context, the architect creates an architecture sketch.
She looks for overall value chain of the enterprise, the business and IT capabilities
required to realize this value chain and orders all of this in some reasonable way, in
so-called domains. This may already include some preliminary decisions on in- and
outsourcing, and thus on the scope. This will show a way to make the achievement
of goals for the digital transformation program feasible. All in all, this results in an
Architecture Vision.

The benefit of an architecture vision is the alignment of the architect and the
stakeholders of the transformation on the future structure of the transformed
enterprise. By this the architect’s assignment from the architecture context gets
clarified, but there is no need for a formal statement of architecture work—which is
in practice rarely issued.

Looking at the TOGAF customization, we see the architecture vision as the first
deliverable of the enterprise architect, not as a means to get the statement of
architecture work signed off. The statement of architecture work is therefore
skipped. Following the principles of the agile manifesto, we see no value in a
formal assignment for the architect. The respective stakeholders should trust her in
realizing the goals and objectives as compiled in the architecture context. This
follows the statement from the Agile Manifesto “Customer collaboration over
contract negotiation”, where the digital transformation program may be seen as the
architect’s customer.

Issue: What are we going to do to realize the architecture vision?

After clarification on the architecture vision, there is a need to describe on a high
level the necessary measures to get this architecture vision into reality. This com-
prises two deliverables: From the overall drivers of digital transformation and the
architecture context, we derive business and architecture principles as guidelines for
the actions to be taken and for future architect decisions. So, they form the guide
rails for the digital transformation program. These architecture principles applied to
the domains in the architecture vision gives a foundation for measures to be taken
realize the architecture vision. The description of these measures has to be rather
coarse to leave room for options and reaction to change. They are to be detailed in
individual projects to be started within the digital transformation program. So the
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architecture principles together with the defined measures for realizing the archi-
tecture vision form the Architecture Action Plan.

The architecture action plan is the architect’s input to the digital transformation
portfolio and roadmap. Of course, the management of a digital transformation
program has to take some other aspects beyond the architectural aspects into
consideration when deciding on project portfolio and roadmap, like the availability
of knowledgeable resources, investment plan etc.

These three activities, compiling the architecture context, deriving the archi-
tecture vision and the architecture action is all what the enterprise architect needs at
the beginning of a digital transformation program. Anymore details shall be left to
the individual projects/initiatives or later architecture decisions to be made at the
right time. So architecture vision and architecture action plan have to be coarse and
flexible. Business may change at short notice, and we want—true to the agile
manifesto—embrace change.

Especially there is no use in elaborated design before the actual implementation
starts. It will just slow down the program, and any decisions taken will be too early
and will not pass the test of time.

Of course, the architect bases architecture vision and architecture action plan for
a digital transformation always on business considerations and business architec-
ture. So there is no sense putting business in opposite to IT, we need a holistic view.
And we have to keep in mind our starting statement: IT is the business.

TOGAF 9.1 lacks something like an architecture action plan, and proposes an
architecture roadmap instead. But this architecture roadmap needs a defined
architecture as prerequisite. This is too detailed for the approach we want to follow
here.

Issue: What is the contribution of a certain project to the realization of the
architecture action plan?

When the digital transformation program starts, i.e., the defined project portfolio
gets worked off; there is a need to provide guide rails for each project. According to
the defined scope of each project, the measures from the architecture action plan
defined for this respective scope become part of the project’s backlog.

This is formalized by an Architecture Contract or an Architecture Outline for
a certain project. This deliverable documents the contribution of the project to the
architecture action plan.

By putting together the architecture outlines of the projects with their degree of
implementation the enterprise architecture is able to value the degree of realization
of the architecture vision.

TOGAF 9.1 thinks of an overarching architecture project, which then starts
certain work packages to implement the proposed architecture. In practice, the
enterprise architect almost never starts projects. Usually, she is an advisor to the
portfolio management when defining individual projects. But to ensure the align-
ment of the projects within a digital transformation program, the architecture outline
is needed. Otherwise all the sprints within the projects will only result in a “caucus
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race” (Lewis Carrol, Alice in Wonderland). So the Architecture Outline in the sense
used here is an add-on with respect to TOGAF 9.1.

Issue: What functionality does a project implement?

We assume that the individual projects within a digital transformation program will
follow an agile approach. Given that there will be the need for adapting the digital
transformation program at short notice. There is no alternative to it. So user stories
provide functional requirement which populate a projects’ backlog. These func-
tional requirements have to be fulfilled by atomic building blocks, the services.
When we look at these from a business perspective, we see them as business
services.

A business service is described on the one hand by a triple: its business goal, i.e.,
the purpose of a service, the business role as the role of the actor of this service and
the activity this actor executes. Another viewpoint for a business service is the
business objects as consumed input of a business service and created or transformed
business objects.

Linking the business services by their provided respectively consumed business
objects shows the dependency between the services. This forms a special viewpoint
for business services, the business collaboration view.

From the required business services the project architect will derive the required
information system services and the platform services needed to support these. She
will map technical or “non-functional” requirements to these derived information
system services. As this takes place under the imperative of digital transformation
we can assume a one-to-one relationship between business and information system
services.

As a result the project architect maintains a Conceptual View of the services to
be implemented in the course of the project. This conceptual view consists of the
cross reference of business services, information system services and platform
services and the business collaboration view.

With this conceptual view, the project keeps track on already implemented
services and its backlog of functionality still to be implemented.

This conceptual view customizes TOGAF 9.1 strongly. This approach does not
go for the whole business architecture, as we only need the required business
services. How these business services collaborate the business collaboration view
shows. A digital transformation scenario focuses on the application architecture.
Therefore the information system services form the basis for the further architecture
considerations.

Issue: How do the services work together?

The heart of the architecture work in a project is the grouping of the information
system services within the scope of a project. From the business collaboration view
the project architect sees the dependencies between certain business services, which
result in dependencies of information system services. Architecture principles, the
domain structure as defined in the architecture vision and the joint utilization of
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business objects result in an ideal structure of components. The architecture outline
of the respective project sets scope and guidelines for this blueprint.

By the terms of digital transformation we think of the application structure
reflects directly the business structure. The project architect derives application
components based on the business structure. So we get a logical view on application
components.

A project architect orders the platform services required to support the appli-
cation services as well and thereby creates the logical view on technology
components.

Both, the logical application component and the logical technology component
view, form the Logical Component View. Its purpose is to show the ideal intended
architecture and the effect of architecture decisions to it.

Again, this is a very strong customization of TOGAF 9.1, focused on application
architecture within the scope project and taking the necessary technology archi-
tecture in consideration. This logical component view is seen as a minimal view-
point, a project architect may need to derive further viewpoint when special
concerns of stakeholders become apparent.

Issue: With what does the project realize the logical components?

Considerations from the architecture context, like procurement of services, like
using cloud service, utilizing a software package or even continue legacy appli-
cations lead us to the actual components to build. For the majority of required
services and logical components these will be provided by either
commercial-off-the-shelf (COTS) software packages or services provided from the
cloud. As time-to-market is the strongest driver within the digital transformation
scenario, newly build services and their respective components have to be limited to
the really necessary ones. Ideally, we follow a more or less mesh-up approach for
the implementation.

So the architecture has to decide between different solution alternatives using
different combinations of software packages and cloud solutions—and possible
different ways of integrating them. This leads to a number of architecture tradeoff
decisions based on the ideal structure given by the logical component view.

The resulting Physical Component View is the IT blueprint and will serve to
resolve deployment and operations issues. It provides the project with a concise and
consistent view on the decisions which are meant to last. Of course, this view will
show areas where adaption to change is still possible, due to built-in options.

So this physical component view provides the project a concept for a stable base
on which the project can build upon.

Again, for the physical component view we focus on application and technology
architecture in combined way, which is different from the approach TOGAF 9.1
takes.

124 O.F. Nandico



So within a project, the project architect creates and maintains three basic views
for the project: the conceptual, the logical and the physical view, with the archi-
tecture outline as the starting point.

Issue: How does the enterprise architect execute architecture governance?

The enterprise architect is responsible for maintaining and adapting the architecture
vision and the architecture action plan, tracking the progress the projects make
towards realizing the architecture vision and the carrying through of the architecture
action plan. These are the competencies by which the enterprise architect executes
architecture governance.

To get information on the progress the projects within the digital transformation
program have made, the enterprise architect organizes Architecture Reviews.

This review checks how far the project has implemented the architecture outline
but also derivations from this architecture outline and need for adaptation of the
architecture action plan and/or the architecture vision.

Business reasons, outside triggers or any other reason may pose the need for
change on the architecture vision and—consequently—on the architecture action
plan. This, of course, triggers change within in the architecture outline of the
projects and change in the projects, especially in the project’s architecture views
and implementation. So another part of the architecture governance is the tracking
of applied change throughout the digital transformation program.

The benefits of architecture governance are quite clear. Only with effective
architecture governance the architecture vision will be realized. If there is no
architecture governance, it will be difficult to apply change of the digital trans-
formation program to all the projects.

7.6 The Viewpoints of the Lightweight Enterprise
Architecture Framework

According to the issues the enterprise architect has to address, we defined view-
points and deliverables of a Lightweight Enterprise Architecture Framework for
Digital Transformation. The general maxim for this is “as minimalistic as possible”.
For this framework we only define those deliverables which we see as mandatory.
Instead of putting effort into more and more viewpoints, we want to keep the
existing set current and consistent and propagate any change directly. Effort is best
invested in keeping the core viewpoints up to date, instead of creating a big set of
viewpoints one cannot maintain all of them.

There may be a need to generate further viewpoints addressing certain concerns
of specific stakeholders. These additional viewpoints shall be based on what is
defined by this minimal set. If so, we advise to use them only as snapshots with
temporary character of the currently defined architecture.
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7.6.1 Viewpoints at Enterprise Level

There is a challenge for the enterprise architect: How to align the need for an overall
architecture definition at enterprise level with the implementation design the indi-
vidual projects do and where the actual change occurs? The proposed way for this
is, to keep the architecture vision at a coarse level to give flexibility to the projects
but to provide rail guides to orchestrate the pursuits of the projects towards the
common target architecture (Fig. 7.1).

7.6.1.1 Defining the Goal: Architecture Vision

Goals and deliverables
Objectives of Phase “Architecture Vision” according to TOGAF are to “develop a
high-level aspirational vision of the capabilities and business value to be delivered
as a result of the proposed enterprise architecture” and to “obtain approval for a
Statement of Architecture Work that defines a program of works to develop and
deploy the architecture outlined in the Architecture Vision”. Unlike TOGAF, we
see the architecture vision already as assigned architecture work and as the answer
to the business request for digital transformation.
The purpose of the architecture vision is the creation of an overview and to set
guidelines for all projects within in a digital transformation program in order to
achieve its business goals.
A domain model provides a business driven framework to the envisaged change of
the IT landscape. So the overall change is detailed by ordering the description of the
future state and the required business capabilities to the domains of the domain
model.
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All the information from the architecture context and the architecture principles as
derived from this architecture context, provide the guidelines for the proposed
architecture visions.

Input

• Architecture Context
Business idea, business drivers, business mission & vision and business
objectives give us the business rationale for the digital transformation endeavor.
The target operating model and the required business capabilities enables the
design of the architecture visions.

Activities

• Derive and align architecture principles
An architecture principle is an approach, a statement or belief that drives the
architecture development. In this step, we take the architecture context and derive
those statements from them which are significant for the target architecture.

• Compile and align the domain model
We define domains based on the top level value chain and top level required
capabilities to structure the information system landscape.
“A domain is a business area of focus, interest, study, and/or specialization. It is
an area for which a body of knowledge exists. Sometimes this is just a tacit body
of knowledge but it is nonetheless a body of knowledge. All other things aside,
domains are the primary tops of a system” (Coplien, Lean Architecture). So we
see a domain as an abstract that describes an area of knowledge, rules, policies,
views etc. and provides an ordering framework for architecture artifacts. As we
assume that business and information system aspects are consistent in a digital
transformation scenario we define only one domain model for both aspects.
We align the compiled domain model with the respective stakeholders in order
to specify domains in a way so that we can map the required business capa-
bilities to a domain. This mapping characterizes the domains further (Fig. 7.2).

• Create and align the architecture vision for the digital transformation program
According to high-level demands and the architecture principles for each
domain the target architecture of each domain is described as some top-level
logical components with an outlook of the planned target architecture in each
domain.

Output

• Domain Model
A graphic representation of all the domains with a concise and consistent
description of the domains.

• Architecture Vision
One or more general statements per domain and a view of proposed top-level
logical components on the pursued target architecture as a result of high-level
requirements, business objectives and goals.
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7.6.1.2 The Enterprise Architects’ Instrument of Effectiveness:
Architecture Action Plan

Goals and deliverables
The architecture action plan shows, how the target architecture gets implemented,
i.e., what the measures to introduce new capabilities are and how to address the
stakeholder concerns.
Basically the architecture action plan outlines a program of works to develop and
deploy the architecture by the digital transformation program. For upcoming
engagements and programs, the architecture action plan provides guidelines how to
contribute to the overall architecture roadmap to realize the architecture vision.

Input

• Architecture Context
• Architecture Vision.

Activities

• Create and align the architecture action plan for digital transformation
According to the envisioned target architecture for each domain the measures to
be taken for implementation are described in general terms.

Output

• Architecture Action Plan.
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7.6.2 Viewpoints at Project Level

The actual change, the implementation of the digital transformation, happens in
individual defined projects within the transformation program. So the projects’
architect does the detailed architecture work which results in an implementation
blueprint. Obviously, there is a need to connect the architecture in each project to
the architecture vision and the architecture action plan. These connections are the
architecture outline, which defines the contribution of each project to the overall
architecture vision, and architecture reviews, which checks if the architecture cre-
ated in the project and the architecture at enterprise level are still in sync. These
architecture reviews may call for change of either the enterprise architecture or the
project architecture or both.

Change may occur on enterprise level as well and the architecture vision and
subsequently, the architecture action plan have to adapt. This may lead to some
change for the architecture outlines for some projects. To propagate change quickly,
effective and thoroughly, the enterprise architect has to carefully maintain the
relationships and traceability between architecture vision, architecture action plan
and architecture outlines. This requires automation and tool support.

7.6.2.1 Giving Rail Guides for the Projects: Architecture Outline

Goals and deliverables
The architecture visions shows a coarse picture of the target architecture, the
architecture action plan lists the measures to be take to achieve it. The individual
projects of the digital transformation program shall contribute to the architecture
action plan and thereby to the realization of the architecture vision. To ensure the
projects moving in the right direction, i.e., as given by the architecture vision and
the architecture action plan the enterprise architect aligns with the project at the
very first stage.
By the given scope of a project, the architect “places” the project within the domain
model, so that architecture responsibility is clarified and which statements from the
architecture action plan apply. By the comparison of the proposed projects scope
and goals with the architecture action plan, the architect recognizes, how the project
may contribute in principle to the architecture action plan and to what extent. The
architecture outline corresponds to the architecture vision in the sense of TOGAF
(Fig. 7.3).

Input

• Architecture action plan
The current architecture action plan as enterprise architecture has defined.

• Project proposal
We assume that a project proposal comprises at least the business objectives, top
level requirements, the scope and a coarse solution idea for this project.

7 A Framework to Support Digital Transformation 129



Activities

• “Place” the engagement in the domain model
Based on the given scope and solution idea of a project, the architect maps this
engagement to the domains affected by it, i.e., she “places” a project in the
domain model.

• Determine architecture requirements and recommendations for the project
Given by the placement within the domain model, the architect determines the
relevant statements from the architecture action plan which applies to this
project. Thereby, she describes, how the project shall contribute to the imple-
mentation of the architecture action plan.

• Align and sign off of an architecture outline
We align and discuss the architecture requirements with the project stakehold-
ers, relate how they can be fulfilled by the project, with its business goals given
and how the enterprise architect will support.
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The agreed architecture requirements and recommendations, i.e., the architec-
ture outline of the project form the architecture contract, which will be formally
signed off.

Output

• Functional Placement
Mapping of the scope of the project to the domain model

• Architecture Outline
The architecture outline is an agreement of the project with enterprise archi-
tecture. It consists of architecture requirements and recommendations as given
by the scope of the project and the applicable parts of the architecture action
plan.

At the level of a single project, architecture becomes concrete and lead to an
implementation blueprint. But even when the sequence of phases given here may
imply an order, it is not meant this way. Basically the project’s architect starts with
a rather “blurred” model. This is based on a few services, a very coarse logical view
and a quite incomplete physical view. With the discovery of more and more ser-
vices, the architecture becomes clearer. From decisions at the logical and physical
level, implications are fed back. As the physical architecture is meant to be
implemented, there is feedback from implementation to the architecture as well. So
the proposed deliverables are not in any way solid blocks resistant to change, but
flexible and adaptable networks of decisions. The challenge for the project’s
architect lies in maintaining the relationships within this network and the right
propagation and channeling of change.

So the viewpoints and phases proposed here are a combined approach what
TOGAF ADM sees as the phases B, C and D.

7.6.2.2 What the Project Implements: Conceptual View

Goals and deliverables
Starting with the architecture context, the project’s architect wants to derive detailed
functional and non functional requirements to determine the detailed target archi-
tecture within the scope of the project. From the required new business capabilities,
the other demands given by architecture context and by interaction with the
stakeholders, user stories will be derived. Based on them, the required business
services are determined. We see the business services as atomic in the context of the
projects, i.e., they refer to one activity of one role for an elementary business goal.
For these business functions we determine the business objects which are in- and/or
output of the business functions.
The business collaboration view shows the dependencies between business services
based on a consumer-producer relationship of business objects between business
services.
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Within a digital transformation program business services shall translate directly
into information system services as we assume that any functional requirement will
be fulfilled by some function within IT. The relationship between business services
based on passing business objects translates into a flow of data entities between the
respective information system services.
For the derived information system services the architect looks for required plat-
form services to support them.

Input

• Architecture context
• Architecture vision
• Architecture outline.

Activities

• Detail requirements
By appropriate means and tools, the top level requirements are detailed.

• Determine business services and business objects, detail them to the right
granularity
From the functional requirements on the appropriate level, the architect derives
required business services. Business services are atomic elements of business
behavior, characterized by one goal or purpose, one activity and one role exe-
cuting this activity. Input and output of a business service are business objects
(Fig. 7.4).

• Marshal business services
We map the business services to the appropriate domains. We derive how the
business services work together: Business services are related to each other by
the business objects one business service produces and other business services
consume. The viewpoint for this is the business function collaboration view
(Fig. 7.5).
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• Derive required information system services
We derive information system services from the business services in scope:
Information services will implement the activities of business service in IT as we
assume full automation of business services as the target state of digital trans-
formation (Fig. 7.6).

• Derive required platform services.

Output

• Requirements and user stories
Functional and non-functional requirements at the right level of detail

• Business services

Fig. 7.6 Deriving information system services
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• Business service collaboration view
• Information system services
• Platform services
• Cross reference business service—information system services—platform

services.

7.6.2.3 How Services Work Together: Logical View

Goals and deliverables
The architect models and composes an ideal structure of application and technology
according to her architecture thinking, the architecture principles and further
modeling criteria like grouping services of only one domain to application domain
or services working on the same or related data.

Input

• Architecture context
• Architecture vision
• Architecture outline
• Business services
• Business service collaboration view
• Information system services
• Platform services
• Cross reference business service—information system services—platform

services.

Activities

• Model Logical Application Components
From the information system services in scope the architect models logical
application components, i.e., ideal to-be-applications/components or “proto-
types of application”.
The first cut is done by domain: All information services in a domain/sub
domain may be grouped together. A second cut is done by usage of business
data: Services reading one business data are separated from services reading
another business data. Further modeling is done based on architectural thinking.
In this way, we obtain the ideal target application architecture (Fig. 7.7).
Based on required technology functionality, technology standards and reference
architectures and technology architect’s modeling, the project’s technology
architect determines logical components with their respective services to be used
to support the application in the scope of a project.

Output

• Logical Components.
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7.6.2.4 With What the Services Get Realized: Physical View

Goals and deliverables
The architect takes the logical view of his project and derives different solution
alternative from this by evaluating the use of COTS software and cloud services
covering the logical components and their respective services. So there is a fit gap
analysis for the different solution alternatives.

Input

• Logical Components.

Activities

• Derive solution alternatives
We compile prospective solution alternatives, by considering buy or make
alternatives or even the right use of legacy systems. A market analysis and a
exploration of the intended future IT ecosystem of the digital transformed
enterprise leads to available services, as cloud services and applicable COTS
software. As time-to-market is one key success factor, digital transformation
should make use of as much as possible of already available services.
A solutions alternative is then a combination of software products which covers
the logical component structure at least partially and complies with the archi-
tecture outline of the project.

• Conduct fit gap analysis and decide on solution
For each derived solution, the project architect checks the coverage of the
logical architecture in terms of the information system services provided, and
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detailed requirements fulfilled. The resulting gaps are assessed and decisions
have to be made how to close or mitigate them—or accept them (Fig. 7.8).

Output

• Physical Components.

7.6.2.5 How to Spread Change: Architecture Governance

Goals and deliverables
The architect checks the actual project architecture against the architecture outline
and compiles the deviations. From these deviations changes or amendments of the
project architecture, the architecture outline or even the architecture vision and
action plan may result which has to be fed back to the respective deliverables and
propagated accordingly.

Input

• Architecture outline
• Project architecture: Conceptual, logical and physical view.

Activities

• Review project architecture
Together, the enterprise architect and the project architect assess the current
conceptual, logical and physical view of the project’s architecture and check if
the constraints and assignments of the architecture outline are met. If not, they
state a deviation for any gap they recognize. In addition, they look for decisions
the project architect has made in detailing the project architecture and decide if
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and how these decisions influence the architecture outline. This will be for-
mulated as amendments.

• Execute architecture change
For any deviation a decisions has to be made how to mitigate it. This defined
mitigation may cause change for the project architecture or amends the archi-
tecture outline. Amendments to the architecture outline may result in changes
for the architecture vision and architecture action plan. The enterprise architect
executes this change and propagates it accordingly.

Output

• Project architecture deviations
• Architecture change.

7.7 The Challenge for the Architect of a Digital
Transformation Program

As stated above, the proposed framework reflects the key issue of digital trans-
formation programs: Provide the flexibility and adaptability to actually enable, even
embrace change on architecture. On the other hand, it is stated “architecture is about
decisions that last”. But if we think of architecture as solid blocks, the waves of
change will destroy them over time. Therefore, architecture has to be done in a way
that it can absorb change, propagate it to the right point and by this, control it.

There are risks, though. Changes may come in an uncontrolled way, as a tidal
wave and overwhelm the architect as well as the architecture. Then measures have
to be taken to canalize the flood, which usually results in drawing a stable baseline
for the architecture. Concurrent and contradicting changes may cause to the
architecture to “swing”. By aligning the architecture changes more closely to the
business objectives and the goals of the digital transformation, the architect can halt
this and enable control again.
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Chapter 8
A Two-Speed Architecture for the Digital
Enterprise

Oliver Bossert

Abstract In all customer facing businesses, time to market is a key differentiator.
The quicker a business is, the more successful it is likely to be. And today, more
and more companies, even those not explicitly in technology, need to master
technology so they can move quickly enough to survive (Weill and Woerner in MIT
Sloan Management Review 56(4):27, 2015 [1]). For new, digitally native busi-
nesses, that’s no problem. They’re built for speed. But more established businesses,
even successful ones, have for many years delivered technology solutions to their
employees and customers on lengthy release schedules that no longer make sense in
today’s accelerated environment. Based on our research and client work, we have
developed and refined a two-speed architecture that lets more mature companies
compete effectively with the upstarts.

Keywords Enterprise architecture � Digital � 2-speed architecture � Business
enablement � Business transformation

8.1 Introduction

In recent years, established businesses have made many attempts to move faster.
Some well-publicized approaches, like managing internal incubators and buying
digital pure plays, have yielded mixed results. Transforming everything often serves
as a sign of desperation. Our research is based on a structured review of enterprise
architecture engagements across industries; an in-depth outside-in analysis of
technology, governance, and organization of digital natives and startup companies;
and work with our clients. Through our research, we wanted to learn how com-
panies with a history could adapt successfully to the new digital world. Moving an
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entire company to a fast speed all at once is unlikely to succeed, and that is true of a
company’s digital architecture as well. As we learned more, we discovered that the
companies are more likely to succeed in going digital if they do so by adopting a
two-speed approach [2].

The need for change is clear. To remain in existence, companies across a wide
range of industries have adopted digital business models. Social networks and
ecommerce websites have raised customer expectations regarding ease, speed, and
agility. Consumers expect similar performance from their banks, retailers, and
telecommunications companies. Many older companies are struggling to keep up
with these expectations.

The ability to offer new products on a timely basis has become an important
competitive differentiator. Some of the more advanced digital natives, such as
Netflix, release new code within 1 h [3]. For larger companies at the forefront of
digital, weekly or more frequent software releases for the digital platform have
become common. Such speed is possible only through the inherently error-prone
software-development approach of testing, failing, learning, adapting, and iterating
rapidly. That experimental approach cannot be applied to legacy systems. Nor
should it be, since key back-end legacy systems must be particularly resilient and
stable. That is why many companies need to adopt an IT architecture that can
operate at different speeds.

Unlike enterprises that are born digital, traditional companies do not have the
luxury of starting with a clean slate. Established organizations must build an
architecture designed for the digital enterprise with a legacy foundation. We
identified the core elements that make such a transformation successful—and others
more likely to lead to failure.

8.2 The Digital Era

The digital revolution not only changes our personal lives but it also has massive
implications on the competitive landscape. To win in this new environment,
established companies need to develop new products quickly, interact across
channels, analyze customer behavior in real-time, and automate processes. Digital
can lower barriers to entry for new players, causing long-understood boundaries
between sectors to become more ambiguous and permeable. At the same time, the
“plug and play” nature of digital assets disaggregates value chains, creating
openings for focused, fast-moving competitors.

New market entrants often can scale rapidly at lower cost than legacy players,
and returns may grow with astonishing speed as more customers join the new
networks. Digital capabilities increasingly will determine which companies create
or lose value. Those shifts take place in the context of industry evolution, which
isn’t monolithic but tend to follow a common path: new trends emerge and dis-
ruptive entrants appear, their products and services embraced by early adopters [4]
(see Exhibit 8.1). Forward-looking incumbents then begin to adjust to these
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changes, accelerating the rate of customer adoption until the industry’s level of
digitization—among companies but more critically among consumers—reaches a
tipping point. What was once radical becomes normal and unprepared incumbents
run the risk of becoming disappearing as quickly and surely as Blockbuster. Other
legacy players that successfully built new capabilities (as Burberry did in retailing),
transform into powerful digital players.

Such a digital transformation requires companies to adapt faster to new trends
and invest massively in digital. If organizations miss the tipping point, they often
also miss the chance to further invest in technology. The agility of the company
diminishes and it will eventually go out of business.

The digital trend impacts different industries differently. Our research shows that
some industries will go through a radical reshaping transformation over the next
years while others will be impacted more by what digital enables for them. As
shown in Exhibit 8.2, customer-facing industries tend to be the ones most impacted
by digital.

The digital revolution is driven by the end-customer—the consumer. As shown
in Exhibit 8.3, most companies identify the digital engagement of consumers as
their number one strategic priority among digital trends. Just 34 % of executives
say it’s a Top Three priority for their companies, even though automation may
significantly help businesses in sectors that are undergoing digital disruption [5].

The power of customers become apparent when looking at the extraordinary
growth rates of new offerings that directly address the end-customer—such as Uber
in transportation and AirBnb in lodging. More than one-third of all C-level
respondents said they expect at least 15 % of their companies’ growth in the next
three years will be driven by digital. Their top priority is to tap into new profit pools
and create new business models, addressing customer segments that are not yet in
the companies’ strategic focus (Exhibit 8.4).

Constructing a new digital business model for an incumbent player necessitates
building on existing strengths. But adding to existing capabilities also requires
building atop the existing IT landscape. In contrast to “digital native” players, most
large incumbents have an architecture built over time that acts not as a competitive
weapon but as a hindrance to innovation. What is in those legacy systems can’t just
be abandoned; the data is crucial to the overall business’s survival. For a retailer,
the only possible way to compete with the pure-play online ecommerce stores is to
establish a solid omnichannel strategy. This strategy requires transparency into store
inventories managed by an outdated legacy system. It may be outdated, but it is still
necessary.

At the same time, companies have to move quickly if they do not want to be
disrupted. The speed of digital transformation doesn’t allow for a year-long
transformation but rather requires an architecture of two speeds. That fast speed will
be different in different industries. For a public agency, fast may mean a new
deployment every two weeks when it used to be every three months. For digitally
native Netflix, which offers best-in-class continuous updates, it means as many as
100 deployments a day [6]. It’s all relative to how quickly an organization’s cus-
tomers are expecting changes to the user experience of a certain company.
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Exhibit 8.1 Schematic development of new digital trends and their impact on established
business models

Exhibit 8.2 Analysis segmenting industries by their cost out potential and projected online sales
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Exhibit 8.3 Results of a global survey among senior executions on their view on digital trends

Exhibit 8.4 Results from the same survey as above analyzing the key objects of digital growth
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8.3 Fundamentals of a Two-Speed Architecture

Layering is not new to IT. It is easy to confuse a two-speed architecture with
traditional technology layers, such as business logic and the presentation layer. One
might think about the two speeds as divided into systems of record and other
systems that do not hold master data. But when focusing on the desired outcome of
a two-speed architecture, it quickly becomes clear that these views are not quite
correct.

The objective of a two-speed architecture is to separate those elements that are
required to quickly change the customer experience from other elements that are
more important for the integrity of transactions. It differentiates the systems that
must be most flexible and agile from those that have to be more reliable and deliver
the highest quality.

Some systems containing business logic or master data records are pivotal for the
implementation of this value proposition. Consider the fast architecture that a
retailer has implemented (see Exhibit 8.5). A two-speed architecture has to cut
across different layers of the technology stack:

• The fast-speed-architecture contains the channels that are pivotal for the cus-
tomer experience.

• To change the customer experience, companies have to do more than alter the
front end presentation layer. New functionalities (such as a new loyalty pro-
gram) have to be implemented at the same speed within the same deployment
cycle. Changing the design without changing what the design enables is not
enough and merely delays the more important work.

• Some of the systems of record also have to move into the fast speed architecture.
Customer data structures as well as product data have to change quickly to
enable new business models. Without them, companies cannot enable a differ-
entiating customer experience.

Digitally native businesses can excel at giving consumers what they want, while
many older companies struggle to meet current customer expectations. For estab-
lished businesses, success requires strong capabilities in four areas:

First, because the digital-business model lets businesses create digital product
services and bring them to market quickly, companies need to become skilled at
digital product innovation that meet changed customer expectations. Consider
the new generation of auto insurance policies, enabled by geotracking technology,
that determine the price of a premium based on how much and how aggressively an
individual actually drives.
Second, companies need to provide a seamless multichannel experience, both in
the digital and physical realms, so consumers can move effortlessly from one
channel to another. Many shoppers use smartphones to reserve a product online and
then pick it up in person at a store.
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Third, companies should use big data and advanced analytics to better
understand customer behavior. Gaining insight into customers’ buying habits—
with their consent, of course—can lead to improved customer experience and
increased sales.
Fourth, companies need to improve their capabilities in automating operations
and digitizing business processes. This is a sure way to enable quicker response
times to customers while cutting operating costs (Exhibit 8.6).

8.3.1 Implications for Enterprise Architecture

Each of these four levers poses a substantial challenge for IT. For example, many
banking-product lines—such as credit cards, investments, and checking and savings
accounts—are managed in silos. This makes it difficult for a business to quickly get
a comprehensive view of customers to assess their loan applications. What’s more,
channels are often managed and tracked independently, complicating matters for
customers who wish to use multiple channels as they pursue a transaction. For
example, customers who start a loan application on their smartphone often find that
they have to re-enter data when they switch to a desktop computer to fill in the more
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Exhibit 8.5 Retail architecture bundling the necessary digital capabilities in one fast speed
platform
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detailed information required. Weak systems integration and slow database-access
times prevent customers from enjoying a real-time shopping and purchasing
experience. Analytics is especially difficult to integrate with operational process
flows. Manual steps in these processes, such as rekeying and transferring infor-
mation, present major obstacles to both analytics and automation of processes. They
also discourage potential and existing customers.

While a handful of players have overcome some of these hurdles, implementing
all four levers so customers can purchase individually tailored products across
multiple channels is quite a challenge. Legacy IT architectures and organizations
that run the supply-chain and operations systems responsible for executing online
product orders often lack the speed and flexibility needed to survive in the digital
marketplace.

Offering new products in a timely manner has become a competitive differen-
tiator. For an ecommerce platform, this might require weekly software releases.
That kind of speed can only be achieved with an inherently error-prone
software-development approach of testing, failing, learning, adapting, and iterat-
ing rapidly. That experimental approach would not work with legacy systems,
where the demand for perfection is far higher. Quality comes slowly but is critical
for risk- and regulatory-compliance management, as well as for core transactional
activities such as finance and online sales. In contrast, lower IT-system quality and

Exhibit 8.6 Core value levels of a 2-speed architecture
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resilience can be acceptable in customer-facing areas. This is particularly true when
users participate in the testing of new software. They expect to encounter mistakes.

8.4 The Building Blocks of Digital-Enterprise
Architecture

In our experience, digital-enterprise architecture needs to accommodate the fol-
lowing elements to deliver the functionality that the digital enterprise requires
(Exhibit 8.7).

Two-speed architecture: This implies a fast-speed, customer-centric part of the
architecture running alongside a slower release cycle, transaction-focused stable
architecture. For software-release cycles and deployment mechanisms, the
customer-facing part should be modular. This permits quick deployment of new
software by avoiding time-consuming integration work. In contrast, the transac-
tional core systems must be designed for stability and high-quality data manage-
ment, hence their longer release cycles.

Instant cross-channel deployment of functionality: New microservices
defining only a small amount of functionality, such as lookup of the next product a
consumer might purchase, should be deployed in hours rather than weeks. Such
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microservices should be available across all channels. Ideally, developers should
create these services in multiple programming languages rather than being locked
into a single development framework and should be able to deploy them into
production following a DevOps approach.

Zero downtime: In digital global operations, the era of days-long maintenance
windows is long gone. Upgrades of systems affecting the consumer’s experience
should be seamless. They are best achieved by deploying a new software or service
in parallel with the old version. At first, only a small percentage of user traffic
should be routed to the new version. Then the switchover progresses. Only when
the new version meets a set of key performance indicators will all traffic be routed
to the new version. Moreover, in daily operations there should be fallback mech-
anisms in place so that issues arising in one service do not harm overall operations.
If, for example, a retailer’s personalized recommendation service is unavailable, a
random recommendation could be displayed rather than an annoying error page.

Real-time data analytics: Customers generate data with every move they make
within an app. That makes analytics an integral part of operational processes. For
example, one retailer analyzes customers’ purchases automatically when they pay
with their credit card. Along with the receipt, the business provides a savings
coupon for a product customers may be interested in buying the next time they shop
at the store.

Easy process configuration: Business users should be able to change automated
processes without requiring time-consuming coding by an IT developer.

Product factory: Industries that provide digital products, such as banking and
telecommunications, need to decouple their products from their processes. Banks,
for example, are best-served by implementing one sales process and reusing it for
all products, such as deposit accounts and credit cards.

Automated scaling of IT platforms: In a digital business, workloads expand
and become less predictable. Ideally, this load is balanced across private-cloud
environments as well as public-cloud ones, with mechanisms in place to ensure that
when one provider has an outage, others can assume the workload.

Secure architecture: Cybersecurity must be an integral part of the overall
application. Not only do digital companies have more valuable data to protect,
making them more enticing to hackers, but the digital strategy also opens new
interfaces to customers, suppliers, and partners that can be exploited by hackers.

8.5 Organizational and Process Implications

Unlike enterprises that are born digital, traditional companies don’t have the luxury
of starting with a clean slate. They must build an architecture designed for the
digital enterprise on a legacy foundation. It wasn’t long ago that most companies
would have been comfortable enduring a three-to-five-year transformation and not
implementing new features until the process was complete. Today’s highly com-
petitive markets no longer allow altering architecture and business models
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sequentially. Digital transformation is a continuous process of delivering new
functionality. Successful digital transformations focus on the following aspects:

Design the target architecture: The transformation can only be sustained if a
high-level target architecture and standards in critical areas such as cybersecurity
are described clearly from the beginning. Without target architecture and a sound
security concept in place, any transformation can be slowed down by the com-
plexity of managing legacy and new hardware and application provisioning.

View the transformation as a continuous software-solution process: There
isn’t time to develop software by using a waterfall model and then separating the
transformation into several long phases, as was common in traditional multiyear IT
transformations. Now, the software solution for each business challenge has to be
continuously developed, tested, and implemented in an integrated fashion.

Start the transformation with a pilot: The transformation should be based on
agile software development and the advanced governance processes that come with
it. For companies new to agile, we advise piloting the methodology and tailoring it
to their specific needs in a smaller-scale context.

Develop the transactional architecture, too: It’s important to establish a clear
distinction between the two IT models from the beginning and not only focus on the
fast-speed part but also develop the transactional back-end architecture. One should
not be pursued at the expense of the other.

Build a new organization and governance model in parallel with the new
technology: In the digital enterprise, business and IT work together in new and
integrated ways. Boundaries blur. This partnership has to be established and
solidified during the transformation.

Change mindsets: By transforming the architecture, technology can become a
key factor for a company’s competitiveness. This requires increased management
attention and, usually, a place on the board agenda. While IT efficiency remains
important, spending levels may rise as companies transform IT from necessary
expense to true business enabler. As such, expenses must now be thought of as
investments rather than just costs.

Run waves of change in three parallel streams: In a two-speed transformation,
it makes sense to have an implementation plan that runs in three parallel streams.
The digital-transformation stream builds new functionality for the business, sup-
ported by the results of a short-term optimization stream. That stream develops
solutions that might not always be compliant with the target architecture. To ease
the development of short-term measures and to create a sustainable IT infrastruc-
ture, an architecture-transformation stream is a third necessary component.

When an IT organization releases new digital functions on a faster deployment
cycle, new levels of agility and coordination emerge, and they may require sub-
stantial organizational change. One large industrial company recently established
digital product management as a separate organizational unit that owns the com-
pany’s website, mobile applications, and digital interactions; has accountability for
new functionality; and collaborates closely with business and IT leaders.

Creating joint IT-business teams to coordinate new initiatives proved invaluable
at a bank trying to catch up with rivals. It used big data and advanced analytics to
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change products and marketing on the fly in response to evolving customer pref-
erences. Product specialists now collaborate closely with model builders to create
the automated tools that assess customer needs in real time and offer related
financial products. The IT organization collaborates closely as it selects the best
data processing technologies to support the new algorithmic models. None of this
compromises the bank’s transactional backbone, which is managed separately to
ensure its ongoing integrity.

8.6 Conclusion

This was intended as a research endeavor focusing on how established companies
could best manage digital transformations. As we developed the two-speed archi-
tecture and saw it in practice, we learned that the two-speed architecture was as
much about organizational architecture and process architecture as it was about
technology architecture. The practices we suggest in this paper don’t merely spell
out how a technology organization could thrive at two speeds, but how an entire
enterprise can benefit from thinking that way. Best of all, we saw that companies
adopting a two-speed architecture could build businesses out of their internal
improvements, offering them as white-label solutions to other companies, even
competitors. To create and sustain a successful digital strategy that may lead to
unexpected benefits, businesses have to build up and stick to a two-speed strategy.

References

1. Weill, P., Woerner, S.L.: Thriving in an increasingly digital ecosystem. MIT Sloan Manage.
Rev. 54(4), 27 (Summer 2015 Research Feature, 16 June 2015)

2. Bossert, O., Ip, C., Laartz, J.: A Two-Speed IT Architecture for the Digital Enterprise.
McKinsey on Business Technology (2014)

3. Bowles, G.: Self Service Build and Deployment at Netflix (Agile 2013). Engineering Tools at
Netflix. http://de.slideshare.net/garethbowles/self-servicebuilddeploymentagile2013

4. Hirt, M., Willmott, P.: Strategic Principles for Competing in the Digital Age. McKinsey
Quarterly (2014)

5. Willmott, P., Gottlieb, J.: The Digital Tipping Point: McKinsey Global Survey results.
McKinsey Quarterly (2014)

6. Schmaus, B.: Deploying the Netflix API, 14 Aug 2013. http://techblog.netflix.com/2013/08/
deploying-netflix-api.html

150 O. Bossert

http://de.slideshare.net/garethbowles/self-servicebuilddeploymentagile2013
http://techblog.netflix.com/2013/08/deploying-netflix-api.html
http://techblog.netflix.com/2013/08/deploying-netflix-api.html


Chapter 9
Capability-Driven Development

A Novel Approach to Design Enterprise
Capabilities

Hasan Koç, Jan-Christian Kuhr, Kurt Sandkuhl and Felix Timm

Abstract Technological advances, changes in regulations and increasing global-
ization of the economy demand high adaptability from enterprises in many areas.
Enterprise Architecture Management provides organizations with an integrated
view enabling such adaptability. In this respect, development and management of
the capabilities receive attention, as the term is associated with flexibility, dynamics
and variation. On the contrary, little effort has been put towards developing and
modeling capabilities. This chapter focuses on the Capability-Driven Development
(CDD) method, which is a novel approach for designing capabilities to tackle the
challenges of rapidly changing enterprise environments by modeling the application
context. The results presented in this chapter are (i) a description of the state of
research in capability development methods, (ii) a component-wise structured
capability modeling method based on business processes, goals and concepts of an
enterprise, (iii) a demonstration of the method application in a use case from the
utilities industry and (iv) observations made during the capability development and
strategy use.

9.1 Introduction

Enterprises are confronted with rapidly changing situations in regulations, global-
ization, time-to-market pressures and advances in technology. In many industrial
sectors, efficient and effective value creation and service delivery processes are
considered as the key factors to competitiveness in a globalized market environ-
ment. Systematic management of enterprise architectures including the technical,
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application and business architecture is emerging into an important discipline in
enterprises. One of the objectives of this discipline is to manage and systematically
develop the capabilities of an enterprise, which often are reflected in the business
services offered to customers and the technical services associated to them. In this
context, networked enterprises, value networks and extended enterprises massively
use service-oriented and process-oriented architectures.

The notion of capability has received a lot of attention as the enabler of
business/IT alignment in changing environments. The term is used in various
industrial and academic contexts with often different meanings. Most conceptual-
izations of the term agree that capability includes the ability to do something
(know-how, organizational preparedness, appropriate competences) and the ca-
pacity for actual delivery in an application context. In Information Systems
(IS) field the term capability is used as an instrument to develop Enterprise
Architecture (EA) and tools for tackling the dynamic complexity of systems with
diverse concerns. This indicates that flexibility, dynamics and variation are attri-
butes associated with capability.

Even though the capability concept is an important element in service-oriented
architectures and enterprise information systems, little effort has been put towards
developing and modeling capabilities. Most notably, the state of the art research has
shown that the notion of context is neglected, which might provide the required
flexibility in changing situations. This paper focuses on the Capability-Driven
Development (CDD) method, which is a novel approach for designing capabilities
to tackle the challenges of rapidly changing enterprise environments by considering
and modeling the application context. To be more concrete, the paper investigates
the background, core concepts and most important features of the CDD method.
The research questions investigated in this chapter can be summarized as follows:

1. What are the current problems in capability modeling for enterprises and what
are the requirements for a potentially successful solution?

2. Which methods are available in the literature to design capabilities as enablers
of business/IT alignment and to what extent do they fulfill the industrial
requirements?

3. What are the benefits and drawbacks of the application of CDD in an industrial
setting?

The research method is design science oriented and consists of a combination of
three different methods:

• Addressing the relevance cycle, we conducted exploratory case studies for
elaborating frame conditions and pathways for adaptation in industry as well as
for validating the CDD. In particular, the study included three cases
(multiple-case study based on a literal replication), whereas only one case is
detailed in this chapter (focus of RQ3, Sects. 9.4 and 9.5).

• In rigor cycle we use the applicable knowledge in the literature by investigating
frameworks, models and methods that might help in solving the problem and for
grounding the work in state of research (focus of RQ2, Sect. 9.3)
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• In the design cycle, we develop the artifact in line with the inputs from both
cycles, observe how the developed artifact behaves in these scenarios and refine
the artifact after the gathered feedback in the evaluation. Here, we apply an
argumentative, deductive approach for developing the methodological basis for
capability development (focus of RQ1, Sect. 9.2).

The remainder of the paper is structured as follows: Sect. 9.2 investigates the
need for capability-driven development and the resulting requirements by consid-
ering two cases from practice, one of them from utility industries and one from
e-government. Section 9.3 presents the theoretical background for our work that
includes the notion of capabilities, current research in context modeling and in the
field of capability design methods. Section 9.4 introduces the Capability-Driven
Development method with a focus on the components of the methodology and the
tools supporting its implementation. In order to demonstrate the practical use of
CDD, Sect. 9.5 discusses a case from utility industries and initial experiences
collected. Section 9.6 concludes this chapter by summarizing the work and pre-
senting recommendations.

9.2 Problem Investigation: The Need
for Capability-Driven Development

Before presenting the CDD method in detail, this chapter motivates the purpose of
the CDD. Therefore, a problem investigation comprising the elaboration of
industrial needs for designing capabilities has to be conducted. Further, require-
ments towards the CDD method have to be derived that guide the method’s
development. While Sects. 9.2.1 and 9.2.2 discuss two industrial settings regarding
capability design, Sect. 9.2.3 then derives the requirements. Please note that the
method has been developed based on the requirements derived from both use cases
whereas the work at hand demonstrates the CDD approach only in utility industries
use case due to place limitations.

9.2.1 Flexible Business Services in Utility Industries

The SIV group is a vertically integrated German enterprise that specifically serves
the utility industry (cf. Fig. 9.1). It acts both as an independent software vendor
(ISV) and as a business service provider (BSP). The group has a longstanding
market presence in developing and selling the industry-specific ERP platform
kVASy®. The platform is widely used by public utilities in Germany, especially for
the commodities electricity, natural gas, district heating and water. Within the
European Union the former two markets are strictly regulated, which in turn has led
to increasingly complex business relationships and market rules. In Germany,
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market rules are subject to change, driven by the need to optimize existing pro-
cesses and/or by altered legal framework. In the past, these changes have consid-
erably impacted the way in which business operates within the market.

The SIV group has a vital interest in rendering its ERP product as well as
offering flexible services adaptable to continuously changing markets. New
opportunities, altered regulations and a growing competition lead to a demand for
solutions that are delivering business value in ever changing context situations [1].

Given the constantly rising complexity of the market, public utilities increasingly
consider outsourcing of their business processes to external service providers.
The SIV group offers such services for customers running kVASy® by its sub-
sidiary SIV Utility Services GmbH. Of particular relevance are business processes
that deal with the exchange of data between market partners (market communi-
cation). Given the complex interrelationships of the market, exchanged data may
easily get into conflict with other data, thereby initiating a clearing procedure.

This is the principal scenario for the SIV group’s use case in the CaaS project.
For any occurring exception the BSP acts as a clearing center with costly manual
interaction. This further causes organizational efforts, such as the arrangement of
BSP’s human resources schedule. Contractual agreements between the BSP and its
clients have to support a dynamic routing behavior in order to decide whether or not
an individual clearing case should be routed from the customer to the BSP (cf.
Fig. 9.1). The routing decision depends on various factors such as the backlog size
of the client, message type that has thrown an exception or the type of the com-
modity. The awareness of such context-specific information would facilitate CDD
in the business process outsourcing use case. In Sect. 9.5 a detailed description of
the SIV use case and a demonstration of CDD method are provided.

Fig. 9.1 Business relationships in the utility sector that are covered by the SIV group
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9.2.2 Adaptive E-Government Services

everis is a multinational consulting firm providing business and strategy solutions,
application development, maintenance, and outsourcing services. The everis use
case is based on the public sector and the main emphasis is put on electronic
services provided to municipalities, which are then used by citizens and companies.
The company’s service oriented architecture (SOA) platform provides a service
catalogue with up to 100 services, which are active in 250 municipalities. Different
factors and actors involved have to be taken into account when offering these
services, such as small and medium-sized enterprises (SMEs), multinational cor-
porations providing services, several public administration’s laws, regulations,
administrative consortia and calendars, as well as various technological tools. everis
has to adapt the electronic services every time the platform is deployed to a new
municipality and whenever the context changes. For the time being, service cus-
tomization is done at the code level [2].

The SOA platform deployed at one municipality faces the challenge of irregular
page visits and activity, which sometimes causes shortage of computational
resources or unused resources. everis aims to optimize the utilization of compu-
tational resources. For instance, for a small number of daily visits of users the SOA
platform could only use the necessary amount of computational resources.
Identifying indications like social events would help to automatically integrate
additional resources to the platform. This would ensure the fast and effective service
execution in high load situations. Further, the integration of contextual data could
be used to promote special services of the municipality enhancing the users’ sat-
isfaction with the platform [3].

A useful method for capability design considering all contextual influences
should facilitate variability management and automate such customization as much
as possible, flexible resource allocation as well as automatic service promotion.

9.2.3 Industrial Requirements

In order to serve as a basis for developing a CDD method, requirements were
defined that the method should meet. Afterwards, current literature was analyzed
regarding these prerequisites for already existing solutions for capability design the
CDD could adapt. The results of this analysis are presented in Sect. 9.3. The CaaS
project follows a use case-driven approach. Thus, requirements towards the CDD
were derived from the industrial use cases presented above by conducting work-
shops and expert interviews with the industrial partners as well as analyzing sec-
ondary data. For each individual use case requirements were defined. Then, the
resulting requirements set was merged into a set addressing the CDD approach as a
whole, which also revealed synergies and differences among the use cases. Further,
the authors of [4, 5] cross-examined the use case requirements based on
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industry-wide surveys that illustrated its relevance towards a wider user base rather
than just the project’s industrial partners.

The identified requirements are represented in a form of business goals. In [3]
these goals were interrelated to each other with a goal model. As a result, 29 goals
have been identified. This section concentrates on goals that are directly related to
the use cases described in Sects. 9.2.1 and 9.2.2. The central goal is to increase the
value of the business services at hand (REQ1), which is addressed towards the
exception handling service of the SIV.AG as described in Sect. 9.5.2. It is directly
supported by the goals related to improve use case execution (REQ2) that includes
goals characterizing both capability design-time and run-time issues. While
design-time addresses service customization according to its context and the
identification of proper capability metrics, run-time considers adjusting the services
by monitoring the context and change requirements prediction at delivery. Finally,
to support different ways of working, the CDD has to provide a flexible develop-
ment method (REQ3) by documenting the steps to design a capability, the important
concepts as well as their representation.

During the requirements specification both enterprises raised the concern of
dealing with variability and service line management. Thus, CDD has to provide
means for managing variability efficiently (REQ4). As stated in earlier sections,
compliance with regulatory requirements (REQ5) is a serious issue for SIV group
operating in the utility industry and everis cooperating with governments. Further, it
was revealed that both enterprises intend to increase the level of process automation
(REQ6) due to service improvement and cost pressure. Another requirement is to
dynamically allocate computational and human resources for service delivery
(REQ7). This would help SIV group to meet SLA requirements as a BSP. Likewise,
the integration of internal and external information systems (REQ8) was identified
as a challenge for the CDD. For instance, everis needs the integration not only of
municipality’s information systems but also of sponsor systems and the usage of
national services. While SIV group additionally identifies the need for the CDD to
develop new digital services (REQ9), everis asks CDD to increase the usage of
services (REQ10) delivered through the SOA platform by means of automatic
promotion. In [4, 5] the process of developing the goals model is made transparent
and illustrates the overall goals model with all goals explained.

9.3 Background and Related Work

The notion of capability has received a lot of attention as an instrument to align
business and IT in changing environments to gain a competitive advantage. This
section provides an overview of the related approaches to CDD. Section 9.3.1
introduces the notion of capabilities and positions our view within the Enterprise
Architecture Management (EAM). Section 9.3.2 reports on context modeling
approaches. Then, Sect. 9.3.3 presents the results of a systematic mapping study on
the capability design methods and finally Sect. 9.3.4 summarizes the results.
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9.3.1 Notion of Capability in CDD and EAM Capabilities

The term capability originates from the system engineering and military domain.
Oxenham [6] uses it synonymously with military capability, meaning to apply the
overall potential of the armed forces for combat or other operations. The literature
analysis exposes three types of capabilities in IS field, such as organizational,
system and operational capability. Boonpattarakan [7] considers organizational
capabilities in the field of strategic management as the foundation in which orga-
nizations utilize their strengths to increase competitiveness, contribute to growth,
and enhance organizational performance. The system capability describes the
ability of a system to execute a particular course of action or achieve a desired
effect, under a specified set of conditions. Finally, Adcock and Hoboken define the
operational capability as the ability of a system to perform within the intended
operational environment, particularly with respect to meeting the requirements of its
stakeholders [8].

Although there seems to be an agreement about what constitutes a capability, it
is hard to find a standard definition. Sandkuhl et al. [9] state that the definitions
mainly put the focus on “combination of resources”, “capacity to execute an
activity”, “perform better than competitors” and “possessed ability”. A general
consensus is that the capabilities are enablers of competitive advantage; they help
companies to continuously deliver a certain business value in dynamically changing
circumstances [10]. According to Chen and Tsou [11] the performance of an
enterprise is the best, when the enterprise maps its capabilities to IT applications.

Enterprises are complex systems operating in changing environments. Ahlemann
et al. [12] state that managing strategies, processes, applications, information
infrastructures and roles is a challenge for an enterprise and there is a need to have
an holistic view. Such an integrated view can be reached by implementing
Enterprise Architecture Management (EAM). The IS domain adopts the term
capability as an instrument to develop Enterprise Architecture (EA) and tools for
tackling the dynamic complexity of systems with diverse concerns. For instance,
Antunes et al. [13] identify the fostering of communication between stakeholders on
technical and organizational levels as one of the most important merits of capa-
bilities. Regarding Wißotzki et al. [14] an EAM capability describes the specific
combination of know-how in terms of organizational knowledge, procedures and
resources able to externalize this knowledge in a specific process with appropriate
resources to achieve a specific outcome for a defined enterprise initiative.

We define capability as the ability and capacity that enables an enterprise to
achieve a business goal in a certain context [3]. Ability refers to the level of
available competence, where competence is understood as talent, intelligence and
disposition, of a subject or enterprise to accomplish a goal; capacity means avail-
ability of resources, e.g., money, time, personnel, tools. This definition requires
taking a slightly different view on capabilities as they are perceived in EAM. The
first distinction lays in the investigation of operational aspects of an enterprise
rather than management aspects, which necessarily challenges the integration of
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capabilities with enterprise modeling as well as their implementation (cf. REQ1,
REQ2, REQ3 and REQ8). The modeling aspect includes analysis and design of
enterprise models such as goals model, business process models or concept models.
The implementation aspect consists of tools, transformation languages, notations
and procedures. The second differentiation lies within the notion of context in the
perception of what a capability is (cf. REQ4, REQ5, REQ6 and REQ7). As men-
tioned earlier, capabilities are useful instruments for enterprises in rapidly changing
environments. Capabilities as such are directly related to the provision of business
services and products, which are affected from the changes in the application
context, such as, regulations, customer preferences and system performance. We
hence argue that the notion of context plays a central role to support such flexibility,
which is considered as the adaptability to change by Lacity et al. [15]. As a result
capability application or delivery is closely related to the context of the business
environment, which motivates the analysis of the notion of context and the context
modeling approaches in the following section.

9.3.2 Context Modelling

Context is a widely used term in different areas such as philosophy, artificial
intelligence, pragmatics, computational linguistics, computer science, and cognitive
psychology. One of the most cited definition given by Dey and Abowd describes
context as “any information that can be used to characterize the situation of any
entity”, which is adopted in this work [16]. According to Winograd [17] this defi-
nition is too broad since “something is context because of the way it is used in
interpretation, not due to its inherent properties”. Last but not least, Bazire and
Brézillon identify main components of the concept “context” by examining a corpus
of 150 definitions. The study concludes that context definitions can be analyzed in
terms of six parameters like “constraint, influence, behavior, nature, structure and
system”. As a result, “the context acts like a set of constraints that influence the
behavior of a system (a user or a computer) embedded in a given task” [18].

Although the term context is widely used in computer science, there is no general
procedure how to develop context models. Many authors of context-based systems
describe the way of developing the context model for their specific application, but
do not provide a general view. Strang and Linnhoff-Popien provide a survey of six
context modeling approaches in ubiquitous computing. These approaches consist of
(i) key-value modeling, (ii) mark-up scheme modeling (Comprehensive Structured
Context Profiles, Pervasive Profile Description Language, ConteXtML, etc.),
(iii) graphical modeling (UML, Object Role Modelling, ER, etc.), (iv) object oriented
modeling (cues, Active Object Model), (v) logic-based modeling and (vi) ontol-
ogy-based modeling (Context Ontology Language, CONtext Ontology, etc.). The
same article concludes that ontology-based modeling is the most suitable approach
for context modeling for ubiquitous computing environments [19]. In this respect Gu
et al. classify the existing context models into three categories. Application-oriented
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approaches are mostly used to represent low-level context information and lack
formality. Model-oriented approaches utilize conceptual modeling techniques like
ERM, UML and ORM. Ontology-oriented approaches intend to share knowledge
across distributed systems. Finally, the authors present a context model based on
ontology using OWL [20].

The state-of-the-art analysis conducted by Koç et al. [21] showed that context
modeling and context-based systems are a popular topic in contemporary research
with many different context definitions and application examples existing.
Furthermore, the works mostly focus on the conceptualization of context, i.e., what
elements context typically consists of and how to represent context models. An
off-the-shelf context modeling method fulfilling the requirements and showing what
steps to take as well as how to identify relevant context elements has not been
proposed yet. However, the different context representations proposed can be used
as inspiration based on the six parameters provided by Bazire and Brézillon [18],
namely constraint, influence, behavior, nature, structure, and system.

9.3.3 Overview of Capability Design Methods

We conducted a systematic mapping study following the method of Kitchenham
et al. [22]. To select the literature sources, we first identified A+ and A journals
based on the rankings from Schrader and Hennig-Thurau [23]. Next, we comple-
mented this list with B journals from the Business Information Systems
sub-discipline. To stabilize the journal selection we crosschecked our results with
the rankings from Peffers and Ya [24] and finalized the journal selection. After that
we populated the list of journals with A and B ranked conferences from the work in
[25], with “A” being the highest ranking. As a result, we identified a total of 112
journals and 24 conferences.

The main terms used for the initial search were “capability” (in abstract) and
“method OR design OR proc*” (in keywords). The keyword terms were populated
with additional terms “practice OR step OR modeling OR modelling”.
Consequently, we searched in the selected sources that included the term {capa-
bility} in abstract and one of the following terms {method, modeling, modelling,
proc*, design, step, practice} in keyword. After removing the duplicates and
inaccessible articles, the search resulted in a total of 362 journal articles and 178
conference papers in a time span from 1988 to 2014.

The selection of the papers was based on a set of criteria, which is applied during
abstract reading. In cases where the exclusion or inclusion was unclear, an addi-
tional full-text reading is conducted. Articles exposing the following criteria were
eliminated:

• articles that did not explicitly address “design and development of capabilities”
as their research scope,
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• articles using the term capability as a synonym for “ability” or “future” without
relating it to its application in Information Systems,

• articles that use the term capability in the abstract and do not mention it in the
narrative text or mention dynamic capabilities to position their proposals as
means to gain competitive advantage,

• articles investigating the interrelation between capabilities and subject under
study by applying statistical methods and developing a hypothesis.

The main purpose of the investigation was analyzing the state of the research in
fields of capability design and development, in particular where processes, proce-
dures, steps, or methods are proposed to identify, model or design business capa-
bilities. To analyze the results, we used the method conceptualization of Goldkuhl
et al. [26]. In a broader perspective, a method component consists of concepts,
activities and a notation. The concepts specify what aspects of reality are regarded
as relevant in the modeling process, i.e., what is important and what should be
captured in a model. The activities describe in concrete terms how to identify the
relevant concepts in a method component and the notation specifies how the result
of the procedure should be documented. The articles are included that investigate
steps, best practices, guidelines, concepts, notations and roles in developing
capabilities. On the other hand, the publications were excluded that investigate how
for instance the IT capabilities are interlinked with the provision of e- government
services by applying statistical methods and developing hypothesis. After the
application of those criteria, a total of 22 journal articles and 23 conference papers
resulted for further analysis.1 More details about the literature analysis can be found
in the systematic mapping study of Koç [27].

One of the fields investigating the methods and approaches for designing
capabilities is Business Process Management (BPM). Niehaves et al. analyze BPM
topic from the Dynamic Capability point of view and present a framework to
support the design of BPM capabilities. The framework developed in both works
consists of three activities, namely sensing, seizing and transformation, which are
further elaborated in sub-capabilities [28]. Ortbach et al. [29] offer a method for IT
capability based business process design, which consists of 8 steps. The work
describes roles and notations in vague terms, whereas the important concepts,
outputs of the activities are not mentioned at all.

Another field investigating the capability design methods is the e-commerce. To
exemplify a few works from our analysis, Cui and Pan present a process model to
orchestrate the organizational resources in line with the changing business delivery
context. However, no steps, activities and tasks are defined and the approach lacks
notation to model the outputs of the phases [30]. Montealegre [31] suggests
strategies for practitioners how to develop organizational capabilities in
e-commerce and provides a process model including the key actions to be carried
out.

1The list of investigated journals, conferences and selected papers can be accessed from http://bit.
ly/1O5sS18.
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In addition to the above mentioned topics, Zhou et al. [32] propose a process
model for the development of capabilities to meet the fast growing business
demands. Su [33] develops a theoretical model for conceptualizing the interna-
tionalization strategies of IT vendors, which consists of amongst others a
capability-building process. Regarding both articles however, the processes cannot
be applied solely as a capability design method since the roles, goals, concepts and
notation is not defined. Besides, the latter contribution analyses the capabilities of
IT service vendors in emerging economies, which remains too specific.

9.3.4 Summary

This section provided an overview of the related approaches to CDD. The results
can be summarized as follows:

• CDD has a slight different view on capabilities than in EAM, primarily based on
the following interpretations:

– The CDD approach integrates organizational development with IS devel-
opment by considering the application context and adjusting the solution in
line with the dynamic changes. Thus, CDD assumes integration of capa-
bilities with enterprise modeling, in particular with goals modeling and
business process modeling.

– In CDD, capabilities are directly related to the flexible provision of business
services or products, which are affected from the changes in the application
context. As a result, the notion of context plays a central role in design of
capabilities.

• CDD uses a model-oriented approach to capture and represent contextual
information. As we identified the lack of support for modeling context, CDD has
to develop an own approach for context modeling including context represen-
tation and modeling process as such.

• There is a need to engineer a method since the approaches from the mapping
study do not fulfill the requirements in general and REQ3 in particular. In this
context, CDD provides a component-wise structured method to allow for flex-
ible design of capabilities. The starting point for designing a capability can be
enterprise goals, business processes or concepts, depending on the characteris-
tics of an organization [34]. A central component to the method is the “Context
Modelling Method Component”.

• The capability design and development approaches provide to some extent
support to design enterprise-grade capabilities, only partly fulfilling the
requirements introduced in Sect. 9.2.3 as well as satisfying the method con-
ceptualization concept.
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To summarize, the analyzed approaches (i) address which factors should be
taken into account when designing capabilities, (ii) show how they influence the
capability under study (iii) provide means for capability evaluation, such as
maturity models, (iv) do not address the integration of capabilities with enterprise
modeling and finally (v) propose steps, procedures, guidelines to design capabilities
that are decoupled from enterprise goals.

9.4 Capability-Driven Development

The industrial use cases discussed in Sect. 9.2 showed a need for supporting flexi-
bility and adaptability in designing and developing IT-based business services.
Furthermore, Sect. 9.3 analyzed existing work in areas related to capability man-
agement with the conclusion that the existing methodical and technological
approaches in this area do not fully cover the needs discovered in the industrial use
cases. This section proposes an approach to capability-driven design and develop-
ment which aims at contributing to a novel paradigm for designing enterprise
capabilities by explicitly taking into account business objectives and delivery con-
texts when developing IT-based business services. This novel approach is based on
work in the EU-FP7 project “Capability as a Service in Digital Enterprises” (CaaS).
From a technology perspective, the basic idea of the CaaS project is to facilitate a
shift from the service-oriented paradigm to a capability delivery paradigm. Three
industrial cases from utility industries, e-government and insurance and finance
serve as basis development and validation of the approach for capability-driven
development.

Business services are IT-based functionalities that digital enterprises provide for
their customers. They usually serve specified business goals, are specified in a
model-based way, and include service level definitions. To ease adaptation of
business services to new delivery contexts, changes in customer processes or other
legal environments, the CDD approach, is to explicitly define (a) the potential
delivery context of a business service (i.e., all contexts in which the business service
has to be potentially delivered), (b) the potential variants of the business service for
the delivery context, and (c) what aspect of the delivery context would require what
kind of variation or adaptation of the business service.

(a) The potential delivery context basically consists of a set of parameters or
variables, the so-called context elements, which characterize the differences in
delivery. The combination of all context elements and their possible ranges
defines the context set, i.e., the problem space to cover.

(b) The potential variants of the business service, which form the solution space,
are represented by process variants. Since in many delivery contexts it will be
impractical to capture all possible variants, we propose to define patterns for
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the most frequent variants caused by context elements and to combine and
instantiate these patterns to create actual solutions. If no suitable pattern is
available, the conventional solution engineering process has to be used.

(c) The connection between context elements, patterns and business services has
to be captured as transformation or mapping rules. These rules are defined
during design time and interpreted during runtime.

The CDD method has to cover the development of all the above parts of a
capability model and the CDD environment has to offer tool support for this pur-
pose during design time and runtime. This section will describe both aspects of
CDD in the following two sections.

9.4.1 CDD Method

The CaaS method for capability-driven design and development (CDD) follows a
component-oriented method conceptualization with various components addressing
different modeling aspects. The most important method components are as follows:

• Capability modeling supports identification and specification of capabilities and
of relationships between capabilities. As a capability is characterized by busi-
ness goals, business services implementing these goals, delivery contexts and
patterns, a capability model basically integrates sub-models for these aspects.
The capability modeling method component defines a procedure and aids for
this integration.

• Enterprise modeling in general captures different perspectives of an organization
(e.g., processes, organization structures, products, resources) and their interre-
lations in order to support purposes, like visualization of the existing situation,
optimization of processes, business/IT alignment, or support of strategy devel-
opment [35]. In CDD, enterprise modeling is used to capture strategic objectives
or business goals related to the capability or motivating the creation of the
capability. These objectives should be specified in a precise, measurable and
accepted way, for example by using the goal modeling techniques from enter-
prise modeling.

• Business process modeling aims at specifying workflows and their execution.
In CDD, the business service(s) offered to customers within the capability have
to be specified using a model-based approach. Currently, the focus is on
process-oriented approaches using process modeling.

• Context modeling: the potential application context(s) where the business ser-
vice is supposed to be deployed has to be specified, which is supported by a
newly developed context modeling method component. This specification also
has to capture at what points in the process what variation will have to happen.
The specification of the capability’s potential deployment contexts is captured in
a context model.
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• During runtime, the execution of a business service in the defined context has to
be monitored, including all variations of the solution for different context
instances. As the context defines the switching between variants and potential
parameterization of business services, a method component is needed to derive
the configuration of monitoring application from context model and business
service model.

• Pattern elicitation: patterns specify reusable design-time or run-time elements
for reaching business goals under specific situational contexts. The run-time
patterns are also called capability delivery patterns. The CDD method includes a
method component for identification, elicitation and representation of patterns.

The relationships and interdependencies between different elements of the CDD
method are illustrated in Fig. 9.2. The figure shows on the right hand side the meta-
model and the modeling languages, which are core elements of the CDD approach
(cf. [9, 36]). The meta-model defines all concepts and their interrelationships
needed for patterns, contexts and enterprise models. The CaaS modeling language
provides a visual modeling language for this meta-model, which is implemented in
the capability design tool (cf. Sect. 9.4.2). In addition to the CaaS modeling lan-
guage, the meta-model can also be implemented by other modeling languages, e.g.,
established modeling languages used in enterprises. The CaaS modeling language
will be used primarily to model capabilities, contexts and patterns, as these models
or views of the capability model are not available in enterprises before introducing
the CDD approach. In contrast, enterprises already have enterprise models or
models of their business services, which were developed with the modeling lan-
guage established in the enterprise. If no modeling language is established, the
CaaS language can be used for this purpose.

The middle part of Fig. 9.2 illustrates the different parts of a capability model,
which also reflect the different method components introduced in the beginning of
this section: a capability model includes the capabilities as such (Capability View),
the context models defined for individual capabilities (Context View), the patterns
used to implement adaptations in the capability during design time or runtime
(Pattern View), the business goals related to the capability (part of the Enterprise
Model) and the relation to the business service model (captured in the Business
Service Model).

The left hand side of Fig. 9.2 shows method components related to runtime
activities of CDD. The Capability Delivery Navigation Application (CNA) is an
application which can be used to monitor and adjust the delivery of a capability
during runtime (cf. Sect. 9.4.2). What has to be monitored in CNA is specified in
the context model, i.e., the CNA has to be configured based on the context model.
CDD provides a method element for the configuration process which implements
the pre-defined Configuration Options. Furthermore, the runtime includes the
executable IT-solution for providing the business service. However, this solution is
not part of CDD.
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The CDD method will be developed in several versions:

• CaaS base method: the main purpose of the initial CaaS method, also called
“base method”, is to support the industrial use cases of the CaaS project in
developing initial capability models, i.e., the business services to be considered
in the use cases including their context. For this purpose, the base method covers
only selected ways of capability modeling and provide method components
supporting these selected ways.

• CaaS method: the “regular” CaaS method will support a wider selection of
capability development processes and extend the base method also towards
capability delivery and runtime adaptation.

• CaaS method extensions: each of the industrial cases in CaaS are supposed to
develop extensions of the regular CaaS method.

• Final CaaS method: one of the final results of the CaaS project will be a final
version of the CDD method including the method extensions and packaged for
use outside the CaaS project.

9.4.2 CDD Implementation

In order to implement the CDD approach, a capability development and delivery
environment was designed and deployed in the industrial cases of the CaaS project.
The architecture of the environment is shown in Fig. 9.3 and distinguishes com-
ponents required at runtime for operating and monitoring capabilities, at design time
for capability-driven development and as resources either for runtime or design
time. Furthermore, Fig. 9.3 divides the architecture into functional components that
have been developed in CaaS to implement the CDD approach (right side) and

Fig. 9.2 CDD method components and their interrelations
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components that are expected to be available in organizations independently of
CDD (left side). The latter include a Development Environment for IT-based
business services (design time) and a Runtime Environment for delivery of the
business services (runtime) and the capabilities based on these business services.
The development environment could, for example, exist of a modeling environment
for workflow models and a software development toolkit for developing services
required when executing the workflows. The runtime environment—or Capability
Delivery Application (CDA)—could consist of a workflow engine with activity
monitor and an application server for the services integrated into the workflows.

The main functional components developed in CaaS for implementing the CDD
approach are as follows:

• Capability Design Tool (design time)—provides modeling environment based
on the CDD meta-model and CaaS modeling language, i.e., capabilities can be
modeled including business service (e.g., business process model), business
goals, context and relations to patterns.

• Configuration Tool for Capability Context Platform (design time)—the context
model within the capability model specifies, which context elements have to be
monitored during operations. The configuration tool for the capability context
platform allows for connecting the design time view of context elements to the
runtime view of data sources for these context elements, i.e., with this tool it can
be specified which web service or database has to be used during runtime to get
the actual values of context elements.

• Repository Manager Tool (design time)—manages creation, use and retrieval of
patterns both for design time and for runtime use. The repository offers a defined

Fig. 9.3 Architecture and function components of the CDD environment
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structure for storing patterns and a user interface for browsing the content.
Furthermore, it offers interfaces which can be used by other design time and
runtime tools.

• Capability Context Platform (CCP) (runtime)—captures data from external data
sources including sensing hardware and Internet based services such as social
networks. It aggregates data and provides these data to the capability navigator.
It is configured using the configuration tool.

• Capability Navigator (runtime)—provides means for monitoring and adjustment
of capability delivery. It includes a monitoring module for monitoring context
and goal KPI, predictive evaluation of capability delivery performance and
delivery adjustment algorithms. The capability delivery adjustment algorithms
are built-in in the capability delivery navigation application. The algorithms
continuously evaluate necessary adjustments and pass capability delivery
adjustment commands to the capability delivery application.

Furthermore, there is an interface between the capability navigator and the
runtime environment for capability delivery in order to be able to receive capability
delivery adjustment commands from the capability delivery navigation application
and to provide the capability delivery performance information.

9.5 Real-World Use Case: Utility Industry

9.5.1 Background and Motivation

In order to liberalize the utilities industry within the single European market, the
European Commission since 1996 has enacted a number of directives that—in
effect—make the unbundling of vertically integrated enterprises mandatory. In
particular, grid operator and energy supplier are to be distinct market players.
Non-discriminatory access to the grid must be granted to any interested party, such
that there may be fair competition in the market.

In Germany, the Bundesnetzagentur2 (BNetzA) is in charge of overseeing the
utilities sector for the commodities electricity and natural gas and to ensure the
European directives are put into national practice. To this end, the BNetzA has
established a market role model that demands a clear separation of responsibilities
among actors, of which an example is shown in Fig. 9.4.

While the consumer receives electricity from the Balance Supplier (step 1), it is
the Grid Access Provider that takes care of the collection of the meter readings3

(step 2). The latter forwards the meter readings periodically to the Balance Supplier

2cf. www.bundesnetzagentur.de.
3The actual reading is carried out by still another party (metered data collector), but this distinction
is not relevant for the current use case.

9 Capability-Driven Development 167

http://www.bundesnetzagentur.de


(step 3) who invoices the customer on the basis of the transmitted consumption data
by means of a consumption bill (step 4).

In this scenario, balance supplier and grid access provider perform distinct, yet
complementary business functions. The interaction of both market roles is strictly
bound to regulations enacted by the BNetzA. In Germany, data exchange between
utilities and grid operators generally follows the EDIFACT standard, which is a
widely used cross-industry specification for electronic business interactions. While
the standard is issued and maintained by the United Nations, there exist specially
adapted formats that regulatory authorities have made compulsory for the German
market.

It is important to note that regulations are not fixed, but are rather subject to
constant change. These changes can have significant impact on how companies run
their businesses and as such they pose a constant challenge to utilities and ERP
vendors likewise.

9.5.2 Use Case Scenario

This section details the use case that is currently developed and investigated by the
SIV group to evaluate and demonstrate the CDD approach. The use case is based on
the exchange of energy consumption data between grid access provider and
supplier.

Fig. 9.4 Regulation of the energy distribution market in Germany makes the separation of market
roles mandatory, where each of them performs distinct business functions. The underlying scenario
is the electronic transmission of meter readings from a grid access provider to a balance supplier.
These data are needed by the latter when invoicing the consumer with the energy consumption bill
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Such business-to-business interaction is a typical example of what is called
market communication. Note that market partners usually run a cross-commodity
business, including electricity, natural gas and district heating. In the utility sector,
market communication is an indispensable and important value chain element of
supplier and grid access provider likewise. Usually it requires the processing of
bulk data that are transmitted within a single file.

For the exchange of energy consumption data, the BNetzA has mandated the use
of the MSCONS format [2]. MSCONS is a member of the EDIFACT specification
family and stands for Metered Services Consumption. German regulators have
made the MSCONS format subject to biannual change, where each of them can
impact the way how market players run their respective business processes.

Upon reception of an MSCONS file from a market partner, the Balance Supplier
executes a business process to import the transmitted values into the ERP system
(cf. Fig. 9.5). This process includes a file-level check, a validation step and the
processing of the individual meter readings. Due to the complex nature of the
market rules, meter readings are frequently found to be in conflict with other data
such as master data. Unfortunately, many of these conflict situations cannot be
resolved programmatically by the ERP system but rather require manual inter-
vention by a domain expert (so-called clearing). The status of each of the client’s
business processes, including the ones that have failed, may be monitored by a
business activity monitoring (BAM).

In an outsourcing scenario as shown in Fig. 9.5, clearing can be done either by
the client or by the BSP. In the current use case, the Business Service Provider is
SIV Utility Services GmbH, which is a member of the SIV group (cf. Fig. 9.1).

Fig. 9.5 Outsourcing of a supplier-run business process
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A contract specifies operative conditions, such as commodity, type of measurement
and the receivers’ market role, upon which the service provision shall take care of
failed MSCONS process instances. However, currently the service is completely
manually operated and lacks a context-aware supporting system.

9.5.3 Capability Model

Balance supplier and grid access providers likewise expect from the BSP the
capability to clear failed instances of market communication processes in a timely
fashion and at low costs. In order to address this need with a CDD approach, a
capability model has been developed, as shown in Fig. 9.6.

The model follows a goals first approach, i.e., capabilities are subordinate to an
enterprise’s vital goals. In the current use case, the goal of Optimization of case
throughput drives the need for the capability Clearing of failed instances. Note that
the SIV group’s goals as illustrated in Fig. 9.6 are related to the use case and not
necessarily derived from the requirements concerning the CDD method, as speci-
fied in Sect. 9.2.3. The implementation of this capability requires the execution of
some business processes within the BSP’s environment. Details on this process—
which is typically modeled using the BPMN language—are shown in Fig. 9.8.

Context Model. In Fig. 9.6, the elements Context Set, Context Element and
Measurable Property make those factors explicit that are relevant once the

Fig. 9.6 Simplified capability model for the use case
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capability in question is to be transferred to a different application context. An
example of such an application context is a newly established market role.4

• A Context Element captures any characteristic information about a given entity
[16].

• Measurable Property refers to any attribute that is to be measured in order to
obtain the value of a context element.

• Capability deployment is usually subject to contextual restrictions. To capture
this notion, context elements may be bound to Context Ranges.

• For each capability, all associated context ranges are grouped into a Context Set,
such that each combination of context ranges constitutes an application context.

For the MSCONS scenario, important contextual factors are:

• the type of consumption measurement (e.g., the service may apply to meter
readings only or to time series only),

• the commodity that is delivered to the consumer,
• the critical backlog for the client.

For each of these context elements exists a measurable property, which allows
for the calculation of the context element’s value. Such measurable properties may
be obtained from the corresponding fields in the underlying contract, as illustrated
in Fig. 9.6.

In a more general sense, even the message format itself may be considered a
context element, i.e., the MSCONS clearing capability may well be extended to
other EDIFACT formats, such as UTILMD and INVOIC.

Besides these factors, further context elements exist that are usually associated
with the individual processing failure and determine the proper clearing procedure.
All of these factors may be considered as local context since they refer to only a
single client. We speak of global context if context data from all clients is aggre-
gated to high-level key indicators. Such quantities can offer enhanced functional-
ities to the BSP, especially regarding the proactive allocation of human resources.

9.5.4 Clearing Center

The application of the CDD approach to the use scenario described in the last
section has led to the notion of a Clearing Center (cf. Fig. 9.7). This subsection
details the clearing center from a conceptual point of view.

The clearing center is an integrated application that comprises the components
CCP, CNA and CDA (cf. Sect. 9.4.2). It is the technological platform that

4In 2011, German regulators have created the additional roles metered data collector and meter
operator, which has increased the complexity of the utility market.
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implements for the BSP the capability clearing of failed instances as described in
the previous section (cf. Sect. 9.5.3; Fig. 9.6).

Upon the occurrence of a data processing failure in the client’s environment, an
exception is thrown. This event immediately triggers the creation of a corrective
process instance in the BSP’s system. Alongside with the exception, the relevant
case data such as the conflicting file (MSCONS) is also forwarded to the BSP.

In order to clear the failed instances, there are a number of important context
elements that need to be captured by the CCP and then evaluated and navigated by
the CNA. These elements will help to significantly extend and enhance the as-is
functionality of the BSP.

Contract. The contract between client and BSP is changeable but not volatile. It
may specify quantities such as a list of commodities that are to be supported, a
critical threshold of the client’s backlog, and the client’s market role.

Critical Backlog. The backlog tells the BSP the current number of outstanding
failed instances at the client’s side. In a simple scenario, action of the BSP may be
required if the current backlog is greater than some contractually specified critical
backlog. More realistically, this decision may also depend on other context factors,
thereby offering greater flexibility and responsiveness to the client’s demands.

Availability. The availability of BSP resources may also influence the runtime
adjustments at the first variation point. This factor may be captured by binding an
associated context element to the personnel deployment plan.

Fig. 9.7 Envisioned architecture of the Clearing Center
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Figure 9.8 shows a business process that implements the clearing capability. It
has two variation points, where each of them is driven by the context and depends
on runtime adjustments done by the CNA.

Variation Point 1. The purpose of this variation point is to automatically
determine whether action is to be taken by the BSP or not. This decision completely
depends on the current context, which is accordingly evaluated by the task Eval
Ctx1. Note that context may refer not only to the client’s but also to the BSP’s side.

The variation point has two possible outcomes, depending on whether the BSP is
expected to do the clearing of the current case or not. In the latter event, the case is
left with the client. However, statistical data may be collected by the CDA to
support the client’s future decision making.

In the former event, the BSP shall take action to clear the failed MSCONS
process instance. As this decision is context-driven and the context may change
over time, there can be no simple built-in rule that directs the control flow of the
business process. Rather, the relevant information is external to the process. Again,
to support the client’s future decision making, statistical data are collected and
made accessible for the client.

Variation Point 2. This variation point enables adjustments that substitute at
runtime the actual clearing procedure by a proper business process (pattern).
Patterns are recurring building blocks that may be used in many solutions. They
may be considered best practices, so, in general, they can be anticipated at design
time. A thorough analysis carried out to support the current use case has suggested
that many of such patterns really exist and that they play a crucial role for delivering
the BSP’s capability to the clients.

Fig. 9.8 Clearing business process as executed by the BSP
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Depending on the outcome of the task Eval Ctx2, the appropriate Pattern x is
selected. However, the relevant context can only be determined at runtime.
Navigation through the context requires access to data that are external to the
current process instance, such as the contract between client and the BSP.

All of the pre-built patterns are registered in a CNA-held repository as shown in
Fig. 9.7. Note that patterns may also contain process variants that correspond to
minor deviations from a given best practice.

9.6 Summary and Recommendations

Enterprises operate in rapidly changing environments, which requires the imple-
mentation of adaptable solutions. This work introduced a capability management
approach to tackle these challenges. The CDD approach consists primarily of a
component-based methodology which at its core supports the modeling of appli-
cation contexts (REQ4 and REQ5) and required adaptions of business services and
tools supporting the CDD implementation at design time and runtime (REQ6,
REQ7).

Experiences from evaluating capability management show so far that capability
management is in particular promising if the following conditions are given:

• the business service under consideration exists in different variations and is
subject to changes as soon as the application context changes,

• the business service is subject to the changes, e.g., by regulatory authorities or
changing market environments, which cannot be planned, anticipated or con-
trolled by the service provider,

• in order to optimize the service, different information sources have to be inte-
grated during runtime.

When introducing CDD into an enterprise, the existing development method-
ologies and technologies do not have to be replaced or severely updated (REQ8).
Capability management and CDD can be implemented as complementary approach.
However, competences in CDD have to be developed within the enterprise.

Within the use case-driven CaaS project, three different strategies for capability
modeling and design have been explored and elaborated for a flexible use in dif-
ferent industrial settings (REQ3). Goals-first capability design starts with the
analysis of enterprise goals and defines how they can be reached in terms of
capabilities, business processes and which context properties should be considered.
Goals-first strategy is recommended for the enterprises that already have defined
top-level organizational goals. The process-first capability design proposes that the
starting point of the capability design is a process underlying a business service.
The business service is further refined and extended by adding context awareness
and adaptability, so as to establish a capability that can deliver this service in
varying circumstances. Selecting this strategy requires the existence of detailed
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business process specifications or process-oriented culture. Last but not least,
concepts-first capability design analyzes the existing knowledge structures in an
enterprise and their relationships with the application context, which are essentially
captured as concept models. For this, enterprises need pre-defined management
structures, product structures or other conceptual models. A detailed comparison of
the strategies can be found in [34].

The CDD use and “capability thinking” improves the understanding how
business goals and technologies for implementing them are related. This contributes
to the alignment of business and IT. In CDD, this is supported by the close rela-
tionship between enterprise model (includes goals, KPIs, business processes),
capability design (includes explicitly defined application contexts) and capability
delivery (runtime level for connecting the technological implementations in dif-
ferent application contexts). This kind of modeling can be used to analyze which
IT-supported services would be suitable potentially for other customer groups or
markets and what adaptations would have to be made for this purpose (REQ1).

By adopting the goals-first strategy in a use case from utilities industry, we
developed a capability model to demonstrate the feasibility of the approach. The
application of the CDD approach to the use case scenario described in Sect. 9.5 has
led to the notion of a clearing center; a context-aware system offering flexible
services responsive to customer demands (REQ2). Moreover, by modeling the
goals and related business processes of the SIV group as well as making the
application context explicit, it should be possible to develop new services in the
continuously changing energy distribution market and/or increase the usage of
existing services (REQ9). Experiences regarding the economic effects of CDD so
far cannot be reported as the number of cases and the time frame available is not
sufficient.
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Chapter 10
Exploring the Nature of Capability
Research

Matthias Wißotzki

Abstract Triggered by the progressive change from an industrial to an digital
information society, not only social but also economic conditions are modified. Fast
shifting business models and ever shorter product lifecycles are just few reasons
why modern enterprises need a strategy how to deal with those unpredictable
changes in order to stay competitive. Therefore, the concept of capability-driven
management gets more and more attention by executives and scientists. In the last
decade IS and management journals as well as conferences were publishing an
increasing number of capability related articles, but a common understanding
corresponding the identification of capabilities, their management, types or ele-
ments seems to be not existing. This work encapsulates the body of capability
literature to provide an overview about capability research investigations over the
last 15 years.

10.1 Introduction

Especially in times of virtualization enterprises are confronted with a lot of different
challenges triggered by new technologies like big data, cloud computing, social
business or cyber-physical systems. To handle these challenges, enterprises are
using a composition of different management concepts. Especially, adaptability of
IT focused business models or business and IT-alignment is supported by disci-
plines like Enterprise Architecture Management (EAM), Service Oriented
Architecture (SOA) or IT Management (ITM). These disciplines expected to con-
tribute to the above challenges by capturing the essential structures and processes of
an enterprise on different architectural levels (e.g., business, data, application,
technology), showing dependencies, supporting strategic planning and systematic
development [41] (Fig. 10.1).
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However, enterprises have to reach certain goals through developing and
implementing its strategies [40]. In order to reach these goals capability is a known
term in science and practice. Capabilities appear in quite all functional areas of an
enterprise from Business Process Management over Knowledge Management up to
IT Management. Thus, understanding and methodology varies considerably from
one approach to another which represents a challenge for companies to start in
depth with capability driven management. Consequently, there is still an analytical
lack of understanding and methods, regarding the commonalities and differences
between different capability types and their research topics [14, 26, 35, 41].

What are capabilities of an enterprise and how they put together? Since there
are plenty of books, journals and conference proceedings dealing with capabilities.
This article deals with an extensive qualitative analysis within the capability
research area intending a current state of research investigations. In order to figure
out which research topics different capability types are referred to and to find
similarities or differences between commonly used capability approaches, we used a
systematic literature review approach executed in a larger exploration. Therefore,
21 persons in six teams from the Universities of Reutlingen and Rostock performed
same structured SLAs based on the approach defined by Kitchenham [20].

10.2 Research Approach

This review should provide an overview about the capability research investigation
in terms of abilities within enterprise context (not human or individual context)
during the past 15 years. Therefore, we used a systematic literature review that
supports a systematically identification, evaluation and interpretation of relevant
sources in order to answer defined research questions by using a standardized
process [20, 30]. Referred to [20] we performed three key stages and corresponding
sub-steps that need to be processed to conduct a SLA. The first stage deals with the
review planning and provides research questions (RQ), literature resources and time
frame definitions for the investigation (Sect. 10.3). The second stage is called
performing the review (Sect. 10.4), here we selected relevant articles and collect
data for answering the RQs, realized in the final step: review report (Sect. 10.5), our
conclusion and outlook is presented in Sect. 10.6.

10.3 Planning the Review

Considering the purposes of this work to be transparent, conclusive and give a
comprehensive latest state, research questions had to deal with topics like research
activity, research approaches, and statistics of identified concepts. All six teams
received the same precisely described SLA process, same set of RQs and time
frame. Just the literature source and databases were allocated in a team specific
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manner. The first review was executed in November/December 2014. Due to the
fact that not all reviewed conferences and journals submitted their articles at the end
of 2014, the author performed a second review just for 2014 in July 2015 by
following exactly the same SLR process.

10.3.1 Motivating Research Questions

The first stage our investigation starts with the definition of research questions (RQ):

1. How has capability research been conducted within the last 15 years?
2. What research subjects are being investigated?
3. Who is active in this research area?
4. What research approaches are being used?
5. What capability definitions and descriptive elements are being used?

TheseRQs are answered based on found articles classified as relevant in Sect. 10.4.

Fig. 10.1 Relationships between capabilities and EA (according to William and Rosen [39])
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10.3.2 Source Selection

After identifying research questions the selection of right sources has to be defined.
With the intention to work on journals and conferences with high scientific impact,
we formulated several criterions for the selection.

The first criterion relates to the journal and conference ranking that we assigned
by the CORE Journal [3] and CORE Conference Ranking [9]. Due to the fact that
not all selected journals and conferences rankings are provided by CORE [3, 9] we
have been constrained to include another ranking provider like the Journal Quality
List [18]. Moreover, in order to support the ranking criterion we include the
H-Index (calculated by SCImago [32]) which represents another indicator for sci-
entific impact as well. According to these criterions, the selected journals and
conference have to be well established, have to be published on a regular basis in
order to cover recent research topics and trends.

The published journals and papers had to be freely available. Therefore, the
selected journals and conferences had to provide their publications on databases
(DB) that are accessible by both university networks. Furthermore, these databases
have to support the formulation of user-defined search-strings, which ensures that
the reviewer teams could use unified terms and search rules.

Table 10.1 illustrates just an extract of thirty literature sources that fulfil these
criteria The first column includes the literature source, the second informs about the
utilized databases and the third about the impact. For instance, we analyzed the
whole AISeL basket of journals and conferences supplemented by a selection of
impact and content relevant journals and conferences known former investigations
[42], like the Journal of Management, Information Systems Journal, The Practice of
Enterprise Modeling, Perspectives in Business Informatics Research or IEEE
International Conference on Commerce and Enterprise Computing.

10.3.3 Time Frame Selection

Identifying an appropriate time frame is considered to be the second step and
reflects a contemporary state of research. Nevertheless, which period of time seems
to be an appropriate one? For example, Simon et al. [34] selected a time frame of
23 years, McLean and DeLone [25] reviewed quite a half (1992 to mid-2002)
whereas Urbach et al. reduced the period again by selecting articles published
between 2003 and 2007 [30]. In the light of the above and in consideration of the
journal and conference lifecycles we have chosen the period from 2000 to 2014.
Thus, we searched for articles dealing with capability related topics published in
defined literature sources within the last 15 years.
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10.4 Performing the Review

This phase includes selection of articles, relevance evaluation, data extraction, and
data synthesis tasks. On the basis of that stage, we figured out which articles should
be included in the final data extraction and synthesis regarding answering defined
research questions.

10.4.1 Article Selection

In order to choose relevant articles from journals and conferences, search terms
must be figured out and corresponding search strings has to be defined in the same
way for all teams. Search terms should cover all possible keywords that are used to
gather content-related articles. Moreover, in order to achieve an adequate result it
was important to consider possible abbreviations and synonyms of the origin search
term. The term ‘Capability’ is a quite strong term itself, because a common
abbreviation does not exist [22, 27]. According to Refs. [22, 27] competence, skill,
ability, aptitude are common synonyms, but they are commonly used in context of

Table 10.1 Selection of literature sources and databases

Literature source description DB Rank/H-index

ISJ—Information systems journal [18] A [8, 17]
H-Index: 52 [32]

SoSyM—Journal on software and systems modeling [43] B [8]
H-Index: 28 [32]

JoM—Journal of management [16] A [17]
H-Index 114 [32]

SMJ—Strategic management journal [18] A [17]
H-Index 166 [32]

MISQ—Management information systems quarterly [1, 10] A [17]
H-Index 132 [32]

JAIS—Journal of the association of information systems [1] A [8]
H-Index 31 [32]

CAIS—Communications of the association for information
systems

[1] A [8]
H-Index 15 [32]

BISE—Business and information systems engineering [1] n/a
H-Index 18 [32]

SJIS—Scandinavian journal of information systems [1] A [8]
H-Index 2

CAiSE—International conference on advanced information
systems engineering

[43] A [9]

ECIS—European conference on information systems [1] A [9]

HICSS—Hawaii international conference on system sciences [15] A [9]
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persons and individuals and not that relevant to describe the concept in terms of the
defined research field (Sect. 10.2). Therefore, the following basis search terms were
defined: capability and capabilities. In order to get articles primary dealing with a
capability topic, it is assumed that the search terms are included in title or abstract.
In particular, to answer RQ five we added secondary search terms to our search
string that are optionally related to basis ones. Thus, the following conceptual
search string for all reviews was defined:

((“Capability” OR “Capabilities”) AND (“Identification” OR “Assessment” OR
“Evaluation” OR “Framework” OR “Engineering” OR “Development” OR “Maturity”
OR “Definition”))

In this context, conceptual means that the search string syntax has to be slightly
adjusted to the specific advanced search features of used databases (Table 10.1).
Under consideration of the defined time frame and the titles and abstracts search all
six teams performed the same relevance check procedure in order to eliminate the
articles of the whole set of search results, that do not refer to the following
restrictions: (1) The article has been deemed relevant by reading the abstract. (2) A
search for primary and secondary search terms within the article was performed and
the content found was classified as relevant. (3) If in doubt about the classification,
the article was flagged for a second review (possible relevant). In order to increase
the quality of the article selection process, different team members have performed
the relevance classification of single articles. In order to evaluate article relevance
we defined three categories: irrelevant, possible relevant and relevant. Articles
classified as possible relevant have always been reviewed by second team member
(second control). All classified as relevant articles were finally check by the project
lead (third control).

Finally, after eliminating non-relevant articles and a third relevance check by the
author we identified a total number of 190 relevant articles for answering our RQs.
144/191 articles were published in 18 conference proceedings and 46/190 articles in
12 journals. More than thirty countries and over 400 different authors were
involved.

10.4.2 Data Collection

This section describes the data collection activities. Therefore, relevant classified
papers were completely read, analyzed, data extracted and documented under
consideration of the following aspects: journal/conference name, title, publication
year, focus, research topic and method, authors and affiliation, capability definitions
and descriptive/context elements, methods/frameworks/processes affiliation. We
used these aspects as columns for our literature database and stored found infor-
mation for each article, which provides the base for our review report.
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10.5 Review Report

In order to answer the defined RQs this section presents and illustrates the findings
and interpretations of the extracted data.

RQ1: How has capability research been conducted within the last 15 years?

In general, capability research has become more and more popular exemplified
by an increasing trend of publications since 2000 (dotted line in Fig. 10.2). The first
research activity we identified covered a resource-based perspective on IT capa-
bilities and was published by the MISQ in 2000 [7], followed by an ECIS con-
ference article regarding a theory of architectural knowledge integration capability
in 2001 [36]. The first two peaks could be identified within half of the whole time
frame. In 2005 and 2006 we counted 12 publications each with a 2/3 conference
distribution. Nevertheless, from a journal perspective especially the MISQ pub-
lished three of four noticeable articles regarding business and dynamic capability
topics in 2006. Most intensive activities we recognized between 2009 and 2014
with over 20 articles/year in average with a majority of conference publications
(76 %). Furthermore, it we documented a huge raise of published articles in 2011
compared to 2010. In this year the number of conference articles raises from 8 to 17
whereas the number of journal articles increases just by one. We locate an
increasing interest in IT capabilities by researchers and practitioners, because more
than half of the articles (10) were focused on that capability type. In 2008 we
recognized a trend slump by more than 50 % from average 12.3 article/year down

Fig. 10.2 Trend and number or relevant publications per year
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to 6 papers. One reason for such an abrupt drift could be that the strongest publisher
failed their average e.g., conferences like HICCS (0/2.1) with an average of 2.1
article/year published no article in 2008 or ECIS (1/1.8) with just one article.
Journals like MISQ (0/1.34) and CAIS (0/0.54) published no articles as well in
2008.

For 2014, it cannot exclude that the number of 20 publications (found in the first
run) could continue to rise, because not all analyzed conferences and journals
already submitted their publications to the analyzed databases by the end of the year
2014. Therefore, we requested the literature sources (same procedure like in the first
run) again, especially focused on 2014 (July 2015) and we found additional relevant
7 articles not published in December 2014 (5 PACIS, 1 MCIS). Finally the total
number of relevant articles increases to 26 for 2014.

Not the amount of published articles per year but also the amount of articles
published by each single journal or conference can be illustrated. To improve
readability, Fig. 10.3 just illustrates journals and conference with more than one
relevant publication at all.

The vast majority (32/191 articles) of article publications is attributable to the
HICSS (17 %), followed by ECIS (15 %) and AMCIS (10 %). The MISQ (9 %)
tops the list of journal article, followed by the JAIS (4 %) and the CAIS (4 %). Five
journals ISJ, S and SMJ, SJIS, JGIM, IJKM, BISE published only one article in
recent years and should be considered optional for future studies. Nevertheless,
lifecycle information of journals and conferences should be considered in order to
avoid premature decision regarding the thematic importance. For instance, BISE
starts publishing in English since 2009, but the German version starts publishing in
1959 with changing names over the last decades and already enjoyed a wide
standing in IS research (e.g., 1990–2008: Wirtschaftsinformatik). Thus, the number
of article per year, and lifecycle information of a literature source combined with its
impact (e.g., H-Index, Ranking, Impact Factor) are important aspects for the
argumentation in terms of answering research questions.
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RQ2: What research subjects are being investigated?

In the field of capabilities research the diversity of research investigations are
increasingly widespread. In order to give an overview, we categorize all relevant
articles and assign them to the following eight subjects:

(1) Business Strategy Management: contains all articles regarding strategic
issues of a company like Process Change Management, Enterprise Transformation,
organizational change, dynamic capabilities or the alignment of a company on
E-Business, with positive effect on the business outcomes. (2) Knowledge
Management: includes articles in the topic of Knowledge Management (e.g.,
Knowledge Transfer, Knowledge Integration, Data-Warehouse). (3) Software
Development: covers articles that explicitly handle Software Engineering and
Development or refer to the Capability Maturity Model. (4) Project Management:
contains articles with an explicit referral to the topic of Project Management.
(5) Architecture Management: covers articles with a holistic view on enterprise
organization and architecture. Also includes elements of business process man-
agement, corporate performance management and alliance performance. (6) IT-
Management: includes articles within the field of Information Technology- and
Information System Management. This category contains the development,
implementation and measurement of IT Systems as well as their impact on other
categories. (NOTE: this category does not contain papers applied to the Software
Development category). (7) Supplier and Contract Management: covers articles
regarding suppliers or Supply Chain Management, as well as Contract Management
and Sourcing Strategies. (8) Development and Assessment processes: contains
articles within the topic of Business Process Management focused on development
and assessment/measurement processes.

Several articles refer to more than one of the listed subjects or describe the
impact of one subject to another. Therefore, these articles were assigned to more
than one subject category. Figure 10.4 shows the number of articles assigned to
their research subjects.

The reviewed scientific literature does not contain explicit articles about capa-
bility management, but we identified some articles regarding the nature of
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capabilities and capability modeling. Aside from software development and project
management all subjects were discussed by more than one paper. Especially
IT-Management (69) and Business Strategy Management (41) are focused topics
within capability investigations. Knowledge Management (24), Supplier and
Contract Management (10), Software Development (4), Project Management
(6) and Architecture Management (10) would play a minor role. We recognized a
fluent shift between Business Strategy Management and IT-Management, because
former ones uses more and more IT-Management strategies and its capabilities for
e.g., implementing business model, digitalize supply chains or communication.
They represent more than 50 % of the reviewed articles.

RQ3: Who is active in this research area?

In order to identify the authors and institutes, who are active in the respective
research area, responsible authors and institutes have been linked to each article.
The frequency of articles published in relation to the respective authors and insti-
tutes can offer a better idea of who is engaged with capability topics in the
long-term. Figure 10.5 lists all these countries that published more than three
articles the last 15 years.

We identified 30 different countries whereas the USA dominates the list of
publication with more than 67 published articles within conferences and journals
(2/3 conference articles). Furthermore, it is apparent that German (20) and Chinese
(18) research institutes and scientists follow up investigations concerning capability
topics. In addition to these very active countries, there are also Australia (17) and
Canada (10), which seems to be interested in capability research topics. It is con-
spicuous that nearly all involved research institutes are resident in the world’s
leading industrial nations.

Furthermore, the publication activities can be differentiated regarding the pub-
lishing institutions. For instance, a drill down of the USA basket of published
articles shows an evident tendency that especially in the South-East lots of insti-
tutions are dealing with capability topics. Figure 10.6 pictures an extract of insti-
tutions that has had more than one article. Most of them are universities like
University of Texas, Georgia State University or Emory University. Nevertheless,
University of Münster (Germany), City University of Hong Kong, RMIT

67
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Fig. 10.5 Poblication per country >3
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University (Australia) or Queen’s University (Canada) represent additional exam-
ples that published at least two articles.

Only a small number of authors belong to a company instead of a university. For
instance, we discover companies like Sogeti Netherlands (Dedicated to Technology
and Testing Services), Centric (offers software solutions, IT outsourcing, business
process outsourcing and staffing services), Z-Sharp (offers IT and business service)
or alfabet AG (software company providing an EAM tool + consulting services).

Another interesting fact could be found when looking at the cited authors in
articles. Bhardwaj [7], Sambamurthy [31] and Helfat and Peteraf [12], each of them,
has been cited more than thousand times. It can be assumed that their work rep-
resents recognized scholars in the field. Nevertheless, within this work RQ3 was
answered focusing on publishing institutes and corresponding countries. Topics like
co-authorship or citation analysis are considered within the review, but not part of
this paper.

RQ4: What research approaches are being used?

Beside the article count of involved authors and their institutes, another inter-
esting point of a comprehensive analysis is important. Authors of relevant articles
used different research approaches and methods to acquire preferred results.
Focused on IS research, Wilde and Hess [38] classified two generally research
approaches, firstly, the design science research and secondly, behavioristic research
methods. Prototyping, simulation, reference modeling, conceptual -deductive,
argumentative deductive analysis and action research are mainly used in design
science research. Grounded theory, quantitative-empirical analysis,
qualitative-empirical analysis and case studies are behavioristic methods.

Figure 10.7 illustrates that quantitative- and qualitative-empirical analyses are
the most common research methods. They are often supported by methods like

Fig. 10.6 Publication per district in the USA
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literature analysis or reference modeling. The distribution of research methods
illustrates that capabilities have practical relevance, because *77 % of all research
methods were used with practical focus.

RQ5: What kind of capability definitions and descriptive elements are being used?

With RQ2 it has already been stated that relevant articles discussed different
research subjects. This situation and the diverse capability interpretations lead to a
variety of distinct views. Due to the huge amount of different viewpoints regarding
the term “capability”, it was obvious to establish a structure based on found defi-
nitions and its elements. Organizational capability, (strategic) technological capa-
bility, (strategic) business capability, IT knowledge integration, customer
orientation capability represent just a small set of identified viewpoints. In order to
differentiate capability-types we superimposed all found definitions and looked for
characteristics or elements that specify its type more detailed. Similarities have been
extracted, sorted and combined to the following capability types (A) and its basic
structure in terms of descriptive elements (B).

10.5.1 Types of Capabilities

The range of investigated research subjects contains IT-Management, Business
Process Management, Project Management, Supply Chain Management,
Knowledge Management and more. We started with a pre-categorization into

Fig. 10.7 Research approaches
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internal and external capabilities that is based on Wade and Hulland [37] and its
interpretation of how capabilities can be classified. Wade and Hulland speak of
inside-out, outside-in, and spanning capabilities while the inside-out capabilities
deal with internal affairs, outside-in with external affairs and spanning capabilities
involve both internal and external.

Referred to all analyzed articles we found four basic capability cluster
(Fig. 10.8). On the one hand the “Business Capability”, “IT-Capability” and “Core
Capability” that focus on internal operations, and on the other hand “Dynamic
Capabilities” that are mainly used within the enterprise’s environment. In the fol-
lowing, all capability types are explained in more detail.

IT-Capabilities (117): Using their own IT-capabilities enterprises are able to
mobilize IT-resources, “to leverage their IT infrastructure to provide accurate,
timely, and reliable data and information to users” [26], and to manage their IT
resources in order to realize agility. The central goal of IT-capability represents the
realization of business value and maintenance of competitive advantages in terms of
IT services and/or IT products. Furthermore, IT-capabilities are used to develop,
mediate and leverage other organizational capabilities—e.g., business and core
capabilities—and thus, are sometimes described as subtype or subcategory in the
literature [29]. The IT Knowledge Integration Capability represents a subtype that
concatenates knowledge management and IT resources [6]. Examples for synonyms
or subcategories we found in literature are: IS-capability [13], IT infrastructure
integration capability [29], IT infrastructure capability [23] or IT Knowledge
Integration Capability [6].

Business Capabilities (73): Referred to a corporate business goal the aim of
business capabilities is to activate, use and maintain resources for specific business
activities. These capabilities may belong to different business management sections
as seen in Fig. 10.8. For instance, customer management capabilities enable the

Fig. 10.8 Capability types and possible subsets

10 Exploring the Nature of Capability Research 191



detection and determination of requirements and preferences to a company’s cus-
tomer. Process management capabilities are set in product delivery, non-product
and non-service business growth processes like support processes, which important
in contemporary business environments as well. To mention another example,
performance management capabilities are used to “design and manage an effective
performance measurement and analysis system, including selection of appropriate
metrics, gathering of data from appropriate sources of performance, analysis of data
to support managerial decision making[…]” [7, 23, 26].

Examples for synonyms or subcategories we found in literature are: Supply
Chain Process Integration Capability [29], Customer Orientation Capability [33],
Manufacturing Capability [4], Online Informational Capability [5], Marketing and
Distribution Capability [8].

Dynamic Capabilities (73): The focus of dynamic capabilities is broader than of
all others since a dynamic capability deals directly with the business environment
and its contemporary dynamic behavior. In case an enterprise acquired dynamic
capabilities, it has the ability to be responsive to alterations of enterprise environ-
ment by e.g., recombining resources. Thus, enterprises are able to identify changes
within the environment and to respond to it. Dynamic capabilities are steadily used
in combination with other capabilities in order to maximize performance or goals
[19]. The Innovative Capability subtype refers to the development and supply of
both new products and services.

Core Capabilities (13): Core capabilities are described in general terms. They
represent the execution of core competencies within a business process for the
purpose of providing either products or services. In addition, core capabilities are
supported by both enabling (these capabilities that are necessary but not sufficient)
and supplemental (even though they create an added value, they are replaceable)
capabilities. Examples for synonyms or subcategories we found in literature are:
core BPM capabilities [24].

EAM Capabilities (19): An EAM capability describes the specific combination
of know-how in terms of organizational knowledge, procedures and resources able
to externalize this knowledge in a specific process with appropriated and available
resources to achieve a specific outcome for a defined strategic initiative that change
an EA.

10.5.2 Descriptive Capability Elements

Due to the wide spectrum of research subjects and capability-type assignments
presented above, it was hard to find a general “capability” explanation in a way that
comprises all research subjects and types occurred. At a first glance, we just sum-
marized found capability types and extracted its capability definitions in order to
evolve a comprising understanding for it which results in the following definition:
“In general a capability involves the ability of an organization to use and combine
available tangible and intangible resources to accomplish or enhance business
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processes and tasks in order to reach predefined goals”. Questions like “How (can
capabilities be enabled)?”, “What (can be done with these capabilities)?” and “Why
(is the usage of these capabilities useful)?” can be generally described by using this
general description. Nevertheless, with this kind of capability picture we have not
made any progress in order to deliver detailed descriptions for different capability
types and answer questions like: “What does my organization need to be equipped
with an EAM capability like Impact Analysis IS Architecture? What are the key
elements of my business capability Customer Management? With this a definition
we are not able to answer such questions. Thus, on a second attempt we analyzed
relevant articles for potential descriptive capability elements. For example, we start
this investigation by analyzing the usage of most obvious descriptive elements of a
capability. Amit and Schoemaker already described capabilities as abilities that “[…]
refer to an organization’s ability to assemble, integrate, and deploy valued resources,
usually, in combination or compresences” [2]. They figured out that capabilities are
formed and build up on resources, which need to be used in order to do something.
Nevertheless, they did not describe the cause why capabilities should be used and
what kind of additional aspects like information or activities should be considered.
Nineteen years later in another example, Ortbach et al. [28] describe that a capability
refer to the ability of an enterprise to perform coordinated activities/tasks (which
needs governance) to reach defined goals, which resembles with the definition of a
process—maybe the next descriptive element of a capability. Furthermore, they
assigned capabilities to resources and assets as well. We listed, counted and
aggregated potential descriptive elements from the whole set of relevant articles
which results in the following outcomes:

• Resource (103): over hundred times a capability was related to tangible/material
or non-tangible/immaterial goods that are required in order to define capabilities.

• Enterprise Context (84): Capabilities are connected to an overarching subject
(see RQ2) or an environment (internal/external) that consider any relevant
information which describe the specific situation of an enterprise.

• Outcome (101): As an enterprise represents a goal-oriented system, every
capability is attended to a certain business goal from a logical perspective.
Nevertheless, identified capability concepts are not always directly related to a
business goal. In this case, business goals mostly referred to firm performance
and competitiveness arguments in terms of outcomes (e.g., produce competitive
advantages, satisfying customer wishes, provide services).

• Processes (73): 73 times capability was associated to business processes that
represent the sequence of activities in order to achieve a certain outcome.

• Information/Knowledge (72): 72 times a capability was linked to an information
concept that represents a requirement for owning this specific capability. If we
identified information and its demand in a specific (enterprise) context, we
classified a knowledge demand.

• Role/Actor (50): 50 times capability was assigned to some roles or actors. In this
case, these roles or actors could be organizational units like marketing, financial
and accounting, etc. (i.e. specific domains within an organization).
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Figure 10.9 illustrates the distribution of descriptive elements by capability type.
For instance, goal and resource oriented element descriptions have often been used
to describe the character of an IT capability. The relative distribution of descriptive
elements within an IT capability is shown in Fig. 10.10.

All in all the most important element of a capability is represented by a goal
definition (64 %), followed by specification of required resources (62 %). Process
and Information are associated with 46 % and 45 % to a capability. Last but not
least roles are just considered by 29 % (Fig. 10.11).

10.5.3 Correlations of Capability Elements

The analysis of the descriptive elements leads us to a conceptual illustrations based
on the correlations (Table 10.2) of capability elements. A capability represents the
ability of an enterprise to join information and roles able to execute a specific activity
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Fig. 10.10 IT capability—distribution of its descriptive elements

Fig. 10.11 Overall distribution of capability’s descriptive elements
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with available resources in order to support strategy goals under consideration of its
context. We illustrate the relationships and elements of our findings in the
Fig. 10.12.

The gray rectangle illustrates the descriptive elements and its interrelations that
bring a capability into existence. The number in brackets describes the relative
relationship between two descriptive elements based on 508 found relations
(Table 10.2).

A capability takes place in a specific context like business-, EAM- or IT-context.
The specification of a capability context enhanced its accuracy considering capa-
bility management activities like identification, development or maintenance which
positively affected its outcome as well [42]. For a specific capability a defined set of
roles act on a process (e.g., plan, execute or control). In order to preform its tasks
each role is occupied by an optimal set of resources (e.g., competencies or skills).
Furthermore, resources (human resources, material, and immaterial goods) are
consumed by a set of activities/processes performed by roles as well. That

Table 10.2 Correlations of capability elements

Resource Role Info. Process Goal

Resource – 53 58 58 99

Role 0.10 – 28 30 45

Information 0.10 0.05 – 40 67

Process 0.11 0.06 0.07 – 62

Outcome 0.18 0.08 0.12 0.11 –

Fig. 10.12 Correlations of capability elements
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activities/processes generate the capability desired outcome and could be iterative
or divided in sub-processes. Information required for process execution, corre-
sponding roles could be blended of explicit, embodied/implicit or embedded
information. The desired outcome of a capability enables the achievement or
decisions about the implementation of strategic goals.

10.6 Conclusion and Outlook

Enterprises reach their goals by implementing strategies. Therefore, organizations
have to take appropriate actions, which are being summarized by these strategies.
A successful strategy implementation is also accompanied by challenges that an
enterprise has to face and to overcome. Enterprises require specific capabilities in
order to be able to implement strategies efficiently and achieve a specific outcome.
We already realized that the capabilities related topics are widely treated in lots of
different research areas and publications which motivated us to get a comprehensive
overview of the status quo in literature. In order to do so, this investigation merged
six systematic literature reviews following the same structural pattern [20].
Therefore we scan five scientific databases and over 21 people analyzed more than
190 relevant articles. We could confirm our impression from recent investigation
[42] that an increasing awareness of capability related topics occurs within the last
15 years. A lot of journal articles have been written in the last 5 years and been
published in the USA.

The analyzed articles are citied over thirteen thousand times, whereas more than
93 % of all citations are accomplished by 12 different journals representing just a
quarter of all relevant articles. It is remarkable to note that the MISQ provides 63 %
of all citations, followed by the SMJ with just 22 % (Fig. 10.13). Therefore, the most
cited article is published by the MISQ journal as well. “A resource-based perspective
on information technology capability and firm performance: an empirical investi-
gation” [7] leads the ranking with more than 3000 citations (captured 08.04.15)
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Fig. 10.13 Top ten impact relevant capability sources by citations >50
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followed by SMJ article “The dynamic resource-based view: capability lifecycles”
[12] with 2229 citations. On the conference side the articles “Development and
Validation of a Knowledge Management Capability Assessment Model” [21] and
“Developing eInteractions—A Framework for Business Capabilities and
Exchanges” [11] are representing the top two cited articles with 62 and 50 citations
which already represents 12 % of all conference paper citations (930).

The analysis of research approaches identifies that capability research is bounded
on behavioristic research and its methods. The trend of the last few years shows that
quantitative-empirical analyses, literature reviews and case studies are suitable
methods for capability research. Over the last five years we could identify a trend of
multi-methodological research approaches. The usage of different research
approaches and methods in a single article seems to deliver more accurate research
results and practice-oriented problem solving, which support the utilization of such
research approaches like design science as well. However, a number of articles
could not be mapped to a research method or method, because it was not described
or not comprehensible argued in the text.

The results of this literature exploration end in a conceptualization of a capability
term, which includes a set of descriptive elements like outcome, information, role,
resource, and activity/process. We added the element context, which represents an
additional perspective like application area or subject that we derived from identified
research subjects. We identified five capability types, but these are not free from
overlaps. The classification of these capability types and its elements should form the
basis a capability management approach that supports capability identification,
structuring and maintenance in order to enhance strategy implementation quality.

Future work needs to validate these findings in order to define a clear catego-
rization of capability types. Nevertheless, this work is limited by quantitative and
qualitative factors. The range of selected literature sources and time frame could be
extended in order to discover additional literature sources. Furthermore, fee-based
literature (e.g., Gartner Inc., Forrester Inc.) or additional library literature infras-
tructures could be analyzed in order to expand the set of recognized articles. From a
qualitative point of view, the article analysis and classification was performed by a
given process (e.g., SLA process, search string, threefold control) and given
explanations for used concepts, but individuals perform and interpret information
slightly different anyway. Most interpretations above just provide information about
the quantity of article contributions and participation in the scientific discourse. We
cannot provide a statement or measurement of quality of each contribution.
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Chapter 11
Enterprise Architecture Analytics
and Decision Support

Rainer Schmidt and Michael Möhring

Abstract The discipline of Enterprise Architecture Management started using a
model-driven approach. In contrary to the model-driven approaches, our approach
follows strives to tap also the information contained in the operational systems that
support IT-Service-Management. Therefore, this paper aims at indicating the
increased capabilities of Enterprise Architecture Analytics and Decision Support
through the use of a data-driven approach. It will give fundamental insights in the
current research work of enterprise architecture management analytics as well as
decision support based on this quantitative data.

Keywords Enterprise architecture management � IT-Service-Management �
Decision support � Analytics

11.1 Introduction

Enterprise architecture management (EAM) has several benefits for enterprises and
organizations and is a very important keystone and challenge for modern enter-
prises [1–4]. EAM is according to Aier et al. [5] “[…] concerned with the estab-
lishment and continuous development of EA”. In which Enterprise architecture
(EA) can be understood as the “the fundamental structures of a company (or
government agency) and enables its transformation by bridging the gap between
business and information technology (IT)” [5].

The discipline of Enterprise Architecture Management started using a
model-driven [6] approach. Based on the enterprise strategy, “to-be” architectures
were designed and modeled using notations such as Archimate [7] following a
top-down approach. The top-level models were then refined into information
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system architectures and application design. However, at the same time there are
large collections of data from the operational parts of IT-infrastructure in databases
such as the configuration management database [8]. Unfortunately, the models of
Enterprise Architecture created in a top-down manner and the data from
IT-infrastructure collected in a bottom-up manner are not integrated. This rupture
was already identified in [9] and the vision of real-time enterprise architecture was
sketched. Also in [10, 11] the need for an integration of enterprise architecture and
data from operational IT-Systems has been identified and the vision of an auto-
mated integration has been outlined.

The lack of integration between enterprise architecture and operational
IT-systems becomes even more urging by the evolution of the IT-infrastructure.
Technical architectures vary and applications evolve independently from strategy.
As a result, abstract models and IT-Infrastructure develop apart. This phenomenon
is known as model-reality-gap [12]. To cope with it, a number of approaches have
been developed. In [13] process models are introduced for maintaining enterprise
architecture models. They are based on information from both human and technical
interfaces. However, the processes are very abstract and first ideas are provided how
to operationalize them. In [14] the process designs for automation are joined with
others to provide a complete framework of automatic maintenance processes. Other
approaches start from the process levels such as [15]. The use of a data warehouse
[16] for combining enterprise architecture and operational data is depicted in [17].
The uses of an Enterprise Service Bus for automating enterprise architecture doc-
umentation is proposed in [18]. System decision making can be supported by
enterprise architecture models and analyses [19].

In contrary to top-down, model-driven approaches, our approach follows strives
to tap also the information contained in the operational systems used for
IT-Service-Management [20]. Until recently, it was very difficult, expensive,
time-consuming or even impossible to collect data for architectural analyzes. Only a
small portion could be collected automatically by using specialized software. Most
of the data had to be entered manually, a time-consuming and error-prone approach
that created huge efforts and costs. The repositories created in this way were often
incomplete and erroneous.

Fortunately, the situation has changed due to technological advances. A number
of data sources are available as shown in [21]. Today’s enterprise architectures such
as fabrics [22] and cloud environments [23] are almost entirely composed of vir-
tualized resources. This means that the resources used for enterprise architecture are
not only customizable but also completely transparent in their structure and their
properties. The properties of all computing, storage, and networking elements are
queryable and accessible for analysis. Furthermore, many infrastructure compo-
nents such as applications, databases etc. are generating information on events,
performance resource consumption etc. Modern administration systems such as
configuration management databases [8], Log Files [24], and Performance
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Monitoring [25] have increased the amount of data available for architectural
analysis significantly, too. At the same time, distributed architectures in the context
of Big Data [26] such as Hadoop [27] and Spark [28] provide huge-enough com-
puting capabilities to process these data. They also enable the processing of data
hitherto ignored or neglected such as semi- and unstructured data.

Therefore, this paper aims at indicating the increased capabilities of Enterprise
Architecture Analytics and Decision Support through the use of a data-driven
approach. It will give fundamental insights in the current research work of enter-
prise architecture management analytics as well as decision support based on this
quantitative data e.g. [29, 30].

11.2 Data Sources for Enterprise Architecture Analytics

Data for Enterprise Architecture Analytics originates from three classes of sources:
structured, semi-structured and unstructured data sources.

11.2.1 Structured Data

Structured data [27] has an explicit schema, that means there are metadata
describing the data types and the relationships of the data types. For structured data,
a schema-on-write-approach is applied [27]. When data is entered into a database,
the schema data is available and the data are organized according to the schema.
The most frequent use of structured data are relational databases [31]. They
structure data in order to facilitate their use in arbitrary queries. However, there is a
tradeoff, the increase in flexibility also increases the effort to read the data. An
important example are joins [31] that are used to denormalize data temporarily.

The most important source of structured data for enterprise architecture analytics
are fabrics [22]. Fabrics are composed of virtualized computing, storage and net-
working resources. Using these resources, services are created that support the
business process of the enterprise. Fabrics are managed by sophisticated adminis-
tration systems that manage the whole lifecycle of virtualized resources and the
creation of services from them. Examples are the System Center Product Suites
from Microsoft [32] or Vmware [33]. The core of these systems are configuration
management databases that contain representations of all virtualized resources and
the services built from them. In contrary to a physical environment all architectural
data are complete and in-sync because they are also used for the operational pro-
cesses in the fabric. Fabrics also provide easy access to events and performance
data, because all components created are under the control of the administration
system.
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11.2.2 Semi-structured Data

Semi-structured data [27] have a schema, however, this schema is not available
explicitly. That means, the schema of semi-structured data can be recovered by
applying algorithms. An important example of semi-structured data are so-called
log-files Log Files [24]. Typically, the entries in log files consist of a line with
information such as data, time, type of event etc. Log files do not have an explicit
structure; however, their schema can be reconstructed.

Semi-structured data is used with a schema on read approach [27]. They are
stored without information on the schema, but the schema is recovered when the
data are read from the data store. This approach has both advantages and disad-
vantages. As long as the data are not changed and their structure accords with the
task to be done, data can be accessed faster than data in a relational database.
However, as soon as data have to be changed frequently, the frequent effort to
reconstruct the schema surmounts that of normalized data.

11.2.3 Unstructured Data

Unstructured data [27] have no recoverable Data schema. Instead, the information
has to be extracted by applying statistical approaches etc. Unstructured data orig-
inate from text files, e.g documentation. They contain information that does not
follow a predefined schema. Instead, they contain information belonging to different
contexts or even completely irrelevant information.

Examples for unstructured data are documents containing descriptions of
information systems architectures. They contain the information how the compo-
nents of the architecture relate to each other. However, this is done in natural
language and does not follow a predefined or at least standardized structure. In
consequence, every single chunk of information has to be extracted by linguistic
analysis.

11.3 Analyzing Architectural Data

Classical data warehouses have been used for the analysis of architecture data since
long [16]. However, they are not suitable for the processing of semi—and
unstructured data [29]. Although the extract transform load cycle (ETL) is at least
partially able to integrate semi—and unstructured data, this approach is very
computing intensive. Conventional warehouse architectures are overwhelmed by it.
Due to these limited processing capabilities, mainly structured data were used for
analyzes in enterprise architecture management. Another problem is that the
treatment through a series of intermediate data products creates a high latency from
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data input to the analysis result [34]. This and the limited use of semi—and
unstructured data restrict the use of data warehouses to strategic decision-making.
Furthermore, the data analyzed are mostly static ones, describing architectural
relations of single items. The analyzes performed were mainly a posteriori ones that
created aggregations such as the number of hardware items or software licenses
used (Fig. 11.1).

One reason for the hesitant use of semi-structured data before the advent of Big
Data [26] has been the computation effort needed to rebuild the schema.
Unstructured data require an even higher effort [27] and, therefore, were ignored
mostly. It does not surprise that many data from event logs were thrown away after
a short time without applying any analysis on them. By the progress of Big Data,
the situation has changed significantly. Big Data is a very disruptive information
technological development [35, 36]. The advance provide by Big Data can be
described in the three dimensions volume, variety and velocity [37] as shown in
Fig. 11.2.

Fig. 11.1 Processing of architectural data based on [29]

Fig. 11.2 Big data scales out analytics based on [38]
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Big Data significantly increases the type and amount of data available for
enterprise architecture analytics [29]. Now not only backward-looking, descriptive
analyzes can be done, but also forward-directed predictive and prescriptive ana-
lyzes. Therefore, not only strategical decisions but also tactical and operational
decisions are supported.

The capabilities of Big Data process and increased volume, variety and velocity
of data is based on its highly distributed processing architecture [27]. It enables
increasing the volume of data by processing data in parallel. Also, the latency of
computation is decreased, that means the velocity of computation is raised in this
way. Furthermore many Big Data approaches use a drive-through approach for
processing, avoiding latency-increasing intermediate data such as often found in
data warehouses [39]. The increased processing capabilities also enable Big Data to
process semi- and unstructured data that need a processing overhead in order to
reconstruct the schema, as with semi-structured data, or to detect information in
unstructured data.

In the beginning, Big Data frameworks such as Hadoop provided only simple
processing algorithms such as MapReduce [40]. It performs transformations and
sorting of key-value pairs in a distributed manner. However, over the time more
sophisticated frameworks were developed such as Yarn [41] and Spark [28],
GraphX [42]. They provide more sophisticated processing capabilities such as
graph processing.

Stream processing is a very important theme [43]. Many data relevant for
enterprise architecture analytics such as log data is arriving continuously. To exploit
these data, a continuous analysis is necessary. Modern Big Data frameworks such
as Spark [28] provide such stream processing and analysis capabilities. They pro-
cess the incoming data organized as so-called micro-batches. Chunks of data
embracing of approximately 1 s are created and processed one by one.

The use of enterprise architecture analytics can generate positive business value
and business impacts. Important architecture decisions can now be done based on a
better data quality and not only on a gut instinct. Therefore the following metrics
[44, 45] can be better acquired:

• Cost metrics
• Scalability metrics
• Portability metrics
• Security metrics
• Etc.

A comparison of different architecture variants based on metrics shows CIOs a
better view of the possibilities and constraints of each. As a result, better decisions
can be applied [29]. This comparison can be applied for example by using a utility
analysis [46]. An example of a group utility analysis based on the metrics above is
shown in Fig. 11.3.
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11.4 Applications of Big Data and Advanced Analytics
in Enterprise Architecture

Big Data and Advanced Analytics offer a number of new application areas in
Enterprise Architecture. Three examples shall be presented. The following exam-
ples are made in the area of EAM and IT service management [20].

11.4.1 Forecasting the Demand and Prices of EA Services

Schmidt et al. [29] argue, that the IT service demands can be better predicted trough
a broader database. Therefore, different metrics and influence factors, as well as
information through the analysis of unstructured data (cf. Sect. 11.2), can be used to
decrease the forecast error [29]. Knowing the IT demand is very important to
construct a stable enterprise architecture. In general the forecast error can be defined
as follows [29, 47, 48]:

forecast error ¼ demandreal � demandpredicted
�
�

�
�

Equation 1: Forecast error [29]
Furthermore, the quality of the predicted demand can be measured by other

metrics like the root mean square error (RMSE), the mean absolute percentage error
(MAPE) or the Nash-Sutcliffe coefficient of efficiency (NSC) [49]. Schmidt et al.
[29] define a saving of idle time (provided IT services, but not really used) by
reducing the forecast error for each IT service demands and pre-production costs.

In general, there are different quantitative approaches to predict time series [50,
51] like autoregressive integrated moving average models (ARIMA), linear
regression, artificial neuronal networks or Winters/Holt methods. The basic element
of artificial networks is a neuron [52, 53]. This has a number of inputs. Based on
weighted inputs, the neuron computes its output. Several neurons can be organized
into layers, which can be switched again in a row. There are different types of
neuronal networks. Some are connected in one direction only and others allow a
feedback from the output to the input. The peculiarity of deep learning lies in the

Fig. 11.3 Example of utility analysis of architecture variants [29]
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Sub-symbolic way of working [54]. While classic machine learning techniques
using symbolic representations of numbers, statements, etc., know that neuronal
networks only input and output signals. Particular, artificial neuronal networks are
very flexible because they do not ignore the non-linear behavior of the independent
variables [51, 55]. Furthermore, trends and structural interruptions must be rec-
ognized [56, 57].

For all cases, different prediction algorithms should be tested with historical data
and compared by different quality metrics like the forecast error (cf. see above).
After evaluation, the best algorithms should be used to predict the IT demand.
Prediction algorithms are implemented through many software tools like R project,
IBM SPSS, SAS or Rapid Miner.

In the following a short example will be described for prediction the IT demand
via Rapid Miner under use of a prediction algorithm. Rapid Miner is a well-known
and recognized software for data analytics in practice and research [58]. There are
different software license possibilities for Rapid Miner—like a use for free (cf.
www.rapidminer.com).

The sample case will be the monthly prediction of the execution of the IT service
4242 (“VM installation”). The IT demand can be used to evaluate the current
enterprise architecture and to improve it based e.g. on the service requirements. The
amount of requests and the firm’s turnover is given for execution (Table 11.1).

Different prediction algorithms can be used in Rapid Miner [58]. For instance, an
artificial neuronal network for prediction the IT demand can be implemented like
shown in Fig. 11.4.

First historical data must be loaded and analyzed by a neuronal network
(Neuronal Net). In this step, a model is built for prediction and used by the “Apply
Model” component to predict new months with the given independent variables (in
our example e.g. requests, turnover, old executions).

In our example, we want to predict the amount of execution of the service 4242
by using historical data of the amount of execution, requests, and turnover one
month ago (see table above). By applying an artificial neuronal network algorithm
like described above, we got the following results (prediction (Y): predicted amount
of execution, X1 last month execution, X2 last month requests, X3: last month
turnover) (Fig. 11.5).

Table 11.1 IT demand prediction example

Month IT-service IT-service-ID Executions Requests Firms turnover (Mio)

January 2015 VM installation 4242 60 80 4.5

February 2015 VM installation 4242 56 76 5.2

March 2015 VM installation 4242 65 92 5.4

April 2015 VM installation 4242 73 108 5.6

May 2015 VM installation 4242 78 123 5.7

June 2015 VM installation 4242 ? ? ?
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Other algorithms are easy to implement by change the ANN component to
another (e.g. regression, SVM, etc.). Based on prediction evaluation with historical
data, the best algorithms should be used.

11.4.2 Service Recommendation for Different Customers

In large enterprises and organizations with a huge number of internal and maybe
external IT service customers, it is not easy to offer all customers all of the
implemented services. Requirements and use cases maybe differ from department to
department as well as from firm to firm. A good IT support and exchange of
requirements is very important to well implement IT-Business Alignment [59] to
achieve business and IT goals.

Therefore, traditional Data Mining techniques like association algorithms can
help to find similarities in the use and buying behavior of IT services in the
enterprise architecture of different customers. Association algorithms are very well
known for a so-called “market basket analysis”, where co-occurrences of items in

Fig. 11.4 Use of prediction algorithms in Rapid Miner

Fig. 11.5 Sample prediction via ANN
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individual purchases were analyzed [60, 61]. Therefore, the enterprise architecture
can be improved by providing a better basement for business process in different
departments by analyzing similar user behavior.

The following example based on IT services. It can be also applied for different
enterprise architecture patterns as well as architectural decisions.

To generate this information from data several steps are needed [61]:

1. Data preparation in a transaction format
2. Generate binomial format with the occurrence of the items
3. Generation of relevant association rules

The first and second step is illustrated in Fig. 11.6.
Finally the relevant association rules are calculated [60, 61]. Therefore, the

Furthermore, the confidence as a measure of the likelihood of support of an item
(relative frequency) in the transaction set is extracted [61]. In our short example a
VM installation is in all cases (2/2 ! support = 1), GSM update in one of two
(1/2 ! support = 0.5) and the combination of VM installation and GSM update
also in one of two cases (1/2 ! support = 0.5).

Furthermore, the confidence as a measure of the likelihood of the occurrence is
calculated [61]. For our example the following equation describes the calculation of
the confidence of getting a GSM update after VMInstallation (confi-
dence = 0.5/1 ! 0.5) [61]:

Confidence VMInstallation ! GSMupdate

¼ Support VMInstallation[GSMupdateð Þ
Support VMInstallationð Þ

Equation 2: sample of the calculation of confidence (according to [61])

Fig. 11.6 Item set generation
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Finally the relevant association rules are calculated [60, 61]. Therefore, the
support of an item (relative frequency) in the transaction set is extracted [61]. There
are further metrics like lift or conviction to analyze association rules as well as
different processes of rule generation implemented in Text Mining software [61].
For instance in Rapid Miner [58] it is possible to generate association rules with the
“association and item set mining” part (Fig. 11.7).

First, data is loaded (e.g. via CSV). After this step, binomial item sets are
calculated. The third step is the calculation of frequent item sets and finally asso-
ciation rules are generated based on this results.

Finally we get the association rules for EA IT services to be more competitive by
providing more customer oriented services and adopt as well transform the enter-
prise architecture to a more customer-oriented one In our example we got the
association rule:

Rule 1: VM installation—implies ! GSM update

In general, the cases are more complex. This example should only demonstrate
the functionality of the algorithms behind this approach. It can also be used for EA
patterns (in contrast to IT services).

11.4.3 Analyzes of Unstructured Data

In the field of EAM, there are a lot of unstructured data sources [62]. For instance,
documentation in MS Word, PDF or E-Mails as well as descriptions trough EAM
software and frameworks.

Fig. 11.7 Rapid Miner for association rules generation
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To analyze this kind of data, new approaches are needed. For analyzing textual
information Text Mining can be applied [63]. Text Mining can be defined as an
extension of the traditional data mining methods to extracting interesting patterns or
knowledge from textual data [63–66]. Text Mining can be used for improving EAM
in different ways (cf. [29, 62, 66]):

• check differences between models and documentation for auditing
• improving forecasts by using textual information
• EAM process improvement
• etc.

In general Fig. 11.8 summarizes the possibilities and steps to analyze unstruc-
tured data.

After loading textual data (e.g. in PDF or MS Word format) in the Text Mining
environment (e.g. R Project or Rapid Miner), the text must be transformed in
different tokens (e.g. each word become a token) [67]. Then there is may be a case
conversion (e.g. lower case), that each token has the same case [67]. Furthermore (if
needed) stop words like “the”, “that” can be removed. Finally, the tokens are
stemmed to their “basic form”. These steps are summarized in Fig. 11.9 [67].

There are different software tools (free or commercial use) to analyze textual data.
Rapid Miner is one well-known and established data mining tools [58]. Under use of
the Text Mining add-on, textual data for EAM can be preprocessed (Fig. 11.10).

Fig. 11.8 Analyzing unstructured data (according to [66])
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First, the text is pre-processed like described above (e.g. tokenization, etc.). Then
different classification algorithms (like K-NN, Bayes, SVM) can be used to analyze
hidden structure in the text data (e.g. differences between different textual EAM
landscape description) [66].

Fig. 11.9 Text pre-processing according to [67]

Fig. 11.10 Text Mining via Rapid Miner
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11.5 Outlook

The data-driven approach of enterprise architecture management will profit from a
number of technologies in development. Using them the analyzes will be acceler-
ated and improved in quality.

11.5.1 Graph-Based Data

The data in the structure an IT infrastructure can be represented in the form of a
directed multi-property graph. Each device is represented as a node. Between nodes
may be zero, one or more edges. Properties may be associated with both nodes and
edges.

This directed graph to be analyzed using developed and adapted graph mining
algorithms to recognize recurring patterns. So, problematic structures can be
determined by identifying specific subgraph. In addition, it can be determined how
far the current infrastructure differs from risky configurations. To do this, algo-
rithms and methods can be developed, which are based on a modified Graph
version of the Levenshtein [68] distance. E.g. by measuring this modified
Levenshtein distance between the graph of the present infrastructure and dangerous
fabric configurations, important triggers for improving the resilience of the fabric
can be determined.

In recent years, a number of graph-oriented specialized databases and frame-
works in recent years have been created. Examples are the database Neo4J [69],
which can store graph data and query them [71], the Spark framework [70] with
GraphX [42] that is capable of parallel processing graph data to a large extent. Both
systems can represent multigraphs, i.e. graphs where multiple edges may connect
the nodes. Nodes and edges can also be assigned with properties.

11.5.2 Frameworks for Stream-Based Data Processing

Stream-based data [43] are another form of data that often arises in the context of
enterprise architecture. Log file entries and performance data are a continuous
stream of data, which needs to be analyzed. For this purpose, a series of frameworks
is also available. In Spark [70], stream processing is based on micro batch-based
processing. The streams of data are divided up into chunks of approximately
one-half to several seconds duration. The collected data are processed in turn with
the resilient distributed datasets [70]. The preprocessing can be, for example, with
Apache Kafka [71] framework. An alternative framework represents the Apache
Flink [72]. It offers a full stream processing, i.e. there is no distribution in micro
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batches like in spark. Contrary to Apache Spark, Flink is not resilient. In the case of
malfunctions, lost data are not restored.

11.6 Conclusion

There are two approaches for Enterprise Architecture Management, a model-driven
and a data-driven approach. The model-driven approach has long been predomi-
nant, because the automatic data collection necessary for the data-driven approach,
was very limited. This changed significantly by the increasing proliferation of
virtualized environments and big data. Architecture data available are now largely.
They can be distinguished according to topology, variability, modality and mor-
phology. Big data and advanced analytics provide the necessary means to analyze
this newly available data.

Enterprise architecture analytics leverage a broader database of structured and
unstructured data for analyzing the past, current and future enterprise architecture.
Therefore, enterprises, as well as organizations, can get a better view of their
enterprise architecture and improve decisions related to EAM. This chapter shows
the basics of EAM analytics and shows some different practical scenarios how to
use EAM analytics.
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Chapter 12
A Guide for Capability Management

Matthias Wißotzki and Anna Sonnenberger

Abstract Digitalization, shorter product cycles, oversupply of markets and the
increasing customer requirements both determine and affect the movement from an
industrial to an information society. As a result companies are faced with new
challenges to keep their market position, transparency and efficiency. Enterprises
overcome these challenges by implementing strategies. In order to implement
strategies successfully and achieve desired goals enterprises should have certain
capabilities. Thus, the demand for a methodical capability management approach is
growing. This chapter introduces a process for identifying, structuring, and main-
taining enterprise capabilities. The guide is based on an integrated capability
approach that results from a number of scientific investigations and practical
experiences performed over years. Comprised of four building blocks, the capability
management guide represents a flexible “engineering” approach for capability
catalog developers, designers and evaluators.

12.1 Introduction

Dynamic markets, ever-shrinking product cycles and a persistent need for inno-
vation are just a few challenges faced by companies looking for long-term success
and corresponding strategies. Depending of the global changes enterprises face a
variety of internal and external challenges. As a result they develop a variety of
strategies, which are hierarchical arranged to reach global business goals and even
pragmatic, short-term initiatives. To do so, management teams are needed to plan,
transform and control organizational components like processes, technologies or
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resources. Therefore, organizations need to know appropriately about their capa-
bilities and how to use them to handle and solve occurring challenges. What does
that mean? Companies need to know themselves! In order to do so the pure
identification of structural enterprise components is quickly done in most cases, but
thereafter?

Our research offers a close relationship between strategic choices (e.g. projects,
initiatives) and the capabilities needed for successful strategy implementation. Only
then a long-term, economically efficient and structural effective existence is pos-
sible. Therefore, it is crucial to evaluate which abilities are currently available and
which are required in the future, when for example:

• New business models, products or services are introduced,
• Collaborations or mergers and acquisitions are planned or received,
• New technologies or applications have to be integrated.

We understand capabilities as expressions describing factors like roles, resour-
ces, processes and information required by a company enabling the achievement of
strategies. This approach is necessary to refine existing capabilities in particular
models and/or to be able to merge them with existing enterprise architectures. Why
architectures? If we look at a company as a whole there is a sum of considered
components (processes, roles, departments, resources, equipment, locations) which
enables business outcomes. However, a rapid and precise identification of capa-
bilities is the basis for adequate, company-specific measures and directions of
development. Decisions regarding outsourcing and insourcing, market positioning,
corporate culture, innovation opportunities, etc. can be better established by
capability oriented thinking. All in all, capability management needs to cope with
several internal and external, market-depending and global, business and IT factors.
Therefore, this section provides a guiding process focused on the following
requirements:

• Scoping and preconditions for capability management
• Identification of involved stakeholders
• Identification of capability types and their relations
• Structuring of capabilities and their models as a catalog
• Governance of the resulting capability catalog

Consequently, the introduced guiding process should help to systematically
derive capabilities, gathered and maintained in a repository—called capability
catalog. The process is developed for all interested parties, independent of the
enterprise size, branch or market. It includes working steps and specific recom-
mended tools to visualize and notate these ones. Hence, it is adoptable to different
circumstances. Generally it is addressed to all organizational departments and
workers interesting in the topic itself, strategic alignment or even managing the
challenges enterprises are faced to in the present days.
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12.2 Strategic Management and Enterprise Architecture

The terms enterprise and organization are used in the same wording for this work.
An enterprise represents an entity which is involved in a set of economic activities.
It consists of a variety of subsystems influencing the entity itself—external and
internal. Major external factors of influences could be triggered by markets,
political, legal, demographic and/or economic. Internal factors like processes,
policies, employees and culture influences an enterprise within its organization.
Internal and external factors have to be considered in order to combine enterprise
abilities in an optimal way, which requires a management discipline.

The origin of management can be traced back to the 1920s and generally implies
activities like planning, organizing, staffing, directing, coordinating, reporting,
decision making, budgeting and controlling. These functions are representing major
management tasks excluding specific focus, instruments, methods or stakeholders.
Obviously, the variety is big and primary depends on the management focus. IT and
business management are examples for different focus areas that requires different
management strategies as well.

In general, strategies could be understood as impulses for actions to be taken to
reach a certain goal. The term “strategy” originally comes from the military field
and represents an adjustable construct used to convert an actual state into a target
state. Moreover, the own market positioning in comparison to that of competitors
needs to be identified and either maintained or improved in consideration of market
conditions, stakeholders, and available/required resources.

According to Fischer [12], Stutz [21], we follow five fundamental strategic
management steps (Fig. 12.1) when it comes to the realization of business strategies
to achieve defined goals.

Strategy management involves the creation of an action catalog for strategy
implementation. In order to be effective, such an action catalog requires controlling
techniques and a structured view of its capabilities though.

Next to the management functions above, a main challenge represents the
controlling of enterprise complexity. Complexity is understood as the increasing
number of elements and their relations within a system. Enterprise complexity
means can be measured be relations between processes, roles, departments,
resources, equipment, locations or information flows. Therefore, an enterprise-wide
and integrated management system is required in order to control its complexity and

Fig. 12.1 Strategic management process (cp. [12, 21])
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ensure organizational success. From an architectural point of view, this is supported
by developing representations of enterprises in abstract architecture models.

An approach to that is called Enterprise Architecture Management (EAM) and
serves as a mediator between two perspectives on an enterprise: the business- and
IT perspective (Fig. 12.2). The business view is characterized by corporate goals,
business model and their realization in value chains and processes considering
motivational elements like corporate policies and standards, constraints, and dri-
vers. Business goals and strategies used to achieve these corporate goals lead to the
adjustment of the IT perspective, which is characterized (among others) by business
information services, integration services, application landscape, middleware, net-
works and hardware resources.

EAM is defines as a management practice that establishes, maintains and uses a coherent set
of guidelines, architecture principles and governance regimes that provide direction an
practical help in the design and development of an enterprise’s architecture to achieve its
vision and strategy. [2, p. 3]

Architecture Management requires to document states of the past, the present, as
well as the possibility of how it could be in the future. From these states, plans are
derived and transformations are triggered. The main challenge is to extrapolate
which decisions are responsible for the present situation and which ones are the best
to plan desired future situations. Obviously, these strategic plans should aligned
with the whole enterprises architecture.

Therefore, the EAM is aligned to the strategic- and IT management. In order to
align both perspectives successfully upcoming (inter) dependencies and relation-
ships should be known and discussed. If not, problems are emphasized by the fact
that business critical projects fail in 2 out of 3 enterprises which is reduced to the
circumstance that a lot of decision makers failure caused by conflicting interests,
insufficient information quality or decisions taken elsewhere [7]. Therefore, it is not
only important to be aware of the existing challenges and problems, but also to
continuously gather and asses information about organizational knowledge,

Fig. 12.2 Enterprise architecture management as mediator between business and IT
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corresponding responsibilities, available resources and processes required for the
strategy implementation [27].

Exactly for this purpose we will use the capability concept, because capabilities
could provide information for supporting the different management perspectives
and could avoid mistakes before they arise. Each company is equipped with various
capabilities that are specific to its organizations, but many of them are not aware of
them.

For this purpose an elementary approach is needed that identifies capabilities
required for an efficient operationalization of an enterprise strategy. Figure 12.3
summarized the three different management perspectives, its interrelations and
spaces for enterprise capabilities. These capabilities should be derived systemati-
cally through structured process, gathered and controlled in a discipline called
capability management.

In terms of its organizational value capabilities support:

• high-level representation of organizational activities
• strategic decisions like mergers and acquisition, out- and in-sourcing or

budgeting
• transparency
• a common language between business and IT responsible
• identification of new competitive advantages
• the identification of organizational requirements for a successful strategy

implementation
• scenario planning
• relating IT perspective to business value.

Fig. 12.3 Management perspectives, interrelations and potential capability areas (according to
Fischer [12], Stutz [21], Wißotzki et al. [26])
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12.3 Capability Management

The management of capabilities represents the core concept of this work. Due to
both decrease complexity as well as increase transparency, integration and (inter)
operationalization, a comprehensible management approach for enterprise capa-
bilities is needed. Therefore its definition and in-depth explanation is presented in
this section. Capability Management is especially focused on: scoping and plan-
ning, development, structuring, maintaining as well as controlling of enterprise
capabilities. It aims to optimize the economical actions in order to current capa-
bilities, enriched by strategic and operational decision-making by the development
of capabilities.

Academics and practitioners used the term “to express the ability or expertise
their organization requires to engage in the execution of their business strategy and
plans” [24]. In general a capabilities could be understood as the combination of
resources, information, processes and business environments to reach a specific
outcome (e.g. customer satisfaction, product and service quality) specified by
appropriated stakeholders.

In general, they could be capabilities could be characterized as Ulrich and
Smallwood [22], Bharadwaj [5]:

• intangible,
• non-redundant
• stable over time,
• process-independent, when even influenced
• hierarchical and combinable,
• heavily influenced by human resources (e.g. personnel, training),
• organizational conditionally (resulting in the ability of enterprise

reconstruction),
• attributed to clear (management) responsibilities within an enterprise and
• directly market value delivering.

Thus capabilities answer the question of: “What are we doing?” To answer this,
in most cases capabilities describe an actual summary of named expertise as well as
the needed ones to fill gaps. However, the answer of “How can we reach our goals
by performing high efficient strategies?” requires a more detailed capability con-
cept. The concept should describe both the actual situation of required capability
components, desired ones as well as procedures that closes occurring gaps.
Therefore a capability represents the ability of an enterprise to join an appropriate
content depth of information and roles able to execute a specific activity with
available resources under consideration of its context in order to support opera-
tionalized goals within strategies (cp. [28]). Thus the usage of capabilities is more
detailed and explicate than strategy elements, but less comprehensive than business
processes [15]. Our capability model is derived from finding of Wißotzki and
Sandkuhl [27], Wißotzki [27] and illustrated in Fig. 12.4.
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In view of the above and considering also the existence of different management
contexts a wide range of capability types theoretically exists. Basically a distinction
between external and internal focused capabilities leads to a categorization in:
dynamic capabilities, business capabilities, IT capabilities, core capabilities [27].

In line with the integrated capability model (Fig. 12.4) we distinguish between
business, EAM and IT capabilities characterized by its context elements, which
depend on the area of application (e.g. management discipline and/or affected
architecture/subject views). For instance, the context of business capabilities rep-
resents a combination of objects of the business architecture (e.g. product, market,
or customer) and traditional management activities, whereas the EAM capabilities
context is defined as a combination of architectural objects (e.g., application,
information flow, or component) and management functions like dialog, planning,
transforming and monitoring (Fig. 12.3). However “What capability type is
required for an enterprise within a certain area of application in order to achieve
defined goals?” We deal with this question using our integrated enterprise capa-
bility model again in terms of roles, resources and tasks called descriptive elements
that starts with the definition of the already mentioned enterprise context (capability
context) followed by capability’ required information, roles, resources and
process/activities.

Personal and organizational attitudes, skills, aims and missions, as well as their
specific level of knowledge are mentioned within the capability literature [3, 10]. In
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order to clearly distinguish the understanding of the capability concept from con-
cepts like competencies, abilities, skills or even processes, we start classifying the
concepts by the approach of Ulrich and Smallwood [22] followed by introducing
some classification criteria.

The main element to distinguish between competencies and capabilities is the
individual/human context and the enterprise/business focus [28]. According to
Ulrich and Smallwood [22], competencies are related to technical skill sets while
capabilities and abilities are referred to social skill sets. “Organizational capabilities
emerge when a company combines (and delivers on) individuals’ competencies and
abilities” [22, p. 2]. An organizational capability “[…] represents an organization’s
underlying DNA, culture, and personality. These might include such capabilities as
innovation and speed” [22, p. 2]. Day [9] defines competencies as routines combined
with enterprise investments due to activate specific functions, whereas capabilities
call the mechanisms and processes creating new competencies (Table 12.1).

“Ability refers to the level of available competence, where competence is
understood as talent intelligence and disposition” [11]. Both of them are addressed
to reach a goal. Skills describe abilities of a person within the organization. The
distinction of capabilities and processes is not favored by the variety of possible
nomenclatures. Especially the verb-noun expression for capabilities (e.g. introduce
products) forces misunderstanding the terms. An enterprise capability expresses
“what the enterprise does” whereas a business process is about “how an enterprise
operates” (cp. [8]). Processes can require granular or complex capabilities as well as
the other way around. But they do not have to. One process can map different
capabilities having conflicting, matching or independent requirements [15].

Next to the term differentiation by Ulrich and Smallwood [22], we demarcate the
terms function, process and capability by using a set of several criteria that help us
to clarify the differences (Table 12.2).

Next to the classification criteria, a set of capabilities should fulfill the following
characteristics (independent from capability type): allows the reconstruction of
enterprise organization, attributed to clear management responsibilities within the
enterprise, heretical and combinable, temporally stable and process independent,
but rather influenced, non-redundant and directly value delivering.

Table 12.1 Competence, ability and capability according to Ulrich and Smallwood [22]

Individual Organizational

Technical Individual functional competence
(e.g. expertise in marketing, finance,
or manufacturing)

Organizational core competencies (e.g.
financial services firm must know how
to manage risk)

Social Individual leadership ability (e.g. to
communicate a vision, or to motivate
people)

Organizational capabilities (e.g.
innovation and speed)
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12.4 Capability Management Process v3.0

The initial capability management process (CMP) model version 1.0 is developed
by Wißotzki [27] since 2013. The current version 3.0 is includes result from sci-
entific investigation and practical evaluation cycles [27, 29]. This section offers a
description of the CMP 3.0 (Fig. 12.5).

The process is aligned to the common accepted Business Process Modeling
Notation (BPMN). Therefore, it starts with a start event and is finished after
reaching the end event. Gateways are symbolized by “crossing X” and offer min-
imum 2 alternatives ways. For example, the transition from the 3rd to the 4th

Table 12.2 Classification Criteria [27]

Classification
criteria

Capability Function Process

Decomposition Business by strategic
goals

Business by
tasks/objectives

Business by
activities

Extension Enterprise wide Unit specific Task specific

Solidity Enduring and stable Change
frequently

Purpose What How

Focus Strategically Tactically Operatively

Layer Business execution

Modelling
approaches

E.g. figures, text,
Archimate 2.0

E.g. 4EM, Archimate
2.0

E.g. BPMN,
EPC etc.

Fig. 12.5 Process model—the capability management process v.3.0

12 A Guide for Capability Management 227



Building Block can start directly by going to Catalog Deployment by skipping the
first two, optional working steps or starting right at the beginning.

The process consists of four Building Blocks (BB’s) each focusing on distinct
contents and having distinct outputs. In short, the first building block sets prepa-
ration conditions like problem, scope, and stakeholder definition. The second
building block designs the capability catalog structure, whereas the third block
develops the detailed capability content. The governance building block covers
catalog evaluation and maintenance issues. Every Building Block consists of sev-
eral working steps (WS). These are shortly summarized by the following central
goals:

• Identification of involved parties and definition of terms and preconditions
• Identification of capability types and corresponding capabilities for opera-

tionalizing of strategic goals
• Systematic derivation of capabilities, gathered and maintained in a repository

called capability catalog.

12.4.1 BB1—Preparation

The first building block defines conditions for the capability catalog to be created.
Hence, the following requirements should be handled:

• Problem definition and clear scoping of the application area
• Define developer and user groups of the capability catalog
• Negotiate terms and perspectives
• Define capability types and context objects
• Agree on a common development procedure
• Form the outer frame of the catalog.

Within this Building Block it is critical to derive requirements regarding to the
future capability catalog because of neglecting the current constraints. As a result,
the first building block is divided into the following four, visualized working steps
(Fig. 12.6):

Fig. 12.6 BB1—overview working steps
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12.4.1.1 WS1: Scope and Application Area

This working step forms the outer frame of the catalog but does not determine the
concept of capability in depth, its level of detail, the specific context, as well as the
strategy and design of the catalog. Stakeholders and the focus of the required
capability model must be clarified. The involved parties have to agree on the
application area and the goals of the capability catalog that is to be created. The
initiators of a capability driven initiative have to agree on a capability approach due
to select appropriate and specific tools and models, as well as storage media during
the further development. Stakeholders are responsible to select models and tools,
storage media and further approaches directly at the beginning or during the
development. To summarize, the main question that has to be answered within this
working step is:

For which purpose do we need capabilities?

For instance the detection of business weaknesses as well as IT alignment could
be reasons for creating a capability catalog. The objectives depend on the alignment
motivation like profit-, strategic- or improve-oriented motivation.

Accordingly, several driving questions are relevant for scoping:

• What is the purpose/motivation for capability oriented thinking?
• Which goals and strategies need to be supported?
• What are the benefits for our organization?
• Which area of application requires a capability catalog?
• Are there any industry-specific capabilities that need to be considered?
• What is the proportion of profit about?
• What are the driver and constrains?

Table 12.3 illustrates an exemplary analysis of a capability catalog’s application
area with respect to a potential goal to improve the business-IT-alignment.

Table 12.3 Procedure example for a goal, strategy and application area description

Goal Improve our
business-IT-alignment

Challenge: “IT is not able to deliver to the
business strategy say 75 % of CFOs” [14]

Strategy Development and
maintenance of an
architecture inventory

Benefits: Reliable architecture information,
standardized communication, cross-company
comparability of applications, reduced efforts
for current landscape analysis and ad hoc
reporting, ability to identify redundancies
and change impacts

Application
area

Enterprise architecture
management

Activities: E.g. situation analysis, elaborate
options, develop target state, road mapping
and migration planning, project portfolio
planning, etc.
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According to human nature, there is a warily behavior towards change as long as
it is not assessable. Consequently different stakeholders need to be involved by
using its individual pick-up points in order to diminish this behavior and support the
preparation of the capability catalog.

Which kind of stakeholders should involved e.g. managers, architects or other
kind of addressee? A stakeholder analysis supports the identification of parties that
are or at least should be involved, their interests, and corresponding pick-up points.
Therefore, the following questions need to be answered:

• What kind of support do stakeholders expect from a capability catalog?
• Who will have which benefits?
• Who provides the input and must be involved as a result?
• What is the general attitude towards the project (positive, negative, or neutral)?
• Who already is or needs to be informed about project goals/addressed

problems?
• Who is essential to initiate the project and who will be affected by project

outcomes?
• What is the general attitude of users and stakeholders towards the project?

– Supporter, neutral, opponent
– Interested/not interested
– Engaged/not engaged

As better the governance structure of an organization including clearly defined
roles and tasks, as better works the identification of stakeholders and their agree-
ment on development conditions. According to CEB [8] we recommend to motivate
a selection of the following stakeholder groups:

• Executive Management: because it articulates the vision of how business
capabilities will drive enterprise value, ensure that the senior management are
engaged in the initiative, approved the overall concept and release the budget for
the catalog development.

• Senior Management: because it represents knowledge carrier of organization’s
mission, operations, and performance objectives, identifies potential capability
stewards who will be accountable for required information, validates drafted
capabilities to ensure that they accurately represent activities of their business
unit, function or organization.

• Middle Management: because its articulate how their units operational activities
link to strategic goals, can validate drafted business capabilities to ensure that
they accurately reflect the activities of their function.

• Enterprise Architects: because its knowledge about enterprise architecture,
modeling techniques and industry frameworks is essential to engineer capabil-
ities in depth.

• Business Architects: is deep understanding about most important business
activities is crucial for capability engineering.
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We recommend three facts that should be taken into account when selecting
stakeholders:

1. Find stakeholders who could give feedback: Comments, changes, additions,
incomes and outcomes to a capability catalog project like:

(a) Managers with an enterprise-wide understanding.
(b) Domain experts with knowledge on what they do.

2. Integrate a business unit or functional division: Who is interested in future
changes and has a positive attitude towards the topic. For example:
Development of a capability catalog to support the relations between business
and IT.

3. Locate a executive or senior manager by illustrating benefits of a capability
oriented thinking.

Most work recommends the senior and middle management as main addressees.
These hierarchical layers provide the majority of required information and resource
responsibility for capability engineering initiatives. The definition of the general
scope and application area, overall budget and distribution of resource responsi-
bilities is embedded in executive layer. Architects combine the different (archi-
tectural) views with the management information. If for any reason a distinction in
such management groups not possible chosen stakeholders should provide at least
the following characteristics, rated from low to high importance:

• Architecture work and technical mastery like technical and deep domain expert
knowledge

• Strategic thinking like long-term business oriented thinking
• Business and IT understanding like knowledge about enterprise processes and

architecture
• Engagement skills like collaboration, decision-making, change management,

facilitation

For all involved stakeholder a common (moderate) business language as well as
specific enterprise vocabulary should be in order to document results understand-
able, transparent and identifiable. Especially, capabilities should be defined and
documented with understandable terms, which at least depend on involved stake-
holders and its chosen languages. We recommend that any form of documentation
should be written from an outside-in-perspective to allow addressees and may
project external stakeholders to understand it.

Documentation Example: Relationships and dependencies of this WS could be
documented within a project concept or scoping description, visualized by models
like goal models, business models and/or stakeholder diagrams (Fig. 12.7), bubble
diagrams, portfolio charts, organizational charts, spider charts etc. However, storing
of reached results is of significant importance and could be supported by (1) cen-
tralized (2) access to.
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1. Centralized and/or distributed data storage; e.g. MS SharePoint Services, local
and/or global storage server and file systems, internet based services

2. Access to documents and database(s): e.g. provided servers, online-platforms,
wikis, personal (electronic) files, cloud services, knowledge management
systems

Finally, Table 12.4 summarized the inputs, throughputs and outputs of this WS.

12.4.1.2 WS2: Identification of Terms and Concepts

The understanding and choice of a capability concept may vary among relevant
stakeholders. So a common understanding between different stakeholders with
differing languages (not in the understanding of spoken language, but rather the
specific working vocabulary) must be found. Starting with a general capability
approach may create a common understanding of the perspective at hand.
Nevertheless, obtaining an overview of already existing definitions and concepts is
advisable in order to either use or extend present concepts. At this point, the global
requirements of the capability catalog development are defined and the existing

Fig. 12.7 Visualization
example—stakeholder
diagram

Table 12.4 BB1.WS1—Summary

Input Throughput Output

Vision, strategy and goals,
business model, organizational
model

Scoping and basic
conditions for the capability
catalog

Approved scope and
stakeholder
commitment
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concepts are compared and enhanced by missing components. This working step
identifies terms and perspectives to define a consistent capability concept.

How do we extend already existing, documented terms and concepts?

We recommend a deductive procedure: starting with a general example of the
capability approach for a common understanding, specific constellations and ele-
ments can be derived during this WS. The brief overview of existing and docu-
mented terms must be extended and modified in detail. For example, present
approaches can be adapted to new situations or its relation within an enterprise can
be reconsidered (Fig. 12.8).

The driving questions are:

• Are there any existing capability definitions, maps, projects, catalogs, contracts
etc. within the organization?

• What is the understanding of used terms about?

– Internal, external, common

• What hopes are desired by developing such a catalog?
• How is the concept of capabilities applied?
• How can we implement the identified capability concept into the existing

organizational structure?
• Which degree of detail is currently reached?
• Which architecture types are involved and/or influenced?

Fig. 12.8 Documentation example to document capability relations within an enterprise
(according to Greski [15])
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Enterprise capabilities influence the results of transformations specified and
measured by strategies. Architectural components like processes, information, roles
and physical resources are assigned to these enterprise capabilities. These basic
components are part of the business architecture model and has to be considered in
order to analyze its causal correlations.

Documentation Example—Results like written explanations of the single terms
and statements are sufficient and should be collected in a central glossary, (internal)
wiki and/or file repository (see WS1). Relationships between defined concepts
could additionally be visualized within informal or formal models. Nevertheless, no
single visualization tool or technique could be recommended for this working step,
but we recommend to orient themselves on enterprise standards like modeling
languages, or knowledge management procedures. Finally, Table 12.5 sums up the
inputs, throughputs and outputs of this WS.

12.4.1.3 WS3: Description of an Integrated Capability Approach

In this step, the fundamental capability approach and context definition is worked
out. According to Abowd et al. [1], a context describes any information that can be
used to characterize the situation of an entity. As mentioned indicated, an integrated
capability approach represents an object-based concepts including its context and
relations within the enterprise architecture. Referring to Buckl et al. [6], capabilities
have either a direct or indirect relationship to (other) architectural objects. The
enterprise context contains the description of any information characterizing a
specific situation. Consequently, the sum of internal and external factors influencing
a specific situation has to be identified and defined. Within this working step these
architectural objects including its relations and enterprise context are assigned to a
capability concept in order to specify its structure and type.

What is the capability context like?

Our Integrated Enterprise Capability Model (IECM) supports the identification of
specific capability types required for effective operationalization of specific goals and
strategies. In line with an enterprise architecture approach (Fig. 12.9), both the appli-
cation area and the elements required for a capability could be identified, assigned
within an EA and finally results in a specific capability type. We distinguish between

Table 12.5 BB1.WS2—Summary

Input Throughput Output

Scope and
application area

Identifies used terms and perspectives to define
a consistent capability concept

Approved capability
working definition

Approved architecture
concept

Idea of required
capability types
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three basic capability types: (1) Business Capabilities → Business context, (2) EAM
Capabilities → architectural mediator context, (3) IT Capabilities → IT context.

Each type is imbedded in an enterprise context, which in turn depend on the area
of application (BB1.WS1). For instance, the context of business capabilities rep-
resents a combination of objects of the business architecture (e.g. product, market,
or customer) and management activities, whereas the EAM capability context is
defined as a combination of architectural objects (e.g., application, information
flow, or component) and management functions.

What capability characteristics are required for an enterprise within a context in order to
achieve defined goals?

We deal with this question using our integrated capability approach. Next to the
enterprise context, the specific definition of a capability requires an additional set of
elements: the required information, roles/actors with competences to help create a
specific outcome, the relevant activities or processes, and appropriate resources
(Fig. 12.10).

Fig. 12.9 Capability types
and context relations

Fig. 12.10 Conceptual structure of a capability (cp. [27])
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Capabilities are connected to an overarching subject (e.g. application area) or an
environment (internal/external) and describe the specific situation of capability
usage. These are called “Enterprise Context Objects”. The capability context and
descriptive elements are assigned to architectural layers of the organization’s EA,
which could be broken down more detailed other than the conceptual examples
described here.

Procedural Example—Business objects like costumer, contract, and order
combined with management functions (e.g. planning, implementing, controlling)
can be used for a business capability context definition (Fig. 12.11). Furthermore,
time horizon (e.g. current and future) and/or more specific management functions
like situation analysis, elaborate options and roadmaps could be used.

Procedural Example—For an EAM capability we refer to architectural layers
and/or architectural objects like application or information flow. Furthermore, we
recommend to use specific EAM management function to define an EAM capability
context (Fig. 12.12).

Fig. 12.11 Example of a business capability

Fig. 12.12 Example of a EAM capability
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The indicative questions, helping to define which context objects are required:

• Do we need related, underlying and/or linked information, roles, resources, and
processes for our capability definition?

• Which descriptive elements are important for us?
• Which capabilities do we need and use?
• Which capability types exist in specified practice?
• Are there any context objects derivable from the application area? If yes: How?

Finally, Table 12.6 summarized the inputs, throughputs and outputs of this WS.

12.4.1.4 WS4: Definition of the Development Strategy

Questions of how the catalog is constructed are answered in this section. During the
development of strategies, it is necessary to obtain management approvals and
support. In addition, all relevant organizational units and employees (BB1.WS1)
have to get access to required information and documents. In fact, informing rel-
evant stakeholders about, e.g., the upcoming activities and the corresponding
timeframe is essential in order to obtain the required support. The relevance of the
overall project to the enterprise, the purpose of the capability catalog, a time
schedule, planned activities, the involved parties, a common understanding of how
capabilities will be applied—all of these aspects need to be clear and/or available
right at the beginning. The main objective here is to create openness among the
involved parties or, say, stakeholders to upcoming analyses in order to have a
positive influence on both quality and correctness of the identified capabilities. The
need for personnel and monetary resources required in the context of a capability
development project may have to be justified during the first building block as well.
The following aspects may generally support the value justification:

• Added value of the capability catalog in accordance with the overall perfor-
mance of an enterprise, e.g., cost savings or quality enhancements

• Development of competitive advantages with the aid of capability-based plan-
ning and investment

• Improvement of the documentation and auditability of organizational require-
ments used to achieve goals

Table 12.6 BB1.WS3—Summary

Input Throughput Output

Capability
concept

Description of the specific capability type by
context definition

Integrated capability
approach
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What is the overall capability development strategy?

Two situations can be differed and should be considered during the definition
process of this WS: there is already is an existing catalog or a new catalog has to be
developed. Furthermore, the strategy definition should include: purpose, time
schedule, planned activities, stakeholders, resources, common wording and
understanding, documentation and engineering approach. Obviously, the previous
three working steps provide the basis for the development strategy, e.g. the purpose
and addressees defined in BB1.WS1, the defined elements like resources in BB1.
WS2 as well as the context (BB1.WS3) to derive possible effects and, as a result, to
plan comfortable in time in this working step.

Procedural Example—Justification of strategy alignment can be reached by:

• Increasing competitive advantages with the aid of capability-based planning and
investment

• Added value of the capability catalog in accordance with the overall enterprise
performance, e.g. cost saving

• Improvement of communication and documentation purposes
• Top-down planning procedure—starting with basic goals and directions to

specific objectives and required activities.

The driving questions are:

• How can we anchor strategic goals into our capability catalog?
• How can we learn and translate existing processes into capabilities?
• What personnel and financial resources are needed to realize the development

project?
• How can the output of the project be valued and accordingly measured (fi-

nancial, organizational, personnel)?
• How are the capabilities used or usable in practice?
• How is the timeline and division of responsibilities for each activity?

Procedural Example—a comprehensive strategy planning view should consider
the following three levels (cp. [22]):

• 1st Intellectual Level: It has to make sure that stakeholders from top to bottom
know what the strategy is, what it is crucial influenced by and what is its need
and importance.

• 2nd Behavioral Level: Time plans and the real spending in strategic issues as
well as their degree of influencing must be analyzed.

• 3rd Procedural Level: The continual invest in strategic essential procedures
must be stressed.

Next to the planning perspective, the engineering approach, the modeling lan-
guages and modeling/documentation software tools have to be defined. For the
engineering approach we recommend three different ways (according to Espana
et al. [11]):
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• Goals-oriented: Starting with defining and modeling a goal hierarchy, required
capabilities to reach the organizational intentions and objectives must be ana-
lyzed. Top-down-modeling is recommended.

• Process-oriented: Starting point is a process underlying a business model, which
is further modeled and defined in order to adopt it in different scenarios. This
approach assumes (at least) an existing organizational process model.

• Concept-oriented: Static aspects (e.g. structures, materials, customer profiles) of
enterprises, called concepts, have to be modeled and analyzed in order to
illustrate organizational knowledge.

The selected engineering approach directly affects the modeling languages,
provided syntax, visualization techniques and at least the software tool decision.
The authors recommend a central storage/repository idea for the capability catalog
documentation due to more comfortable and easy data access by other information
systems. Furthermore, isolated solutions and redundancies are avoided as far as
possible. An overview of possible different engineering approaches is summarized
by Table 12.7 (cp. [11].

Table 12.8 sums up the key points of this WS.

Table 12.7 Capability engineering approaches (cp. [11]

Aspect of
comparison

Goals-oriented Process-oriented Concept-oriented

Starting point
of modeling

Goals Process(es) Static aspects

Basic intention Enterprises gain to
reach their goals.
Capabilities fulfill
them

Capabilities are a set of
processes

Any kind of resources
flow into capabilities as
well their effects

Preconditions
with respect to
models

Goal hierarchy Process model Structured and defined
organization (worker,
organizational structure,
resources)

Primary
stakeholders

Executive and
senior mgt.

Domain experts, product
owner, senior and middle
mgt.

Product managers

Degree of
flexibility of
the modelling
strategy

Iterative and
incremental
modeling process

Flexible process
engineering with regard of
capability design revision
and cope with ill specified
goal or concept models

Flexible with regard to
the business process
specification and cope
with different levels of
concept granularity

Organizational
impact

Reinforces
strategic vision
and clarifies the
IT-business
alignment

Improvement of the total
enterprise context

Grouping of
organizational concepts
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12.4.2 Catalog Design

Subsequent to the determination of the basic conditions within the first building
block, the design of the capability catalog is initiated. Hence, capability candidates
are identified, collected, structured as well as their relationships identified. The
building block consists of the following three working steps (Fig. 12.13):

According to Ulrich and Rosen [23], Wißotzki and Sandkuhl [27], the following
list summarized a number of basic principles important for capability identification
and definition:

• BB1.WS1: Application Area affects capability context and its type.
• BB2.WS2: Capabilities define what is done, not how to do something.
• BB1.WS2: Current capability understanding.
• BB1.WS3: A capability is defined by its set of descriptive elements.
• BB1.WS2: Capabilities are nouns.
• BB2.WS1: Capabilities are defined in the business language of its application

area (i.e., there should be no technical terms for describing business
capabilities).

• BB2.WS2: A capability should be enduring and stable, not volatile.
• BB2.WS2: Capabilities are not redundant.
• BB2.WS2: There is one capability map for an application area.
• BB2.WS3: Capabilities can have relationships to other capability types.

12.4.2.1 Working Step 1: Identification of Capability Candidates

The phase starts off with the “capability candidate identification.” The focus of this
activity is the definition of the first capabilities. Prior to any analyses, it is important
to accurately define the area of application and coordinate the required work (BB1.

Table 12.8 BB1.WS3—Summary

Input Throughput Output

Integrated
capability
approach

Detailed scoping of the project and
alignment to the outcomes of the
previous working steps

Definition of the project plan and
engineering
approach → development strategy

Fig. 12.13 BB2—overview working steps
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WS1). The area of application determines the content and concepts that are sig-
nificant for the identification process. Therefore, the output of BB1 provides the
basis for the planning of required identification activities, involved experts, and the
effort estimation. For the actual identification process, there are several possibilities
that have been successfully used in other fields such as enterprise modeling.
According to Wißotzki [27] different identification methods with respect to their
field of application exist e.g. brainstorming, survey, document analysis, written
cases or moderated workshops. Initial activities for identifying capabilities should
be kept as short as possible. In general, these initial activities result in a roughly
structured collection of individual capabilities or at least capability ideas.

Procedural Example—The following Table 12.9 illustrates a couple of exam-
ples of typical industry-related business capabilities in order to provide guidance for
a simple one dimensional (only one capability context element) capability
identification.

Next to the one dimensional example above, we recommend an additional
approach for a multidimensional capability identification process with two or three
capability context elements. The origin of this identification concept is a so-called
“capability identification matrix/cube.” At the axis of the identification matrix the
context elements of a capability type are positioned. In case that more than two
context elements are defined, the set has to be stretched to multidimensional spaces.
Engineers should consider that this set is much more complex. Consequently, we
recommend not more than three context elements in order to avoid complexity at
the beginning and enhance handling and understanding, because the identification
of first capability candidates represents the main objective of this working step.

Example—In context of our IEC approach an EAM capability like “Impact
Analysis Application Landscape” (IAAL) could be identified as follows. The
already defend context elements “architectural objects” and “management func-
tions” name the X- and Y-axis of the capability identification matrix. At the X-axis,
we position the following simplified EA management processes:

• “planning”—involving the phases: situation analysis, elaborate options, develop
target state, road mapping and migration planning, project portfolio planning.

• “transformation”—involving phases: project set-up, design solution, implement
solution, roll-out.

Table 12.9 BB1.WS3—Summary

Capability context—
industry

Business capability examples

Utility Claims management, network capacity management

Automotive Production equipment manufacturing, supply chain
management

Banking Safety management, credit management, compliance
management

Software Product life-cycle management, test and validation management

Mining Production planning, core extraction, waste management
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• “monitoring”—involving phases: control and evaluate EA, manage change
needs.

The Y-axis (architectural objects) contains architecture elements of the business,
application and technical layer (Fig. 12.9). In order to provide examples for
upcoming explanations we exemplary assign a set of elements to the defined
architectural layers illustrated in Fig. 12.14.

For our example an application architecture objects called “application” is
selected. This architecture element represents an IT system that provides features in
a business manner to user or other applications. Applications based and operate on
elements of the technical architecture. The matrix cell at the intersection of the
“application” object and for this example “situation analysis” of the “planning”
phase represents a possible EAM capability. The engineering team has to discuss
and decide about the meaningfulness of this intersection in terms of “Does this
intersection represents a capability for us?” The current situation of an application
and its relations to other architecture objects provides important inputs for addi-
tional process like transformation or changing activities. Consequently, the question

Fig. 12.14 Example for an enterprise architecture and typical layer elements (cp. [20])
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above could be answered with yes. The upcoming EAM capability is exemplary
called “Impact Analysis Application Landscape” capability. Figure 12.15 illustrates
the example.

Naming of capability represents another important issue of this WS. In this
context two options for the nomenclature of capabilities could be distinguish:

1. Noun declarations
2. Verb-noun declarations

In terms of classification purposes (cp. Table 12.2) we recommend to name
capabilities by nouns, whereas other organizational elements (e.g. processes,
business functions, value streams) should use noun-verb declarations. A suitable
declaration facilitates a fundamental goal of a capability management in terms of
being an instrument of communication between different enterprise perspective
(Fig. 12.2) by enhancing the understanding and transparency of what these per-
spectives do. Nevertheless, even at this early stage suitable declarations should
fulfill the following definitions:

• As simple and short as possible,
• Conclusive and consistent,
• Focused and transparent,
• Describing and comprehensive,
• As significant as possible,
• Statement-like.

Fig. 12.15 Concept of an EAM capability identification matrix—management context element
planning
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Table 12.10 represents an example for a suitable and unfavorable capability
declaration.

Questions helping to identify capabilities are:

• What kind of abilities do we need to do our business?
• Could we derive capabilities from core processes?
• Could we derive capabilities from value chain?
• Could we derive capabilities from business functions?
• What kind of analysis methods could we use for an initial identification?

The identification should be made by a core team, which is enlarged by domain
experts during the next working steps or further iterations. These domain experts
obtain special knowledge from practice or scientist in order to provide completeness
and different perspective regarding a capability. However, this WS ends in a
roughly structured collection of capabilities that could be visualized by different
techniques.

Documentation Examples—Cluster maps (box-in-box), Capability Identification
Matrix (Table 12.11), mind maps, simple lists or text or other collection docu-
mentations are usable. A common capability visualization technique repents the

Table 12.10 Comparison of good and poor capability description (cp. [8], p. 17)

Example
business
capability

Suitable declaration Unfavorable declaration

Capability
name

Financial planning and analysis Planning financial issues

Description Ability to build and manage
annual budget and operating
plan

Ability to prepare annual operating plans
and monthly forecast, generate product
line profitability reports, create financial
models and perform budget variance
analysis within the required timelines

Outcome Budgets and plans are
completed efficiently and on
time

99.9 % uptime for all financial planning
systems

Budget and plans are accurately
estimate financial outcomes

Real-time integration of transactional and
master data for all financial planning and
analysis applications

Responsible Senior mgt., corporate finance –

Table 12.11 BB2.WS1—Summary

Input Throughput Output

Comprehensive
development strategy

Identification of capability
candidates

Roughly structured collection of
capabilities
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cluster map (Fig. 12.16). However, irrespective of the chosen techniques each of
them should be centrally saved as editable document for the engineering team and
authorized stakeholders.

12.4.2.2 Working Step 2: Structuring and Summarization

Within the step “structuring and combining,” redundant elements are removed and
capabilities that have a strong coherence as to content are aggregated or further
specified. Content-related aspects are combined to create a catalog that is both easy
and clear to understand. Subsequent to first refinements of the capability catalog,
participants work on additional iterations with the aid of the collected questions and
critical comments in order to suggest further changes and enhancements.

The objective of this step is to classify identified capabilities, create a consistent
structure, fix capability names and prepare stable descriptions in order to keep the
amount of as small as possible, but as large as needed. Therefore, the following
activities should be considered:

• Review of the first substantial results of the brainstorming activities
• Pooling of redundant elements with similar stating points
• Register coherences between capabilities (aggregates, interrelation)
• Further analysis and reorganizations are needed.

Consequently, initial identified capability candidates have to be analyzed, dis-
cussed and, where necessary, restructured. Restructuring can be differed into:

1. Removing—of unnecessary elements
2. Grouping—similar capabilities are either pooled or integrated using appropriate

criteria like:

Fig. 12.16 Visualization of a
business capability collection
in a cluster map
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• Collection criteria e.g. all capabilities of the same business, all capabilities
required for value proposition; capabilities required to reach defined results,
capabilities related to specific roles, task or business functions; capabilities
related to a specific business partner, capabilities required to overcome a
business challenge.

• Nomenclature e.g. nouns for capabilities and noun-verbs for other descrip-
tive elements in order to differentiate them at first glance.

• Aggregation levels e.g. high levels for a first complete overview, pooling of
same (sub-) hierarchies levels.

• Miscellaneous e.g. competitive and support, importance, customer faced,
operative and strategic, business and IT, available and theoretical, general
and specialized, enabling and disable.

3. Extending/Modification—includes the further specification or aggregation of
elements.

The following driving questions support the structuring process:

• Are there similar or rather redundant capabilities? Yes: Is it possible to
aggregate or reduce these ones? Or Do they have to be more specified in
relation to a better distinguishing?

• Is the capability catalog unambiguous and easy to understand by the stake-
holders? No: Are there any techniques like reduction, composition and
decomposition to increase it?

After reducing and summarizing, content-related capabilities they can be
restructured, grouped or aggregated like illustrated in Figs. 12.17, 12.18 and 19.

Example—The business capability decomposition of strategy and governance
management can look as the following (Fig. 12.19).

Summarizations and new structures should be accepted by the involved parties,
especially if capabilities are removed or modified to answer questions like: Does
our new catalog structure represent our application area? There are two possibilities
to answer the question above:

1. Yes: Everything is fine. The structuring process is finished. The next working
step can be started.

2. No: More questions have to be asked and answered:

(1) How can we reach more acceptances?
(2) Are there serious reasons for resistance?

Questions and critical comments have to be documented in formal and informal.
Moreover, in the course of several iterations, it is necessary to use suitable docu-
ments in order to implement a resistant and stable documentation process.

Especially from here, we recommend a combination of the capability identifi-
cation matrix (Fig. 12.20) and a software tool. Next to identification purposes the
matrix concept provides a structuring concept for this stage (Table 12.12).
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12.4.2.3 Working Step 3: Identification of Relationships

Since the collected improvement suggestions just provide content-related horizontal
breadth and not particularly vertical a depth of a capability catalog, it is necessary to
conduct further analyses and reorganizations. In addition to an improved level of
detail that is achieved in BB3, dependencies among capabilities need to be

Fig. 12.17 Restructuring example—capability grouping

Fig. 12.18 Examples capability aggregation levels
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Fig. 12.19 Capability levels
of strategy and governance
management

Fig. 12.20 Documentation example for an aggregation of the impact analysis application
architecture

Table 12.12 BB2.WS2—Summary

Input Throughput Output

Roughly structured
collection of
capabilities

Classify capabilities, create a consistent structure,
and fix capability names and prepare stable
descriptions

Capability
catalog
structure
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identified and documented previously. During the step “relationships identifica-
tion,” different relationships are documented and analyzed. As a result of identi-
fying missing relationships, removing inconsistencies, and discovering gaps, there
is an enhancement of both the knowledge represented by the catalog and the
understanding of capabilities being available within an enterprise (Fig. 12.21).

The different types of relationships have to be documented and analyzed.
Basically, it can be distinguished between the following relationship types:

• Dependencies and correlations—One capability needs another one. Informative
dependencies are a subtype in term of information need.

• Interdependencies—Mutual reliance between (at least) two capabilities.
• Independencies—Capabilities exist side by side without any link.
• Synergies—The sum of capabilities has more value than the separate ones. The

entire relation of them is in the interest.

The following subtypes of relationships are rated as useful within a capability
catalog:

• Informative—One capability needs information from other ones.
• Supportive—One capability is a precondition for other ones.
• Functional—Two capabilities represent different connections/aspects in the

same character (one of the context elements are identical).

There are three main tasks fixing relationships:

1. Find missing relationships: gaps must be discovered and missing relationships
identified and inserted

Fig. 12.21 Visualization example for relationships in the capability identification matrix
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2. Redundancies (=one capability is implemented by several systems) have to be
removed

3. Overlaps (=one system implements multiple capabilities) have to be removed

The main activity is identifying and adjusting implicit, undesired and overlap-
ping relationships. Therefore, a process (e.g. [13]) and corresponding domain
experts have to be involved detecting relationships due to their practical experi-
ences, knowledge about capability context elements and application area
(Table 12.13).

The indicative questions are:

• What kinds of relationships exist between the capabilities?

– Informative, supportive, functional

• Are the relationships totally identified and defined?

– No: Where are the missing ones? How can we fill the gaps?

• Are there any wasted, inconsistent or unnecessary relationships?

– Yes: How can we eliminate them?

• Do the stakeholders agree to the identified relationships?

12.4.3 Detail Development

As described, capability management is typically an iterative process of identifying,
defining, controlling and maintaining. Thus, it is completed once when every
capability is described in a sufficient level of detail for supporting the specific
strategy implementation of an enterprise. The third building block is responsible for
the refinement and renewing of already achieved results by applying the following
steps (Fig. 12.22):

Table 12.13 BB2.WS3—Summary

Input Throughput Output

Capability catalog
structure

Identification, differentiation and integration of
capability relationships

Capability
catalog v1.0

Fig. 12.22 BB3—overview working steps
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12.4.3.1 Working Step 1: Definition of Content Layer

The initial step of the third building block, “catalog content layer definition,”
addresses the definition of the content and associated depth in order to provide both
a final structure and relations of the capability catalog details. This step is important
in case the catalog needs to achieve a high level of detail in terms of content (e.g.,
by specifying descriptive elements and defining assessment criteria). Content layers
are crucial to define content in an associated depth in order to provide both a final
structure and an order of the catalog. Therefore, the descriptive elements, the
content objects and other needed terms have to be specified in a high level of detail.

The example in Fig. 12.23 illustrates a three-level approach for the content layer
definition. The capability identification matrix represents the first level and is used
to identify contextual capabilities. At the content level the descriptive elements are
precisely specified. Last but not least, different kinds of assessment criteria and
procedures are defined at the third level.

Procedural Example—Weldon and Burton [24] differ between the following
three layers due to being familiar, logical, comprehensive and adaptable to all
stakeholders:

• Level 0: Contextual—identification and naming of context objects (e.g. sell,
market, service, partner, procure)

• Level 1: Conceptual—identification and naming of related capabilities (e.g. for
the context object “sell” there might be “sell miles to partners” and “sell miles to
members”)

• Level 2: Logical—further and more detailed sub-classification by chosen criteria
(e.g. domestically sell or export for partners or members)

In particular the middle management might need more details in order to elab-
orate planning scenarios like level 1–2 from above, whereas the executive

Fig. 12.23 Example for content layers [28]
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management is more focused on high-level capability content in order to receive
global and complete overviews like level 0–1. First content layer depth impressions
can be derived from assigned aggregation levels of BB2.WS2.

Questions, helping to identify and define content layers are:

• Which degree of detail should be reached/is required?
• Which layer differentiation should be used?

– Foundation, groups, types, descriptive elements, KPIs
– Contextual, conceptual, logical
– Corporate, cluster, single capability, descriptive elements, KPIs

• How many content layers are practical and rather needed?
• How are the single layers connected?
• Which issues should be described in each layer?

Easy, clear and appropriate vocabulary is recommended to define the layer
names and its content requirements. Due to the increasing content complexity, the
more substantive documentation should be made within a software tool. Hence,
both the previously identified relationships between capabilities as well as between
descriptive elements can be taken into account. Regarding the levels, different
approaches clarify the terms, needs and visualizing models. For example, the
capability identification matrix is an appropriate tool to design the catalog and to
identify, define descriptive elements and describe appropriate criteria as well. Some
of them are: Nested Cylinders and spheres, Cubes, 3D Scatterplots, Net layer
models/charts, Tree layer models, Parallel coordinates/matrices, Cluster maps,
Portfolios (Fig. 12.24).

They have to be selected in relation to their respective addressees and degree of
detail (Table 12.14).

12.4.3.2 Working Step 2: Capability Content Engineering

Within this step identified capabilities are described in further detail. The catalog’s
structures are depicted with the help of models that support a clear and consistent
conception of the catalog. Prior to any adjustment, a review of previous work is
required. Hence, the refinement or renewing of descriptive elements can be
initiated.

Therefore, the following questions should be answered for each specific
capability:

• Which are the related, underlying and/or linked roles, processes, departments
and capabilities?

• Which information is needed as input?
• Which resources are needed as input?
• Which information and resources are needed?
• How can these sources be provided?
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• What does the capability action in practice look like?
• Are there common accepted activities, business processes and responsible roles

regarding each capability?
• Are there under-/over performing and/or missing capabilities (gap analysis)

based on performance targets derived from the strategy?
• Which relevant metrics and/or key performance indicators (derived from

strategic objectives) can be identified?

– How are they scored (e.g. in terms of properties of the EA to which the
capability is linked)?

• How can we link capabilities to their motivation (strategic goals)?
• How can we link capabilities to their implementation (e.g. descriptive elements

as represented by EA models)?
• Do we have to involve any experts and stakeholder? Which ones?
• Is there any estimation about the needed time and resources?

Domain experts and manager must be involved in order to give specific inputs.
Depending on its expertise it is desirable and certainly possible that these

Fig. 12.24 Example for a content layers cube from the EACN project (cp. [26, 30])

Table 12.14 BB3.WS1—Summary

Input Throughput Output

Capability catalog
v1.0

Content layer
definition

Capability catalog v2.0 incl. content layer
concept
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stakeholders pass over to a role relation using a responsibility assignment matrix
(RACI, PACSI, RASCI, RACIQ etc.). For instance, if a stakeholder provides
activities that are required for a capability like informing, consulting, accountability
or responsibility (RACI) for resources, information, processes or company specific
descriptive elements, they pass over from its stakeholder position to a role element
of the capability (Fig. 12.25).

During the engineering process, the entire catalog is subject of substantial
changes of the structure, design and content. Additionally, the catalog’s structure is
depicted by clear and visualized models to stress the consistent understanding
(Fig. 12.26; Table 12.15).

The state of the catalog can be characterized as:

• Representation of revised results of several iterative activities
• Detailed and accepted relationships between the capabilities
• High level of detail.

Fig. 12.25 Example for a capability stakeholder-to-role map using RACI assignment

Fig. 12.26 Documentation of content layer 1 and layer 2 within the capability identification matrix

Table 12.15 BB3.WS2—Summary

Input Throughput Output

Capability catalog
v2.0

Detailing the descriptive elements and defined
content layer

Capability catalog
v3.0
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12.4.3.3 Working Step 3: Development of Stakeholder Views

When describing capabilities in detail, it is necessary to ensure that every capability
is formulated in a general manner, i.e., there should not be any connections to
objects such as particular applications or markets. In general, views might be
applied to present specific sets of capabilities to different kinds of stakeholder
groups. In particular, one of the following sample views could be created:

• required maturity level vs. current maturity, level of a capability used for
strategy implementation,

• costs of bringing a theoretical capability (some of the descriptive elements are
described but nonexistent in the enterprise) into real,

• dependencies between capabilities,
• capabilities required for a particular strategy implementation
• financial aspects,
• just a capability overview map.

For presentation purposes, different tools and technical measures may be used.
Different kinds of evaluation criteria are developed in this working step. When
describing capabilities in detail, it is necessary to ensure that every capability
content layer and its defined elements are formulated and may be linked to other
logical elements of the EA.

Procedural Example—The connection between goals, strategies, initiative and
corresponding capabilities for realization could be captured in a view (Fig. 12.27).

Fig. 12.27 Example impact analysis application architecture capability
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For presentation purposes, different tools, technical methods views could be
used. Some views for capability representation are exemplarily listed in
Tables 12.16 and 12.17.

The state of the catalog can be characterized as:

• Representation of revised results after several iterative process activities
• Detailed and accepted relationships between the capabilities
• High level of detail
• Completed.

12.4.4 Catalog Governance

This last building block is very important due to introducing and keeping capa-
bilities up-to-date. In fact, the governance process addresses the quality manage-
ment of the created capability catalog. It thus includes activities referring to the
assessment, deployment, and maintenance of a catalog illustrated in Fig. 12.28.

Even though there are a lot of approaches dealing with quality criteria and
valuation methods in the context of, for example, enterprise architectures [19].

Table 12.16 Views for stakeholder specific capability representation

Strategic views Information views

Performance charting
Strategy maps
Feedback diagrams
Magic quadrants
Spray diagrams
Affinity diagrams
Mintzberg’s organigraph
Strategic game boards

Radar charts
Cone tree maps
Hyperbolic tree
Cycle diagram

Concept views Compound views

Mind map
Square of oppositions
Concentric cycles
Synergy map
Force field diagram
Argumentation map
Perspective diagram

Graphic facilitation
Rich picture
Knowledge map
Informural
Learning map

Table 12.17 BB3.WS3—Summary

Input Throughput Output

Capability catalog
v3.0

View models simple measurement methods
and tools

Capability catalog
v4.0
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There is still little progress in the application area of evaluating capabilities, in
which approaches most often build on ordinary methods for quality control or are
impractical for the designated purpose. This might have originated from an omitted
preparation phase, which is normally used to describe the quality criteria a catalog
has to satisfy.

12.4.4.1 Working Step 1: Assessment

In order to both counteract deficient quality and promote the functionality of a
catalog, the optional step “assessment” can be used. The focus of the assessment
concept can be the development process (the way the catalog is constructed), the
designed result (the catalog itself), or both. Accordingly, the quality level and
quality criteria have to be elaborated during this stage. Appropriate criteria can
normally be derived from the goals predefined in BB1 or from the deeper content
layers defined and formulated in BB3. In addition to conducting an overall review
of general quality standards such as completeness, accuracy, flexibility, linkage,
simplicity, intelligibility, and usability, it is recommended to apply comprehensive
assessment approaches, e.g., capability maturity models or capability assessment
matrices. From the process perspective after such an assessment phase, it is possible
to revisit the second and third BB in order to integrate assessment results in a new
iteration. Moreover, if the assessment results are absolutely not satisfactory or
primary goals are not achieved, the first BB has to be visited again in order to
analyze critical points and re-define scope, definitions, stakeholder groups or
development strategy. There are three kinds of proposed subject:

• Development process—the way the catalog was constructed
• Engineering result(s)—the content of catalog itself
• Both

The indicative questions are:

• What is the objective of the assessment?
• Should the catalog be verified (theory-oriented) or validated

(practice-oriented)?
• Are there any existing quality criteria (e.g. from BB1 or BB3)?

– No: What criteria should we use?

There are several opportunities for assessment. 1st: If a maturity model is used.
Maturity models are specific management instruments, which define various

Fig. 12.28 BB4—overview working steps
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degrees of maturities in order to evaluate to what extent a particular competency
fulfils the qualitative requirements that are defined for a set of competency objects
[25] and the development processes in organisations [4]. According to Wißotzki
et al. [26, 30] the utilization of maturity models in the capability context compre-
hends three different variants: descriptive, prescriptive or comparative. The
descriptive maturity models could be applied to asses the current state (as-is) of a
capability or a capability group. Prescriptive models do not only assess the as-is
situation, but also recommend guidelines, best practices and roadmaps in order to
reach higher degrees of capability maturity. A comparative maturity model can be
applied for benchmarking across different capabilities. Following questions can
guide the maturity assessment step:

• For each phase/maturity state:

– Which kind of maturity approach do we need?
– What criteria should they assess?
– Which kind of maturity states/levels do we need?
– How can we close gaps between current and desired states/levels?

Procedural example—The current data quality of capability can be illustrated by
a spider chart (Fig. 12.29). The chart shows significant gaps between the desired
level (100 %) and the current level of the required descriptive elements.

2nd: Portfolios are a good possibility to compare different assessment criteria
like the mapping of investments to existing capabilities (e.g. internal and external
distribution; human resource, IT and procure management) illustrated in Fig. 12.30.

Using highlights and/or priorities for a third criterion (e.g. their importance
regarding the global enterprise goals) the same portfolio can offer gaps and mis-
leading investments. Consequently, future measurements can be derived due to
increase investment in capabilities of low strategic importance and the other way
around.

Fig. 12.29 Descriptive
elements—maturity
visualization
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However, the quality level of the assessment depends on appropriate chosen
assessment criteria. We distinguish between general and specific criteria. General
criteria are generally applicable for all capability type. Some examples: com-
pleteness, accuracy, flexibility, linkage, simplicity, reasonability, intelligibility,
usability, availability or system support.

Specific criteria are capability specific quality indicators and have to be individually
defined for each capability. In terms of our EAM Capability “Impact Analysis
Application Architecture” driving questions for the quality of its descriptive element
“information” could be: Inventory of AA architecture objects available? Are depen-
dencies between AA architecture objects known? Are dependencies to business
architecture objects known? Are dependencies to technology architecture objects
known? These questions could be answered by a metric like in Table 12.18.

Fig. 12.30 Example for a investment/capability portfolio

Table 12.18 Evaluation matrix
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This evaluation can be made for all descriptive element of a capability. The sum
of results can, for example, reflect the level of maturity or taken as base for variance
analysis (Table 12.19).

12.4.4.2 Working Step 2: Rollout

The way of integrating a catalog into an enterprise has a vital influence on the
success of this catalog. To this end, the “catalog rollout” step addresses the
implementation/rollout of a catalog in the organization. As specified earlier, cre-
ating a capability catalog is only reasonable in case the management approves and
supports the process. Accordingly, both upper and middle management need to be
convinced. That being said, the success of integrating a capability catalog depends
on two major elements: quality and stakeholder satisfaction.

The completed capability catalog thus needs to be formally presented to the
steering committee and contracting authority, respectively. This should be delivered
either in the form of an intermediate presentation or as part of the project com-
pletion. It thus needs to be ensured that the needs of the stakeholders are satisfied.
To achieve this, accurate planning and preparation is required. The project team
needs to be able to enhance the results of the capability catalog creation process,
i.e., converting the final catalog version, descriptions, and illustrations into an
appropriate form of presentation. Relevant stakeholders might, for example, obtain
a copy of the document in order to prepare themselves for approval.

All in all, the catalog rollout needs to pursue the goal of achieving an acceptance
of the results and creating an activity plan in terms of additional elaborations or
unresolved issues. Even though an initial evaluation of the achieved state should
have been conducted in the preceding building blocks, it is unlikely that a single
iteration is sufficient. The second goal is to receive user feedback provided by
individuals or working groups in order to improve the catalog utilization. In this
regard, it is recommended to perform internal surveys or workshops after a certain
period of time. The way of integrating a catalog into an enterprise has a vital
influence on the success of it. Two major elements influence the integration sig-
nificantly: (1) The capability catalog has a high-quality level, (2) Stakeholders (e.g.
board level, business developers, line managers) are satisfied with both the
approaches and achieved results.

Table 12.19 BB4.WS1—Summary

Input Throughput Output

Capability catalog v4.0 Evaluation, indicators, measurements Capability catalog v4.1

Table 12.20 BB4.WS2—Summary

Input Throughput Output

Capability catalog v4.1 Integration Capability catalog v4.2
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Three subsequent aspects need to be considered in the context of catalog
deployment: Obtain feedback from users and steering committee, obtain decisions
about the maintenance of the catalog and the allocation of resources, integrate the
catalog into existing standards (Table 12.20).

12.4.4.3 Working Step 3: Maintenance

Feedback from the previous working step or especially from catalog utilization can
result in a change in the structure and/or in the function of catalog elements. Besides,
changes in the enterprise (e.g. governance, new orientation, management) and its
branch can create the need for improvements in the catalog. For these reasons, and
given that an enterprise may have to meet new challenges over time and capabilities
need to be modified accordingly, there is an ongoing “maintenance” process in
addition to the aforementioned evaluation methods applied to create a high-quality
capability catalog. Consequently, an improvement of both quality and usage period
of the catalog is addressed within the last step of this building block. Modifications
in the catalog structure as well as slight changes may occur in this step.

Due to changing challenges for enterprises over time, capabilities need to be
modified accordingly. With the collaboration of the optional, aforementioned eval-
uation methods, an ongoing maintenance results in a high-quality capability catalog.

Which measures and modifications improve the catalog quality?

The including advantages are:

• Structure and comprehensibility
• Precise descriptions
• Simplified modifications and reorganizations of the created catalog
• Contributes to the organizational learning and securing of organizational

knowledge
• An improvement of both usage period and quality of the catalog is addressed.

Fig. 12.31 Capability catalog maintenance patterns according to Lahrmann and Marx [17]
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Table 12.21 BB4.WS3—Summary

Input Throughput Output

Capability catalog v4.2 Maintenance activities Capability catalog v5.0

From Lahrmann and Marx [17], we adopted three of four extension patterns for
the purpose of catalog maintenance (Fig. 12.31).

A general update of capability catalog elements by adding new descriptive ele-
ments or updating the evaluation mechanism (e.g., maturity assessment procedure)
may be examples of the first pattern. It is also possible to add new context objects or
reorder their configurations, e.g., by changing attributes that might influence the
identification process (BB2) or at least reconfigure the relationships between dif-
ferent capabilities. Although these extension patterns challenge the meta-structure of
the capability catalog to some extent, they would not require passing the first
building block and beginning the development process again by redefining the
scope, as this would go beyond the scope of maintenance. All stakeholders (initia-
tors, developers and users) have to maintain the existing catalog and influence its
improvement (all-do-some approach), if there are any needs of change.

Is an update or upgrade necessary?

The differentiation between upgrade and update is in the point of interest.

1. Update: adding new descriptive elements or content objects; updating the
evaluation methods; any kind of modifications (BB2–BB4)

2. Upgrade: total renewing of the catalog starting with BB1

Procedural example—When enterprise roles changed or processes are basically
modified (f.i. by automatization), the existing catalog has to be updated by new
iteration in terms of identifying additional or obsolete capabilities starting from BB2
to BB4. An organizational restructuring or market change can lead to a capability
catalog upgrade starting from re-scoping in BB1–BB4.

The existing capability catalog has to be: Modified regarding the steps of BB2 till
BB4 and comply with the described state of the art OR totally renewed from BB1.
Then the existing capability catalog is rejected and a new one, corresponding to the
single BB’s and working steps, is designed (Table 12.21).

12.5 Conclusion and Outlook

We presented a generic approach that can be used to derive capabilities through a
structured process and gather them in an enterprise-specific catalog for an effective
operationalization of enterprise strategies. A capability here describes a certain
combination of information, roles, activities/procedures, and resources to support
issues like strategy management, enterprise architecture management and IT
management considering EA objects and management tasks like planning, trans-
formation and controlling.
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Following a four-building-block approach, we described a straightforward and
flexible process for capability catalog developers and designers, which allows the
integration of descriptive elements for different capability types. The capability
management guide version 3 is based on the approach of Wißotzki [28] and
includes changes of two expert evaluations. It should form a tool that facilitates the
development of scientifically well-founded capability catalogs aligned with the
design science research guidelines [16] and process [18]. In particular, our approach
provides a building block covering the continuous assessment and maintenance in
order to enhance capability and catalog quality.

Additional detailed content of the building blocks and corresponding steps are
still in development and have only been mentioned to some extent in this chapter.
Our future research will elaborate on this topic and demonstrate more practical use
cases of capability catalog engineering projects. In fact, our aim is to focus more on
use cases and/or possible applications in order to indicate the tradeoffs of our
approach and to evaluate and potentially extend the process.
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