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Foreword

The 18th International Conference on Human-Computer Interaction, HCI International
2016, was held in Toronto, Canada, during July 17–22, 2016. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,354 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 74 countries submitted contributions, and 1,287 papers and
186 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of the design and use
of computing systems. The papers thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 27-volume set of the
conference proceedings are listed on pages IX and X.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2016
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2016 Constantine Stephanidis
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Comparison of Mobile Input Methods

Gencay Deniz1,2(&) and Pinar Onay Durdu2

1 Department of Computer Engineering, Graduate School of Natural
and Applied Sciences, Kocaeli University, Izmit, Kocaeli, Turkey

zinedyacneg@gmail.com
2 Human Computer Interaction Research Laboratory, Kocaeli University,

Izmit, Kocaeli, Turkey
pinar.onaydurdu@kocaeli.edu.tr

Abstract. This paper presents the results of an experimental study that com-
pared the usability of four different input methods in the context of smart phones
with touch screen property. Twenty users were asked to fill in a questionnaire
with four different input methods which were radio button, text field, spinner
and button. Time required to fill in the questionnaire and the errors occurred
were recorded. Overall, radio button was found to be the fastest by causing no
error while text field was found to be the slowest input method and more error
prone. In addition, participants were asked about their perceived performance
before and after filling in the questionnaire. These results were compared with
their actual performance. Most of the users could not predict their performance
before use and many of the participants still could not make correct predictions
about their own performance after use.

Keywords: Mobile input methods � Performance of mobile input methods �
Perceived performance

1 Introduction

Interacting with mobile technologies has been widespread since the use of smartphones
has increased. Nowadays, these devices are used to perform many of the daily routines
conducted with computers such as social networking, gaming or entertainment [1].
People connect web through their smartphones as well. Therefore, they come across
form elements on their mobile devices to input information. Users have to fill in forms
to buy goods in an e-commerce website, to join a social network or to get their things
done with productivity based applications such as online banking. Form elements stand
between the goals of users and applications and unusable web forms lead to loss of
users [2]. Thus, the research subject of usability and effectiveness of form elements has
been carried to mobile context.

Developers of mobile applications should consider usability issues related with
form elements to get information timely and accurately from their users with satis-
faction. Although there has been substantial research conducted related to usable web
form elements [3–5], to the extent of our knowledge, there are not any studies con-
ducted with form elements accessible through mobile devices. In traditional web
environment, the mostly studied form elements for performance and satisfaction were

© Springer International Publishing Switzerland 2016
A. Marcus (Ed.): DUXU 2016, Part III, LNCS 9748, pp. 3–13, 2016.
DOI: 10.1007/978-3-319-40406-6_1



button, radio button, text field and drop down buttons [4, 6–8]. While text field is
advantageous in that it enables inputting free form of data, it is a slower input method.
On the other hand, button, radio button and drop-down box are used to gather input
from pre-determined options [9]. In the mobile context, since the display area is much
smaller than traditional web environment, screen real estate becomes another major
concern. In this study, an experiment was conducted to investigate the performance of
different mobile input methods which were button, text field, radio button and spinner
with a touch-based smart phone since these form elements affect the performance of
form usage. The chosen input types and their descriptions are given in Table 1.
Specifically, we examined which mobile input method provides faster and more
accurate data input and which one is more preferred by the users by conducting a user
test in our laboratory. Our work is expected to make the following contributions to HCI
research field:

• Determine which input method produces faster data entry with less error and more
user satisfaction.

• Present the first detailed investigation of performance of mobile input methods in
the context of smart phones with touch screen property.

2 Related Work

Many of the web based applications use online forms for registration or communication
purposes. Users generally do not want to fill in the forms or they leave the forms
without filling all questions because the forms designed are unusable requiring long
time or causing difficulties to its users. As it was stated above there were some usability
evaluation studies conducted in traditional web environment, in this study we are
mainly focusing on input types of form elements such as text field, button, radio button
and, spinner (which is used instead of drop down box in mobile context) which weren’t
studied in mobile context. In this section, we will summarize the most important results
of the studies about usability of online forms. Although many of these studies were
conducted in traditional desktop environment, their results will shed light to our
findings.

One of the early work of investigation of usability of form controls was conducted
by Gould et al. [11]. They evaluated seven different methods for calendar input by both
experienced and inexperienced computer user groups in traditional web environment.

Table 1. Mobile input methods [10]

Control Type Description

Radio button Similar to checkboxes, except that only one option can be selected in the
group

Text field An editable text field
Spinner A drop-down list that allows users to select one value from a set
Button A push-button that can be pressed, or clicked, by the user to perform an

action
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They reported that text entry method was faster and more accurate than selection
methods in both groups.

Tullis and Kodimer [6] conducted a study that investigated the usability of seven
input methods in a database application in a Windows® environment. They tried to
determine which input techniques were easier to learn and use as well as the most
preferred. According to their results, radio button and one entry text field input methods
were found to be better based on all three dimensions of practice, time and subjective
satisfaction. Miller and Jarret [5] emphasized the use of drop-down to save the screen
real estate and the use of radio button since it provided visibility of all options together.
Heerwegh and Loosveldt [8] discussed the effect of two response formats which were
radio buttons or drop-down boxes that were used in web surveys regarding data quality.
They reported drop-down boxes were more difficult to use and required more time than
radio buttons but they also concluded that the choice among two different response
format was not self-evident. Healey [4] conducted an empirical study to investigate the
effect of radio button or drop down to the responses of participants of web surveys and
could not find out any significant effect on survey completions, number of
non-substantial answers or time to completion but found evidence that at individual
question level drop downs took longer response times. Actually, this was not a sur-
prising result based on the Keystroke-Level Model [12] because drop downs require
more clicks, first to open the drop down and then select the option, than radio buttons.

Bargas-Avila et al. [3] proposed 20 guidelines for usable web forms and they
included items related with input types. Seckler et al. [13] conducted an empirical
evaluation of these guidelines. In that study, users mostly mentioned about the
requirement of easy and fast filling in of the forms during interviews which were
conducted to determine their negative experiences with the forms. In another study
[14], input methods of button, combo box, radio button and text field were compared
according to their performance on web form filling and it was found out that button
input type was the fastest and text field was the slowest contrary to Tullis and Kodi-
mer’s [6] study. In addition, Bargas-Avila et al. [3], compared six input methods of
date entry used in an interactive form on the web and found out that using a drop-down
is the best when format errors were to be avoided but text field input was faster and had
higher user satisfaction.

Apart from these studies, Welch and Kim [15] conducted an empirical study to
investigate the effect of menu element size on mobile applications regarding the
effectiveness and efficiency issues. Although the main objective of this study was
actually different from our study’s scope it is worth to mention about it. Their study
didn’t not focus on different input elements but they used different sizes for menu
elements. They reported the element size had a direct correlation to increased user
preference and usability.

3 Method

In this study we performed a user test to examine which input method provides faster
and more accurate input in a touch based smartphone environment. Four different input
methods which were button, text field, spinner and radio button were evaluated.
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3.1 Participants

Twenty participants (8 female, 12 male) took part in the study. Their age ranged from
20 to 59. Average age of participants was 34. Participants were grouped as adults and
elderly, according to their age. The first group was between the ages of 20 to 30 and the
other group was between the ages of 50 to 60. They were grouped in two age groups
based on the median age. First group who were between 20 and 26 years old was
determined as young participants and the second group who were between 27 to 59
years old was determined as elderly participants. We grouped participants who had
been using smartphone for equal or less than two years as novice and participants who
had been using smartphone for equal or more than three years as expert. Participants’
smartphone’s operating system information was also gathered but two of the partici-
pants did not reported (NR) about this information. Only one of the participants had
owned the smartphone that was used in this experiment. The details can be seen in
Table 2 below.

3.2 Data Gathering Tools

We applied two questionnaires to our participants. One of the questionnaires was to
gather their demographic information including gender, age as well as participants’
previous experience with any smartphone or the smartphone that we have used in our
study. We also included a question regarding their perceived performance of input
methods before and after use in this questionnaire. The second questionnaire was used
as a “test questionnaire” on the smartphone and included questions related to the
personal preferences of participants on general subjects.

A mobile application was developed in Java programming language. Samsung
Galaxy S4 smartphone which had an Android OS was used in the experiment. In this
mobile application, four versions of the test questionnaire, with different input methods,
were used as can be seen in Figs. 1, 2, 3 and 4. The questions and their answers were
shuffled for each user and for each trial in order to minimize the learning effect.
Application has its own chronometer. It started to track the time at the background of
the application when the participant started to fill in any version of the test question-
naire until s/he pressed the complete button. Error correction was disabled in the mobile
application to determine which of the input method provided more accurate data input.
In the “Text Field” method, the backspace button was disabled and in the other three
methods after any of the choices was selected, the others became invisible.

Table 2. Demographic and smartphone related information of the participants

Gender Age Smartphone usage
experience

Mobile phone
operating system

Male Female Young
(20–30)

Elderly
(50–60)

Novice
(<=2 years)

Expert
(>=3 years)

Android iOS Others

12 8 15 5 10 10 10 7 3
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Fig. 1. Button input method Fig. 2. Radio button input method

Fig. 3. Text field input method Fig. 4. Spinner input method
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3.3 Procedure

At the beginning of the user test, we informed the participants about the procedure and
got their consent. First, we wanted them to fill in the demographic information ques-
tionnaire and the paper-based version of the test questionnaire to gather their correct
responses of their personal preferences. Then we asked them to use the mobile
application and fill in the four versions of the questionnaire using different input
method for each. We observed the participants while filling in the questionnaire
through the mobile application and afterwards asked them which input method they
perceived the fastest and noted their answers.

4 Results

The results of the user test was analyzed regarding the required time to fill in the
different versions of questionnaires, errors occurred and participants’ perceived per-
formance before and after use and actual performance among the four different input
methods in a mobile context. We summarized these in the following sub-sections.

4.1 Task Completion Times

Task completion time of four different input methods were recorded during the test.
Task completion times for each participants’ each method can be seen in Fig. 5.

There was a statistically significant difference in task completion times depending
on the four different input methods, χ2(3) = 39.963, p = 0.000. Post hoc analysis with
Wilcoxon signed-rank tests was conducted with a Bonferroni correction applied,
resulting in a significance level set at p < 0.008. Mean values of task completion times
for radio button, button, spinner and text box running trial were can be seen in Fig. 6.
Radio button was significantly faster than text box (Z = −3.924, p = 0.000) and

Fig. 5. Task completion times for all participants with four input methods (Color figure online)
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spinner (Z = −3.188, p = 0.001) whereas there was no significant differences in task
completion times between radio button and button running trials (Z = −1.746,
p = 0.081). Text-box is significantly faster than spinner (Z = −3.848, p = 0.000) and
button (Z = −3.848, p = 0.000). There was no significant differences in task comple-
tion time between spinner and button (Z = −2.653, p = 0.008). This result was mainly
related with the number of keystroke required to fill in the questionnaire with the used
input method. Text field and spinner data entries required more time since they required
more keystrokes as can be predicted with the Keystroke-Level Model (Card et al. [12]).
Spinner method required two steps to input data while radio button and button methods
required one step.

Figure 7 shows comparison of average task completion times by age. The fastest
input method is radio button among all age groups and text field is the slowest. Young
participants performed significantly better than elderly. Performance differences were
statistically significant at p < .05 among age groups with all input methods.

We also analyzed the task completion times according to participants’ gender as
can be seen in Fig. 8. Males performed better than females with three of the input

Fig. 6. Average task completion times of four input methods

Fig. 7. Average task completion times by age groups
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methods; however, females performed better than males with text field input. However,
the difference among the gender groups was not found statistically significant at
p < .05.

Figure 9 shows the average task completion times of the participants by their
experience level. Among the novice and expert groups, expert group performed better
than novices and all the differences were found to be statistically significant at p < .05.

4.2 Errors

Errors made by the participants while filling in the questionnaires were recorded. Most
of the participants made mistakes when filling in questionnaires with “text field” input
method except one. Interestingly, he was in the inexperienced elderly group. All of the
experienced users made some mistakes when filling in with the “text field” input
method. All participants completed questionnaires without any mistakes in the other
three input methods.

Fig. 8. Average task completion times by gender

Fig. 9. Average task completion times by experience levels
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4.3 Perceived and Actual Performance

We asked participants about their perceived performances before and after the exper-
iment. Participants’ perceived performances differed after the experiment; however,
their actual performance was also different. Before the experiment only 30 % of the
participants stated they would perform better with radio button. After the experiment
this percentage increased to 35, however 65 % of the participants performed better with
radio button. 25 % of the participants perceived they performed better with spinner
after the experiment; however, none of them performed better with this input method.
The details can be seen in Fig. 10.

5 Discussion

The analyses we have performed on the task completion times of participants with four
different input methods indicate that “radio button” is the best of the four approaches
studied for this form filling task in the context of smart phones with touch screen
property. This result is similar to the previous study’s findings [6] although it was in a
different context. Form filling with a text field required more time since it required
more typing as it was defined in Keystroke level model [12]. Moreover, participants
performed more errors with text field. Even we required from the participants to type
very short answers by the use of a virtual keyboard of the smartphone, they made
errors. There are findings of studies that show people often make errors with virtual
keyboards [16].

Another finding of this experiment was related with the people’s perceived and
actual performances. Our participants weren’t able to predict their performance before
experiment which is a consistent finding of Dillon’s [17] studies. Moreover, they could
not predict their performance after the experiment.

The results of this study shows that use of radio button will provide faster form
filling in mobile context. Since there is not any statistically significant difference among

Fig. 10. Participants perceived and actual performances (Color figure online)
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radio button and spinner input methods, mobile interface designer can prefer spinner
while considering screen real estate. In addition, they should avoid text field input as
much as possible since it takes longer and causes more errors.

There are some limitations regarding with this study. First of all, this study was
conducted in a laboratory setting which could be considered as an artificial environ-
ment for mobile context. Because mobile users use these input methods while they are
moving and that requires more cognitive overload. Another limitation is that the
sampling of the study included few number of participants. They also cannot be
considered as well-representative or the population since convenience sampling was
used. Therefore, similar studies should be conducted in a more natural setting with
more representative users.
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Abstract. This work proposes the use of a system to implement user context
and emotional feedback and logging in automated usability tests for mobile
devices. Our proposal augments the traditional methods of software usability
evaluation by monitoring users’ location, weather conditions, moving/stationary
status, data connection availability and spontaneous facial expressions auto-
matically. This aims to identify the moment of negative and positive events.
Identifying those situations and systematically associating them to the context of
interaction, assisted software creators to overcome design flaws and enhancing
interfaces’ strengths.
The validation of our approach include post-test questionnaires with test

subjects. The results indicate that the automated user-context logging can be a
substantial supplement to mobile software usability tests.

Keywords: Usability � Automation � UXDX � Mobile phones � User research

1 Introduction

In mobile software application stores, consumers frequently find themselves unable to
decide which ones to acquire, considering that many of them have the very same
functional features. It is very likely they will prefer the application that presents their
functionalities in the most usable manner [1].

In [2] Harty debates how several organizations do not execute any usability eval-
uation. It is considered too expensive, too specialized, or something to address after
testing all the “functionality”. This is habitually prioritized because of time and other
resource constraints. For these groups, usability test automation can be beneficial.

The assessment of usability in mobile applications delivers valuable measures
about the quality of these applications, which assists designers and developers in
identifying opportunities for improvement. But examining the usability of mobile user
interfaces can be an exasperating mission. It might be extensive and require expert
evaluation techniques such as cognitive walkthroughs or heuristic evaluations, not to
mention expensive usability lab equipment.
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In addition to the resources constraints, there is the desktop versus mobile software
matter. Most of the usability methods (e.g. usability inspection, heuristics, etc.) are both
valid to desktop as well as to mobile phones software, although it is more difficult for a
mobile usability testing context to accomplish relevant results with conventional
assessment methods. The reason is that the emulation of real-world use during a
laboratory based evaluation is only feasible for a precisely defined user context.
Therefore, due to physical restrictions, it is difficult to extract solid results from such
varying user context [7].

Recent work has been published regarding tools for low-cost, automated usability
tests for mobile devices. In [8], these tools have been reported to help small software
development teams to perform fairly accurate recommendations on user interface
enhancements. However, these tools do not consider neither emotional feedback nor
contextual awareness of users towards mobile software.

1.1 Emotions and Usability

Emotional feedback is a significant aspect in user experience that chronically goes
un-measured in several user-centered design projects [9], especially with small
development groups. The examination of affective aspects through empirical
user-centered design methods supports software creators in engaging and motivating
users while using their systems [10]. Collecting emotional cues will provide another
layer of analysis of user data, augmenting common evaluation methods. This results in
a more accurate understanding of the user’s experience.

1.2 Automated Tests and Unsupervised Field Evaluations

It is important to reference the importance of automated tests, while being performed
for mobile devices. In contrast to desktop applications or web sites, mobile applications
have to compete with stimuli from the environment, as users might not be sitting in
front of a screen for substantial amounts of time [11]. Due to the natural mobility in this
scenario, in a real-world context, users might as well be walking on the street or sitting
on a bus when interacting with mobile software. Hence, it is important not to ignore the
differences of such circumstances and desktop systems in isolated usability laboratories
without distractions [7].

2 Related Work

Previous work has been published about automated software usability tests, specifically
for mobile devices. Here we divide related work in two groups: “UI Interactions,
Automated and Unsupervised Logging and Analytics” and “Emotions Logging
Systems”.
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2.1 UI Interactions, Automated and Unsupervised Logging and Analytics

Several commercial frameworks for logging user statistics on mobile devices, such as
Flurry1, Google Analytics2, Localytics3 or User-Metrix4. However, these frameworks
focus on user statistics such as user growth, demographics and commercial metrics like
in-app purchases. These solutions approach automation of usability tests, but ignore
emotional feedback, user context and even UI interaction information.

Flurry Analytics. Commercial solutions such as Flurry, which is taken as an arche-
type for commercially available analytic frameworks (i.e. Localytics5, Mobilytics6,
Appuware7 and UserMetrix8), try to get an audience perception. They deliver usage
statistics based on metrics like average users per day or new users per week. To use
these frameworks, the development teams offer support and code snippets to integrate
the framework with existing applications. However, developers are responsible for
adding framework functionality at the right place in their applications. Besides the
option of collecting demographic information (i.e. gender, age or location), the
framework also offers a possibility to track custom events. However, metrics that
provide assumptions about the quality of user interfaces are generally missing. In
contrast to these frameworks, our approach directly focuses on associating UI inter-
action, emotions and user context logging.

EvaHelper Framework. In 2009, Balagtas-Fernandez et al. [16] presented an
Android-based methodology and framework to simplify usability analysis on mobile
devices. The EvaHelper Framework is a 4-ary logging system that records usability
metrics based on a model presented by Zhang et al. [18]. Although Balagtas-Fernandez
et al. focus on the part of automatically logging user interaction, they do not focus on
the evaluation of the collected data. For the visualization of their results, they use
third-party graph frameworks that are based on GraphML9 to visualize a user’s navi-
gational graph. Compared to our approach, they solely provide navigational data for
single application usages. They do not augment the graph with some kind of low-level
metrics to enable the identification of emotional feedback or contextual adversities.

Automatic Testing with Usability Metrics. This work presents a methodology and
toolkit for automatic and unsupervised evaluation of mobile applications. It traces user
interactions during the entire lifecycle of an application [8]. The toolkit can be added to
mobile applications with minor changes to source code, which makes it flexible many

1 http://www.flurry.com.
2 http://www.google.com/intl/de/analytics.
3 http://ww.localytics.com/.
4 http://usermetrix.com.
5 http://www.localytics.com/.
6 http://www.mobilytics.com/.
7 http://www.appuware.com/.
8 http://usermetrix.com/.
9 http://graphml.graphdrawing.org.
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types of applications. It is also able to identify and visualize design flaws such as
navigational errors or efficiency for mobile applications.

2.2 Emotions Logging Systems

Some techniques and methodologies have been reported about gathering affective data
without asking the users what and how they feel. Physiological and behavioral signals
such as body worn accelerometers, rubber and fabric electrodes can be measured in a
controlled environment [19]. It is also feasible to evaluate users’ eye gaze and collect
electrophysiological signals, galvanic skin response, electrocardiography, electroen-
cephalography and electromyography data, blood volume pulse, heart rate, respiration
and even, facial expressions detection software [9]. Most of these methods face the
limitations of being intrusive, expensive, require specific expertise and additional
evaluation time.

UX Mate. UX Mate [17] is a non-invasive system for the automatic assessment of
User eXperience (UX). In addition, they contribute a database of annotated and syn-
chronized videos of interactive behavior and facial expressions. UX Mate is a modular
system which tracks facial expressions of users, interprets them based on pre-set rules,
and generates predictions about the occurrence of a target emotional state, which can be
linked to interaction events.

Although UX Mate provides an automatic non-invasive emotional assessment of
interface usability evaluations, it does not consider mobile software contexts, which has
been widely differentiated from desktop scenarios [7, 11, 12]. Furthermore, it does not
take into account the contextual awareness of the user.

Emotions Logging System. It [15] proposes the use of a system to perform emotions
logging in automated usability tests for mobile devices. It assess the users’ affective
state by evaluating their expressive reactions during a mobile software usability
evaluation process. These reactions are collected using the front camera on mobile
devices. No aspects of user context are considered in this work.

3 Contribution

Our proposal supplements the traditional methods of mobile software usability eval-
uation by:

1. Monitoring users’ spontaneous facial expressions automatically as a method to
identify the moment of occurrence of adverse and positive emotional events.

2. Detecting relevant user context information (moving/stationary status; location,
weather conditions; data connections availability;

3. Systematically linking them to the context of interaction, that is, UI Interaction
(tap/drag) and current app view.
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4. The automated test generates a graphical log report, timing
(a) current application page;
(b) user events e.g. tap;
(c) emotions levels e.g. level of happiness;
(d) emotional events e.g. smiling or looking away from screen;
(e) moving/stationary status;
(f) location;
(g) weather conditions;
(h) data connection availability (WLAN/3G/4G);

3.1 Example Scenarios

According to [9], the gazing away from the screen may be perceived as a sign of
deception. For example, looking down tends to convey a defeated attitude but can also
reflect guilt, shame or submissiveness. Looking to the sides may denote that the user
was easily distracted from the task.

The work in [15] clearly addresses this matter, by logging the event of “gazing
away” from the screen. Although there are certain scenarios where this is perfectly
acceptable even if the user is fully committed to the UI interaction:

• While waiting at a bus stop: user has to constantly gaze away from screen, to check
for coming buses;

• In a conversation: user has to constantly gaze away from screen, to demonstrate e.g.
any media on an application, to the conversation partner.

These are examples of the evident need of user context awareness during automated
and unsupervised mobile software usability tests.

3.2 System Structure

The basic system structure is displayed in Fig. 1.
The running application uses the front camera to take photos of the user every

second. This image is converted to base64 format and is sent via HTTP to the server.
The server decodes the base64 information into image and runs the emotion recogni-
tion software, which returns the numerical levels of happiness, anger, surprise, smile
(true/false) and gaze away (true/false). This information is sent back to the phone via
HTTP and written to a text file, with a set of other interaction information. When the
user exits the application, the log file is sent to the server, which stores and classifies
the test results in a database, which can be browsed via a web front-end.

For the user context gathering, an additional layer of software periodically logs
user’s location, appointments schedule (time to next appointment), moving status
(walking running, etc.), data connection availability, weather information, UI interac-
tion and current application page. When the user exits the application, the log file is
sent to the server, which stores and classifies the test results in a database, which can be
browsed via a web front-end.
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Interaction Information Logging. The applications to be tested are written using the
library (.dll) we implemented. When the application is started by the user, a log file is
created, registering the time, current page, emotional feedback and user context. For
simplicity analysis, we are logging only tap interaction - tap/click (true or false). When
tap is true, logs position of tap and name of the control object tapped e.g. button, item
on a list, radio button, checkbox, etc.

The generated log file is comma separated value format, enabling visualization in
tables, as displayed in Tables 1 and 2.

Emotion Recognition Software. The emotion recognition software was developed
using the well documented Intel RealSense SDK [13]. Among many features, this

Fig. 1. (a) User; (b) mobile phone; (c) sends face images, GPS location, appointments schedule,
moving status (walking, running, etc.), data connection availability, weather information, UI
interaction (tap, drag, flick, etc.) and current application page; (d) WLAN, GPRS or HSDPA;
(e) emotions recognition software, user context framework, UI interaction integration;
(f) emotions and user context log; (g) log data visualization; (h) developer.

Fig. 2. Emotions log from a 20 s test session (Color figure online)
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software development kit allows face location and expression detection in images. This
paper does not focus on analyzing any particular image processing algorithms to detect
emotions.

Usability Information Visualization. The front-end web software display one quick
(20 s) test session as in Fig. 2.

4 Experiments

4.1 Emotional Feedback

In order to perform early system functioning check, we planned a test session that
would induce negative and positive emotions, not necessarily related to the interface
design.

To test negative feedback, we asked one male adult (32 years old) to login to one of
his social networks accounts and post one line of text to his timeline. During this task,
we turned the WLAN connection on and off, in intervals of 30 s. After 5 min of not
being able to execute a considerably simple task, the test subject was noticeably
disappointed. The emotional feedback logged by our system was in successful
accordance to the test session.

Fig. 3. Path of user during test. Circle size shows amount of stationary time. Clicking on each
circle will show user context and emotional feedback (Fig. 4).
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To test positive feedback, we asked one male adult (27 years old) to answer a quiz
of charades and funny answers. The emotional feedback logged by our system was
successful, as the user smiled and even laugh about the funny text and imagery.

The test session displayed in Fig. 2 show another example of one test session we
have run. The user was asked to login to one instant messaging application in devel-
opment stage in a research institute.

4.2 User Context

In order to perform early system functioning check, we planned a test session that
would log an example user context information.

The user was asked to lo login to one instant messaging application in development
stage in a research institute, while leaving an office premise, crossing the street and
walking towards a bus stop. See Fig. 3.

5 Future Work and Discussions

This work presents an early approach to user context and emotional feedback logging
for mobile software usability evaluation. The problem space was narrated through
referencing other usability automation research. Some relevant related work was
described and distinguished from the present proposal. A system was developed as a
proof-of-concept tool to our hypothesis and experiments where performed to raise
argumentation topics to provoke advances on the current matter.

Our system logs user context information and emotional feedback from users of
mobile phone software. It stands as a solution for automated usability evaluation.

Future work will investigate a more in-depth applicability of the logged interaction
information. More importantly, it will research the integration of the different possible
variables to be added to this framework.

Additionally, this technique will be compared to other usability methodologies to
validate the benefit of our approach.

Fig. 4. Emotions and context information at given time
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Abstract. In this paper, we present a QAZ keyboard, which is a
QWERTY keyboard that facilitates one-handed thumb input for a
mobile device with a large touchscreen. To design the keyboard, we first
conducted experiments to investigate pointing performance on a large
mobile touchscreen using one-handed thumb. The results showed that
vertically long areas around the center of the touchscreen would be suit-
able to place a keyboard in terms of accuracy and time of pointing. Based
on this finding, we designed and implemented the QAZ keyboard for
Android-based devices. A longitudinal study with 4 participants showed
that the mean text entry speed was 18.2 wpm, and the mean error rate
was 9.1 %. Moreover, a comparative study of the QAZ keyboard com-
pared to a QWERTY keyboard showed that the QAZ keyboard’s error
rate was significantly lower than the QWERTY keyboard.

Keywords: Text entry · Software keyboard · Virtual keyboard · Smart-
phone · Mobile devices · Touch screen · One-handed interaction · One-
handed thumb · Pointing

1 Introduction

While it has been reported that users of mobile devices expect to use it with
one-handed thumb [6], the size of mobile touchscreens is enlarging owing to
the demand for increasingly larger screens. This trend inevitably enlarges the
touchscreen area that users can no longer reach by using only a thumb. As a
result, users are forced to use the device with two hand or change the manner
in which they hold the device.

To address this problem, we designed the QAZ keyboard (Fig. 1), which is
a portrait QWERTY-based keyboard. We rotated a QWERTY keyboard 90
degrees to make the keyboard cover more area where thumb can easily press
keys, thus making text entry on a QWERTY keyboard with one-handed thumb
input easier on a large mobile touchscreen.

Before designing the keyboard, we conducted two experiments to investigate
the pointing performance with one-handed thumb input on large mobile touch-
screens. Based on the results, we designed and implemented the QAZ keyboard
on Android-based devices. We also conducted a long-term user study to measure
the basic performance of the keyboard. This paper reports the results of those
experiments and presents the QAZ keyboard.
c© Springer International Publishing Switzerland 2016
A. Marcus (Ed.): DUXU 2016, Part III, LNCS 9748, pp. 24–35, 2016.
DOI: 10.1007/978-3-319-40406-6 3
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Fig. 1. QAZ keyboard. Fig. 2. Normal QWERTY keyboard.

2 Related Work

The characteristics of one-handed thumb input have been extensively researched
(e.g., [5,15–17,21]). As a result, it has been shown that each location on a touch-
screen has different accuracy and time of pointing; therefore, by using a com-
pensation function that shifts the user’s touches, the touch performance can be
improved [5,21]. As a result, design of the user interface of a touchscreen should
avoid key locations that require excessive thumb flexion or extension such as the
bottom right and top left on the touchscreen.

Based on characteristics of touch behavior, text entry methods utilizing char-
acteristics of one-handed touch input were designed. Takahama and Go [20] pro-
posed a one-handed text entry method which provides a stable holding position,
where users can input text by rubbing the screen with a thumb on a small touch-
screen area. Kimioka et al. [7] proposed a text entry method by adopting two arc
shaped keyboards for two-handed multi-touch gestures by using both thumbs on
a tablet. While these research papers proposed novel text entry methods which
were designed ergonomically, the layouts were totally different to those of exist-
ing keyboards. On the other hand, novices can use a QAZ keyboard with ease.

Some researchers have proposed keyboards that dynamically adapt the shape
and position of a key to users’ hands. Sax et al. [18] and Kuno et al. [8] proposed a
keyboard where a user can perform touch-typing using a soft keyboard. iGrasp [2]
is a system which provides a soft keyboard to users based on how and where
users grasp the devices. In contrast, we found the proper area to place a keyboard
on a touchscreen based on the results of our preliminary experiments which
investigated characteristics of one-handed thumb input, thereby allowing users
to use the keyboard without dynamic adaptation.

To improve text entry performance, static keyboard layouts were explored.
Some researchers have proposed high-performance keyboard layouts by optimizing
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the motion of a finger [12,23]. Layouts that a user can easily learn have also been
investigated [1]. Sipos et al. [19] presented a layout suited for thumb navigation
on one-handed devices. Half-QWERTY [14] is a keyboard which only has the
left-hand keys of the QWERTY layout for one-handed typing. Users can type
the right-hand keys by holding the space bar to mirror the right-hand keys onto
the left ones. The 1Line Keyboard [9] condenses the three rows of keys in a
normal QWERTY layout into a single line with eight keys by using a language
model. While these layouts show high performance, it was also reported that
users rarely preferred spending their time learning a new keyboard layout [1,13].
This result motivated us to adopt the QWERTY layout to design our soft
keyboard.

3 Experiment: Pointing Performance

We conducted experiments to investigate pointing performances with one-
handed thumb input using a large mobile touchscreen in order to find an opti-
mum region to place a keyboard. 12 participants (9 males and 3 females) ranging
in age from 21 to 24 years (mean = 22.8; SD = 1.14) took part in the experiments
as volunteers. We used a smartphone (LG Electronics Optimus G L-01E, size:
137 mm × 69 mm × 9.6 mm) with a 4.7 in. touchscreen.

3.1 Procedure

We asked the participants to hold the device with their right hands. They were
then asked to tap a target on the touchscreen as a trial with their right thumb
(Figs. 3, 4).

Our study consisted of two experiments, Experiment A and B. In Experiment
A, we motivated the participants to change the way they hold the smartphone
depending on the position of a target (free hand posture) for better performance.
In Experiment B, we instructed them to keep their hand posture as fixed as pos-
sible. In total, each participant performed 1440 (5 sessions × (16 × 9) targets × 2
experiments) trials.

3.2 Results and Analysis

Figures 5 and 6 show the accuracy and time of the pointing tasks, respectively.
The results show that the center of the touchscreen shows high performance,
and the center of the right side shows high accuracy while the time was slow in
both experiments.

Therefore, to find an optimum region to place a keyboard, it is necessary
to compare pointing performance among various regions where we can place
a keyboard by taking both accuracy and time into account. To realize this,
we first calculated the average accuracy and time within the regions shown in
Fig. 7 and Tables 1, 2. Then, to evaluate each region, taking both accuracy and
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Fig. 3. All participants were instructed to put their elbow on a desk.

Fig. 4. A target presented on the smartphone’s touchscreen.

time into account, we used the following Cost function that roughly models the
performance of text entry when a keyboard is placed on a certain region:

Cost(P, T ) = NT (1 + M(1 − P )/P )

Here, Cost is the estimated time to type a specific text using the keyboard
placed on a certain region. Specifically, the parameter P is the success rate of the
keyboard (i.e., pointing accuracy of the region). The parameter T is the average
time of pointing for the region. N is a constant which is the ideal number of
taps necessary to type the text (e.g., if the number of characters in a given text
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Experiment A Experiment B

Fig. 5. Accuracy in Experiment 1. The darker the area is, the higher the accuracy of
the area.

Experiment A Experiment B

Fig. 6. Time in Experiment 1. The darker the area is, the shorter the time of the area.

is 100, it is necessary for the user to tap keys n times to type one character,
N = 100n). Therefore, NT is the ideal total time required to type the text.
Moreover, because typing usually contains errors, we model this by adopting M ,
which is the number of taps required to recover from an error input (usually
M = 2 because recovering from one error input requires two taps: tapping Back
Space key to delete the error input and then tapping the correct key). Because
(1− P )/P is the error rate, NTM(1− P )/P is the additional time required for
recover. In summary, if a region has low Cost, based on the pointing performance,
the region is considered suitable for text entry.
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Fig. 7. Analyzed regions: 11 landscape regions (red; ID = 0, · · · , 10) and 32 portrait
regions (blue; ID = 11, · · · , 42), which have almost the same footprint as the built-in
QWERTY keyboard. (Color figure online)

Based on Tables 1, 2, we adopted Region 23, which is portrait and the region
showing the lowest Cost.

4 QAZ Keyboard

Based on the results of our experiment, we designed a portrait soft keyboard,
which we designated a QAZ keyboard, and then implemented the keyboard as
an Android application shown in Fig. 1. We show the design principles below.

QWERTY layout
Our keyboard adopts the QWERTY layout because many people are familiar
with this layout.

Portrait region
Regions showing high performance might also be suitable to placing a key-
board in terms of accuracy and fast typing. Hence, our keyboard arranges the
keys of a QWERTY keyboard on a portrait region that showed the highest
performance in the experiment.

5 Evaluation

We conducted a long-term user study to measure basic performance of the
QAZ keyboard. Four participants (P1-P4; 4 males) ranging in age from 22 to
24 years (mean = 23.25; SD = 0.83) took part in this user study. They were
all right-handed. They were all Japanese. Regularly, one participant used a soft
QWERTY keyboard; two participants used Grid Flick (a method for inputting
Japanese text); and one participant used both methods. They were all familiar
with the QWERTY keyboard because they were currently using a QWERTY
keyboard to control their PCs. They were compensated with 820 JPY (approx-
imately 8 USD) / hour for their participation. We used the same apparatus as
used in Experiment A and B.
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Table 1. Experimental data in Experi-
ment A. ID is region ID. Cost 1 indicates
calculated Cost as M = 1, N = 100. Cost
2 indicates calculated Cost as M = 2,
N = 100. These data are sorted from the
highest to the lowest performance.

ID accuracy ID time ID Cost 1 ID Cost 2
(sec) (sec) (sec)

41 83.8% 22 0.672 23 80.5 23 93.8
23 83.6% 23 0.673 22 80.9 22 94.7
24 83.5% 30 0.675 5 81.5 5 95.0
5 83.4% 4 0.677 4 81.6 24 95.3
40 83.4% 21 0.678 24 81.8 4 95.5
42 83.3% 31 0.679 15 82.0 15 96.0
25 83.3% 5 0.680 21 82.1 6 96.3
6 83.3% 29 0.680 31 82.2 21 96.4
39 83.1% 15 0.680 14 82.4 31 96.6
33 83.1% 14 0.681 6 82.5 14 96.8
7 83.0% 24 0.684 30 82.5 39 97.4
22 83.0% 28 0.686 32 83.2 30 97.5
4 82.9% 20 0.686 39 83.3 32 97.6
15 82.9% 3 0.687 29 83.3 40 98.1
32 82.7% 6 0.687 3 83.6 13 98.4
21 82.6% 32 0.688 13 83.7 3 98.5
14 82.6% 38 0.690 38 83.8 16 98.6
31 82.5% 13 0.690 16 83.9 38 98.6
16 82.5% 39 0.692 20 84.0 29 98.7
8 82.5% 16 0.692 40 84.1 7 98.9
13 82.5% 37 0.693 37 84.5 20 99.4
34 82.4% 36 0.697 7 84.5 37 99.7
38 82.3% 12 0.701 28 84.7 25 100.3
26 82.3% 40 0.701 36 85.7 41 100.5
3 82.2% 7 0.701 12 85.8 33 100.8
37 82.0% 27 0.701 25 86.0 28 100.9
30 81.8% 19 0.705 33 86.2 12 101.5
9 81.8% 2 0.705 2 86.4 36 101.6
20 81.7% 35 0.711 41 86.4 2 102.4
12 81.7% 33 0.716 19 87.2 8 103.1
29 81.6% 25 0.717 27 87.6 19 103.9
17 81.6% 11 0.723 8 87.7 35 104.7
2 81.5% 8 0.723 35 87.9 27 105.0
36 81.4% 41 0.724 17 88.8 17 105.2
28 80.9% 17 0.724 11 89.9 42 106.2
35 80.9% 1 0.726 1 90.5 11 107.4
19 80.8% 34 0.755 42 91.0 34 107.9
10 80.5% 0 0.757 34 91.7 1 108.3
11 80.4% 42 0.758 26 92.6 26 109.0
1 80.3% 26 0.762 9 93.8 9 110.9
27 80.1% 9 0.767 0 96.4 0 117.0
18 80.0% 18 0.782 18 97.7 18 117.3
0 78.6% 10 0.835 10 103.7 10 124.0

Table 2. Experimental data in Exper-
iment B. ID is region ID. Cost 1 indi-
cates calculated Cost as M = 1, N =
100. Cost 2 indicates calculated Cost
as M = 2, N = 100. These data is
sorted from the highest to the lowest
performance.

ID accuracy ID time ID Cost 1 ID Cost 2
(sec) (sec) (sec)

41 61.8% 23 0.696 40 122.0 40 169.1
40 61.5% 22 0.696 32 123.0 41 171.7
33 59.7% 14 0.698 33 123.5 33 173.3
42 59.4% 15 0.699 41 124.3 32 174.0
39 59.0% 24 0.704 25 125.4 39 177.6
32 58.5% 21 0.708 39 125.9 25 178.7
34 57.8% 16 0.708 24 126.3 24 182.2
25 57.5% 30 0.710 31 128.8 7 184.4
8 57.3% 13 0.712 7 129.0 31 186.3
7 57.1% 31 0.713 6 132.1 34 187.9
26 56.1% 29 0.717 34 132.1 42 189.1
24 55.7% 32 0.720 8 132.5 8 189.2
9 55.4% 5 0.721 23 132.9 6 191.5
31 55.4% 25 0.721 26 133.7 26 192.4
38 55.1% 6 0.726 38 133.7 38 193.7
6 55.0% 17 0.726 42 134.5 23 196.2
23 52.4% 20 0.728 5 139.2 9 205.7
5 51.8% 4 0.728 30 140.2 5 206.3
10 50.9% 3 0.731 9 142.2 30 209.3
17 50.9% 28 0.731 17 142.7 17 212.9
30 50.6% 12 0.736 16 143.2 16 215.5
37 50.4% 7 0.736 22 146.1 37 219.8
18 49.9% 38 0.737 37 146.9 22 222.7
16 49.5% 33 0.738 15 150.9 18 229.0
22 47.6% 37 0.740 18 152.6 15 232.0
4 46.9% 39 0.742 4 155.3 4 237.7
15 46.3% 2 0.747 29 157.9 29 244.2
29 45.4% 36 0.750 10 163.9 10 244.4
36 44.8% 26 0.750 36 167.2 36 259.4
21 42.1% 40 0.750 14 167.7 14 265.6
14 41.6% 27 0.756 21 168.3 21 265.8
3 41.3% 19 0.758 3 177.1 3 281.1
28 39.5% 8 0.759 28 185.1 28 297.2
35 39.0% 18 0.762 13 195.3 35 318.9
13 36.5% 34 0.763 35 198.0 13 319.4
20 36.1% 41 0.768 20 201.7 20 330.7
2 34.5% 35 0.772 2 216.5 2 358.2
27 33.7% 1 0.773 27 224.6 27 373.5
12 31.0% 11 0.776 12 237.3 12 400.9
19 30.2% 9 0.787 19 250.8 19 425.9
1 27.9% 42 0.799 1 276.6 1 475.9
11 25.7% 0 0.821 11 302.0 11 526.3
0 21.6% 10 0.834 0 380.2 0 678.2
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5.1 Procedure

We asked the participants to input phrases chosen at random from a set of 500
phrases [10]. The length of the phrases ranged from 16 to 43 (mean = 28.61).
These phrases have only lowercase characters and no punctuation.

The participants input 5 phrases as a training task. Then, they conducted
two parts of the evaluation described below:

Part I - Basic Performance
Part I was a longitudinal study designed in accordance with conventional
studies on text input systems [11,22] to measure the basic performance of the
QAZ keyboard. This part consisted of 10 sessions. The sessions were scheduled
with one or two sessions per day. The maximum allowable interval between
sessions was two days. Each session was divided into 12 blocks with 5 phrases
per block. Participants could take a break freely between blocks and sessions.

In order to normalize experimental conditions between participants, we
also asked the participants to hold the smartphone without supporting it
using a desk or their bodies.

Part II - vs. normal QWERTY keyboard
After Part I, Part II was conducted to compare the performance of the QAZ
keyboard and a QWERTY keyboard (Fig. 2). The aim of this comparison
was to investigate whether the QAZ keyboard has a comparative perfor-
mance improvement compared to a QWERTY keyboard. Part II consisted
of two extra sessions: one session per keyboard. Specifically, Session 11 was
conducted using the QAZ keyboard; Session 12 was conducted using the
QWERTY keyboard. In order to normalize experimental conditions between
the two keyboards, the two sessions were conducted on the same day. Fur-
thermore, the layout, key size, and shape were equal for both keyboards; only
the orientation of the keys and a keyboard were different. In Part II, we used
the same set of phrases as in Part I; but they were different phrases between
the two sessions to eliminate any learning effect, given that the two sessions
were conducted on the same day.

Each session lasted 20–35 min. After Session 12, we asked the participants to
complete a questionnaire about usability of the keyboards.

5.2 Results and Analysis

The mean text entry speed in Part I started with 11.4 wpm (SD = 1.4) in Session 1
and endedwith 17.8 wpm(SD=2.1) in Session 10with an increase of 56 %as shown
in Fig. 8. The black line in Fig. 8 is the linear regression (R2 = .9243). The fastest
text entry speed was 19.9 wpm recorded by P3 in Session 7.

The mean error rate over the 10 sessions was 8.7 % (Fig. 9). Error rates
slightly increased (R2 = .0005) over the sessions. The lowest error rate was
2.9 % recorded by P3 in Session 7.

P1 and P2 might have focused on speed rather than accuracy, because P1
and P2 tended to input with a higher error rate than P3 and P4, while P1
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Fig. 8. Text entry speed. (Color figure online)

Fig. 9. Error rate. (Color figure online)

and P2 tended to input faster. Similarly, P4 might have focused on accuracy
rather than speed, because P4 tended to record lower speeds. However, P3’s
error rates were lower than other participants’ error rates except for Session 5
and 6. Furthermore, P3’s text entry speeds were faster than other participants
throughout all sessions. These results were supported by P3’s comment. In the
questionnaire, P3 commented that the size of the keys on the QAZ keyboard
was larger than those of the QWERTY keyboard. We thought this subjective
evaluation might be caused by the ease of moving the thumb.

The mean text entry speed from Session 11 and 12 were 18.2 wpm (SD = 0.52)
and 18.4 wpm (SD = 0.87), respectively. With a paired t-test, there was no signif-
icant difference between the sessions (t11 = .728, p = 482 > .01). The mean error
rates from Session 11 and 12 were 9.09 % (SD = 0.017) and 13.1 % (SD = 0.015),
respectively. With a paired t-test, the QAZ keyboard’s error rate was found to be
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Fig. 10. Left: the mean error rate. Right: the mean text entry speed.

significantly lower than QWERTY keyboard (t11 = 6.046, p = .000 < .01). These
results suggest that the QAZ keyboard will perform better than the QWERTY
keyboard (Fig. 10).

6 Discussion

6.1 Occlusion

Because a QAZ keyboard is placed near the center of the screen in our current
implementation, contents on the screen are occluded by the keyboard. To address
this issue, we plan to test the following two design alternatives.

Reduction of Keyboard Size. The first solution is to reduce the size of the
keyboard. Since a QAZ keyboard is surrounded by space, flicking or dragging
outward from the keyboard can also be used along with tapping. By utilizing
this, keys placed outside can be shrunk, because using flick or drag can reduce
the number of keys required [3,4]. In this case, however, the optimum region
may be different from the one we used in this paper, because the optimum
region to tap, flick, and drag would be different. Therefore, it is necessary to
investigate performance of flicking or dragging with one-handed thumb input
on a large mobile touchscreen.

Semi-transparent Keyboard. The second solution is to make the keyboard
semi-transparent. When users input a text, because they do not look at con-
tents except for the input component, they can see only an overview of the
contents. Accordingly, reducing the occlusion with an almost transparent key-
board will be feasible.

6.2 Orientation of Keys

Orientation of keys may change the learning cost of the QAZ keyboard, and
therefore is to be investigated as future work. Note that this paper presents the



34 H. Hakoda et al.

QAZ keyboard with keys oriented to users, i.e., the letter on the top of a key is
placed with the same orientation in both keyboards as shown in Figs. 1 and 2.
However, this arrangement deteriorates the orientation relationships between
the entire keyboard and keys of the conventional QWERTY layout. While there
are some alternatives to the orientation of the keys, we believe that one such
feasible alternative is to rotate the keys by 90 degrees counterclockwise so that,
for example, ‘Q’ is displayed as ‘ Q ’.

6.3 Limitation

In evaluation Part II, we conducted extra two sessions to compare the perfor-
mance of a QAZ keyboard and a QWERTY keyboard. However, the results of
using the QWERTY keyboard could be disadvantaged due to the fact that all
of participants began the evaluation using the QWERTY keyboard. To compare
the performances accurately, we will evaluate the two keyboards in a counter-
balanced order.

7 Conclusion

In this paper, we presented the QAZ keyboard, a QWERTY keyboard designed
for one-handed thumb input on a large touchscreen. To design the keyboard,
we first conducted experiments to investigate pointing performance on a large
mobile touchscreen using one-hand thumb input. The results showed that verti-
cally long areas around the center of the touchscreen would be suitable to place
a keyboard in terms of accuracy and time of pointing. Based on this finding,
we designed and implemented the QAZ keyboard on Android-based devices. A
longitudinal study with 4 participants showed that the mean text entry speed
was 18.2 wpm, and the mean error rate was 9.1 %. Moreover, a comparative
study of the QAZ keyboard against a QWERTY keyboard showed that the
QAZ keyboard’s error rate was significantly lower than when using a QWERTY
keyboard.
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Abstract. The expansion of wireless communication networks based on the
development of diverse device technologies can promote an environment in
which smart phones, tablet PCs, cars can be collaboratively communicated with
each other anytime and anywhere. To meet such future expectations, commu-
nication is growing in order to enhance various possible interactions between
smart devices. In the future, we may use truly immersive ways, which may be
virtually indistinguishable from face-to-face meetings, to communicate with
other people at a distance [1]. Whilst we develop communication technologies
toward that vision, the interface between users and communication
devices/systems needs to be advanced. In this paper, we discuss
human-communication from the perspective of computers that can proactively
learn and know about users. In other words, we want computers of communi-
cation system and devices that are well aware of users [2]. Therefore, we pro-
pose new models and systematic ways to design and implement the user- and
situation-aware communication [3].

Keywords: Intelligent system � Context-aware � Situational-aware �
Communication channel � Alternative communication

1 Introduction

Today, many computing devices around people are provided with interaction and
behavior, which are very similar to human, and can be aware of environments around
human. Advances in the technology help users to communicate with each other and
share interactions anywhere and anytime.

In this paper, we discuss human-communication system interfaces from the per-
spective of a system that can anticipate and recognize the environment between users
[4]. Most of all, we assert a service modeling, which maintains the effect of delivery for
communications, even if different communication channels for different situations are
alternatively used. First, we analyzed behavior based on situations and information of
users. For example, whether a caller at the sending side has which goal-oriented
communication, the other caller at the side is considered for relations between callers
like business, family, friend, the situation of the receiver, or what the caller’s purpose.
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Through this consideration, we structuralized situation information of a user based on
5W1H (Five W’s and One H). Second, we designed the service modeling for com-
munication with respective to user’s communication activities. As a result, we assert
the communication service which automatically knows the information and situation of
a user, and suggests the good one. Namely, we propose the user-centric communication
environment.

Figure 1 describes the overall of our concept. When a caller at the sending side
wants one activity for communication, he/she selects an appropriate one like
voice/video-call, SNS, Text or e-mail based on situation modeling and history of the
other caller at the receiving side.

2 Research Background

The increasing popularity of smart devices and new ways of communication unleash
highly upgraded usability and values compared to traditional communication services.
For example, Google HangoutTM includes instant messaging and video chat platform,
and Skype provides video chat and voice call functions from computers, tablet PCs,
and mobile devices to the similar devices, smartphones, and even to regular telephones.
It enables users to send instant voice/video messages, exchange images and files, and
make conference calls.

Most of these communication channels are provided directly by users’ own devices.
Especially, the usage of communication channels varies based on the relationship
between users and the communication purpose. In order to identify usage behavior of
communication channels in everyday life with respect to the type of relationships

Fig. 1. The concept of the service modeling
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between users, an experience sampling method (ESM) [5] was conducted with 20
participants who were aged between 27 and 45 during two days (Table 1).

In general, families and couples frequently used voice, video calls and texts with
each other over e-mail, whereas co-workers more often used e-mails instead. Espe-
cially, the participants told that they used more than two different communication
channels when communicating with other people. Moreover, we found that people with
a more intimate relationship tended to prefer communication channels with quicker
feedback like voice or chat. Even though a user uses more than two communication
channels with others, the natural flow of communication must be considered.
According to the condition for a good communication, an effective communication
environment and minimizing the communication preparation time are essential.

In the future, smart devices communication systems and interfaces must proactively
understand user’s preference and situation rather than a user has to learn some inter-
actions interfaces to manipulate them.

2.1 User Behavior Analysis

In order to achieve the future communication, as mentioned above, we have to analyze
user’s behavior for communication purposes. However, even though a user focuses on
a specific task, it is difficult to examine user’s accurate behavior because
situation-aware service modeling is not built yet. In order to resolve this problem, we

Table 1. Communication channel usage behavior with respect to the type of relationships
between users

Communication
Relationship Preferred interaction (multiple

answers)
Percentage of users using multiple
interactions

Family
(parents and
siblings)

Voice call (95 %)
Text (80 %)
Video call (20 %)

80 %

Family
(spouse and
children)

Voice call (95 %)
Text (75 %)
Video call (25 %)

75 %

Close friends Voice call (70 %)
Text (95 %)
Chat (40 %)
Video call (15 %)

65 %

Colleagues Voice call (20 %),
Text (95 %),
Chat (30 %),
E-mail (50 %)

45 %

Others Voice call (25 %),
Text (55 %),
Chat (10 %),
E-mail (80 %)

35 %
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made “user behavior structuring” under environments with smart devices. Through it,
we can design the communication service modeling based on situations. These ways
are required to consider the preference of communication channels and communication
history between people.

Table 2 shows the preference of communications based on user’s activities. In
addition, this preference can be structured by 5W1H like Table 3.

2.2 The Decision Modeling of Communication Channel

In order to provide users with appropriate communication services, the service mod-
eling requires numerical history data. We designed 5W1H graph that is a requisite for
the service model to decide which communication channel would be suggested. The
most important factors to decide a proper communication channel are how much
interaction is concentrated and immediacy of feedback is required. We created the Flow
Indicator of Communication (FIC) to evaluate qualitative levels that are difficult to be

Table 2. User behavior structuring

Main action
(constants)

Situation model
(constants)

User behavior
(preference)

System action
(available candidates)

Meeting Speak X, Listen
O

Send texts back (I’m in a
meeting)

Switch SMS/SNS
message

Jogging Read X Switch to voice call Switch to voice call
Calling – Send texts back (I will

call you later)
Automatic sending
message

Walking Read X Switch to voice call Switch to voice call
Sleeping – Not to disturb Automatic block
Driving Speak O, Listen

O
Redirect to voice call Switch to voice call

Table 3. 5W1H factors

WHEN Date & time Time, date (weekend, holiday..), celebration day

WHERE Location User location info by GPS, Beacon and Wi-Fi
WHAT Activity & state Place & activity mapping

(ex) Working in the office
Guessing the user activity by place, motion and sensors
(ex) 100 km/h speed in the highway location
! Driving

WHO Personal information Communication partner
(ex) Friends, Family, Business partners and etc.

WHY Schedule & event User activity & status by schedule info.
(ex) 10:00 AM, Meeting schedule
! Not available call

HOW Method Available communication channels
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obtained by the amount of interaction. For instance, since e-mail does not usually
require immediate response, it is considered to lead to the lowest FIC, while video chat
exposes all users’ actions and has therefore the highest FIC.

FIC of non-real time interaction such as e-mail or text message is calculated by the
average response period. Real-time chat may have a similar FIC level as with voice call
and the FIC of late reply texts may be lower than the FIC of fast reply e-mail (Table 4).

Several factors including immediacy of feedback, exposures, and operations are
taken into account to evaluate FIC.

FIC is used on five W variables defined as Wn (When), Wr (Where), Wy (Why),
Wt (What) and Wo (Who). These variables represent how immediate communication is
required in each W. All events from a user activity have their own numerical W values.
Situations with higher FIC value require voice or video calls more. As all factors are
relative value, we set the minimum and maximum value of those with 0 to 10.

We converted various situations into 5W values. Graphs in Fig. 2 are initiated
values that can be changed by new user histories. Whenever a history of situation and
chosen communication channel is made, the area of each situation on W graph is
adjusted (Fig. 3).

Table 4. Checklist for flow indicator

Factors e-mail Text Chat Voice Video call

Immediate take 1 2 2 3 3
Immediate response 1 1 2 3 3
Visual exposure 0 0 0 0 3
Audial exposure 0 0 0 3 0
Requires real time device/service control 0 1 2 1 1

[0 (Not associated)*3 (Highly required)]

Fig. 2. The 5W graph
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H is a weighted average of W values. All communication channels have their
ranges on 5W graphs. Each W value is calculated by two variables, U and F. The
variable U is user’s weighted value of each W. Another variable F is FIC value of each
situation. All situations have their own F value. U values differ from users.

We extracted the following formula.

H ¼ UnFn þUrFr þUyFy þUtFt þUoFo

Based on FIC, A history of user communication and communication channel with
5Ws led to the results described below.

By calculating the amount of interaction based on each W graph, 5W1H graph is
created for each history, as shown in Fig. 4.

Fig. 3. The default H graph

Factors
FIC

value
Weighted

Value

When Noon 7.4 0.2
Weighted
Average

7.45

Where Highway 3.5 0.1
Voice call

range
5.5~7.5

Who Son 8.9 0.3

Why
Asking
Where he is

7.6 0.1

What Driving 7.3 0.3

Fig. 4. An example of communication channel history based on 5W1H

Service Modeling for Situation-Aware Communication 41



In W and H graph, situations and communication channels have their own ranges.
These ranges are customized for users. Every history of users affects the communi-
cation channel(C) and situation(S) ranges.

The greater (C1
min-C

1
MAX ) value means that the communication channel is used under

various situation. If (C1
min-C

1
min) value is small, it means that the communication

channel is used only under very limited situation.
In the manipulation process of 5W1H graph, when user histories are not made

enough, initial values are given. The modeling doesn’t automatically provide any
communication channels until a user creates sufficient history (Fig. 5).

As user history logs are accumulated on the decision modeling, the shape of each
graph changes. When the history logs are collected enough, the decision modeling can
recommend appropriate communication channels automatically (Fig. 6).

When a user prefers suggestion services, H graph is fully filled with communication
channels. On the other hand, if a user doesn’t want, H graph has a lot of blank area that
doesn’t provide any communication channels automatically. Whenever a user denies a
proposed communication channel, the area of suggestion shrinks. This step prevents
users from receiving unnecessary suggestions.

The following example shows that a voice call is activated outside of the current
suggestion area for voice call.

As a new history is created, each area of communication channel must be rear-
ranged. In Fig. 7, after a voice call event occurs, it affects the voice call area of 5W1H
graph. The smaller scope is allocated for the communication channels that are rarely
used. The cases such as above help devices to provide alternative communication
methods or proper feedbacks by understanding the context of user activity or constrains
of user situation.

Table 5. Factors defining communication channel area

Cx
min The minimum H (How) value that a user would use the communication channel x

Cx
MAX The maximum H (How) value that a user would use the communication channel x

Szmin The minimum W (5Ws) value that the communication channel is used in situation z
Szmin The maximum W (5Ws) value that the communication channel is used in situation z

Fig. 5. The process of H graph adjustment

42 J. Hong et al.



3 Conclusions

With the introduction of new IT technologies and the emergence of numerous smart
devices, complexity of user experience has greatly increased and our everyday life is
evolving at a rapid pace. This trend motivated many research institutions [6, 7] and
companies [8, 9] to actively study new communication interfaces that can intuitively
connect people and support various communication channels as needed based on tra-
ditional communication. In this paper, we introduced a new communication service
model that can synthetically suggests whichever any communication channel to design
and implement user-centric communication instead of the current device-centric
communication.

The ultimate purpose of the model is that users can conveniently use an appropriate
communication based on user situations. The previous ways of communication have
the dependency of device functions and capabilities. For example, a caller in a
receiving side has to accept the request from the caller channel in a sending side. Our

Fig. 6. Comparison of automation-preferred and customization-preferred

Fig. 7. Adjustment of decision matrix by user history
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proposed modeling can consider the caller context in the both receiving and sending
side. Furthermore, we can provide useful functions and services to users by using
analyzed life-log data from electric devices like smartphones, wearable devices and
smart TV devices. It’s the change of communication paradigm [10]. Therefore, this
study can be immediately deployed in smart devices and can be directly applied to
actual communication services. In other words, it will focus on developing user-centric
communication services that can build mash-up service and new business models.
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Abstract. Mobile applications that don’t meet the users’ expectations
regarding usability risk bad user feedbacks that lower the application’s
download rate or the app will just be quietly ignored. In order to identify
and improve major usability issues of a mobile application, data about
the real user interaction in the actual mobile usage context needs to
be gathered without disturbing the interaction environment. This paper
presents an aspect-oriented approach for gathering user interaction data
for iOS applications without any additional hardware. To that end, two
libraries have been developed that track the user and system behavior,
take screenshots, record user videos and collect GPS coordinates. The
data can later be downloaded from the mobile device to third party tools
for further analysis. A usability test with a sample application shows the
possibilities of the implemented framework.

Keywords: Mobile human computer interaction · iOS app design and
development · Mobile app usability

1 Introduction

This paper shows an approach to gather detailed data about the real user inter-
action with an iOS application and how to analyze it to improve its usability
issues.

1.1 Problem Description

Todays mobile devices not only allow to use an application anywhere anytime
but also offer a variety of interaction modalities (touch, gestures, speech) the
user can choose from. For usability researchers a lot of new questions therefore
arise: How does a user interact with a mobile application? Which combination
of modalities does a user use to interact and how does he actually interact in
detail with the mobile application? When and where does a user interact with
the application and what is the usage context? Which gestures does he use or
try to use? Are the basic usability requirements described in ISO 9241-110 [14]
fulfilled? For example, the principle about conformity with user expectations:
c© Springer International Publishing Switzerland 2016
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Can the user’s expectations about the user interaction with the application, e.g.
regarding gesture usage, be met? To answer this kind of questions, it is necessary
not only to scrutinize the server logs but also to analyze in detail the mobile user
interaction with the application. To get this information one way is to shadow
him. But this is very time consuming, and worse, interferes with the real usage
context. So to unobtrusively find out, how a user interacts with the application
and what he actually intends to do, detailed data about the interaction, the
system and usage context, and other sensor data (e.g. accelerometers, gyros)
have to be gathered by the device itself without additional external hardware.
There are already tools for desktop applications, e.g. [13], but mobile applications
need a different approach because they are used in a mobile environment and
tests in a laboratory environment cannot simulate how the real world affects the
interaction with an application. So there is only the possibility to use the device
in use.

1.2 Contributions

In this paper a toolkit that has been developed in our lab is presented which
allows the recording of detailed data about the user interactions with an iOS
application. The toolkit comprises two static libraries written in Objective-C
and in Swift, resp. It logs all user interactions, i.e. view changes, button clicks,
and gestures. In addition, it makes screenshots of the application screens and uses
the front camera to record a user video while the user is using the application.
Additionally, environmental and system information are gathered, including GPS
coordinates and internet connectivity. So the usage context in which the user
interacts with the application can be analyzed and used for the interpretation
of the interaction flow. Often the user changes his or her behavior, because
the system environment forces him to (e.g. due to a lost internet connectivity).
All log information is stored in a XML file that is saved in the application’s
directory on the iOS device together with the screenshots and the user videos.
For recording the GPS coordinates an additional application called TrackApp
has been developed which is to be installed on the iOS device. After the user
quits the mobile application TrackApp generates a GPX file that is also stored
on the iOS device. All stored data can be uploaded to a usability test server for
further analysis and can be synchronized with other recorded data.

The toolkit is based on a general framework of method swizzling that can
be used not only for Objective-C but also for Swift in order to gather interac-
tion data for any kind of usability tests, especially for multimodal interactions
comprising e.g. gestures.

2 Related Work

Most approaches so far focus on the usability of Android applications and have
often implemented a supplement which can be used on mobile devices using
Android as operating system.
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Balgates-Fernandez et al. presented in [8] the EvaHelper, a framework which
logs user interactions with an Android application and stores the data in CSV
files. The collected data in the CSV file can then be transformed to a format
which can be imported in GraphML [15]. There the user interaction can be
visualized as nested directed graphs.

Lettner et al. described in [16,17] their project AUToMAte (Automated
Usability Testing of Mobile Applications). For their toolbox they implemented an
Android mobile framework, an IDE Wizard and a cloud-based web server. The
Android mobile framework can be added to Android applications with aspect-
oriented programming measures. After the framework has been integrated into
an Android application user interactions can be logged, e.g. changes between
views and interactions on the screens. With the also provided web server met-
rics and statistics are calculated to locate usability issues within the application.

Holzinger et al. [10] presented an approach with an aspect-oriented addition
to a sample iOS application which records interface events of keyboard input,
context menus and drag and drop actions. The tracked data is logged in a text
format. With this approach the quality of the auto-advancing short-key tag-
ging of the sample application was measured by identifying user corrections.
Holzinger uses an aspect-oriented approach of method swizzling and categories
in Objective-C to gather the described data.

Google Analytics [12] is widely known and used for analyzing web activities.
Also frameworks for Android and iOS are available. For that the Google Ana-
lytics Framework needs to be downloaded and integrated into the application’s
source code. This framework does not use an aspect-oriented approach like the
one described in this paper. The recorded data cannot be downloaded but Google
Analytics reports can be exported in different file types (e.g. CSV, Excel).

The companies Lookback [18] and Appsee [7] provide SDKs which can be
integrated in iOS applications. While using the application a user video and
a screen video are recorded. Also a timeline is logged showing which views are
selected during the application’s usage. On the screen video it is shown where the
finger is moved. The data is uploaded to the company’s servers as soon as there
is an internet connection available. Additionally, Appsee provides a platform
for further analysis of the interaction data. It is possible to follow the detailed
interactions which are logged as well and draw heat maps that show which parts
of the screen are used the most on a view. So both companies provide frameworks
which can be used for gathering interaction data about applications. However,
the data is automatically uploaded to their servers and only the videos can be
downloaded after that. All other information about the user interaction cannot
be downloaded. With the approach described in this paper, the logged data is
stored in XML files which can be downloaded from the iOS device and then
used in a tool that can interpret the XML format for further analysis. Also
the screenshots and the user videos are stored on the iOS device and can be
downloaded as well.
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3 Requirements

There are several requirements for collecting information about the usage of an
application to improve it’s usability. All requirements are build on the prerequi-
site, that no third party device is necessary. Also all iOS applications should be
supported, those written in Objective-C, those with a mix of Objective-C and
Swift and those totally written in Swift.

User Activities. The user activities no only comprise the user interactions
with the application but also his other activities, e.g. whether his attention is
actually focused on the application or distracted by external events.

Screenshots or Screenvideos. Screenshots or screen videos help a lot when
reconstructing the details of the user interaction flow. With that it is possible
to dive into every detail of successful or unsuccessful interactions.

User Video. If user videos are recorded it is possible to get the user’s reaction
and emotion while he or she is using the application. Also the environment of the
user is recorded. So it is possible to draw conclusions about the usage context
as well.

Audio Recording. Audio recording can be added to user video recording. With
that is possible not only to get a picture about the user’s environment but also
about the background noises. Additionally it is possible for the user to comment
spontaneously.

Device and System Information. If the application heavily depends on cer-
tain device or system features, it is useful to log this information, too. If they
are not available and prevent the user from actions he wants to perform, this
is an important usability issue. Especially missing internet connectivity is often
such an issue.

GPS Coordinates. Applications are normally used in a mobile environment,
often while being on the move. Therefore the information where and when the
user uses a certain application is important for analyzing it’s usability. Recording
the GPS coordinates is very helpful in this case.

4 Approach of Aspect-Oriented Programming

The approach for aspect-oriented programming in addition to an object-oriented
design is mostly chosen because there are some issues in the system that occur
allover the application, e.g. security, logging, or testing. Aspects are properties
that tend to cut across functional components [11]. With adding aspects to an
application it is possible to avoid restructuring it and just add the required
aspect.



Aspect-Oriented Approach for User Interaction Logging of iOS Applications 49

4.1 Aspect-Oriented Programming in AUToMAte

Lettner et al. [17] use aspect-oriented programming to add their framework to
existing Android applications. They used AspectJ, an aspect-oriented program-
ming framework for Java, to integrate the monitoring framework. With AspectJ
the host application does not have and need any connection to the monitoring
framework. The monitoring framework can be added easily and fast to the host-
ing application. Lettner et al. add aspects into applications with join point model
(JPM). They use compile-time weaving, which means adding the framework dur-
ing compilation time. They point out, that post-compile weaving and load-time
weaving do not have any advantages to compile-time weaving and load-time
weaving does not work with Android applications because of its virtual machine
limitations.

4.2 Aspect-Oriented Programming with Objective-C

In the Objective-C Runtime Programming Guide [2] it is pointed out that
many decisions are deferred to runtime. For that Objective-C programs inter-
act with the runtime system at three levels: through Objective-C source code,
through methods defined in the NSObject class of the Foundation framework,
and through direct calls to runtime functions. So in contrast to Lettner et al. who
chose compile-time weaving for aspect-oriented programming in Java, adding or
changing functionality in an aspect-oriented way in Objective-C programs is
done at runtime.

Method Swizzling. In Objective-C the messaging system is used to call meth-
ods. The compiler builds a structure for each class which includes the pointer to
the superclass and a class dispatch table. While creating a new object, memory is
allocated and its instance variables are initialized. The instance variables include
a pointer (isa) to its class structure. With this pointer the object gets access to its
class and indirectly to all superclasses as well. A class maintains a dispatch table to
resolve messages sent at runtime: each entry in the table is a method, which keys
a particular name, the selector, to an implementation, i.e. a pointer to an under-
lying C function. To swizzle a method is to change a class’s dispatch table in order
to resolve messages from an existing selector to a different implementation, while
aliasing the original method implementation to a new selector [20]. Method swiz-
zling used for method interception in Objective-C, since Apple provides the possi-
bility to change the class dispatch table at runtime. For that the original selector
shows to a new implementation and a new selector shows to the original implemen-
tation, which means swapping selectors. For that either the new implementation
of the method is added directly to the original selector and the original implemen-
tation is replaced in the swizzled selector, or the methods are just swapped.

Categories. Holzinger et al. [10] use the concept of categories to add methods
and functionality to existing classes.Categories are a runtime feature.Apple states,



50 I. Kokemor and H.-P. Hutter

“at runtime, there is no difference between a method added by a category and one
that is implemented by the original class” [3]. In our case categories are also used
to enhance implementation of certain classes to collect data about the user’s inter-
actions. The interface needs not be changed, since the methods are swizzled and no
additional methods are added nor their interface is changed.

Holzinger et al. use a property list to configure aspects for certain classes. In
our approach classes are extended with categories to add functionality to existing
methods which does not require changing or adding property configurations.
Since all this is implemented in a static library, we only need to consider that
the categories are loaded properly into the used applications by setting the Other
Linker Flags correspondingly.

4.3 Aspect-Oriented Programming with Swift

Using the Objective-C Approach. Since Swift is based on Objective-C and
uses the same runtime environment, all Objective-C features are also available in
Swift. That means we can use method swizzling and categories in Swift as well.

Approach of Compile-Time Weaving. In addition to Objective-C, Swift
uses virtual method tables (vtables) for method runtime binding. While compil-
ing the Swift Front End translates the code into Swift Intermediate Language
(SIL). Then the SIL Optimizer optimizes SIL and generates code in Interme-
diate Representation (IR) format. Finally, the IR Optimizer transfers the IR
format into machine code. In Objective-C the Clang Front End transfers the
code directly into IR [9,19]. SIL generates the vtables for the classes, by map-
ping the method names to their implementations. Final methods are not listed
here. They do not need to be mapped, since their implementation always stays
the same. So for aspect-oriented programming, static weaving could be used to
replace non-final methods in the vtables.

5 Implementation

To log data about user interactions with an application, the above described
method swizzling was chosen. The reason for this decision was that the app-
roach and implementation for Objective-C and Swift would be similar and final
methods in Swift would be supported as well. To that end, two static libraries
have been build to support apps written in Objective-C, Swift, or even a mix
of both.

5.1 Methods to Be Swizzled

In our approach specific classes are enhanced that collect data whenever they are
called. Whenever the user is moving his fingers over the touch screen, the class
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UITouch is involved. The method locationInView of UITouch is central for that.
It returns the location of the touch in the receiving view [5]. So whenever the
user interacts with the screen, even when the application does not respond to the
user’s touch, the method locationInView is called. Therefore also unrecognized
gestures, e.g. the user unsuccessfully tries to zoom in, can be recognized. The
property gestureRecognizers in class UITouch holds an array of instances of
class UIGestureRecognizer, which is the super class of all gesture recognizers.
The array holds all gesture recognizers who would respond to the given touch
of the user, even if it triggers no action. This feature can be used to find out if
there are user gestures the app hasn’t implemented.

All visual control elements are derived from UIControl. It includes the
method sendAction which is called when there is an action triggered because
the visual control element is activated. The method endTrackingWithTouch is
called when the recording of a touch gesture is stopped [4]. Especially with the
method sendAction it is possible to log control elements. However, in some cases
the method sendAction does not include any implementation and is therefore
not called, even if there are visual control elements.

All view controllers are derived from class UIViewController. This class is
responsible for the view management. So when the user changes the view, e.g.
through forward navigation, the UIViewController changes as well and another
view will be displayed. The methods viewDidAppear and viewWillDisappear
can be used to log this information. The first one notifies when a new view is
shown, the other one triggers when the view is about to be shut down [6].

Normally the class CLLocationManager is used to collect GPS coordinates.
There the method didUpdateLocations is called regularly to get new GPS
coordinates [1].

5.2 Static Libraries

Method swizzling works a little different in Objective-C than in Swift. In
Objective-C methods are normally overwritten in the function load. In Swift
this must happen in the function init. Also it is necessary that the classes are
swizzled in the according language. So classes in Objective-C need to be swiz-
zled in Objective-C, Swift classes have to be swizzled in Swift. However, it is not
possible to swizzle the same class twice in one library. Therefore two libraries
were developed, one swizzling in Swift and one swizzling the same classes in
Objective-C.

5.3 Functionality

To enhance an existing iOS application in order to log interaction data, one
of the libraries need to be integrated into it. The following functionalities are
currently implemented in both static libraries:

– For each user interaction a screenshot with a timestamp is taken and stored
in the iOS device’s file system.
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– Start and end of the usage of the application is marked. For that the appro-
priate functions needs to be included in methods of the class AppDelegate of
the monitored application.

– When the usage or observation is finished an XML file is created and stored
in the iOS device’s file system.

– GPS coordinates are tracked.
– System data are recorded, especially internet connectivity.
– A user video is recorded and stored in the iOS device’s file system while the

user uses the application.
– Easy integration into the existing application: for that the Apple standard of

static libraries has been chosen.

6 Usability Analysis of a Sample Mobile Application

In ISO 9241-110 [14] seven general usability principles are listed which are impor-
tant guidelines also for analyzing the usability of mobile applications. Conformity
with user expectation and self descriptiveness e.g. is important for mobile appli-
cations because users will try to use common gestures to control the application
and use hints within the application for its usage but they rarely read a hand-
book. The application must also be error tolerant, which means the system must
help the users if there is a problem with the system or with the usage of the
application. The user also wants to know why an error has occurred and how
to avoid or solve the problem. As mobile users often try to perform a specific
task, the principle “suitability for the task” is specially important for mobile
applications.

In this case study a usability test of the ZHAW Engineering CampusInfo
App [21] was conducted. The main functionality of this iOS application includes
timetables for students, professors, classes, rooms and courses. The application
also shows the actual menu and opening times of the canteens, the administration
contact information, the campuses schematic maps and social media links. It
also lists events and news of the ZHAW School of Engineering department. The
application only exists in German language, therefore all given screenshots show
German labels. For the usability test, the application was enhanced with the
described Objective-C library. Users were recruited do use the application in
their daily routine. After the tests the data was downloaded from their iOS
phones and analyzed.

6.1 Evaluation Example

With the gained logs and videos, different evaluations are possible. A general sta-
tistic of the usage of the different functionalities for 3 users is shown in Fig.1. The
overall time ratio spent in a functionality, however, does not tell us whether the
functionality was actually used. If a user spends much time within one function-
ality, there could be times of inactivity which then can be analyzed using user
videos and GPS logs. Or the user could spend much time within one functionality
because he or she searches for something and cannot find it.
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Fig. 1. Percent of time of functionality usage of the example application with three
users (1. Timetable, 2. Cafeteria, 3. News and Events, 4. Settings, 5. Public Transport,
6. Location, 7. Contacts, 8. Social Media)

Fig. 2. Possible gestures and buttons to change the day or week, marked with red
arrows and circles (Color figure online)

Figure 1 shows how much time three users spend within the functionalities
of our example application. Users were given the task to use the example appli-
cation during some days in their daily routine. In Fig. 1 the percentage of usage
time within the functionalities of the application of different users is shown. As
expected all users spent most of their time with the timetable functionality: User
1 48 %, User 2 39 %, and User 3 71 %. In the next important features the users
start to defer: while User 2 spent 32 % of his time in Cafeteria, User 1 switched
between Contacts and Cafeteria, and User 3 spent it in Locations. The overall
time ratio spent in a functionality, however, does not tell us whether the func-
tionality was actually used. The recorded user videos revealed, e.g., that User
3 put his mobile device into his pocket while the mobile application was still
running in the timetable functionality.

Since all users spent most of their time within the timetable functionality,
we continue our investigations there. In Fig. 2 the time table overview is shown.
There are different possibilities to use gestures and buttons there. If the swiping
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Fig. 3. Gestures and buttons used in timetable overview, focussing on changing the
day or week

Fig. 4. Scrolling gesture in timetable overview

gesture is used in the table, the day is changed forward or backward depending
on a left or right swipe. Swiping in the list of days view results in changing the
week, forward or backward depending on a left or right swipe. But also buttons
can be used here, either one of the day buttons to change the day of the current
week, or the arrow buttons on the lift and right side to change the week. The
possible gestures and buttons are marked with red arrows and red circles, resp.

With the interaction log it is possible to figure out, if the users used the
swiping gestures or used the buttons to change the day or week. Figure 3 shows
which gestures the users used in the given view and how many times they used
the buttons for changing the day or week. User 1 changed the day or week using
swiping gestures and buttons while User 2 used buttons only. User 3 largely
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used the buttons but also the swiping gestures from time to time. All users used
scrolling gestures as this is the only way to scroll through the time slots of a day.

The interaction log also provides the information, where the user touched the
display during a gesture interaction. The coordinates of the gesture movement
are logged and can be exported later to draw the gesture into the screenshot. In
Fig. 4 a scrolling gesture is shown where first the user scrolled down the timetable
and then up again.

7 Conclusion

In this paper we have shown how detailed interaction logging of an iOS appli-
cation can be performed with method swizzling. To that end, two libraries for
iOS applications were developed. We chose method swizzling and categories as
an aspect-oriented approach to gather those data. The two libraries provided
support applications written in Objective-C as well as in Swift. The interaction
data is available in form of user videos and screenshots as well as different XML
files recorded on the mobile device. These can be downloaded and used in third
party usability research tools for further analysis and synchronization with other
external recordings. With this setup detailed analysis of mobile usability issues
can be performed in order to optimize the usability and user experience of a
given mobile application.
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Abstract. With increasingly more apps added to the Google Play Store, the
security of those apps is a concern. Users cannot sort apps based on their
expected permissions. An interface was designed that allows users to specify
their ideal permissions for an app. The ideal permissions are used to evaluate a
list of apps based on proximity to that ideal. Apps are presented to indicate
greater or less security using cues of color and presentation order. A survey was
conducted to see whether the interface discouraged users from downloading an
app that requires many permissions when compared to information provided by
the Google Play Store. Most users showed significant concern towards their
mobile app security, with 50 % of the users responding to the interface with
greater concern over the app requiring many permissions. The research con-
cludes that increasing user awareness of security increases user selection of
more secure apps.

Keywords: Human-computer interaction � Android � Permissions � Security

1 Introduction

Currently, the only convenient way to make choices about what Android app to use
based on permissions settings is to cycle through the most popular apps on the Play
Store to decide which app requires the fewest permissions (Fig. 1). This process can
clearly be automated, and the results of such a process can be presented in an infor-
mative way.

The number of apps in the Google Play Store continues to grow. As of January
2015, there were 1.43 million apps [1] and as of May 2013 there were 48 billion app
downloads [2]. When examining the twelve most downloaded apps in the Google Play
Store as of July 2015 [3], adding together the permissions each app required, as
represented by a bullet point on the list of permissions, the average number of per-
missions required is 28, and the total number of permissions required ranges from 6 to
52. In response to this approach, an alternative user interface to the Google Play Store’s
permissions view is presented, which consolidates an app’s permissions settings based
on user preference. The interface presented here uses visual cues such as color and
presentation to influence user behavior [4], and also provides a quantitative score for
each app.
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2 Related Work

Prior research concerning how to analyze apps and give users better information based
on their subjective expectations about the app [5] showed that influencing user
behavior to be more privacy-focused can be done through the use of nudges [6].
Presentation order has been demonstrated to be an effective cue in influencing user
perception of security [4]. Color coding using a gradient from green to red, where green
is “good” and red is “bad” has also been shown to be an effective cue [4]. Nudges can
influence users to interact with their privacy settings [6].

Previous research has also looked at the API-side of the security issue [7] which
tried to influence developer behavior by granting more granular information about the
user’s location. However, with so many incentives to track users such as advertising,
the approach presented here focused on being more productive by empowering users to
control their privacy.

3 AppRater

An initial comparison of static and dynamic analyzers was done to see strengths and
weaknesses (Table 1).

Almost all of the analyzer tried had serious problems. The static analyzers often did
not provide useful information other than the permissions manifest, and the dynamic
analyzers were challenging to install.

The permissions manifest is a list of all the permissions an app can access. This
information is not very helpful because the user already sees the list of permissions
when they first install the application. However, since that was the most readily
available information with respect to an app’s security, it was worthwhile to present the
same information available from the manifest to the user in a more helpful interface.

Fig. 1. An example of a typical permissions info page
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Users could select which permissions were acceptable or unacceptable, and a score is
produced based on how an app agrees with a user’s permissions preferences.

Two algorithms were experimented with while building the new interface. Both
algorithms work similarly, but were based on two very different input types.

The first algorithm (Fig. 2) displayed the options on a Likert scale from 0 to 5,
where 5 meant “no opinion about this permission” and 0 meant “strongly negative
opinion about this permission.” Algorithm 1 associated with this scale would give an
app an “absolute score” based on how many unwanted permissions were in the
app. This “absolute score” would then be divided by the worst possible score; that is,
the score an app would have if it had every unwanted permission. The result would be
subtracted from 100 % to produce a final score.

The other algorithm, Algorithm 2, is the one used for the scores shown in the actual
survey. This other interface distinguishes “tier” permissions, such as no location, coarse
location, or fine location and “boolean” permissions, such as no network access or
network access allowed. The motivation for this new interface was that a user seems
unlikely to want coarse location when they do not want fine location, so whether an app
compared well to a user’s location preferences was given double the weight compared
to other permissions if the user does not want their fine location shared. The second
algorithm compared the actual permission to the worst possible score per permission
and took the average of those scores. This had the unexpected effect of putting a lower
boundary on the score an app could have. This was considered acceptable for the initial
effort, but eventually it would be good to reconsider the algorithm.

3.1 Upload Interface

Several benefits with Androwarn analyzer included the software being easy to set up,
easy to use, and the results could be output as plain-text or html. The only severe
problem is that Androwarn failed to accept some apps as input. Because of these
benefits, Androwarn was a good candidate for extracting the permissions manifest from
the apps, a script was written to call Androwarn when the user uploads an app.

Table 1. Static and dynamic analyzers tested

Static analyzers Dynamic analyzers

APKInspector (Python) Taintdroid
Androwarn (Python) ASEF (Java)
CFGScandroid (Java) Decaf
ApkAnalyser (Java) AMAT
DidFail (Python, Java) DroidBox
FlowDroid (Java) Drozer
Amandroid (Scala) Appie
Smalisca (Python) AndroidHooker
Maldrolyzer (Python) CobraDroid (Java)
DroidSafe (Java)
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Fig. 2. Likert scale for user responses related to user tolerance for app permission request
indicated (Algorithm 1)

Fig. 3. AppRater menu - user view
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3.2 Selection Interface

An interface was written in Gauche Scheme which uses a simple algorithm to compare
apps. Each app is evaluated and compared with the user’s requested behavior. First the
user is presented with an interface to select which permissions are important to them
(Fig. 3).

3.3 Results Interface

Using the Algorithm 2 described earlier, a score from 0 to 100 percent is produced,
where 100 indicates an app that agrees with the user’s preference and 0 indicates an app
that disagrees with the user’s preference. The results are then displayed to the user.
Highest rated apps are displayed at the top, with lower rated apps placed at the bottom.
As an additional visual cue, apps change color based on their score: a score below 60 is
red, with the scale progressively turning yellow then green, which is the color for a
score above 90 (Fig. 4).

4 Methods

A survey of five questions, designed to evaluate the effectiveness of the new interface
to influence the user was distributed by e-mail to a community of university students. It
was hypothesized that the interface will make users more concerned about app security
because it provides a clear feedback comparing the apps, instead of displaying a long
list of permissions which the user may not be concerned with. Rather, it allows the user
to select which permissions matter and consolidate the results based on that
information.

Fig. 4. App rate results view, as presented to user (Color figure online)
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Fig. 5. App 1
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5 Results

Responses to the survey (n = 58) were interesting. First, users were asked which app
they preferred when given the following choice and were only shown the permissions
manifest from the Google Play store.

• App 1 used the manifest from WhatsApp, a well-known messaging app, and was
meant to resemble a typical app that requires many permissions (Fig. 5).

• App 2 used the manifest from Xabber, a less-known messaging app, and was meant
to resemble a typical app that does not require many permissions (Fig. 6).

The majority of participants (64 %) preferred App 2 when presented with the
permissions interface. A significant portion of users (22 %) said they preferred App 1.
This was not expected given the contents of the permissions list, considering that the
permissions for App 1 are much broader than the permissions given to App 2. This may
be a topic for future research.

Half of the participants felt less comfortable after seeing the new interface. 36 % of
participants had no change of opinion. This indicates that the developed interface was
effective at influencing user opinion of the apps.

There were only very weak linear correlations between the answers given. The
questions for awareness and concern had a positive correlation of 0.219. It makes sense
that those people who are more concerned with app security will also be more aware.

More significantly, the linear correlation coefficient of the question for concern and
reaction to the permissions settings had a positive correlation of 0.293. It also makes
sense to suppose that respondents who were more concerned about privacy would be
more taken aback by App 1’s permissions screen.

Fig. 6. App 2
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Therefore, while nothing conclusive can be said about the correlations observed,
there is some evidence that users who are concerned about mobile app security do
make choices based on the broadness of permissions.

6 Conclusion

In conclusion, this research indicates that users are concerned about their privacy, and,
as a result of their concern, will make decisions based on the broadness of permissions
when given a side-by-side offering. In addition, when information about permissions is
presented in a simple way, users may form new opinions about the app. By refining the
algorithm in this interface, users can search for new apps using specific guidelines
about how many permissions they want their app to have.

Some of the results are confusing. For example, it was not expected that as many as
22 % of the users would select the app with the much longer list of permissions. Future
work on this topic includes asking users to elaborate on their motivation for selecting
one app over the other.
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Abstract. Of late, the desire to adopt devices such as Apple iPads for use in
military cockpits (for example, as “electronic flight bags” to replace paper-based
reference materials) has increased. Two sources for touch screen design guid-
ance for military applications are MIL-STD-1472 and manufacturer (e.g.,
Apple) interface style guides. However, minimum touch zone size and separa-
tion recommendations vary considerably between these sources. This study
assessed the impact of manipulating touch zone size and separation in ungloved
and gloved conditions. Despite a small sample size (n = 6), significant main
effects of gloves and sizing guidelines were found. Unsurprisingly, participants
were less accurate hitting targets on the first try when wearing gloves. Partici-
pants made no errors (i.e., activating a button other than the target) in the
MIL-STD-1472 sizing condition irrespective of gloves. These results indicate
that following MIL-STD-1472 guidelines reduces the likelihood of activation
errors at the cost of decreased information density.

Keywords: Touch screen �Mobile � UI design � Design guidelines � Aviation �
Gloved operation � Electronic flight bags

1 Introduction

1.1 Background

Mobile computing devices have become ubiquitous in everyday life. The average
American spends nearly three hours per day on smartphones and tablets for business,
entertainment, and other activities [1], interacting with touch screen interfaces while on
foot, in cars, on airplanes, and in any other circumstance imaginable. These devices
provide access to a wealth of information in a compact, portable format. Unsurpris-
ingly, there is an increasing desire to adopt tablets (such as Apple iPads, Android
tablets, or Microsoft Surface tablets) for use in aviation [2]. Tablets are becoming
prevalent in military cockpits as “electronic flight bags” that replace paper-based ref-
erence materials and support flight management tasks such as fuel calculations.

Designers of mobile apps intended for use in military cockpits must design user
interfaces that are compatible with this unique environment. Conditions in the cockpit
that can interfere with touch screen operation include motion, vibration, and unex-
pected acceleration (due to turbulence); flight gloves commonly worn by aviators;
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placement of devices in locations (such as on the aviator’s thigh) that are awkward for
interaction; and divided attention due to multitasking. However, designers are faced
with conflicting guidance regarding such fundamental design features as the size of
touch screen active areas.

1.2 Touch Zone Size and Separation Guidelines

For user interfaces designed for military use, MIL-STD-1472 is the prevailing source of
human engineering requirements, including detailed guidelines for the size and sepa-
ration of touch screen active areas [3]. The MIL-STD-1472 touch screen guidelines
originally evolved from recommended dimensions for physical buttons and were first
published in their current form in 1999, well before the advent of modern touch
devices. MIL-STD-1472 specifies a minimum touch zone size of 15 mm (0.6 in)
square, with 3 mm (0.12 in) separation between zones for ungloved operation. The
minimum touch zone size increases to 20 mm (0.8 in) square for gloved operation (as is
common in military cockpits).

Tablet manufacturers also provide guidelines for designing user interfaces for their
devices (for example, the iOS Human Interface Guidelines published by Apple). These
“style guides” include guidance on touch zone size and separation. The manufacturer
recommendations for size and separation tend to be significantly smaller than those in
MIL-STD-1472. Apple’s iOS guidelines specify a touch zone sizing of 44 × 44 points
(a device-independent size measurement to account for varying pixel densities across
iOS devices), which translates to a physical size of 8.5 mm (0.3 in) square [4]. The
Apple guidelines do not specify a minimum separation between adjacent touch zones.

Increased touch zone size and separation can reduce selection errors, and may be
warranted in cockpit environments due to such factors as motion, vibration, and
unfavorable viewing and reach angles that can induce errors [5–7]. However, meeting
the MIL-STD-1472 guidelines while also achieving desirable information density on a
tablet screen can be challenging. Figure 1 shows the difference in vertical sizing
between a standard Apple-developed iPad screen and a simple table of contents for an
electronic flight bag app developed in accordance with MIL-STD-1472 touch zone
sizing guidelines.

The disparity between the manufacturer style guides and the military standard raises
several questions. Are the smaller touch zone sizes and separations specified in the
manufacturer style guides suitable for applications for use in military cockpit envi-
ronments (particularly for gloved operation), or are the larger MIL-STD-1472 guide-
lines still necessary for modern tablets? What effect does touch zone sizing and
separation have on touch screen error rates in a moving vehicle? Could smaller touch
zone sizing and separation be used to achieve higher information density on modern
touch devices without an undesirably large increase in error rate? This technical
examination presents the results of a study of human performance under various touch
zone sizing and operation (ungloved versus gloved) conditions.
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2 Method

2.1 Design

Touch zone size and separation guidelines (Apple, MIL-STD-1472) and operation
condition (ungloved, gloved) were manipulated within participants in a 2 × 2 repeated
measures design. Each participant completed four experimental conditions, each con-
sisting of fifty trials in which a specified target button was activated by the participant.
To account for practice effects, the order of the conditions was randomized for each
participant. The conditions are defined in Table 1.

Fig. 1. G. Vertical sizing and separation for iPad screen (left) versus MIL-STD-1472-compliant
screen (right).

Table 1. Guideline source and operation condition for each study condition

Guideline source Operation condition

Condition 1 Apple Ungloved
Condition 2 MIL-STD-1472 (Normal sizing) Ungloved
Condition 3 Apple Gloved
Condition 4 MIL-STD-1472 (Gloved sizing) Gloved
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2.2 Stimuli

A web app developed for this study presented participants with a grid of numbered
buttons on the iPad screen. To facilitate researcher observations, the first button acti-
vated in a trial turned green, and subsequent activations turned buttons yellow, orange,
red, and purple. A “Clear” button located below the grid of numbered buttons reset the
screen for the next trial. Three sets of stimuli with varying button sizing and separation
were used for the study; the same stimuli were used for conditions 1 and 3. Apple’s
iOS guidelines do not specify a minimum separation between touch zones. Inspection
of common iOS interface screens revealed a 1 to 2 pixel separation between touch
zones, so a 2 pixel (0.4 mm) separation was used in conditions 1 and 3. Table 2 defines
the button size and separation used in each condition and Fig. 2 shows resulting button
layouts.

Each set of fifty trials was structured so that each button in the grid was used as the
target at least once. The buttons were subdivided into three categories: corners, with
adjacent buttons on two sides; edges, with adjacent buttons on three sides; and middles,
with adjacent buttons on four sides. Placement distinction was made in order to assess
possible screen position effects on accuracy, as described by Henze et al. [6]. Each set
of trials included twelve corner targets, nineteen edge targets, and nineteen middle
targets. To achieve these numbers, some edge and middle targets were randomly
selected to serve as targets a second time, and all four corner buttons were targeted
three times each. The target order was randomized within each condition but was held
constant across all participants. Table 3 shows the composition of stimulus items by
grid location for each condition.

Table 2. Button size and separation for each study condition

Button size Button separation

Condition 1 8.5 × 8.5 mm 0.4 mm
Condition 2 15 × 15 mm 3 mm
Condition 3 8.5 × 8.5 mm 0.4 mm
Condition 4 20 × 20 mm 3 mm

Table 3. Composition of stimulus items by grid location

Conditions 1–3 Condition 4
Unique Repeat Total Unique Repeat Total

Corner 4 8 12 4 8 12
Edge 16 3 19 14 5 19
Middle 15 4 19 12 7 19
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2.3 Materials and Environment

Participants were seated in the back seat of an SUV for the duration of the study.
A third-generation Apple iPad was strapped to the participant’s thigh using a pilot’s
kneeboard mount as shown in Fig. 3. If the participant was right-handed, the iPad was
mounted on the right leg and the participant was seated in the left seat; if the participant
was left-handed, the iPad was mounted on the left leg and the participant was seated in
the right seat. The researcher was seated beside the participant, on the same side as the
iPad to facilitate observation of the participant’s iPad interactions.

Fig. 2. Illustration of (a) condition 1, (b) condition 2, (c) condition 3, and (d) condition 4.
Stimuli are presented to scale
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To provide a motion and vibration component approximating conditions for
in-cockpit tablet use, a second researcher drove the vehicle at low speed (approximately
5 MPH) around a closed road course. The course, located at the Georgia Tech Research
Institute’s Cobb County Research Facility, was 1.5 miles long and consisted of both
paved and gravel roads with hills and curves.

The gloves used for the study were fire-resistant flying gloves of the type com-
monly worn by military aviators. Conductive fabric was sewn into the tips of the
thumb, index, and middle fingers to provide compatibility with the iPad’s capacitive
touch screen. As shown in Fig. 4, the capacitive material primarily covered the pads of
the fingers and did not cover the fingertips. Three sizes of gloves were available, and
participants were instructed to select gloves that fit snugly.

Fig. 3. iPad strapped to participant’s thigh with pilot’s kneeboard mount

Fig. 4. Flying gloves used in the study, with conductive fabric on index and middle fingers
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2.4 Task

To begin each trial, the researcher announced the target button number. The participant
was instructed to press the target button as soon as he or she located it, without rushing –
accuracy was emphasized over speed. Participants were also instructed to use the index
finger on the dominant hand to activate buttons, and to avoid steadying the iPad with the
non-dominant hand. The researcher observed participant actions and recorded hits,
misses, and errors, asking the participant for verbal clarification if necessary. The
researcher then said “OK,” which signaled the participant to press the Clear button to
reset the screen for next trial. The researcher recorded misses for the Clear button in a
separate data category.

2.5 Dependent Variables

The dependent variables for the study are defined below:

• Hit. The participant accurately selected the target button on the first try.
• Miss. The participant touched the screen but did not activate a button (neither the

target button nor any other button). Multiple misses could occur within a trial.
• Error. The participant activated a button other than the target button. Multiple errors

could occur within a trial.
• “Clear” Miss. Misses that occurred when the participant attempted to press the

“Clear” button at the end of the trial. A “Clear” miss did not count against target
accuracy for the trial – the participant could score a hit and “Clear” miss in the same
trial.

2.6 Procedure

Upon their arrival to the study site, participants were given an overview of the task and
the structure of the study, and written consent was obtained. Participants were then
seated in the left or right back seat of the vehicle, based on whether they were right- or
left-handed, and fastened their seatbelt. The researcher occupied the opposite back seat
in the vehicle. Basic demographic data (gender, age, dominant hand, touch screen
experience) were collected, and participants selected the appropriately-sized glove for
the dominant hand from the three sizes available. Participants then strapped the iPad to
their leg and were given a moment to become familiar with the web app stimuli. After
any participant questions were addressed, the driver began driving and the first con-
dition began.

Each condition took approximately six to eight minutes to complete. At the end of
each condition, the vehicle was stopped for two to three minutes to allow participants to
rest and to reset for the next condition. The total session took approximately 45 min per
participant. As the vehicle returned to the parking lot at the conclusion of the session,
participants were given an opportunity to make any additional comments on the study
and were then dismissed.
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3 Results

Six participants took part in the study. Five participants were right-handed (two
females, three males) and one male was left-handed. Participant ages ranged from 25 to
42 (Mage = 37.2; SD = 6.8). All six participants responded to the question, “How
experienced are you with using touch screen devices (like tablets or smartphones)?”
with a response of “5 – extremely experienced” on a five-point scale ranging from “1 –

not experienced” to “5 – extremely experienced.”
The study used a 2 × 2 within-subjects design with Latin square counterbalancing

to control for order effects. The two independent variables were touch zone size and
separation (Apple guidelines, MIL-STD-1472 guidelines), and operation condition
(ungloved and gloved). The dependent variables were hits, misses, errors, and “Clear”
misses, as defined above. Grand means and standard deviations for each experimental
condition, reported as number of times in fifty trials that each dependent variable was
observed, are shown in Table 4.

A repeated measures analysis of variance was conducted. The results indicate a
statistically significant main effect of gloves and sizing guidelines. No significant
interaction of sizing guidelines by operation condition was revealed.

A main effect of operation condition on hits was identified, F(1, 5) = 12.67,
p = .016. Participants’ accuracy on touching the target on the first attempt decreased
when they had to perform the task with gloves. A main effect of gloves on misses, F(1,
5) = 9.37, p = .028, and “Clear” misses, F(1, 5) = 32.93, p = .002, was also revealed.
Participants missed the target without selecting anything on the screen and missed the
“Clear” target significantly more when wearing gloves. There was no main effect of
gloves on errors, F(1, 5) = 6.40, p = .053. Figure 5 shows the mean performance for
each dependent variable in the ungloved and gloved operation conditions.

A main effect of sizing guidelines was revealed for errors, F(1, 5) = 15.00,
p = .012. Participants made no errors in the MIL-STD-1472 conditions, whereas
participants did make errors in the Apple conditions. No main effects of sizing
guidelines were found for hits, misses, or “Clear” misses. Figure 6 shows the mean
performance for each dependent variable in the Apple and MIL-STD-1472 sizing
guideline conditions.

To understand the effect of target position on participant accuracy, a 2 (Sizing:
Apple, MIL-STD-1472) × 2 (Gloves: no, yes) × 3 (Position: corner, edge, middle)
repeated measures analysis of variance was conducted. Percent accuracy was used as
the dependent measure because there were an unequal number of trials for each

Table 4. Grand means and standard deviations for each experimental condition (n = 6)

Condition Hits (SD) Misses (SD) Errors (SD) “Clear” misses (SD)

1 Apple, no gloves 43.67 (4.97) 6.83 (6.31) 3.67 (3.14) 6.67 (5.05)
2 1472, no gloves 46.33 (2.25) 5.00 (3.69) 0.00 (0.00) 3.00 (3.58)
3 Apple, with gloves 37.33 (3.83) 12.00 (5.40) 6.33 (3.67) 12.67 (6.41)
4 1472, with gloves 42.00 (4.34) 13.33 (8.55) 0.00 (0.00) 11.17 (5.74)

72 J. Ray et al.



position: 12 corner, 19 edge, 19 middle. No significant main effects or interactions with
target position were identified. Figure 7 shows the mean accuracy for each target
position in the Apple and MIL-STD-1472 sizing guideline conditions and for ungloved
and gloved operation.

Fig. 5. Mean performance in the ungloved and gloved operation conditions. Bars represent
standard error of the mean. * indicates statistically significant difference.

Fig. 6. Mean performance in the Apple and MIL-STD-1472 sizing guideline conditions. Bars
represent standard error of the mean. * indicates statistically significant difference.
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4 Discussion

Overall accuracy was high during ungloved operation conditions. However, when
participants wore gloved, accuracy declined significantly, and misses and “Clear”
misses increased significantly. Sizing guidelines had a significant effect on errors such
that there were no errors made for the larger buttons in the MIL-STD-1472 condition.

Two sources of misses and “Clear” misses were observed. First, participants tou-
ched the screen outside of the active button areas, either in the separation zone between
buttons or outside of the button grid for corner and edge buttons and for the “Clear”
button. Second, participants initiated scrolling while touching the screen. When a touch
event is interpreted as a scroll initiation, button activations are inhibited. Although the
data collected did not distinguish between these two types of misses, based on
observation it appeared that scrolling was the more common cause. This observation is
supported by the fact that miss rates are similar between the Apple and MIL-STD-1472
conditions, despite the fact that the small separation between buttons in the Apple
conditions reduces the opportunity for separation zone misses.

The motion of the vehicle as it was driven around the test track was relatively
consistent and gentle, but there were a few points in the loop (e.g., transitions between
paved and unpaved segments) where the amount of motion made it difficult to accurately
operate the touch screen. Vehicle motion contributed to misses and errors in two ways.
First, gross movements of the vehicle occasionally disrupted accurate targeting by
causing relative motion between the participant’s hand and the iPad. Second, even minor
vehicle movements at the moment the participant touched the screen caused hand
movements that resulted in initiation of scrolling rather than activation of controls.

Fig. 7. Mean accuracy for each target position in the Apple and MIL-STD-1472 sizing
conditions and for ungloved and gloved operation. Bars represent standard error of the mean.
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The effect of gloves on misses and errors can be attributed to two factors. First, the
touch screen-compatible area of the gloves was on the pads of the fingers and did not
cover the full tip of the finger. This required users to adopt a different method of
activating targets when wearing gloves, using the pad of the finger, which had a larger
contact area with the screen and also visually obscured more of the target compared
with fingertip activation. A glove design that allows use of the fingertip for selection
could reduce errors and misses. Second, the smallest gloves that were available were
too large for two of the participants, so loose glove fabric sometimes made contact with
the screen prematurely, throwing off targeting and occasionally inducing scrolling. The
participants for whom the gloves were too large were observed manipulating the gloves
frequently to keep the material as tight as possible around the fingertips. In a real-world
situation, aviators would likely choose from a wider range of available glove sizes to
obtain a better fit, potentially reducing scrolling-induced misses.

5 Conclusion

The results of this study indicate that following the larger MIL-STD-1472 sizing and
separation guidelines reduces the likelihood of activation errors; however, this comes at
the cost of decreased information density. As decreased information density can result
in an increase in the number of control actions (e.g., scrolling to view additional
content) and therefore in the number of error opportunities, additional research is
needed to investigate the tradeoffs between touch zone sizing and information density.

Future research studies should increase the number of participants and the number
of trials for additional statistical power. An effect of target location (corner, edge,
middle) is expected such that more errors will occur for middle targets, which provide
more opportunity for accidental activation of surrounding buttons. A wider range of
glove sizes should be made available to eliminate problems with fit. Data collection
should be expanded to distinguish targeting misses and scrolling-induced misses, and
also to collect timing data to support consideration of Fitts’ Law. Additional sizes of
targets and separation distances should also be manipulated to identify optimal user
performance with respect to the trade-offs between accuracy, misses, errors, response
time, and information density. These data are necessary to understand for critical
aviation situations in which time is short and accuracy is required.
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Abstract. A users’ perception of interactive device performance is influenced
by their feeling of being in control and that there is a sense of constant progress.
A system will be able to keep users in the flow by meeting expectations and
keeping up with their inputs and commands. The concept of flow has been
discussed since the 1960’s and has been used in the context of computing
devices; however, the ability to operationally define and quantitatively measure
this construct is limited. This paper describes a study that tested a new frame-
work for measuring flow as it relates to User-Perceived Performance (UPP) of
tablets.

Keywords: User-perceived performance � Severity-Duration � Mean Opinion
Score (MOS) � User experience (UX) � Flow � Tablet � Computer performance

1 Introduction

Technological advances over the last several years have shifted the way in which
humans interact with computing devices. One major shift has been in the use of
touchscreens as a primary means of interaction. However, the software and hardware
that enables this input modality has created complexities that challenge engineers to
maintain the instant response a user has come accustom to like with a mouse and
keyboard. New challenges like this have impacted the utility of computer performance
measurement techniques and their relevance to user experience. Traditional perfor-
mance metrics are primarily designated for compute intensive operations as opposed to
the shorter, more interactive exchanges. As such, the aspects that largely shape how an
end-user perceives the performance of a touchscreen device cannot be measured using
these customary methods. Comprehending this distinction has taken time and being
able to quantify and rate the perceived performance of a touch interactive device poses
many exciting challenges. This paper discusses the use of a new user-centric approach
to measuring computer performance developed from a distillation of user research
studies, along with a review of published literature. A comparison of the average
participant ratings from a tablet study is presented as they compare with predicted
average ratings derived from this new approach.
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2 Background

2.1 Flow

Keeping users in the flow is a key to end-user satisfaction with highly interactive
devices like tablet computers. The theory of flow was first introduced in the 1960’s and
started to be discussed in the literature more in the 1980’s when Csikszentmihalyi
described the concept as the state of being fully absorbed and motivated toward an
activity where a person’s attention is so narrowly focused on an activity that time can
seem to fade away [1]. Flow is sometimes interchanged with the notion of immersion
or being in the zone. According to Csikszentmihalyi, flow has four preconditions;
(1) goals, (2) clear rules to obtain those goals, (3) clear and immediate feedback to
provide certainty, and (4) skill level must be appropriate to achieve a balance of control
and challenge [1]. Amongst the different categories that flow has been examined, it has
also been studied as it relates to computer performance and user satisfaction; specifi-
cally, how poor computer performance impacts flow [2–4]. Especially in the case of
highly interactive devices like tablets, poor responsiveness violates the last two pre-
conditions of flow; it creates uncertainty and it diminishes a users’ sense of control.
Depending on the user request, dissatisfaction can be the result of sub-second latencies
or much longer processing delays [4–8]. This unique dimension of time perception
increases the challenge associated with determining how to measure user satisfaction.
As such, research on how users perceive computer performance has a long history.

2.2 User-Perceived Performance (UPP)

Mangan has been credited with first describing the term, “perceived performance”, in a
white paper he published in 2003 [10]. He recommended that practitioners shift their
focus away from only relying on traditional computational performance measurement
and scoring practices to those aspects of system behavior that impact end-users more
saliently. Prominent researchers such as Miller [11], Shneiderman [2], Card et al. [12],
and Seow [4] have proposed taxonomies of system response requirements centered on
memory, task type, user expectations, and task complexity. For a more in-depth
understanding, these contributions are described in Anderson et al. [13], Doherty and
Sorenson [9], and Dabrowski and Munson [3].

Largely influenced by Mangan and the other researchers noted above, Verheij
published a white paper in 2011 describing an approach to quantifying and rating
perceived performance of a virtual desktop system application [14]. The goal of his
process was to give an indication of how an average user would rate responsiveness. It
includes what he calls an ARI (Application Responsiveness Index) and a PPI (Per-
ceived Performance Index). In this approach, the rating of response times is determined
by the type of user action. User actions are categorized in three ways and each have a
corresponding threshold of time as seen in Table 1. An Apdex [15] calculation is used
to quantify the level of perceived performance and maps back to one of these five
qualifiers: excellent, good, fair, poor, and unacceptable. The PPI adds an additional
weighting function based on the variability of response times; the less variability the
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better the perceived performance rating. He believed this added a good indication of the
perceived performance of an application over time.

There have also been other approaches presented in the literature to quantify per-
ceived performance. For example, Tolia et al. [16] described a technique they used to
quantify the impact of network latency on what they called “interactive experience”
using thin clients (i.e., all application and operating system code is executed on a
server). Thin client computing is particularly challenged with providing crisp responses
to the basic (but common) interactions like menu navigation and mouse tracking. As
such, their quantification and rating categories focused solely on these shorter inter-
actions and system responses that require limited processing. The categories that they
placed response times into can be seen in Table 2 below.

In 2015, Doherty and Sorenson presented another categorization mapping system
response time (SRT) to user satisfaction. Their categorization was an extension of
Shneiderman and Seow’s work that combined the influence of user expectations and
complexity of tasks and added human perceptual limits as a third factor for determining
appropriate categories. They also went beyond the attentive (10 s) time frame to
include those more compute intensive operations that require SRTs beyond users’
attention span to provide a more comprehensive set of SRT ranges to account for any
user task flow (see Table 3).

In addition, they proposed that it is necessary to go beyond this simple mapping in
order to quantify and rate users’ perception of flow. A more comprehensive mapping
includes predictive models that quantitatively define how user experience ratings
change as a function of SRT changes so that instead of just being able to report if a
SRT fell within a given range of user satisfaction, it is possible to calculate a quan-
tifiable rating on a continuous scale. This can provide more robust data for practitioners
to make informed decisions around design trade-offs, but also affords the ability to ‘add

Table 1. Ingmar’s response time rating categories and time thresholds

Category name Threshold

Acknowledgement of command 0.1 s
Simple task 1 s
Complex task 10 s

Table 2. Tolia et al.’s response time categories

Category name Time

Crisp <150 ms
Noticeable to annoying 150 ms to 1 s
Annoying 1 to 2 s
Unacceptable 2 to 5 s
Unusable >5 s

Applying Flow Theory to Predict User-Perceived Performance 79



up’ or aggregate a sequence of interactions and calculate an overall responsiveness
experience rating.

A similar example of this can be seen from a study conducted by Anderson et al.
[13] where participants were asked to carry out several tasks and then rate the satis-
faction of the response times on a five point scale. Participants repeated the tasks and
ratings under varying levels of computer performance and as a result the researchers
presented trend lines depicting the user ratings as a function of SRT (Fig. 1). These, in
fact, represent the early stages of a collection of predictive models that can populate the
Table 3 SRT framework.

In past research there has been a strong emphasis on total system response time
from the start of a user input to the end (completion) of the system response. However,
the type and stages of feedback given can impact a user’s perception of being in control
and the feeling that constant progress is being made. For example, recognition of a user
input and progressive loading can reduce participant anxiety and set expectations as to
how long the interaction will take to complete [17].

There are other factors that can degrade user-perceived performance (UPP) while
using an interactive device, such as the interface and/or graphics quality, the
smoothness of content, or the accuracy of responses to user inputs. Display smoothness
and/or poor frame delivery can greatly impact a user’s perception of performance,
especially for high motion interactions such as gaming and watching videos. Similarly,

Table 3. Doherty and Sorenson’s SRT framework with category names, time range, and
descriptions.

Attention Category
name

SRT
range

Category description

Attentive Instantaneous <300 ms User feels like they are in a closed-loop
system; as if they are in direct control

Immediate 300 ms–
1 s

Processes perceived by user as easy to
perform

Transient 1 s–5 s Perceived by user as requiring some simple
processing but user feels that they are
making continuous progress (appropriate
feedback required). It is unlikely a user
would disengage from task flow

Attention
span

5 s–10 s Perceived by users as requiring more
processing/wait time but user needs useful
and informative feedback to stay closely
engaged.

Non-attentive Non-attentive 10 s–
5 min

Perceived by users as requiring more complex
processing. Users would be likely to
disengage and multi-task during this
process. Feedback of progress is necessary

Walk-away >5 min Perceived by users as requiring intensive
processing. Users would not stay engaged
with this task. Feedback of progress is
necessary
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inaccuracies related to touch interactions affect user’s performance when she or he is
forced to repeat a selection and/or correct an unintended input. Consideration of
smoothness and accuracy variables is necessary to predict tablet UPP since they impact
users’ sense of certainty and control.

The study presented below was designed to collect participant ratings of tablet
performance from realistic use cases and interactions. Measures of responsiveness,
feedback, smoothness, and accuracy were used to predict overall UPP ratings for each
workflow on each device tested. These overall predicted ratings were compared to the
average participant ratings to determine if the predicted formula was a good approxi-
mation for UPP. By developing representative workflows and measuring multiple
stages of feedback it was hypothesized that it would be possible to utilize predictive
models to more holistically quantify UPP.

3 Research Methods

3.1 Devices

A total of six tablets of similar screen size were included in this study, two from each of
the three common operating systems (iOS, Android, and Windows). Each pair of
operation system (OS) devices included one high-end system and one system that had
been on the market for two to three years. These devices were selected to understand
participant expectations of best in class tablets and ensure there would be variation in
the performance of the devices.

Fig. 1. Mean rating by duration for launching Outlook, Word, an IrfanView file, and wake from
sleep. Reprinted from “Diminishing Returns? Revisiting Perception of Computing Performance”
by G. Anderson, R. Doherty, E. Baugh, 2011, Proceedings of CHI, p. 2073.
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3.2 Workflows

Participants completed eight workflows including; email, web browsing, photo editing,
video editing, video streaming, two gaming applications (Fruit Ninja and Jetpack
Joyride), and mapping. These workflows were chosen to represent common usages of
tablets and consisted of a series of interactions that represented capabilities of the
software and application being used. Workflows consisted of interactions from basic
system level to computationally complex interactions. While some applications, like
games, were the same across OS this was not possible for all applications. To represent
the most common experience of a given device, default applications such as for email
and mapping were used. Using default applications provided the most representative
experience. Participants completed all eight workflows on both of the tablets of their
personal, primary OS.

3.3 Participants

A total of 51 participants completed the study. Participants were all experienced tablet
users who used one or more tablets for more than five hours per week. Participants
were screened in an attempt to get an equal number per OS (19 iOS, 16 Windows, 16
Android) and a good distribution across age, gender, and income. Test sessions lasted
about one hour and participants were compensated accordingly.

3.4 Procedures

The experimental design and rating procedures followed the MOS (Mean Opinion
Score) ITU standards for measurement of subjective assessment [18]. Participants
received instructions on how to complete the eight workflows to ensure each participant
completed the same interactions. While completing the workflows participants were
asked to focus on the device performance and ignore extraneous variables such as
comfort of the chair or room environment. A five point scale (5 = excellent, 4 = good,
3 = fair, 2 = poor, 1 = bad) was presented to participants to rate the performance of the
device. Participants were asked to give a rating at the end of each workflow and
provide an overall rating when they completed all eight workflows on a device. In
addition, participants were asked to provide a rating any time they felt the system was
not performing at a 5 (excellent). In order to gather more insights into what variables
impacted UPP, participants were also asked to comment on what aspects impacted their
ratings. These participant comments were transcribed for later analysis.

Participants were presented with one device of their personal, primary OS. Par-
ticipants were then instructed to complete all eight workflows, one at a time. Upon
completion of all eight workflows the participant was given a short break then com-
pleted all eight workflows on the other device of the same OS (in the same order as the
first device). Participants only interacted with devices that had the OS they were most
familiar with to reduce potential learning effect confounds. Device order was coun-
terbalanced between participants to minimize order effects.
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All participant sessions were recorded with the device display as the focal point of
the camera. These recordings were used to capture the interactions with the device to
observe any discrepancies/errors, to capture participant comments, and capture the
device latency to participant inputs. The tablet devices were held in place at a 45 degree
angle to the participant on a tablet stand. The participants did not hold or pick up the
devices during the study.

3.5 Analysis

Quantifying Subjective Comments. SRT was captured during the study objectively
using the video capture content. However, video/gaming smoothness and input accu-
racy issues were collected subjectively. In an effort to quantify these metrics, partici-
pant comments were documented and categorized to understand their contribution to
negative UPP. Subjective comments were quantified by dividing the number of neg-
ative comments in a given category (i.e. input accuracy issues) by the number of
participants who completed the given workflow on a given device. This calculation was
completed for each device workflow combination so each workflow had a percentage
associated with input accuracy and smoothness issues for each device. These per-
centages were then converted to a five point scale by correlating them with the average
participant ratings. This provided an estimation in the absence of objectively measured
feasibility at the time of this study.

System Response Time. The video recordings were analyzed to collect the latencies
of each participant interaction. Multiple stages of loading were captured for each
interaction to capture the aspect of feedback. There were two stages of loading that
were measured, start of load (first indication to participant that the system is executing
the intended interaction) and end of interaction (load is complete and ready for further
input). Average system response times were taken across participants for each phase of
load and of each interaction for all eight workflows per device. This provided the
average response time for each interaction within each workflow on each device.
Doherty and Sorenson’s [9] framework was used to categorize each SRT measurement
into a perceptual category. Proprietary mathematical models were assigned to each
stage of load for each interaction according to human perceptual limits, perceived
complexity, and user expectations. Calculating a range of response times across devices
provided an indication of what users expect for each interaction. Using these models, a
UPP was calculated for each interaction and stage of feedback.

The predicted UPP’s were then aggregated according to a concept called
Severity-Duration (Fig. 2). Severity-Duration penalizes for the severity of degradation
when interactions do not meet user expectations. There is also a penalty for duration (or
consecutiveness) of interactions that did not meet user expectations. An example of this
can be seen in Table 4. This concept was implemented into the aggregation method-
ology since using a straight average was not believed to capture the impact of these
negative contributors to UPP over the duration of a workflow. Evidence of this has
been seen in the literature where negative experiences outweigh positive when
reporting overall impressions [19–22].
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Metric Aggregation. The overall predicted UPP rating was calculated by averaging
the SRT Severity-Duration MOS with relevant subjective variables, depending on the
workflow. Gaming and video streaming workflows equally weighted the SRT
Severity-Duration MOS, accuracy subjective rating, and smoothness rating. The other
five workflows did not include significant video or animation so overall predicted
ratings were simply an average of the SRT Severity-Duration MOS and accuracy
subjective ratings.

4 Results

Results of a correlational analysis show the overall predicted UPP ratings were highly
correlated with the average study participant ratings r(46) = .783, p < .001 with an
average absolute delta of 0.14. Figure 3 shows the results of the regression analysis for
each workflow on each device. Although there was an effort to include tablet devices

Fig. 2. Severity-Duration concept

Table 4. Severity-Duration example calculation

SRT SRT MOS Severity-Duration
MOS

A B C

1 Time (ms) y = m(A1) + B =B1
2 Time (ms) y = m(A2) + B =(C1 + B2)/2
3 Time (ms) y = m(A3) + B =(C2 + B3)/2
4 Time (ms) y = m(A4) + B =(C3 + B4)/2

Average
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with a range of perceived performance, the results show that the majority of average
participant and predicted ratings fell above the 3.5 range.

5 Discussion

The study described in this paper adds to the evolution of flow theory as it relates to
computer performance. It provides a new user-centric approach for calculating UPP of
tablet devices. This new approach also expands upon traditional UPP metrics by
incorporating touch accuracy and video/gaming smoothness metrics. A new aggrega-
tion concept was introduced, called Severity-Duration, to provide an alternative
approach to simply averaging multiple interactions within a workflow to calculate an
overall UPP. This methodology was able to accurately predict participant UPP ratings
within 0.14, on average (range 0.0–0.47). It should be noted that while an effort was
made to get a wide range of UPP tablets, ratings were almost entirely above 3.5. Future
research is necessary to expand this range to ensure accuracy across the full ratings
scale.

It is critical to develop methodologies that can collect objective metrics for both
perceived touch accuracy issues and video/animation smoothness. The transformation
of subjective comments to a percentage and then to a five point scale helped confirm

Fig. 3. Correlation of overall predicted ratings with average user ratings
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the impact of these variables on UPP; however, more validation from objectively
measured metrics along with user rating consistency is required from future research.
Subjective data was useful in estimating these metrics, collecting subjective data is not
scalable for evaluating new workflows or new devices as they are released. It will also
be important that these new objective measurement capabilities can be collected during
live user research to ensure the established aggregation methodology holds true to
predict participant ratings.

To be truly successful the metrics described would need to be collected in an
automated fashion, allowing for minimal researcher interaction and no end user
involvement other than the periodic and regular user study to account for user
expectations shifting over time. Automated data collection would allow for iterative
evaluation during the product development cycle and competitive analysis on existing
devices. Upon validating the framework described here for touch devices, this
framework can also be tested and applied to other devices with different input
modalities. This will allow for a more robust framework where UPP can be objectively
measured for all computing devices, bringing a more representative form of perfor-
mance measurement that is representative of what really matters to end-users.
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Abstract. Thanks to the increasing popularity of mobile applications, finger
gesture interactions are prevalent; evaluation studies of finger gesture interaction
for these devices also gain attention recently. However, prior studies fail to
examine users’ interaction preferences and performance of three most popular
mobile interaction patterns in mobile games (Tap, Swipe, and Tilt) and link their
usage appropriateness with different operation settings (such as lying on the bed,
running in a treadmill, etc.), which motivate our study here. In particular, in this
paper we offer a comparative study of the three popular finger interaction types
under different operation modes in terms of users’ performance accuracy and
experiences. Experiment results were mixed, which lead us to suggest that
designers should consider users’ most common operation mode before deter-
mining interaction styles. We are currently modifiying the testing user interfaces
and simplifying the testing tasks so as to investigate how children with autism
tend to respond to these various interaction styles as we had observed that
Chinese children with Autism Spectrum Disorder (ASD) are more inclined to
interact with the touch-screen-enabled applications; and to the best of our
knowledge, such research is under-explored and yet key to inform the devel-
opment of appropriate interactions for these children.

Keywords: Mobile application � Swipe � Tap � Tilt � Finger gesture �
Experiment � Autism

1 Introduction

Largely thanks to the introduction of iPhone in 2007, the landscape of HCI for mobile
and ubiquitous computing has been shifted. Such finger gesture interactions as swiping,
pinching, tapping have pushed away the traditional and dominant ‘non-smart’ phone
inputs–pressing key on small keyboards), which in turn generate a lot of interests
among the evaluation of such interactions (Browne and Anand 2011; Findlater et al.
2013; Fitton et al. 2013; MacKenzie et al. 2012; Negulescu et al. 2012; Stößel and
Blessing 2010a, b; Teather and MacKenzie 2014; Tran et al. 2013; Trewin et al. 2013;
Shi et al. 2008; Gilbertson et al. 2008). However, as much as the appealing features
mobile phones can bring, they often pose considerable challenges for game developers,
especially regarding user interface design and game control (Gilbertson et al. 2008;
Fishkin et al. 2000). Among the many primitive and innovative interface mechanism,
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tilt, in particular, has been dominantly adopted in mobile games, due to its minimal
signal processing and light-weight external references. The interaction is made ascer-
tain with the phone’s built-in accelerometers so as to allow players to incline or tip the
device so as to control the game (Lane et al. 2010). Other popular and affordable (in
terms of the control’s programmability) mobile game interactions include swipe and tap
which have been extensively examined in applications other than mobile games (Fitton
et al. 2013; Findlater et al. 2013; Browne and Anand 2011; MacKenzie and Teather
2012; Motti et al. 2014; Negulescu et al. 2012; Volker and Turner 2009; Stößel and
Blessing 2010a, b; Teather and MacKenzie 2014).

When it comes to unite and examine users’ interaction preferences and performance
of these three most popular mobile interaction patterns in mobile games (Tap, Swipe,
and Tilt), there are very few studies here, which motivate our study here. Our study is
the first and only an initial comparative study of three popular finger interaction types
in mobile games: Tap, Swipe and Tilt under different operation modes.

The rest of the paper is organized as below. Section 2 presents and discusses prior
studies on evaluating the usability of swipe, tap and tilt interactions. Our study design
will be presented in Sect. 3, followed by experiment results. We conclude this paper by
pointing to the limitations of our study as well as show the interesting research paths
we will follow.

2 Related Work

2.1 Finger Gesture Interactions

Due to an increasing popularity of mobile touchscreen devices, evaluation studies of
finger gesture interaction for these devices also gain attention recently. Shi et al. (2008)
designed a set of both single and double finger gesture interaction techniques for digital
document sharing on large tabletop; although the result sheds light on the general
learnability, usability and naturalness of these finger interaction types, it is not appli-
cable in our study since we focus on exploring the comfort and naturalness of them in a
mobile game. A couple of other similar studies on the usability of finger gesture
interaction techniques focus on the comparative studies of psychomotor performance
between older and younger users (Findlater et al. 2013). In summary, general findings
in these studies are consistent in terms of the significant slower performance for older
adults than younger ones (Stößel and Blessing 2010a, b; Findlater et al. 2013). Find-
later et al. (2013) further reported that when compared with younger adults, older ones
showed quicker movement in touchscreen devices. (Stößel and Blessing 2010a) offered
gesture design recommendations based on their comparative studies. Results showed
that there is a difference between younger and older users on the gesture type they
chose. For younger group, 86 % participants chose direct manipulation gesture and
only 14 % chose symbolic gesture. It revealed that the symbolic gesture is easier to
memorize and therefore easier to be used for the old. When comparing between
one-finger and multiple-finger interactions, both two age groups prefer the former over
the latter. But older users are not less comfortable with two-finger action than their
younger counterparts (Stößel and Blessing 2010a). Motti et al. (2014) focused on the
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accuracy of drag-and-drop interaction for older adults in tactile puzzle games on two
different screen sizes, tablet and smartphones.

Other studies explored the various interactions in mobile devices in general. For
instance, Tran et al. (2013) conducted an exploratory study of two prevent gestures
(pinch and spread) with seated participants on a tablet and smartphone device; the
results revealed that most of the pinch and spread tasks can be finished on an average of
0.9–1.2 s. The study fail to find any significant association between device orientation
and gesture performance, One surprising finding did report a good fit to a simple Fitts’s
Law model as determined by varying target width and gesture size (Tran et al. 2013).

Although tilt interaction has predominantly been explored in game research, a
couple of others have focused how it can help enhance human performance in general.
(MacKenzie et al. 2012) employed a mixed methodology to explore the adoption of tilt
interaction for mobile users: survey questions were used to obtain users’ subjective
evaluation over the usability of tilt; while quantitative methods are used to measure
accuracy, maximum tilt, and moving time. (Trewin et al. 2013) compared swipe and
tap inputs in the context of smartphone’s physical assess to participants with dexterity
impairment, and concluded that swipe input has a better flexibility than tap one due to
the latter’s requirement of find finger positioning, which in turn contributed to a higher
accuracy rate than tap input. Other similar studies include Teather and MacKenzie
(2014), Teather and MacKenzie (2014).

2.2 Swipe, Tap and Tilt in Mobile Games

Evaluating finger gesture interactions in game research is predominantly on tilt control,
and the majority of them are qualitative in nature. For instance, mobile phone tilt and
the traditional button input were evaluated in a driving game Gilbertson et al. (2008);
user experiences such as fun were focused in the testing (informal). Valente et al.
(2009) examined tilt interactions for a mobile accessible game for the visually
impaired; qualitative measurement was employed via observations and interviews.
Participants preferred tilt-based interactions since they are more natural. More recently,
evaluation has been shifted to employ some quantitative methods as well. For example,
Browne and Anand (2011) examined tilt, gesture and buttons in a shooting game, and
reported a similar result as tilt interaction is preferred (Valente et al. 2009). In addition,
the results revealed that participants who used tilt can play significantly longer than
those who did not.

When it comes to unite and examine users’ interaction preferences and performance
of three most popular mobile interaction patterns in mobile games (Tap, Swipe, and
Tilt) there are very few studies.

To the best of our knowledge, our study is the first and only an initial comparative
study of three popular finger interaction types in mobile games: tap, swipe and tilt.
Unique to smartphones and tablet devices is tilt interaction pattern which has primarily
been deployed in games (Fitton et al. 2013), particularly, tilt operations can be mapped
to specific game inputs and recently has been used in motion sensor-based devices such
as Nintendo Wii and Sony PlayStation 3.
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3 Our Experiment and Brief Analysis

3.1 Participants and Apparatus

17 participants aged between 18 and 20 are selected from Wenzhou Kean University
where the three authors are. The experiment was performed using a Nokia Lumia 730
and a Nokia Lumia 530 running on Windows Phone 8.1.

3.2 Study Design and Testing Applications

We followed recommendations from (Stößel and Blessing 2010b) that the usability of
the three types of interaction patterns can only measure realistically in real interactive
scenarios. The interface design in this experiment followed two rules proposed in
(Negulescu et al. 2012) which centers on the prevention of user distraction should be
limited:

1. the need for visual attention during interaction should be limited;
2. the need for more streamlined commands for common tasks;

Following the two principles, we designed four types of interfaces — three as
testing applications and one as a testing game.

The Tap Testing Application. In the Tap applications (known as Tap I, II and III),
the interfaces are shown in Fig. 1a. The differences among the three testing interfaces
are the size of the active areas (Tap I > II > III). Users can tap the button. Once the
user taps on the button, it will be recorded in the upper number and if the user taps out
of the button, it will be recorded in the other number.

The Swipe Testing Application. In the Swipe applications (known as Swipe I, II and
III), the interfaces are shown in Fig. 1b, with the main difference on the size of the
white rectangles (Swipe I > II > III). Users can swipe the rectangle to the right and it
will come back to the initial position once the user’s finger released from the screen. If
the user swipes the rectangle, it will be recorded in the number on the right down
corner.

The Tilt Testing Application. In the Tilt application (known as Tilt I, II, III), the
interfaces are shown in Fig. 1c. User can use the tilt action to move the screen object to
the left and right. Once the user tilts to the left or to the right, it will be recorded in the
numbers on the left or the right side of the interface. The sensitive of the accelerometer
in the three applications are different (known as Tilt I > II > III).

The Game Application. The last testing environment was implemented as a simple
game (Fig. 1d). Users can choose different types of interaction techniques to play the
game: — for tap, users can tap the button L, R, U and D; for swipe, users can swipe the
rectangle in the middle; and for tilt, users can tilt the phone. The game will randomly
make the upper (lower, left and right) half two of the four squares white and the other
gray. Once the user provides a correct reaction, he or she can get one point. For example,
swipe the rectangle to the right when the right two squares are white. Otherwise, the
game will stop.
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3.3 Experiment Procedure and Evaluation Protocol

We follow prior study of similar nature on the experiment procedure and evaluation
protocol (Negulescu et al. 2012; Stößel and Blessing 2010a, b): both quantitative and
qualitative data had been collected. The former includes task completion time, and
performance quality; while the latter data examining player experiences and prefer-
ences regarding the three interaction techniques. We report the result of our quantitative
analysis.

Before the testing, an experimenter provides detailed description on the experiment
procedure. They were then asked to fill in a survey and then start the experiment. In the
experiment, first, the participants perform the Tap tasks — tap on the button for ten
times as fast as possible (in the order: Tap I, II, III). Second, participants will focus on
the Swipe tasks — swipe the rectangle for ten times as fast as possible (in the order:
Swipe I, II, III). Third, they were asked to manipulate using the Tilt interaction — tilt
the phone to the left and back to the right for ten times (in the order Tilt I, II, III). Each
task has to repeat for three times in the selected scenarios. At last, the participant plays
the testing game. Use different input ways (in the order: Tap, Swipe, Tilt) to play the
games three times (30 s per play) in the selected scenarios and playing scores are
recorded accordingly. At the end of each task, each participant rates his/her user
experiences on the interaction on a 5-point Likert scale where “1” indicates the worst
user experience and “5” indicates the best user experience. Figure 2 shows the testing
moment when the participant was running on a treadmill.

Fig. 1. The three testing environment with Tap (a), Swipe (b) and Tilt (c) interaction and a
testing environment implemented as a game (d).
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3.4 Experiment Mode

We posit that when users may prefer one interaction over another when in different
operation mode, therefore, we invite participants to perform the tasks in the following
four modes in our lab and the gym:

• Standing — interacting while standing
• Sitting — interacting while sitting on the chair
• Walking — interaction while walking on the running machine with a comfortable

but constant speed in the gym
• Running — interacting while running on the running machine in the gym
• Lying — interacting while lying on the sofa

In all scenarios, the participants can choose to finish the task with either one hand
or both. The experiment was conducted in the same room or gym (see Fig. 2).

3.5 Experiment Result and Discussions

In this section, we discussed the results of the experiment both the testing environment
and the testing game. In each part, we discussed the results in five different scenarios
and compared them with each other.

The Testing Environment. The result of the experiment has been shown in Fig. 3a, b,
c respectively. We found no significant difference for tap and swipe operations with a
‘big’ object. In the Sitting mode, the average performance is 10.07 (SD = 1.29) for Tap
and 9.80 (SD = 0.48) with Swipe. In the Standing scenario, participants averaged 10.00
(SD = 0.33) using tap and averaged 9.56 (SD = 0.61) with Swipe. In Walking scenario,
participants averaged 10.03 (SD = 0.18) using Tap and averaged 9.73 (SD = 0.81)

Fig. 2. The participant is testing the application while running in a treadmill
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using Swipe. In Lying mode, participants averaged 10.00 (SD = 0.00) with Tap and
Swipe. In Running MODE, participants averaged 9.78 (SD = 0.42) with Tap and 9.56
(SD = 0.68) with Swipe. Interestingly, the difference between the results in Running
mode when using Tilt is significant. Though the program had the largest fault-tolerance
rate, participants only averaged 7.67 (SD = 3.53).

However, when the object or the fault-tolerance gets smaller, we obtained more
significant differences across these modes with different manipulation types. In Sitting
scenario, participants scored an average of 5.90 (SD = 2.53) using Tap and 7.83
(SD = 1.61) when Swiping. In Standing scenario, participants obtained an average
score of 5.10 (SD = 3.70) with Tap and 2.56 (SD = 2.70) with Swipe. In Walking
scenario, participants averaged 4.60 (SD = 2.72) in Tap operations and 1.47 (SD =
1.48) in Swipe. But the difference is not significant in both Lying and Running modes
despite that the object is small. Particularly, in Lying mode, participants averaged 2.70
(SD = 1.25) using Tap and averaged 2.00 (SD = 0.00) with Swipe. In Running sce-
nario, participants averaged 2.78 (SD = 2.20) using tap and 2.89 (SD = 2.02). When in
the Running mode, using Tilt manipulating a small object also lead to a large per-
formance difference between Tap and Swipe operations.

The Testing Game. In the experiment, participant played a game using three input
techniques: Tap, Swipe and Tilt in all modes. In Sitting scenario, participants scored
the lowest in Tilt operations (M = 21.74, SD = 13.60), and the highest in Swipe
(M = 40.00, SD = 9.00). In Standing mode, participants averaged 40.28 (SD = 9.67)
with Swipe mode as the highest score and 9.00 (SD = 9.57) with Tilt mode as the
lowest score. In Lying mode, participants scored the highest in Tilt (M = 20.33,
SD = 17.52), and the lowest in Tap (M = 16.00, SD = 20.12). In Walking mode,
participants averaged 38.63 (SD = 13.00) with Tap mode as the highest score and
19.30 (SD = 13.90) with Tilt mode as the lowest score. In Running mode, the highest
performance was received in the Tap manipulations (M = 42.56, SD = 14.46), and the
lowest in Tilt operations (M = 4.83, SD = 3.81).

Discussion. On one hand, if operating in the same mode and with only one input style,
especially with Tap or Swipe, the bigger size of a bottom or a control interface can offer
a friendlier input experience for the participants. On the other hand, for different input
operations’ quality in each mode, using Tap, Swipe and Tilt operations lead to similar

Fig. 3. Experiment results in three testing mode with Tap, Swipe and Tilt operations
respectively. (Color figure online)
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performance. For example, in the testing application on relatively stable mode
including Sitting, Standing and Lying, operations with Tap and Swipe can help the
player obtain a steady improving score. However, in the Walking and Running mode, it
is Tilt and Swipe that can achieve most users’ input requirement. For Tap, Swipe and
Tilt input styles, we can divide them into three different levels: Level I is entirely static
and motionless when the user need to input something, such as in Tap; Level II is a
combination of motion and movement, such as in Swipe; as in Level 3, it require a
large amount of amplifying motion, like Tilt. It is obvious that in Level I and Level II,
Tap and Swipe operations can fulfill most of the basic input requirements in the simple
testing environment. However, in the context of the game, interestingly, we obtained
some opposite results. We believe that the complexity of the game itself and partici-
pants’ limited familiarity contributed to lower and unstable performances. In fact, the
game itself poses an intrinsic requirements when compared with the elementary
instructions in the simple testing environments. Therefore, we suggest that designers
should consider users’ most common operation mode before determining interaction
styles.

4 Future Study: Touch-Screen Interaction Styles
for Children with ASD

We had observed that Chinese children with ASD are more inclined to interact with the
touch-screen-enabled applications during the testing of other applications in a large
children’s autism educational development; that is, when given the computer-based
application, the majority of children’s first attempt is to touch and tap the
screen-objects. This important observation leads us to ponder how our current research
can be extended to investigate the interaction styles preferred by these children. To the
best of our knowledge, such research is under-explored and yet key to inform the
development of appropriate interactions for these children.

Fig. 4. New Testing Environment to be tested with Children with ASD: from left to right, the
initial environment and the Tap, Swipe and Tilt mode respectively.
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We are currently modifying the testing user interfaces and simplifying the testing
tasks in order to investigate how children with autism tend to respond to these various
interaction styles. Figure 4 below shows the simplified and enhanced testing screens
after various interaction styles. Note that we will simplify the testing tasks by only
requiring the children to tap, swipe or tilt the screen blocks in order to preclude the
learning component of the task.

5 Concluding Remarks

Thanks to the increasing popularity of mobile applications, finger gesture interactions
are prevalent; evaluation studies of finger gesture interaction for these devices also gain
attention recently. However, prior studies fail to examine users’ interaction preferences
and performance of three most popular mobile interaction patterns in mobile games
(Tap, Swipe, and Tilt) and link their usage appropriateness with different operation
settings (such as lying on the bed, running in a treadmill, etc.), which motivate our
study here. In particular, in this paper we offer a comparative study of the three popular
finger interaction types in mobile games under different operation modes in terms of
users’ performance accuracy and experiences.

Our experiments revealed that in relatively stable operating environment such as
Walking, Lying and Sitting, Type and Swipe input styles are preferred over Tilt;
however, in such operating modes as Walking and Running, Tilt is preferred. However,
when testing these input styles in a game, due to the complexity of the game itself and
participants’ limited familiarity, lower performance has been observed. It leads us to
believe that the game itself poses intrinsic requirements when compared with the
elementary instructions in the simple testing environments. Therefore, we suggest that
designers should consider users’ most common operation mode before determining
interaction styles. We are currently modifying the testing user interfaces and simpli-
fying the testing tasks in order to investigate how children with autism tend to respond
to these various interaction styles.
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Abstract. Nowadays the intelligence of watches brings users brand new
experience, and at the same time it makes human-watch interaction relationship
becomes more and more complicated, therefore the design of smart watch
interface faces greater challenge. As the interface of smart watches delivers more
and more information, how to guarantee favorable usability of smart watch
interface becomes the focus of designers. Designers need more objectively
evaluate the reasonableness of smart watch interface layout and the visibility of
interface elements. But traditional evaluation indexes can’t intuitively reflect
whether the system structure conforms to the thinking mode of users; and tra-
ditional evaluation indexes can’t reveal the strategies employed on interface by
users.
In this study smart watch interface user performance test is carried out and eye

movement tracking technology is introduced into usability evaluation of smart
watch interface to measure the usability level of smart watch interface and
quantity analysis on internal differences among smart watch interfaces is con-
ducted. It is founded from task test result that eye movement data can well
compare internal differences among watch interfaces and reveal how users
search their target options and information on smart watch interface. Compared
with the previous studies, in this study the author proposes smart watch usability
evaluation method based on eye movement, applies eye movement data in
usability evaluation index system to reveal users’ thinking for the designer and
provide the clue of solving usability problems. These results have great sig-
nificance in guiding the practice of smart watch usability evaluation and further
perfecting usability evaluation index system.
Eye movement tracking technology is used in this study so that it can com-

prehensively and objectively evaluate usability level of smart watch interface
and provide objective evidence for designer to improve the interface of smart
watch and improve the usability level. The following results are obtained from
the study: 1 Eye movement data such as fixation time and fixation point number
are used as quantified indexes to evaluate interface information structure and
interface element representation meaning. And the eye movement data can
effectively evaluate the internal differences of watch interfaces and measure
usability level of watch interfaces. 2 Fixation time hot spot diagram obtained
from graphic eye movement data can intuitively reflect the attention layout of
tested users on interface and provide objective evidences for experimenter to
analyze interface problems. 3 Eye movement video can reappear the activity of
sight line when tested users use the smart watch interface. Many interface
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problems at deep levels can be found using the analysis method of combining
eye movement video and graphic eye movement data. 4 Interface usability
evaluation method based on eye movement tracking applies in early and middle
stage of smart watch design and provide objective evidences for designers to
understand users’ thinking and improve interface design.

Keywords: Usability evaluation � Eye movement tracking � Smart watch �
Interface design

1 Introduction

For a smart watch, a smart system installed in a watch can piggyback on a smart mobile
phone system and connect to internet to realize multi-functions. It can synchronize
calls, messages, e-mails, photos and music etc. in a mobile phone. And data shows that
the year of 2013 is a smart watch year, because technology giants such as Apple,
Samsung and Google etc. all released smart watches in 2013. These two years the
relation between smart watches and users are closer and closer so that users can enjoy
the convenience of intelligent era more.

The screen of a smart watch is limited by size. Therefore the interface must be
displayed directly and effectively. Information should be arrayed effectively. And
interface should display contents to users by reasonable interface layout. Favorable
interface layout can lead the visual behavior of users therefore it is important to
improve the interface of a smart watch. Apple Company overcomes the limit that
screen of a smart watch is too small and sets a digital wheel. Pictures are zoomed or
moved by rotating the digital wheel. Apple Company also designed the interface
newly. Users can see APP list on a dial plate, which makes users have a whole new
experience. Good user experience embodies in good man-machine interaction, and
most information of human is obtained from their own eyes, thus studying on the
performance of visual search for information can make interface interaction more fast
and convenient.

An eye tracker is a high technology instrument which records the eye movement
track characteristics when a man is managing visual information. Eye trackers are
widely used in the study of visual perception, reading and etc. When people are
attracted by stimulation objects or search a target object, people’s eyes will stare at
received information a little while, and people will make response, make decision and
deal with it. When sight line stays at a fixed point temporarily, it is called visual focus
or fixation point. The period during gazing is called fixation time. The image is formed
at the center of retina when gazing.

When eyes stare or run down at something, it is a particularly important part for
visual attention. Fixation time, fixation location, eye track and other eye movement
process can be used as evidence basis to judge if a product is noticed. An eye tracker is
used as an auxiliary mean of interface design, committing to making users feel more
smooth and comfortable and producing largest vision and psychological effects on
users.
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2 Evaluation Method

Interface design is an important key point to decide whether users will be successful in
operation and study. If the design is not appropriate, it will result in a series of
problems such as users’ slow operation and learning frustration and so the use willing
of users will be reduced. Eye movement track technology uses eye movement of users
as standard and it can improve the operation mode of interface and enhance the use
willing of users.

During usability evaluation test for interface of a smart watch, eye movement of
testers are recorded by the eye tracker, the eye movement data is introduced into
usability evaluation index system, intuitive and graphic eye movement data and eye
movement video are evidences for analyzing interface of the smart watch and user
strategies. This evaluation method is called usability evaluation method of a smart
watch based on eye movement track. Simply, this study defines representation meaning
of interface element and search index of interface as fixation time and fixation point,
and analysis evidence is defined as fixation time hot spot diagram and eye movement
video.

2.1 Fixation Time

Fixation is a relative static state of eyes. Long time fixing represents interest or con-
fusion. Fixation time means the duration time of observing visual stimulation objects
and keeping visual focus.

In this study fixation time is used to test users spend how much fixation time during
the process from the operation beginning to typical task completion. Longer fixation
time means that the representation meaning is worse. After experimentation, ques-
tionnaire survey is conducted to determine the implication of users’ fixation.

2.2 Fixation Point Number

Each staring means a fixation point. In this study fixation point number means total
number of fixation points when users view interfaces during tasks. The number of
fixation points represents cognitive process number of human for graphic interface. If
the data number is big, it means testers’ absolute attention for this region or misun-
derstanding at a certain degree. Larger number of fixation points represents a low
performance of search; and it shows that perhaps there is some problem existing in the
smart watch interface.

2.3 Fixation Time Hot Spot Distribution Diagram

The hot spot diagram shows which region spends more time of the testers. In the
fixation time hot spot distribution diagram more bright color represents more fixation
time. It is drawn by counting sight line movement data of many testers.
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2.4 Scanned Path Diagram

Space distribution of a series of fixation points and twitching of the eyelid is called
scanned path diagram. Scanned path diagram provides a snapshot of tested users’
attention. But if in the test scan path is recorded long time, image will turn to be in
disorder. If it is needed to record sight line movement long time, adopting hot spot
diagram is appropriate.

2.5 Movement Video

Movement video can reappear sight line movement process and operation path of users
during using process of smart watch. An experimenter can use eye movement data to
analyze thinking process and operation behavior of users.

3 Experimental Method

3.1 Testing Users and Testing Products

There are totally 10 tested users in this experiment. They are undergraduate and
graduate student from Shanghai universities. Among them 10 students are female and
other students are male. Participants’ ages are between 22 and 32. Tested smart watch
is Moto360. The positioning of this type of watch is an auxiliary alarm of mobile
phone. Dial plate interface of Moto360 is very beautiful. It can satisfy the requirement
of social communication, can also be a good accompany of sports and involves various
aspects of life. Among the tested users, two used Moto360 and 6 of them have never
used it.

3.2 Experimental Device

Experimental device is head-mounted eye tracker produced by German SensoMotoric
Instruments Company. Its sampling frequency is 50 Hz. It mainly includes a light
weight helmet and a testing computer. A camera device for photographing eyes and a
camera device for photographing field are mounted on the light weight helmet. The
camera device for photographing eyes is infrared camera used to photograph infrared
pictures of testers’ ocular pulse. The camera device for photographing field is mainly
used to photograph field images. The testing computer is mainly used to system control
and record and process of data. Experimental materials are interfaces of smart watch
Moto360. Experiment Center and BeGaze softwares are used to record and analyze
experimental data.

3.3 Experimental Task Design

Experimental tasks of tested users are operating specified typical tasks of the smart
watch. Detailed typical tasks seen in Table 1.
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3.4 Evaluation Index

Fixation time means the fixation time of all interfaces during the process from oper-
ation beginning to typical tasks operation completion for tested users. The fixation time
of failure task operation for tested users is not within statistic range. Typical failure task
operation includes two aspects: 1 If tested users don’t finish the typical task operation
within 2 min, then typical task operation is failure. 2 If tested users don’t complete
typical task operation as required, then typical task operation is failure.

Fixation point number: fixation point number of all interfaces during the process
from operation beginning to typical task completion for tested users. The fixation point
number of failure task operation for tested users is not within statistic range.

Task completion ratio: for each operation task, the ratio of successful typical task
operation for tested users.

3.5 Experimental Procedure

Experiment Preparation and Introduction. At the stage of experimental prepara-
tion, the experimenter checks if experimental materials, questionnaires, experimental
equipments and experiment environment are all prepared. The experimenter tells the
tested users the main procedure of the experiment, answer the questions proposed by
tested users, and let the tested users fill in registration forms.

Eye Tracker Calibration and Eyeball Correction. Before beginning the experiment,
explain procedures and aims of the experiment to testers first, then please testers adjust
position and height of a seat and sitting posture. Sight distance of testers (from eyes to
screen) is kept at 60 cm. And the correction for eyeballs of testers is conducted. First
determine how system detects eyeballs. Adjust the position, focus, brightness and
contrast ratio of photographer to obtain optimal experimental effect (Fig. 1).

After position of head and eyeball is adjusted to an appropriate position, 5 points
eye movement position calibration procedure is conducted. A cross mark will appear at
the middle, upper right, lower right, upper left and lower left positions in order. Testers
stare at the mark stably one by one. If there is no obvious mistake, the eye tracker will
count the correspond function of screen and eyeball movement during 5 points

Table 1. Typical tasks

Typical tasks

1 Look for a countdown icon
2 Set a countdown alarm of 1 min and 3 s
3 Look for an alarm icon and set it as an alarm of getting up at seven o’clock
4 Look for a pedometer icon
5 Look for an icon of setting
6 Send a sound message to a WeChat friend
7 Look for an icon of raising a wrist and an icon of lighting screen of the smart watch
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calibration and directly convert the movement amount of eyeballs to displacement of
screen coordinate (Fig. 2).

Validation affirmation procedure is to affirm difference of the converted cross point
position and the real cross point position. If the difference is within the tolerable error
range that was presupposed and then experiment can be started.

Test Period. The testers prepare for the test after understanding the experiment.
Experimenters let testers know well of Moto360 smart watch interface within specified
time to meet experiment requirements. Testers start test according to test instruction;
testers turn on record switch. Test users start to operate the first typical task. Testers
finish each task in order; and experimenters close the record switch and save (Fig. 3).

Interview After Test. Experimenters communicate the problems, inconvenience or
wrong operation users encountered during the test with testers, so that problems are
found and solved.

Fig. 1. Eye correction for the tester

Fig. 2. Five point eye movement position correction

Study of Smart Watch Interface Usability Evaluation 103



4 Analysis on Experiment Result

4.1 Comparison of Evaluation Index

In this experiment, data process is conducted by using dedicated software of eye tracker
to obtain the data of fixation time, fixation point number, average fixation time and hot
spot diagram.

The following diagrams are statistic result of fixation time and fixation point
number for typical tasks of smart watch interface. Compare test results combining with
eye movement video and find that there is significant difference between testers in
using Moto360 smart watch to finish tasks. When finishing Task3 and Task6, the
average time and average fixation point number of testers using Moto360 are no
different than test data of users with experienced operation, testers finish the tasks
smoothly. It shows that in Moto360 smart watch interface, the representation meaning
of interface element related to these two tasks is superior to others (Figs. 4 and 5).

Fig. 3. The tester is conducting usability test experiment of Moto360 smart watch interface

Fig. 4. Average fixation time of smart watch interface
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The table shows the task completion rate of Moto360 interface. It is seen from the
table that completion rate of Task4 and Task7 is less than 100 % and the completion
rate of Task7 is only 20 %, which shows that there is serious usability problem in the
interface design of this task (Table. 2).

4.2 Analyze Usability Problem and Causes of Interface Using Eye
Movement Data

There is a bigger difference in fixation time, fixation point number and task completion
rate evaluation index for finishing 7 tasks of Moto360 from above 3 dimensions of
evaluation indexes. It is divided into 4 categories: the first category is that tasks are
completed normally, the second category is that there are some obstacles during
completion but relatively smooth, the third category is that there are some difficulties in
completion process, and the fourth category is that completing task is very difficult.
Above tasks are analyzed by combining with fixation time hot spot distribution dia-
gram and eye movement video of tested users. It is found that big difference of
performance in completing tasks is caused by different interface elements (Table. 3).

Average fixation time of looking for countdown icon is 13317.64/ms, and average
fixation point number is 39.6 each one. It is found by observing eye movement video
that testers regarded an alarm clock icon as a countdown icon mistakenly. Testers’eyes
stared at it temporarily because the alarm clock picture contains the meaning of time,
which is known by deep understand and questionnaire after test. When testers saw the

Fig. 5. Average fixation point number of smart watch interface

Table 2. Task completion rate of smart watch Moto360 interface

Task1 Task2 Task3 Task4 Task5 Task6 Task7

Moto360 100 % 100 % 100 % 90 % 100 % 100 % 20 %

Table 3. Task completion category of smart watch Moto360 interface

Task1 Task2 Task3 Task4 Task5 Task6 Task7

Moto
360

Relative
difficult

Relative
smooth

Completed
normally

Relative
difficult

Relative
difficult

Relative
smooth

Very
difficult
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countdown icon the first time, eyes paid attention to this icon and thought it temporarily
after fingers slid from down to up; then associated sand clock to countdown, slid down
quickly and went back to the countdown icon, at last clicked the icon to enter
countdown operation interface and completed the task of looking for countdown icon.
It is seen that this icon can guide the testers to set countdown function (Fig. 6).

Task2 is to set a countdown alarm of 1 min and 3 s, testers need to slide screen left
and right to know well of setting dial plate interface of hour, minute and second.
Because of the limitation of dial plate screen, one time unit can be set once; hour,
minute and second can not be seen at the same time, left and right arrow need to be
added for users to provide guidance for operation.

Task4 is to look for a pedometer icon, the average fixation time is 9933.257/ms,
average fixation point number is 40.71429 each one, and task completion ratio is 90 %.
It can be found by path scan diagram and hot spot analysis diagram that testers hesitate
between a heart shape picture and a ladder shape icon. Individual testers regarded the
heart rate measuring icon as the pedometer icon mistakenly thus clicking the heart rate
measuring icon mistakenly. When testers saw pedometer the first time, their eyes stared
at it temporarily, and most of testers clicked the pedometer icon after observing it
repeatedly. Later it was understood by questionnaire and deep study that testers hesi-
tated between heart picture and ladder icon and so it was difficult to find the pedometer
icon (Fig. 7).

Fig. 6. Find countdown icon

Fig. 7. Path scan diagram and hot spot analysis diagram
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Task5 is to look for the icon of setting, the average fixation time is 12744.16/ms
and average fixation point number is 39.25 each one. During the process of looking for
the icon of setting, wrong operation is caused by brighten and setting icons are similar,
fingers slide from right to left in the middle of screen habitually, theater mode is started
and so wrong operation is caused. If testers’ fingers slide at the bottom of screen, then
operating icons in the middle can be avoided. It gives an inspiration to designers that
visual center of the smart watch is in the middle of the dial plate. Important icons and
characters should be designed according to this rule (Fig. 8).

Task7 is to look for the raising wrist icon and screen brightening icon and task
completion ratio is 20 %. 2 of 10 testers completed the tasks very difficultly. This icon
lies in the setting. When environmental mode is “on” started, you raise a wrist, eyes
stare at Moto360, at this time, screen lights up, and the screen gets dark gradually after
a few seconds, but keeps lighting up all the time, the screen turned off after a time.
Testers do wrong operation when they see Wrist gestures icon; Wrist gestures icon is
clicked to turn pages by the action of overturning wrist when another hand is busy. It is
understood by combining questionnaires after test that testers regarded the implication
of a double-headed arrow as raising a wrist wrongly and testers can’t understand the
implication of eyes so they don’t understand the function of this icon (Fig. 9).

Fig. 9. Causing wrong operation

Fig. 8. Causing wrong operation
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5 Conclusion

In this study the user test was conducted for smart watch interface. Eye movement track
technology is introduced to usability evaluation of smart watch interface to measure
usability level of smart watch interface. It is found from task test results that eye
movement data can well evaluate smart watch interface icons and can reveal how users
search their target items and information on smart watch interfaces. In this study
usability evaluation method of a smart watch based on eye movement track is proposed
and eye movement data is introduced to usability evaluation index system, and they are
significant for guiding the usability evaluation practice of smart watch, further per-
fecting usability evaluation index system of smart watch and providing objective
evidence for improving smart watch interface and improving usability level. The fol-
lowing conclusions are obtained from this study: 1 Eye movement data such as fixation
time and fixation point are used as quantitative index for evaluating representation
meaning of interface information structure and interface elements. 2 Eye movement
data is shown by fixation time hot spot diagram which can reflect the attention dis-
tribution situation of users on interface intuitively and provide objective evidence for
experimenters to analyze interface problems. 3 Eye movement video can reproduce the
sight line movement situation when testers use smart watch interface. A lot of interface
problems at deep levels can be found using the analysis methods of combining eye
movement video and graphic eye movement data. 4 The interface usability evaluation
method based on eye movement track is applied to early and middle stage of smart
watch design, and the interface usability evaluation method provides objective evi-
dence for designers to understand users’ thought and improve interface design.
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Abstract. North Circular is an interactive public art installation that invites
participants to navigate a fictional urban environment built from data fragments.
This paper asks how best to design for ambiguity and critique while balancing
aesthetic considerations against complex ideas about big data and surveillance.
We describe the results of a cultural probe aimed at understanding user
thresholds for minimal specification and ambiguity in design in interactive
installations, as well as our efforts to model interactions and design two pro-
totypes. We conclude by presenting five insights and design recommendations
for balancing complex themes with minimal specification in the design of
interactive installations and displays.

Keywords: Ambiguity in design � Complex themes � Mass surveillance � Big
data � Interactive installations � James Joyce’s Ulysses

1 Introduction

‘If James Joyce were alive today he’d be working for Google’ [1].

James Joyce’s Ulysses (1922) is often referred to as a hypertext or proto–hypertext
because it demonstrates qualities such as non-linearity, interconnectivity, and syn-
chronicity [2]. This is particularly true of the central chapter, ‘The Wandering Rocks’,
which follows nineteen different characters as they circulate through the streets of
Dublin, each lost in an interior monologue of thoughts and impressions. The characters
in ‘The Wandering Rocks’ interact with each other as their paths cross, and they
observe and are observed by one another in the social fishbowl that was Dublin a
century ago. But they are also seen from above, by a more omniscient form of authorial
surveillance. As one scholar describes it: ‘“Wandering Rocks” is a chapter that can be
played as a board game on a map of Dublin and that employs surveillance from a
vertical perspective as its narrative metaphor’ [3]. Joyce’s painstakingly mapped and
detailed central episode, presenting both an omniscient bird’s eye view of Dublin and
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its inhabitants and a multiplicity of subjective views of the city, in turn makes an apt
metaphor for the heavily surveilled and data rich 21st century metropolis.

In a remark to a friend, Joyce is famously quoted as having said: ‘I want to give a
picture of Dublin so complete that if the city suddenly disappeared from the earth it
could be reconstructed out of my book’ [4]. Drawing on various aspects of Joyce’s
Dublin as represented in Ulysses and more recent (and ominous) plans for a digital
‘social credit system’ in China [5], our project encourages participants to consider what
21st century Dublin – the multilayered, hyperconnected, datafied city of the present and
near future – would look like if we could hear and see the city as it is constructed from
our own data artefacts and traces. But how best to design for ambiguity while balancing
aesthetic considerations against complex ideas about big data and surveillance?

‘North Circular’ is a design fiction project and future scenario–based interactive
public art installation that invites participants to navigate an urban environment built
from big data fragments exposing the political, social, and consumer behaviour of a
fictitious populace. The goal of North Circular is not to reconstruct Dublin as it was,
but rather the current lives of Dubliners from their own online data presence. We want
participants to hear and see, in an abstract manner, the data layer that underlies the city,
henceforth known as the datasphere. The emergence of big data can be interpreted in a
number of ways: on the positive end of the spectrum, open data can be an enjoyable
way of exploring a city and its people; on the negative end, however, data can equate to
heavy surveillance, influencing behaviour and interfering in citizens’ private lives. It is
this duality that we aim to highlight in our installation.

In this paper, we describe the results of a cultural probe aimed at understanding user
thresholds for minimal specification and ambiguity in design in interactive installations.
In the initial sections of this paper, we describe our efforts to model the interaction
between participant and system, and design prototypes. Through these efforts we
explore the limits of minimalism and underspecification in the design of an interactive
installation that deals with complex issues surrounding big data and surveillance. This
paper asks: How can artists and designers open a meaningful dialogue on the vast
complexities of, for example, the datasphere or mass surveillance (not to mention
Ulysses) using a minimum of text, image, and sound? Drawing on ideas around pro-
ductive ambiguity in design [6] and affordances [7, 8], we investigate the tradeoffs
between clarity and ambiguity, and functionality vs. aesthetics.

2 Related Work

We position our project as an interactive digital art installation with an analogue heart
(‘The Wandering Rocks’) and a particular emphasis on designing for ambiguity,
subtlety, and minimalism. On one hand, the ubiquity of data in our 21st-century cities
has seen the production of innumerable data-driven art projects that both explore the
expressive potential of these new resources and reflect on the rich and challenging
experience of life in the digital datasphere [9]. On the other hand, much effort, funding,
and research in the digital humanities has sought to preserve, adapt, and reinvigorate
analogue works of previous eras to the digital world we now inhabit [10]. As in the
case of North Circular, combining these two broad aims has sometimes taken the form
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of digital projects based on the complex and highly suggestive works of the Irish
modernist author James Joyce as they intersect with the topography of Dublin. Three
examples of Joycean projects, all of which are based around mapping, include: Joy-
ceWalks1; the Walking Ulysses project at Boston College2; and Dislocating Ulysses at
the University of Victoria3. All of these examples use geospatial data to help users
explore the densely multilayered city.

Interactive installations and displays that address themes of big data and surveil-
lance are becoming increasingly common in the art world. This is evident for example
in the Big Bang Data exhibition (2016) at Somerset House in London, which gathers
together a diverse array of projects4 exploring aspects of the boom in publicly available
data. These projects invite visitors to reflect on how we generate and contribute to the
growing mass of data, not only actively through social media but passively through our
always on mobile devices. Using cutting-edge techniques in data sifting and visual-
ization, the exhibition explores the quantification of individual lives and whole pop-
ulations, changing forms of communication, ideas of privacy and piracy, consumption
and commodification, and so on - often promoting interaction through the unsettling
use of visitors’ own data.

In terms of engaging visitors, designers of interactive installations and displays
often cite the importance of ambiguity, such as that described in [6], as a means of
arousing intrigue, mystery and delight in onlookers [e.g. 11]. Other designs rely on
more explicit indicators for drawing in visitors, arguing the need for clear, unam-
biguous affordances that people can easily identify and relate to [12]. One recent
example of an installation that makes productive use of ambiguity and a minimalist
aesthetic to engage users with themes around big data, surveillance, and hidden sys-
tems is Familiars (2015)5 by Georgina Voss and Wesley Goatley. Using intercepted
communication signals, the installation maps the trajectories of cargo vessels as they
move across the globe by land, sea, and air. Visuals are kept to a minimum of sug-
gestive white tracking numbers and red pathways; the audio soundtrack consists of a
cacophony of overlapping radio navigation communications. As in North Circular,
Familiars aims to transform the immaterial world of raw data into something material,
while leaving room for reflection on the part of users about the potential impact this
data and these unseen systems have on their daily lives.

With these considerations in mind, we recognize that there is room for deeper
investigation. The tension between ambiguity and more overt physical affordances, for
example, remains a relatively unexplored area of research. Through this paper we hope
to bring greater attention to the use of ambiguity in the context of ambient displays. We
also hope to go beyond the more conventional digital humanities approaches to
exploring Joyce’s works. Projects that simply map Joyce onto the topography of Dublin
are interesting but limited; they miss the playful, challenging, and capricious spirit of the

1 http://www.joycewalks.com.
2 Accessed from http://ulysses.bc.edu.
3 Accessed from http://web.uvic.ca/*achris/zaxis/index.html.
4 E.g. LONDON DATA STREAMS (http://www.tekja.com/project-big-bang-data.html).
5 Accessed from http://www.familiars.org.
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author, who resisted easy formulas and narrative enclosures. Mobile applications such as
Walking Ulysses do not go much further than attaching key passages from Joyce’s
writing, along with corresponding historical data, to points on a Google Map. While
enhancing an existing map in this way was groundbreaking a decade ago, such projects
now appear reductive and literal in their treatment of Joyce’s vision. We instead aim to
use Joyce’s vision of the modern metropolis (circa 1904) - heavily surveilled, data rich, a
jumble of interactions and crossed paths - as a jumping off point to explore the 21st
century urban space in all its post-digital complexity. ‘Post-digital’ in this context
suggests a point beyond the digital revolution, where immersion in the datasphere is
taken for granted and the interaction and overlap between human and digital worlds
becomes a primary focus of artistic investigation [13].

3 The North Circular Project

The North Circular project employs metaphors from Joyce’s Ulysses to look at
surveillance but more specifically at voyeurism, creating a space in which the partic-
ipant is both the observer and the observed. Nearly everyone who uses social media
admits to lurking – the practice of using your account to ‘spy’ on others without
actually posting. So-called ‘lurkers’ are a majority faction in interactive situations of all
types [14]. Participation inequality, described by Nielsen’s ‘900-9-1 principle’ [15], is a
defining characteristic of most online communities. This, in a sense, is what the
experience of reading the ‘Wandering Rocks’ episode of Ulysses feels like. The reader
is given privileged access to bits and pieces of Dubliners’ everyday lives, silently
observing their private thoughts and public behaviour, and witnessing the gap between
the two, as they traverse the city.

In the installation, we aim to create an immersive, thought-provoking experience of
voyeurism. When the interactant enters, they will get the sense of being in a bustling
city center, with ambient sounds of the city filling the room. We are exploring the use
of sound as minimally as possible, while still conveying these complex ideas, namely,
making one’s interior monologue external. As we browse the internet, we are, in
essence, internalizing others’ thoughts. What feelings emerge when instead those
fragments are spoken aloud? Is it strange to hear vocalizations of text features such as
emojis or hashtags? Whose data are we listening to? We plan to gather a limited set of
personal information from the visitors and include some of their own public data in the
installation. When they hear their own comments, photo captions, tweets, etc. voiced
back to them, does it spark reflection on what they are putting into the data-sphere? Do
they question whether the other fragments they hear belong to the other participants in
the room? Will they talk to each other about it?

3.1 Cultural Probe

To explore the thresholds for minimal specification, we conducted a cultural probe
focusing on interactive art installations in London. Two exhibits in particular provided
us with relevant content from which to obtain user feedback, each representing a
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different end of the spectrum in terms of the affordances they offer to convey specific
ideas to an audience.

The first was Empty Lot, an interactive living sculpture commissioned by Hyundai
for the Tate Modern museum and designed by Abraham Cruzvillegas. The large-scale
piece filled the Turbine Hall; it consisted of wooden scaffolding, similar to that of a
ship, holding over 100 boxes of dirt taken from various parks around London. The
artist described the living sculpture as a whole as being ‘made out of hope’ (Fig. 1).

The exhibition text suggested hidden layers of meaning - social, personal, and
cultural - beneath the simple concept of waiting for something to grow. The idea was
that with daily watering and sunlight, organic material would start to grow out of
whatever was in the dirt. The space was so large, however, that many visitors did not
read the instructions and therefore did not realize that they were being encouraged to
throw objects into the dirt.

During two hours of observation of visitors’ reactions, the average amount of time
each person spent looking at the piece was only three minutes. There was some
confusion among visitors who claimed they ‘just don’t get [this] sort of thing’, i.e.
putting empty planters in a museum space. Several people we interviewed brought their
own background to their interpretation: a landscape architect told us that nothing was
likely to germinate in December; another visitor said that it reminded her of what she
learned in school about explorers bringing seeds home from the New World.

The second exhibition we observed was States of Mind by Ann Veronica Janssens
at the Welcome Collection. There was so much interest surrounding this exhibition that
a long queue had formed, with only ten visitors admitted at a time to ensure that each
person could experience the room properly. The installation played on individual
perception: the room was filled with multi-coloured mist and was intentionally

Fig. 1. Empty lot exhibit (Cruzvillegas) in the turbine hall of the tate modern museum
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disorienting. Visitors could see only one meter or so ahead. We were interested in the
fact that visitors knew exactly what to expect based on widespread publicity, but they
came anyway. In the queue, iPads were given out that provided demonstrations of
famous perception experiments, but these visuals sparked only minimal conversation.
Visitors tended to stick together while inside, which somewhat undermined the goal of
challenging individual perception of time and space. Visitors seemed to treat the
exhibition almost like an amusement park, complete with rules and regulations to guide
enjoyment.

3.2 Defining the Concept

Our cultural probe findings led us to strive for an adequate balance between minimal
specification and ambiguity on one hand, and clear affordances and specificity on the
other. We started with a vision for North Circular (Prototype I) in which we attempted
to synthesize a number of divergent strands on the main themes of Joyce, big data, and
surveillance. We later devised a simpler, more site-specific model (Prototype II)
wherein we sought to avoid overburdening the visitor with too many stimuli. We also
tried to avoid some of the pitfalls observed in the States of Mind exhibit (see Sect. 3.1)
by ensuring that the experience left space for exploration and discovery.

In the initial prototype we conceived of two separate rooms, one for the observer
(‘outside’) and one for the observed (‘inside’). The observed participant was immersed
in the subjective experience of the digital datasphere, while the ‘outside’ observer
enjoyed a more omniscient, godlike view of the ‘inside’ room. In the second prototype,
we refined the concept to require a single room - a long corridor with elevators at both
ends for descending to and ascending from the space - in order to combine the passive
experience of being ‘spied on’ with the active voyeurism of observing and consuming
others’ data traces. Both prototypes are further elaborated below.

Prototype I. Our initial concept invited participants to assume a surveillance role in
which they observed the principal interaction taking place inside the exhibit’s central
space. The first stop was a surveillance area, which gave users a chance to understand
what was happening inside; the second stop was a larger main room for exploring and
interacting with the visually minimalist and binaural urban social space.

The main room was dimly lit and featured brightly coloured floor projections and
multiple soundtracks played through a wireless headset. Circles containing basic per-
sonal data (age, sex) and a three–digit citizen score were seen moving around the space.
Meanwhile, through kinetic typography, blue lines of objective data (e.g. headline and
financial news, transportation check–ins, census figures) suggested paths through the
city. Four separate binaural audio loops represented subjective data streams (e.g. a
telephone conversation, text–to–speech enabled tweets, private thoughts, missed con-
nections). Every crossed path and data stream encounter appeared to impact the citizen
score shown inside the moving circles. The participant could traverse this urban
labyrinth and reflect on how their decisions, as well as chance encounters, might affect
their own individual status in this heavily surveilled environment (Fig. 2).

Joyce does not represent Dublin visually in Ulysses, argues one critic, but ‘through
the minds of the Dubliners we overhear talking to each other’ [3]. We do not see the
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city directly; we soak it up indirectly, through surveillance. Outside the main room, on
the other side of the surveillance partition, a row of screens and headsets could be
found, enabling the participant to listen to the conversations and other personal material
on the audio channels being played inside and watch a live video feed of the inter-
actions occurring in the main space, as the names and scores of fictitious citizens
scrolled rapidly down the right-hand panel.

Prototype II. We refined our concept with a particular testing environment in
mind, i.e. the corridor that runs through our institute. The space needed to be confined
enough to draw visitors past the simple, motion-activated speakers, but large enough to
encourage circulation. The space we chose had elevators at either end of the hallway,
thus allowing for a staging area upstairs where we could take time to scrape the internet
for visitors’ public web data. The elevator itself served as a transitional space with an
information card describing North Circular. The series of rooms opening onto the
corridor held projectors, which were placed to display abstract visualizations of data on
the walls (Fig. 3). This was intended to give the visitor a preliminary sense of what the
exhibit was about, i.e., comprehending and reflecting on all the 1s and 0 s we create in
our everyday lives.

Fig. 2. North circular prototype I depicting participants’ surveilled movements, interactions and
citizen scores over time

Entrance

Fig. 3. North circular prototype II depicting an aerial view of the installation space
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One question that came up in the design of this prototype was: Which types of data
are interesting to listen to? The point was not to overwhelm the user with the enormity
of all the data out there, but rather give them a chance to reflect on how decisions and
chance encounters might affect their data, personal interactions, etc. Using data sources
such as Craigslist’s ‘missed connections’ would lead the user to reflect on the ways
people try to connect in the modern age. On the technical side, motion sensors were
used to activate Irish accented text-to-speech fragments of real Dubliners’ online data.
These sensors were intended to encourage circulation (an important Joycean theme)
around the space to simulate exploration of the datasphere.

We also experimented with ways of gathering visitor data. For testing purposes, it
had to be flexible enough to perform a Wizard of Oz experiment using people’s names
and postal codes or other commonly accessible information. Once we knew what kind
of information was easily and quickly available, we would be able to devise a way to
automate the process. The correct ratio of personal data to random data fragments also
had to be achieved. If there were 19 snippets (reflecting the 19 characters in ‘The
Wandering Rocks’), we hypothesized that four should be enough to be certain a user
would hear something from his or her own life and therefore be encouraged to further
explore the space. The data snippets should also be banal enough that only the inter-
actant knows who created the comment, thus avoiding violation of privacy by revealing
actual addresses, phone numbers, etc.

4 Discussion

At this stage in our project we believe that the union of Ulysses with themes of big data
and surveillance is one worth pursuing. Yet these rich and complex themes require
significant unpacking. Without proper handling there is a danger that the weight of
these themes could potentially overwhelm the visitor and make for a poor interactive
experience, obscuring rather than illuminating the topics at hand. So the question
arises: how to winnow the content to a manageable, comprehensible package? In our
attempts thus far we have tried to avoid overwhelming users with the complexities of
Joyce’s text directly, instead extracting from Ulysses the ideas around big data and
surveillance that are still relevant today. While interpreting Joyce for the 21st century
was one element of this project, we also hope that it will be a two-way street: helping
people to better understand Joyce’s most famous work, and using Joyce to help us
understand the complex daily interactions of our 21st century cities.

In our cultural probe, we witnessed two very different approaches to the design of
interactive installations. Both were striking in their minimalist aesthetic, but each had
its own pitfalls. The first, Empty Lot, left too much unsaid, creating confusion among
visitors and discouraging sustained engagement. The second, States of Mind, while
apparently more successful in conveying the meaning of the installation, failed to
promote deep reflection, achieving only a superficial level of engagement more akin to
entertainment. With these experiences in mind, we sought to design an installation that
produces an immediate impact on the visitor, connecting him or her with the concepts
being presented, while inviting people to draw their own conclusions. We also sought

120 S. Ashby et al.



to create a personalized experience by employing users’ own data as part of the
installation.

Our prototypes I and II show a progression in the visioning of North Circular from
an overly complex tangle of ideas, stimuli, and role playing (observer, observed) to a
more simplified, streamlined concept whose spatial characteristics give the installation
a clear start and end point (missing from Prototype I, which lacked a defined path).
Prototype II also jettisoned as too heavy-handed the motifs of citizen scores and an
external surveillance control room, replacing them with a less narrativized, less
explicitly dystopian experience. We aimed for an experience that opens up space for
reflection on themes of big data and surveillance without prejudicing the user’s
response. We achieved this by: focusing the visitor’s attention on motion sensor
activated audio while reducing visual cues; inviting interactants to take notice of their
contribution to the data layer by uncovering minor data fragments that were forgotten
or even unknown to the user; and relying on wall displays only to afford a general
contextual understanding of data immersion. The decision to use visitors’ own data
fragments to personalize the engagement was inspired by Empty Lot and the possibility
of allowing visitors to bring their own seeds to plant. We posited that interactants
would be met with surprise when they heard their contributions to the datasphere as
synthesized utterance fragments, and this would provoke a shock of recognition and a
deeper level of engagement.

With these decisions in mind, we present five insights and design recommendations
for balancing complex themes with minimal specification in the design of interactive
installations and displays.

• Tailor content to the user to make it relevant.
• Create a clear path through the installation space.
• Encourage active engagement and reflection through a combination of playful

ambiguity and affordances that interactants can recognize and relate to their own
experiences.

• Don’t inhibit reflection by telling interactants what to think. Instead, allow inter-
actants to muse freely on complex themes.

• Create a clear signal by reducing noise from competing modalities.

5 Conclusions and Future Work

Returning to the quotation at the start of this paper, Tom McCarthy wrote of Ulysses
that Joyce’s ambition was ‘to make a whole culture, at micro- and macro-level, from its
advertising slogans or the small talk in bars to its funerary rituals and the way the entire
past and future are imagined’. In other words, constructing Ulysses was a bidirectional
process: in one direction, building a text, city, and culture out of data fragments; in the
other, making it possible to reconstruct that city and culture from the text (should
anything happen to ‘dear dirty Dublin’).

This was our initial inspiration for North Circular, which seeks to apply the insights
and provocations of Joyce’s text to similar but evolving concerns raised by big data and
surveillance in the data rich 21st century city. When we looked at previous attempts to
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use digital technology to in some sense ‘update’ Joyce, we found them to be overly
literal in a way that goes against the playful, experimental, endlessly inventive nature of
Joyce’s writing. Using digital technology to update analogue texts without exploring
contemporary parallels - Joyce’s Dublin to the digital datasphere - is a missed
opportunity to ‘make it new’, in the words of fellow modernist Ezra Pound.

On the issue of ambiguity, we observed in our cultural probe the fine line between
the kind of productive ambiguity posited by Gaver et al. [6] and the baffling ambiguity
that causes visitors to turn away from art installations. Once again, Joyce’s novels - not
only Ulysses but also Finnegans Wake (1939) - show us the way forward, the means of
achieving an appropriate balance. Joyce uses rhetorical devices such as omission and
paronomasia to add layers of ambiguity to his otherwise highly structured texts. (In
Finnegans Wake, for example, a typical instance of wordplay is: ‘they were yung and
easily freudened’ [FW 115.21-23].) In this way Joyce’s writing simultaneously reflects
the intricate systems underpinning nature and human society, and the unpredictable,
serendipitous, infinite possibilities of everyday life.

Finally, our future work involves testing the current prototype and experimenting
with different types of data fragments. The goal will be to assess which data sources
interactants find to be most compelling and thought provoking, and to determine how
well our curation of audio and visual elements enhances the experience. We will also
explore interactants’ privacy and security concerns in the use of their personal data
fragments.
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Abstract. The amount of volunteered geographic information is on the rise
through geo-tagged data on social media. While this growth opens new paths for
designers and developers to form new geographical visualizations and interac-
tive geographic tools, it also engenders new design and visualization problems.
We now can turn any kind of data into daily useful information to be used
during our daily lives. This paper is about exploration of novel visualization
methods for spatio-temporal data related to what is happening in the city,
planned or unplanned. We, hereby evaluate design students’ works on visual-
izing social events in the city and share the results as design implications. Yet
we contribute by presenting intuitive visualization ideas for social events, for the
use of interactive media designers and developers who are developing map
based interactive tools.

Keywords: Geographical information visualization � Volunteered geographical
information � Event-maps � Spatio-temporal data � Interaction � Visualization �
Design ethnography

1 Introduction

Volunteered geographical data opened cartographers and mapmakers a path of many
possibilities of creating meaning out of different datasets from different sources [1].
Now, with the help of social media applications like Foursquare or Facebook, we can
reach the metadata of events’ location, time and topic, volume of the event that is
happening in the city or comment and media of them with Twitter or Instagram. And
since we can also reach the data from remote sources like weather data or traffic data,
now it is the time that new questions arise. How can we visualize all this multi-layered
live data in a legible way so that people can read them together, to create meaning for
public to make decisions, plan, act or react about any kind of activity in the city?

The amount of spatio-temporal data has raised, causing the only field that is related
to visualize spatio-temporal data, cartography, to evolve into something more inter-
disciplinary, mapmaking. This new field has its roots from cartography, but with the
common use of interactive maps, it is now more interdisciplinary including disciplines
like interactive media design, graphic design and software development, city planning.
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It is now an open area for more people to create new meanings and new ways to present
this widely available spatio-temporal data.

Now we are at a point in time where we try to represent new types of data that we
would not achieve before, using the old ways to visualize. This might cause the map
makers to create maps that are less engaging and harder to read. This paper is our way
of exploring spatio-temporal data visualization ideas and intuitive visual patterns for
spatial movement and event data. Presenting movement and event data in the city in a
legible way might be a very challenging task for a designer. Yet, it also can be highly
useful for supporting daily decision making processes of public (Fig. 1).

In our research, we had two goals; (1) finding interesting visualization ideas and
(2) intuitive visualization patterns for representing movement and spatio temporal event
data in a multi-layered format. To achieve this, we used an exploratory design research
method, a participatory design workshop as a part of the basic design class. Then we
evaluated the outcomes, using analysis criteria that we borrowed from the information
design field.

2 Literature Review

In this section, we briefly summarize related work on event-based data visualization,
spatio-temporal data visualization, participatory design methods, and the use of cultural
probes as an ethnographic research tool in this context.

Location based data is an increasingly critical topic which has been studied in detail
under the field of geographical information systems (GIS). As MacEachren [2] sug-
gests, most of the digital data we produce, comes with geospatial information like
coordinates, postal codes. When we add every other geo-tagged data like photos,
videos from social media applications or when we semantically analyze the content of
messages and their relation with location, we can understand the potential of spatial

Fig. 1. Diagram of our motivation, sources and visualization layers of a hypothetical interactive
tool
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information analysis in terms of decision making. Today, every specific coordinate in
the cities holds a lot of valuable data which can be turned into useful information.
Bertrand et al. [3] argues that the increasing amount of measurable public sentiment,
allows more of the timely and geographically precise data.

Studies on visualizing geo-spatial information include static, animated and inter-
active visualizations. O’Madadhain [4] expresses that research on data analysis is very
much focused on static visuals. Geo-visualization has also its roots coming from
semiology of cartographic visualization studies. Bertin [5] classified and identified the
visual elements and diagrams that are used in the cartography field which forms a basis
for geographical visualizations. While learning from Bertin is crucial, there is a need
for researching modern animated and interactive geo-visualization methods for a case
like urban event-maps. Accordingly, Eccles et al. [6] uses story as an element in
visualization to represent time varying information or Ferrari et al. [7] presents urban
patterns using the data of social networks in their studies. In another study, Tominski
[8] solves the complexity of the case with a flexible method for user-driven event-based
concepts for visualization by not selecting a case event, but a more general event
definition and its representation. Quercia et al. [9] suggests a route-planning service
model that includes qualitative and emotional opinions by making use of
crowd-sourced data. However they use the data for proposing routes according to the
user preferences, instead of displaying this multi-layered data.

While such recent research studies, question the information architecture and
visualization issues for interaction with the event-based spatio-temporal data, we can
also see some relevant event-based social networks such as Plancast or Meetup [10, 11]
for the end-user, but none of these use a geographical visualization approach but a list
based interface design. Yet, it is obvious that there is still need for research in the field
for novel, effective and sophisticated representation and interaction methods.

3 Methodology

This research study is a part of an ongoing wide research interest on exploring novel
ways of visualizing and interacting with the multi-layered urban data. We have been
making use of several different ethnographic methods and user research studies.
However, this paper is concentrated on spatio-temporal data visualization explorations
on event-based urban data. Here, in this section, we present our process of previous
studies related to event-based urban data visualization, and how we conducted the
whole iterative process (Fig. 2).

3.1 Previous Studies on Spatio-Temporal Data Visualization

We started this research by conducting a set of participatory design workshops about
spatio-temporal data visualization and we also conducted a diary study. Our goal in
these studies was to find qualitative user needs by discussing through participatory
design and finding novel spatio-temporal visualization explorations which has been
previously presented [12]. Below we briefly explain how the previous studies are
related to this paper.
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After the first PD workshop and the diary studies, we conducted a more focused
workshop on the specific topic of visualizing events in the city. We developed user
scenarios based on the user needs from previous studies. In this workshop, our first aim
was to find patterns on what types of information users choose to visualize and how
they visualize them, which would lead us to understand user needs of a hypothetical
interactive event map while a second aim was to explore novel visualization ideas in
the context of social events. The PD workshop was held on a Saturday for a total of
8 h. It required volunteered participation by the people who were interested in the topic
of spatio-temporal visualization and living in the same city. We sent an invitation to the
network of people who attended at least one of our previous studies and are interested
in the topic. The workshop had 10 participants who were mainly senior design students
from interactive media design department and media and visual arts department. In the
workshop, we presented them the scenarios we prepared and asked participants to
visualize the activities and possible data that would have been created in such a
scenario. Later on, the visualizations were presented by participants and we closed the
session.

Basic Design Lecture and Assignment. Building up on our previous experience with
the diary and the workshops, we decided that we needed a more structured visualization
user research for collecting intuitive and creative ideas. With this perspective in mind,
we prepared a presentation and gave an assignment to the basic design students of a
media and visual arts department, two terms in a row. The basic design course is a one
term class about the foundations of art and design. It is an introductory course to the
principles and elements of design. Interdisciplinary seminars and discussions are held
with a wide range of issues about art and design, design thinking, visual arts, plastic
arts, moving image, photography, interdisciplinary relations with philosophy, psy-
chology, and math. This study of giving spatio-temporal data visualization as an
assignment to the students in the basic design course is a valuable idea because
throughout the term, students learn the fundamental elements (line, shape, direction,
size, texture, color) and principles (balance, proximity, alignment, repetition, contrast
and space) of design and the assignment provides a challenging task that requires
students’ to apply the skills they gained.

Fig. 2. Diagram showing the connection between our previous studies
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Our study consists of two parts. The first part is the lecture on spatio-temporal data
visualization within the course structure of the basic design course. And the second part
is the assignment we gave to the students after the class, for the following week. The
participants are university students who took basic design course at spring 2015 and
fall 2016 terms. Both at spring 2015 and fall 2016, 60 students took the class. These
students come from various fields mainly from media and visual arts, engineering and
social sciences. A total of 120 students from various fields, attended to the lecture and
made the assignment.

Presentation. Before we gave the assignment, we made a lecture about information
design and spatio-temporal information design. We started this lecture with the basic
principles of information design and then later on started discussing about what
spatio-temporal data is, how it can be an asset in our daily lives for observing,
understanding or planning needs.

Assignment. After the lecture, we gave an assignment to the students. We asked the
students to visualize a social event or an incident they observe or experience in the city
from bird’s eye view, in an abstract way. They can use color. And we informed them
that it is important that their work should be original, different than existing examples,
and intuitive. One other thing that is important for the works is which data types they
will include in their visualizations. We briefed them that the data types could include,
but are not limited to: (1) time (date/time/duration); (2) movement (i.e. people/vehicle);
(3) population (i.e. people/vehicle); (4) important elements about the space; (5) other
data types you think are relevant with the event/incident (i.e. weather, sound). They are
free to decide on the scale, whether it will be a city, region, or neighborhood. They had
2 weeks to finish the assignment.

Analysis and Evaluation. In this process, first we collected the assignments and
separated the ones that were off brief and we scanned all the assignments and created a
visual board using Pinterest [13] (Fig. 3). Later on, we went through an iterative
analysis process. As a first iteration, we prepared a survey with quantitative and
qualitative items and organized an analysis workshop where participants completed the
surveys individually and evaluated the works through group discussion, explained
below. But not feeling content about the outcomes of this first iteration, we then we
conducted content analysis to code the visual data as a second and final iteration, of
which we share the results below Sect. (4.2).

Survey and Analysis Workshop. We prepared a survey to evaluate the works. In the
survey, we borrowed design analysis criteria from the cartography field, to evaluate
how well the students’ works fitted basic cartography design principles. These prin-
ciples are, visual contrast, legibility, figure-ground organization, hierarchical organi-
zation and balance. [14] We used a likert scale from 1 to 5 for the items. Next section
included three open ended questions and one multiple choice question. First question
asked the users the types of data that they can read from the visualization. Second
question asked if they can locate the main subject (locator) on the visualization and
where is it. Third question asked if the viewer can see the effects of the environment
through the event and how was it visualized. The last multiple choice question consists
of two parts, first part asked the participants if the visualization is overall intuitive or
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mediated, the second part asked if the visualization overall is interesting or ordinary. At
the final part of the analysis, there is a section where we wanted the participants to
redraw the interesting visual elements individually and write the data type they think it
represents.

We announced the evaluation workshop to our network of participants who have
participated in previous workshops. The workshop had 5 participants. (Fig. 4) 3 from
various design backgrounds and 2 senior interactive media design students. The
workshop lasted for 5 h. First we briefed the participants on the aim and structure of the
workshop and we went through the survey structure. The participants selected works
from our visual board and completed the evaluation survey individually. After this,
they did a group discussion on each work.

Visual Content Analysis. The experience we had through the analysis workshop led us
to revise our analysis method. One of the main problems with the workshop was that,
participants had to select works to analyze, since there was insufficient time to analyze
all of the results. Another problem was that, most of the student visualizations were too
abstract to be evaluated as maps. This caused us to eliminate the set of criteria that we

Fig. 3. Examples from student works

Fig. 4. A photo from the analysis workshop and survey
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borrowed from the cartography field. We added another set of criteria from literature
regarding how engaging and informative each visualization was, using likert scale from
1 to 5 [15]. Two experienced designers rated 80 visualizations according to the revised
criteria we used in the analysis workshop. Raters qualitatively coded the visual repre-
sentations in each work. For the coding of representations, raters used keywords of basic
shapes like dot, arrow, and spiral and they noted down the data type they think the visual
element represents. After the analysis finished, we used inter-rater reliability check.

4 Results

Finally here, we share our insights throughout the whole design research process
starting from our previous studies, followed by our data collection and analysis
methodology and our insights from the process.

4.1 Previous Studies

As mentioned about, we started with a series of participatory design workshops and a
diary study in combination. Since the time and effort the participants spent on the study
was very limited, the visualization results were unsophisticated. Even though we can
say that these methods were successful in terms of collecting user needs, they were
insufficient for us to make a visual content analysis in terms of quantity. We leave the
results of this study to another paper.

4.2 Data Collection

For collecting visual data, we conducted two studies, design workshop and assignment.
The main reason that led us to use the assignments (student works) for data collection
in this paper rather than design workshop, was that volunteered participants of design
workshop had limited time to execute their ideas. This caused the workshop results to
be unsophisticated and less detailed while this research interest is all about detail. This
led us to change our method and try a data collection method that could have more
detail in the visual data. The differences between basic design assignment and the
workshops that might lead the assignments to be more successful are;

• Time: The workshop’s time span was limited to 8 h, while the students had two
weeks to finish their assignments.

• Discussion: After the lecture prior to the assignments, we spent enough time dis-
cussing on visualization examples so that students were able to create more original
results.

• Motivation: The grading motivation in the basic design course assignment created a
more limited space for the participants of the study. Students’ previous studies on
visual representation, ways of seeing and observation studies provided a back-
ground for the hard problem of visualizing complex information.
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4.3 Analysis

Our process of analyzing the results was an iterative process and had several chal-
lenges. Through the process we realized that some of the analysis criteria did not serve
our purposes related to the context and we revised the criteria. As mentioned before, we
started off by borrowing design analysis criteria from related fields like cartography and
information design literature. We realized that most of the results were too abstract to
be evaluated as maps and all of them were hypothetical maps, in terms of the data they
represent.

The first method to analyze the results, the analysis workshop was ineffective in a
couple of ways. We planned the workshop in a way that participants both analyzed
each work individually via analysis survey and made a group discussion at the end of
survey, on each work. This caused the analysis process to be very slow. Therefore, only
some selected works were analyzed through workshop. Another obstacle that we
realized during the workshop was that, some of the works had metaphorical expres-
sions like icons, while the brief told the students to use abstractions. This caused us to
eliminate the works that were off brief and left us with 80 works. Among these 80
works that we will discuss, some had a more abstract language while others didn’t had.
So for the visual content analysis, we added an abstraction criteria, and raters rated the
level of abstraction from 1 to 5. In this rating 1 is more metaphorical and using more
concrete geographical elements and 5 is less metaphorical and visually most abstract. In
the last analysis section where raters coded the data types that they recognize, we added
another item regarding how many data types can raters recognize to understand how
having more data together in one work effected other parameters.

4.4 Evaluation and Discussion

In this section, we will share our insights on event visualization. We conducted a
content analysis study on spatio-temporal data visualizations created by basic design
students to find out what they prefer to include on these maps, how they visualize them,
patterns on what kind of visual elements are used for which information and criteria
such as engaging, informative, abstract, intuitive/mediated. According to the content
analysis, we reached the following results that we will present in three sections, first
one is the visual representation patterns that we encountered in the works. Second one
is the relationship of abstraction and other elements. Third one is about how the amount
of data types effects other parameters.

Common Data Types. Here we will present two outcomes. First one is the most
encountered data types from the works. (Fig. 5) 40 % of the students chose to visualize
people individually (Person) when describing an event visually. 30 % visualized the
movement path of people or vehicles (Path). 14 % visualized direction of moving
elements (Direction). 12.5 % visualized moods or feelings (Mood). The works we
wanted from students were static, so most of the works were showing a certain point in
time when visualizing an event, but 10 % of the students, still visualized time in
different ways. 7.5 % of the students represented people not individually, but as a
whole.
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Visual Representation Patterns for Event Maps. Our second outcome is about the
visual element that were used while visualizing the data types above. (Fig. 6) 59 % of the
students who visualized people individually, used dot while others used circle, diamond,
arrow and triangle. 83 % of the student who visualized path used line including curved or

Fig. 5. Common data types that students chose to represent on their works

Fig. 6. Common data representation patterns on each data type
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straight lines and the rest used dashed lines. Students used arrow to visualize direction,
color hue to visualize feelings or mood. The students who wanted to represent a period of
time, used clock-like circular shapes while others used nested circles.

Abstraction. We are interested in how the level of abstraction effected other param-
eters like engaging, informative and intuitiveness. To see the relationships more
clearly, we compared means of four parameters which were rated from 1 to 5 (level of
abstraction, informative, engaging, and intuitive) (Fig. 7). Even though we cannot say
that we see a consistent correlation between abstraction and intuitiveness or abstraction
and informative, but the ratings show that as the level of abstraction increases, the
visual works become more engaging. This relationship might help designers in early
design stages, keeping in mind that this is a case study related to visualizing events in
the city and might not be applicable for every other design case.

Multi-layerability. Even though we told the students that they are free to combine as
many type of data as they choose, most of them chose to have fewer data types on their
work. 35 % of the students had one type of dominant visual representation. 31.25 %
had two, 27.5 % had three and only 5 % of the students had four type of data repre-
sentations in one work. This downside prevents us from interpreting how having more
data type effect other criteria in a visualization.

5 Conclusion

Here in this paper, we share our preliminary insights from our exploratory user studies
on how people visually represent event-based urban stories or situations in an intuitive
way. This is a part of an ongoing study, where we are exploring novel ways of providing
interactions between the things happening in a city and its dwellers. We envision
bringing together different (both needed and also unexpected) urban data in a
crowd-sourced event-based interactive tool. The way how these complex, unrelated, live
data can come together on such a multi-layered tool while still being self-expressive, is
still an open research question. With this motivation, we first conducted participatory

Fig. 7. Relationship between level of abstraction and intuitiveness, engaging and informative
(Color figure online)
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design workshops and a diary study to collect intuitive data and visualization ideas from
the users which in this case is any mobile device user city dweller. However, our
preliminary studies lacked profound visualization ideas due to the users’ weak moti-
vation on using the probes regularly during their daily life. We then decided to
implement the idea into a basic design course, as an assignment, where we asked to
students to visualize events happening around them. This worked out, and we collected
valuable data from the students. We share our preliminary insights from this study while
we still continue collecting this ethnographic data regularly, which grows the data we
have.

Looking at the data we collected, we learned about (1) what kinds of data users
prefer to see; (2) with which visual elements they intuitively represent these data types;
(3) some creative visual elements and representations to be used; (4) and some criteria
(such as abstraction, intuitiveness, engagement) that teaches us about each visual
element – data matching. Even though these are very valuable feedbacks for our
ongoing research, we haven’t yet reached significant information regarding the
multi-layerability of the data types and how an interactive tool would benefit from the
use of which types of visualization methods in terms of multi-layerability. While
starting to work on the design of the visualization, based on the findings of this study,
we will continue collecting intuitive user data to further learn how different layers can
be brought together in an easy to read manner.
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Abstract. Catastrophe (cat) bonds are securities that transfer
catastrophic risks to capital markets. From a macroscopic perspective,
cat bonds provide a way to extend insurance capacities in catastrophic
environments. Financial flows are the focus of most cat bond related
articles. This paper will focus on information flows. The first contri-
bution of this paper is to provide an extended cat bond structure and
analyze catastrophic risk from a systematic perspective. Policyholders of
catastrophe insurances are classified into different categories according to
their roles in supply chains and analyzed distinguishingly. Due to uncer-
tainties of natural catastrophes and the diversification of policyholders,
data-intensive analysis is not only required for setting and calibrating
cat bond policy values, but also required for providing decision support
for investors and potential policyholders. The second contribution of this
paper is to propose an idea of utilizing a data-intensive analysis platform
to provide decision support for all participants of the cat bond structure,
including investors, potential policyholders, the insurer and reinsurer.
Furthermore, we identify more factors that will impact the price of a cat
bond and catastrophe insurance.

Keywords: Data-intensive analytics · Cat bonds · Loss probability ·
Prediction · Supply chain risk

1 Introduction

The number of catastrophic events has increased during the last decades which
induces a need for an extension of insurance capacity in terms of risk capi-
tal [25]. Economic losses caused by natural disasters are USD123 billion in 2015,
but only 28 percent of global economic losses (USD35 billion) were covered by
insurance [4]. Since the early 1990s, the market for cat bonds has grown steadily
providing an additional source of risk capital to insurance and reinsurance com-
panies. Cat bonds are alternative risk transfer instruments used to lay off natural
c© Springer International Publishing Switzerland 2016
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disaster risk in the capital markets and meet funding demands following natural
catastrophes. Cat bonds offer regular coupons to the investor and refund of the
principal at maturity unless the predefined catastrophic event occurs, leading to
a full or partial loss. For insurers and reinsurers, cat bonds are hedging instru-
ments that offer protection without the credit risk by using the principal as full
collateral to cover the losses if the trigger condition is fulfilled. The complex-
ity of the impact factors specifying the structure and terms of cat bonds and
the scarcity of information and historical data about extreme events in the past
results in unpredictable loss probabilities, especially for catastrophic events with
low probability and high impact. Although the body of literature on cat bonds
is growing continuously, it seems that there is a lack of research about how to
implement data-intensive analytics to improve loss prediction and adequate risk
premium calculation. Besides, data-intensive analytics should also be used for
pricing cat bonds. To some extent, the sustainable growth of the cat bond mar-
ket depends on cat bond pricing techniques. When there is a diversity of cat
bonds in the capital market, data-intensive analytics could be used to provide
decision support for investors.

In this paper we first present a comprehensive literature review of the rele-
vant data-intensive analytics for the optimization of the cat bond policy val-
ues. We focus on how related methods revise the management of handling
increasing additional information to make prediction more precise. Additionally,
data-intensive analytics leads to less dependence on not sufficiently available
historical data. Our purpose is to provide an idea of a data-intensive analytics
platform using advanced modeling, computing, and database techniques to pro-
vide decision support for potential policyholders, investors, the insurer and rein-
surer. With more precise prediction, insurability of low probability high impact
risks will be enhanced. To the best of our knowledge, this is the first approach
to incorporate data-intensive analytics and alternative risk transfer. This is also
the first paper focusing on information flows of an extended cat bond structure.
As such, the paper is a first step towards a new research direction in alternative
risk transfer and related fields.

Our paper is organized as follows. Section 2 introduces a typical cat bond
structure. A review of the literature on data-intensive analytics to classify and
compare the methods is presented in Sect. 3. Afterwards, we provide a classifi-
cation of policyholders of catastrophe risks and provide an extended structure
of cat bonds. Information flows are analyzed and indicated on the extended cat
bond structure. An idea of a data-intensive analytics platform is proposed to
provide decision supports for all participants of the extended cat bond struc-
ture. Finally, a conclusion of our contribution and future research direction is
presented.

2 Cat Bond Structure

Catastrophic risks (e.g. earthquake or flood) have extraordinary loss potential
inherent and the high correlations of the losses constitute high risks for the
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Fig. 1. Financial flows for a cat bond (see Sect. 2 for detailed notation) (Source: [9])

insurer and reinsurer [6]. Up to the 1990s there was no alternative to classic
reinsurance. However, the high losses from Hurricane Andrew in 1992 which
exceeded many times the loss sizes caused by a natural disaster that were con-
sidered plausible up to that moment drove the developments in financial instru-
ments for hedging catastrophic risks [25]. Covering the high layers of reinsurance
protection, cat bonds offer coverage for layers that are difficult to insure. The
high layers often go uninsured for two reasons. On the one hand primary insur-
ance companies are concerned about the credit risk of the reinsurance company
in the case of a catastrophic event; on the other hand high pricing spreads and
reinsurance margins that are put on high layers by reinsurance companies result
in high costs for the primary insurer [7]. Thus, cat bonds being fully collater-
alized eliminate the concerns about credit risk and offer insurance for a lower
spread [8].

The covered territory is the geographic area in which catastrophes need to
occur to be relevant under the bond contract and are usually defined in terms
of countries, regions or states. The type of catastrophe covered by a cat bond,
normally earthquakes, windstorms or multiple perils, is called the reference peril.
The most common combinations of territory and peril are as follows [14]:

(a) US wind : Bonds that reference severe windstorms in the United States in
particular Florida and Gulf Coast hurricane risk
(b) US Earthquake: Seismic events most focused on California
(c) Europe Wind : Cover extratropical cyclones that affect Northern and Western
European countries
(d) Japan Earthquake: Due to the rifts of the tectonic plates earthquakes occur
and could also lead to damage by a subsequent Tsunami

A typical cat bond structure is shown in Fig. 1 [9,14]. The transaction starts
from a single purpose reinsurer (SPR), who issues bonds to investors. The princi-
pals from the investors are put in highly rated short-term investments by the SPR.
A call option, which is embedded in the cat bonds, is triggered by a predefined
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catastrophic event. Once the predefined catastrophic event occurs, principals are
released from the SPR to help the insurer pay claims arising from the event [8].
In this case, the principal will be lost entirely or partly. If no predefined
catastrophic event occurs during the term of the cat bonds, the principal is
returned to the investors upon the expiration of the bonds. In return for the risk
that the investors take, the insurer pays a premium to the investors. The fixed
returns on the securities held in the trust are usually swapped for floating returns
based on LIBOR or another widely accepted index. The reason for the swap is to
immunize the insurer and the investors from interest rate risks and also default
risks [9].

In [9], cat bonds have been structured to pay off on basic types of triggers:

(a) indemnity triggers, where the bond payoffs are determined by the event losses
of the issuing insurer
(b) industry-index triggers, where the bond payoffs are triggered by the value of
an industry loss index
(c) modeled loss triggers, the payoff is determined by simulated losses generated
by inputting specific event parameters into the catastrophe model maintained
by one of the catastrophe modeling firms
(d) parametric triggers, a parametric trigger pays off if the covered event exceeds
a specified physical severity level
(e) hybrid triggers, which blend more than one trigger in a single bond [8]
The choice of trigger type has an important impact on the cat bond structure,
e.g. indemnity trigger can induce information asymmetry.

3 Literature Review

Numerical analysis methods have been used for pricing cat bonds in [15,18,
26,32]. In [18], a model to price default-free and default-risky cat bonds with a
simple form of payoff function is proposed with consideration of default risk, basis
risk, and moral hazard that are associated with cat bonds. Default risk is the risk
that the insurer becomes insolvent and defaults. Basis risk refers to the risk that
the losses that insurers incur will not have an anticipated correlation with the
underlying loss index of the cat bond. Moral hazard issues need to be taken into
account because economic losses are determined by the cat bonds issuing firm
when the losses incurred approach the trigger level. The moral hazard behavior
occurs when the insurer’s cost of loss control efforts exceeds the benefits from
debt forgiveness. Cat bonds with stepwise and piecewise payoff functions are
developed in [26]. An arbitrage approach is applied to cat bond pricing in [32].
From the case study about cat bonds for earthquakes sponsored by the Mexican
government, cat bonds proved to be a good choice to provide coverage for a lower
cost and lower exposure at default than reinsurance itself [15]. Hybrid cat bonds,
combining the transfer of cat risk with protection against a stock market crash,
are proposed to complete the market in [3]. According to the authors of [3],
replacing simple cat bonds with hybrid cat bonds would lead to an increase in
market volume.
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Natural catastrophes include hurricanes, earthquakes, severe thunderstorms,
floods, extratropical cyclones, wildfires, winter storms, and etc. Prediction of
a catastrophe is important to reduce economic losses for local residents and
companies. For instance, long-term (one year or longer) catastrophe prediction
provides support for firms and insurers to hedge low-loss frequency, high-loss
severity catastrophe risks. Short-term catastrophe prediction provides decision
support for firms to make preparations before catastrophes, evacuate efficiently
once a catastrophe happens and recover fast after the catastrophe. Economic
losses of a firm after a catastrophe are relevant with catastrophe prediction accu-
racy. Natural disaster prediction is a typical data-intensive scientific application.
Predictive modeling is at the intersection of machine learning, statistical mod-
eling, and database technology [2]. Corresponding prediction tools or methods
are developed for different kinds of catastrophes.

According to [1], hurricane prediction models should consider about temper-
ature and wind observations near the center of the storm, as well as specific
humidity observations. The record of net hurricane power dissipation, which
is related with the severity of the hurricane, is found to be highly correlated
with tropical sea surface temperature, including multi-decadal oscillations in
the North Atlantic and North Pacific, and global warming [12]. A variety of
effects premonitory to earthquakes such as crustal movements and anomalous
changes in such phenomena as tilt, fluid pressure, electrical and magnetic fields,
radon emission, the frequency of occurrence of small local earthquakes, and the
ratio of the number of small to large shocks have been observed before vari-
ous earthquakes [28]. According to [22], a large amount of seismological data
is required for earthquake hazard assessment and earthquake prediction. Data
mining techniques which are used for the prediction of earthquakes are reviewed
in [27]. Machine learning techniques are applied in the field of forecasting fre-
quently, such as [19,21]. In [21], the Support Vector Machine (SVM) concept
which is based on statistical learning theory is explored for flood prediction. The
Geospatial Stream Flow Model (GeoSFM) is applied in [11] for flood forecasting
and stream flow simulation with remotely acquired data. New techniques emerge
for data-intensive scientific discovery. In [20], two kinds of typhoon rainfall fore-
casting models, SVM-based and BPN (backpropagation network)-based models,
are investigated. Compared with BPNs, which are the most frequently used con-
ventional neural networks (NNs), SVMs have advantages on their generalization
ability. In the investigation of [20], the proposed SVM-based models are more
accurate, robust and efficient than existing BPN-based models. Furthermore,
the proposed modeling technique is also expected to be helpful to support flood,
landslide, debris flow and other disaster warning systems and should therefore
be considered amongst other methods for the prediction in our case.

The increasing volume of additional information available from internal and
external sources (e.g. weather forecasts, seismic monitors, and satellite data)
improves the predictability of loss probabilities to set up beneficial cat bond
structures. In recent years, advanced data processing methods for handling data-
intensive applications have become available. These applications are usually



Data-Intensive Analytics for Cat Bonds by Considering Supply Chain Risks 141

associated with the execution of computations on large data sets or large data
structures [29]. It is beyond the capability of any individual machine and requires
clusters—which means that large-data problems are fundamental regarding orga-
nizing computations on dozens, hundreds, or even thousands of machines.

Since prediction of loss probabilities in catastrophic environments involves
large-scale data, predictive modeling requires high performance computing plat-
forms. Three classes of platforms are mainly used to deal with large-scale data,
namely, batch processing tools, stream processing tools, and interactive analysis
tools [5]. With batch processing tools, multiple jobs can be processed simultane-
ously. Most batch processing tools are based on the Apache Hadoop infrastruc-
ture, such as Mahout, which is an Apache project for building scalable machine
learning libraries [30]. MapReduce is a programming model and an associated
implementation for processing and generating large datasets that is amenable to
a broad variety of real-world tasks [10]. The MapReduce programming model has
been used at Google for many different purposes. Stream processing platforms
are necessary for real-time analytics for stream data applications. S4 (Simple
Scalable Streaming System) is a distributed stream processing engine inspired
by the MapReduce Model [24]. S4 is designed for solving real-world problems
in the context of search applications that use data mining and machine learn-
ing algorithms. For example, in order to provide personalized search advertising
for millions of unique users, thousands of queries per second are needed to be
processed in real-time. There is a clear need for highly scalable stream computing
solutions, such as S4. Another application of stream processing is Twitter Storm,
which is a distributed, fault-tolerant, real-time large-scale streaming data ana-
lytics platform [31]. The interactive analysis processes the data in an interactive
environment, allowing users to undertake their own analysis of information [5].
For instance, Dremel is a distributed system that supports interactive analysis
of very big datasets over clusters of machines [23]. Apache Drill is designed to
handle up to petabytes of data spread across thousands of servers; the goal of
Drill is to respond to ad-hoc queries in low-latency manner [16].

Big data analytics require innovations of both hardware and software. Future
hardware innovations will continue to drive software innovation [17]. The authors
of [17] propose that minimizing the time spent in moving the data from storage
to the processor or between storage/compute nodes in a distributed setting will
be the main focus.

4 Data Intensive Analytics

4.1 Classification of Policyholders of Catastrophe Risk

Economic losses after a catastrophe are relevant with the severity of the catastro-
phe and catastrophe prediction in advance. To some extent, the role of a firm on
a supply chain impacts economic losses of the firm after a catastrophic event. In
addition, the flexibility of the policyholder, as well as policy values of cat bonds
will also impact economic losses of the policyholder in case of a catastrophe.
According to the role of a firm on a supply chain, policyholders are classified
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Fig. 2. Information flow for a cat bond (see Sect. 4.2 for detailed introduction)

into raw material suppliers, manufacturers, carriers, distributors, retailers, etc.
(see Fig. 2)

From a farmer’s perspective of view, the main concern of catastrophes comes
from extreme weathers. The economic losses mainly depends on the scale of the
insured farm and the severity of the catastrophe. Economic losses of a man-
ufacturer in case of a catastrophe comes from two sides: Direct losses from
rebuilding or repairing destroyed facilities; indirect losses related to business
interruptions and to temporary relocation and/or rerouting of materiel. In this
case, the amount of economic loss depends on the prediction and flexibility of
the manufacturer, especially for indirect losses. Economic losses of a carrier com-
pany in case of a catastrophe rely on the accuracy of catastrophe prediction. For
instance, with detailed and accurate weather prediction, the carrier company
will be able to modify transport planning to avoid economic losses from extreme
weathers. Once a distributor is attacked by a catastrophe, facilities and invento-
ries at the distribution center may be ruined. Comparing with the manufacturer
of the supply chain, the function of a distributor is more replaceable. The indi-
rect economic losses of a retailer due to lost customers and unsatisfied demand
are crucial to a whole supply chain. A fast replenishment of final products will
effectively reduce negative impacts to a supply chain. Whereas the replenishment
speed after a catastrophe depends on the flexibility of a supply chain.

4.2 Information Flow for an Extended Cat Bond Structure

Cat bond structures usually display the cash flows and the risk transfer. In Fig. 2,
an extended cat bond structure with information flows is provided.

If all participants on the extended cat bond structure are seen as a inter-
connected system, the external risks is derived from potential economic losses
of policyholders caused by natural catastrophes. According to the analysis in
Sect. 4.1, economic losses of policyholders depend on the severity and proba-
bility of catastrophes, the prediction techniques, the role of the policyholder in
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a supply chain, as well as the flexibility of the supply chain. In the process of
transferring catastrophic risk from policyholders to investors via capital markets,
the credit and behavior of the insurer and the reinsurer influences the risks that
investors take.

The price of a cat bond is influenced by a series of factors e.g.:

(a) The probability and severity of the catastrophe/catastrophes,
(b) policyholder’s role in a supply chain,
(c) policyholder’s response speed once the catastrophe occurs,
(d) catastrophe prediction and the accuracy of the prediction that the policy-
holder can receive in advance,
(e) the credit and behavior of the insurer and the reinsurer involved in the cat
bond structure.

Policyholders possess all the information about their own and potential eco-
nomic losses from catastrophes. However, the insurer can’t get all the informa-
tion, especially policyholders’ commercial confidential information. However, pol-
icyholders only hold parts of the insurer’s knowledge about evaluating catastrophic
risk. The information asymmetry occurs in every interface of this extended cat
bond structure. The insurance companies have an information advantage about
the policyholders and the potential risk compared with the investors due to their
business model.

As the final undertaker of risks, investors have the least information about
catastrophes and policyholders.

Due to information asymmetry among policyholders, the insurer, the rein-
surer and investors, the price for cat bonds may not reflect the real value of the
risk. Without a proper price for cat bonds, basis risk and moral hazard cannot
be reduced. Basis risk might reduce the hedging effect of cat bonds and increase
the default probability of the issuing firm [18]. Enhancing the information flow
with more appropriate methods can lead to less information asymmetry and
therefore to a better pricing and more efficient risk sharing [13].

4.3 Data-Intensive Analytics for Cat Bonds

Due to all participants in Fig. 2 take catastrophe prediction into account, data-
intensive analytics is required by all participants.

For a company in a environment with possible catastrophic disruptions, data-
intensive analytics is required to provide the company with strategic decision
support. Strategies, such as purchasing catastrophe insurance and/or keeping a
high flexibility of the company, can be chosen to reduce economic losses once a
catastrophe occurs. Factors, including the moment of occurrence and the severity
of the catastrophe, should be taken into account by the company. However, from
our literature review, these factor cannot be predicted accurately and precisely
yet. The best information that people can obtain from the current catastrophe
prediction techniques is the probability distribution for the severity and occur-
rence moment of a catastrophe. In this case, stochastic programming will help
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to make a beneficial decision for the company. Stochastic programming has been
applied in a broad range of areas from finance to production and transportation
planning. In order to get a high quality solution for a stochastic programming
problem, high performance computing platform (HPC) is required.

For an insurer, before making decision on transferring catastrophic risk to the
capital market, data-intensive analytics is also required. Two crucial questions
are needed to be clear for the insurer: (1) based on all risk that the insurer holds,
which catastrophic risk should be transferred to the capital market through cat
bonds, and (2) how much the insurer would like to pay for transferring the
risk. In order to answer these questions, the following information is needed: the
most precise and accurate prediction of all catastrophes that the insurer hold,
each related policyholder’s economic loss once the corresponding catastrophe
occurs, the inter-dependency of risks that the insurer holds. Here comes with
another stochastic programming problem due to the lack of accurate and precise
catastrophe prediction techniques.

For a reinsurer, constructing the cat bond structure and pricing cat bonds
also requires data-intensive analytics. Because the prediction information about
the related catastrophe and the possible economic losses of the policyholder are
needed to be taken into account in designing the cat bond structure.

For a investor, before the decision of investing in a specific cat bond, the
investor should check the dependencies between the risk behind the cat bond
and the risk of the investor’s own as well as the risks of capital products that
the investor has already held. Cat bonds should be used to provide investment
diversification and balance catastrophe risks, but it should not act as an evil that
aggravates the tragedy. To avoid double tragedies from purchasing the wrong cat
bonds, data-intensive analytics is necessary for investors.

Based on analysis above, catastrophe prediction information is required for all
participants, an innovative idea is to design a data-intensive analytics platform,
which can make use of catastrophe prediction information as well as analytic
tools for all users(Fig. 3). The idea of the data-intensive analytics platform is to
provide a common application to users for catastrophe related decision support.
The database of catastrophe prediction is provided by professional catastrophe
prediction organizations, which can be a government department or a third party
data analytic company. The database of catastrophe prediction should always
incorporate with the latest information.

Users will get decision supports by providing required parameters to the
platform. For instance, a company gets to know whether they should buy a
catastrophe insurance or not by providing its location, its supply chain partners
(for calculating indirect economic losses) and costs parameters. According to
the location, the prediction of catastrophes in this area will be selected from
the catastrophe prediction database. With the information of costs and supply
chain partners, economic losses in case of a catastrophe will be calculated. By
further incorporating the probability and severity of possible catastrophes, a
better strategy will be selected for the company. A insurer will obtain decision
supports on which catastrophe risk should be transferred to the capital mar-
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ket as the insurer may hold diversity of catastrophe risks from policyholders.
A reinsurer can get a suggestion on cat bond price based on the evaluation of
catastrophe risk of the policyholder. The data-intensive analytics platform will
help a investor to make the right decision on which cat bond is better for the
investor to obtain investment diversification.

Based on this idea, the latest catastrophe prediction information will be
saved in a database which provides valuable real-time and historical information
to all users. On the one hand, by using a common database, single users don’t
need to save copies which will save a big amount of data storage space. On the
other hand, with real-time renewing catastrophe prediction information, it will
help to reduce economic losses for the platform users in case of a catastrophe.
Besides, due to the insurer and reinsurer have their own advanced data ana-
lytic techniques, once they get the latest prediction or real-time warning about
catastrophes, they should immediately inform relevant policyholders. With the
latest more precise and accurate catastrophe prediction, policyholders will be
able to reduce economic losses effectively once a catastrophe occurs.

Fig. 3. Data-intensive analytics structure (see Sect. 4.3 for detailed introduction)

5 Conclusion

Cat bonds are attractive to investors for diversification purposes. Catastrophe
insurance has a wide future market. The insurer and reinsurer are able to meet
both policyholders and investors’ demand through issuing cat bonds and pricing
them at the proper levels. Unlike existing articles about cat bonds and catastro-
phe insurance, this paper provides an extended structure of cat bonds and ana-
lyzes risk from a systematic perspective. Based on the situation that catastrophe
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prediction information and data-intensive analytics are required by policyhold-
ers, investors, the insurer and reinsurer, an idea of a common Data-Intensive
Analytic Platform is proposed in our paper. The extended cat bond structure
and the Data-Intensive Analytic Platform are two main contributions of this
paper. A further contribution is that we identify more factors which will impact
pricing cat bonds and catastrophe insurance. Further research should focus on
how to realize such a common data-intensive analytic platform.
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Abstract. This paper describes a framework to guide designers on how to
investigate UX empowerment by using PGIS to support the decision making
process. Investigative questions are proposed and aligned with UX elements in
order to facilitate the access to information and its discussion within a com-
munity, as well as empower users (decision makers) to act not just as consumers
of information and systems, but also as creators of new knowledge. The goal
was to guarantee an appropriate gathering and observation of the questions in
order to evaluate how particular users tasks can be accomplished in a PGIS
while complying with requisites that promote empowerment.

Keywords: User experience � UX � Interdisciplinary � Empowering � PGIS

1 Introduction

When developing a software, it may be competitively advantageous to attract
early-adopters [1] and maintain them as returning users by providing a pleasant user
experience with the software. A common practice among developers is primarily to
share the basic features and tools of a software and provide additional more advanced
resources as the user interacts with it. This method is justified by user’s behavior
studies, which reveal that the user’s empowerment capacity increases as he acquires
technological skills and does not depend on him being an expert.

In this paper, we examine users’ empowerment based on the User eXperiences
(UX) while making use of a Participatory Geographic Information System (PGIS). GIS
provides vast commands, which allow the user to manipulate large volumes of infor-
mation through “systems for positioning, data acquisition, data dissemination, and
analysis” [2]. It also enables graphical display of complex spatial information, deemed
beneficial in decision-making processes [3]. Scenarios of local decision-making can be
the following: land use/resource development negotiations, choices of feasible alter-
natives for environmental management, changes in traffic regulations etc. The
increasing demand for the involvement of stakeholders that represent diverse areas of
competence in order to reach more comprehensive decisions has been supported by
PGIS [4]. This demand extends the use of the tool to non-experts from the initial stages
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of group decision-making in order to empower users by incorporating local-level
processes and knowledge [5–7].

Advanced interactive solutions are increasingly identified in GIS (Multimodality [8, 9]
and Multiple viewing screens [10]) to provide resources (e.g. pre-determined database of
elements, filters) that improve the usability and utility of GIS. Such tools are valuable
since GIS is often reported as difficult to maneuver and as an exclusionary technology.
The evaluation of users’ empowerment levels should not be limited to usability requisites,
but also regarding the user’s perception of individual empowerment1 in his UX [11].

Some works explore the users’ empowerment in their experiences with GIS for
group decision-making. In [4], the feature that is related to user empowerment refers to
the laws and regulations that interest the participating groups. Corbett and Keller [5]
combine four catalysts of empowerment (information, process, skills, and tools) with
two social scales (individuals and community). This combination allows to identify
which aspects of change in the condition of an individual or community have an
influence on their empowerment. In this paper, the empowerment notion is referred to
as the “empowerment capacity” of users, which originates from their interactions,
whether they be with the PGIS and/or socially with the community from the study area.
This capacity is evaluated based on some UX elements (e.g. the user’s role, his
acquired technological skill, his successful actions, his shared opinions, and so on),
which are collected throughout a group decision-making process.

This paper aims at investigating the existing PGIS solutions that address the fol-
lowing question: Is the geographic information technology ready to empower people
without overwhelming/excluding a non-expert user during such process? To answer
this question, we analyzed some works that present GIS interaction aspects, collected
social and design recommendations from other related disciplines and grouped them to
a new framework with UX elements. Subsequently, we elaborated some investigative
questions to guide designers when elaborating these types of systems.

The results of those studies reveal that the purpose of promoting a non-expert user’s
empowerment in the decision-making process before, during and after their UX with
GIS is a subject not yet sufficiently explored. We expect this framework to be useful for
designers, as it presents requisites for a process that empowers the UX, and indicators
that evaluate the non-users ability to manipulate and generate information in GIS.

This article initiates with a short review of the literature on GIS and its fundamental
aspects. Then, it presents a survey of the participatory making decision theory in order
to identify the key elements needed to elaborate our proposal. Finally, it provides an
approach to illustrate the application of such elements.

2 Background in GIS and Problematic in UX with GIS

The main goal of this paper was to investigate how the interaction design of a GIS
favors the user’s perception of their level of empowerment. Specifically, we have
sought to evaluate which items impact the UX of the system analyzed. Some comments
regarding those items are reported as we present the works studied.

1 Individual empowerment is a perceived feeling of greater competence or power [12].
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It is worth noting that UX and Usability are not the same concept, even though the
former encompasses the latter. The Usability Framework focuses on the interaction
factors, and is still clearly task-oriented, which turns out to be a restriction in terms of
human factors. The UX is defined by the ISO standard 9241:210 [13] as a “person’s
perceptions and responses resulting from the use and/or anticipated use of a product,
system or service.” It includes all the users’ emotions, preferences, motivations, and
accomplishments that occur before, during and after usage [11]. Of the items investi-
gated in this research, the initial four are closely related to GIS usability while the last
focuses on emotional aspects related to the UX. They consist of: (i) Graphic resources
to explore information (such as Filters, Dashboards); (ii) The method by which the
resources are visually available (e.g. Multiple viewing screens, Multimodality);
(iii) Tools that enable the generation of new data and/or information (e.g. templates,
Knowledge Discovery tools); (iv) Tools that support decision making (e.g. Integration
with Collaborative Social Systems (SS) and Decision Support Systems (DSS)) and;
(v) Support for users with different skill and technical levels to engage with UX (e.g.
practical examples, perceptions, explanations).

Several PGIS requisites for HCI are reported in a multidisciplinary literature as
being useful to support user empowerment. [14] Provides a practical example of how a
DSS was used to help stakeholders make better informed decisions regarding housing
funding policies, and adjusting housing to a consumer profile by incorporating GIS to
facilitate dialogue and produce information. Other sources report on requisites that aid
the user in various GIS tasks. In the fields of Artificial Intelligence and Cognitive
Science, GIS tools are knowledge based due to their capacity to capture
decision-makers’ knowledge and perform automated predictive processes (i.e. Cellular
Automata [15]; Fuzzy Concepts [16]; Expert and Knowledge Based Systems [17, 18]).
In the fields of HCI and GIS, the requisites evolve around the tool’s capacity to sort
through non-deterministic criteria and its usability (i.e. providing user-friendly
resources such as Virtual Reality [19] and Multimodality [8, 9]). In HCI and Digital
Graphics, tools also seek to facilitate the display of information (i.e. Multiple viewing
screens [10] and Mobile 3D architecture [20]).

Even though such examples illustrate the potential of GIS interface to support a
variety of disciplines, [4] point out that its effective use still requires a considerable
knowledge and is compromised by the “multiple realities” that the technology tries to
depict. The poorly integrated and exhaustive amount of operations available makes GIS
a complex interface and difficult for non-specialists to navigate outside of a technical
setting [21]. Therefore, design recommendations related to the investigated items may
assist users to filter the vast expanse of information and maximize the chances that any
information they come across is valuable [4].

The simple combination of interdisciplinary requisites and recommendations in one
tool is not sufficient to guarantee users empowerment from their experiences with GIS.
In order to do so, HCI designers must first understand which elements can enhance the
UX, in order to define requisites that allow the stakeholders to effectively manipulate
information (interacting with community through GIS, SS, directly face-to-face) and
achieve status equal to experts’. In [22], the authors define empowerment as providing
users with tools to use and transform information according to their needs. One
example of such tool is Approach End-User Programming, which allows users to build
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new functions in a system from existing resources to CATER to new demands [23]. In
Co-design approach, empowerment is reported as when the user becomes the co-author
of a system interaction [24].

None of the studies examined have presented a framework for HCI designers to
reflect on the necessary resources (personal, informational, technical) to empower users
in their UX while using GIS. This shift in power dynamic is enabled by the knowledge
obtained from the user interaction with the system, from her/his relations with the
context in study to obtain and generate information and her/his participation in col-
laborative decision processes.

3 Participatory Decision Making with GIS

According to [4], Participatory GIS have all of the capabilities of GIS, with additional
features that support group decisions. This section describes three elements that were
considered for the proposed framework as they impact the users’ empowerment from
UX with PGIS: People, Information and Decision-making Process.

3.1 The Profile of the User

When individuals need to make decisions influenced by geography, they take into
account the realities of a specific geography. Decisions can be made ad hoc, based on a
formal analysis, and/or with the collaboration of others who live in and/or know of the
local reality. Independent of how a problem is solved, technology may increase the
Decision Makers’ (DM) abilities to formulate, frame or assess decision situations.
Spatial decision making problems commonly involve three categories of DM stake-
holders [4]: a specialist in the subject domain, who usually does not use GIS (known as
DM), a technical specialist, who has experience in interaction with GIS (e.g. he is able
to elaborate complex queries, to use commands) and a non-specialist user, who uses
just macros elaborated by a technical user, for instance. In this text, we will call any of
them as user.

3.2 Accessing and Sharing of Information - A Perspective of User
Empowerment from HCI

During GIS usage, different scenarios of access to information and communication take
place via interfaces, which are investigated in the field of HCI. Information refers to the
object that is discussed such as features of the environment, communities’ and indi-
viduals’ needs, objectives by which to measure the successful resolution of an issue,
impacts of alternatives and the selection of a preferred alternative option, etc. In such
systems, the sharing of relevant information is important to consolidate a community.
As the user notices his increased knowledge of certain object, it consequently influ-
ences his personal perception of empowerment.

To make better-informed decisions and reduce the complexity of the problem, users
must take some actions before starting these scenarios. Some actions may include the
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following: to treat the information to be discussed from the understanding of initial
assumptions; to motivate specialists in the subject domain in order to also engage in
experiences with GIS; to provide individuals or communities that need to understand
geographic information with technological means to access resources (such as internet,
open source software, databases); and to promote the accessibility and digital inclusion
for individual who is not capable of reading, interpreting data, understanding a map, etc.

Users’ actions must also take place after use scenarios, in order to evaluate the
accuracy of a decision achieved according to users’ preferences, regarding how
effective and equitable it is. Some actions may include the following: at the end of a
session of GIS use, but constantly during a decision process, users must apply
strategies in order to raise individual participatory behavior; to measure the perception
of personal knowledge building; to communicate widely in the community the results
of final decision (as of a voting process); etc.

The HCI researcher can become more sensitive to different issues and solutions by
understanding how the user accesses information, makes decisions, communicates, and
establishes priorities. The view advocated in this article requires solutions that go
beyond the choice of graphics, sounds, gestures, etc. as it considers new factors to
measure an increase in user empowerment such as [22]:

• Their role in their community, which becomes more prominent as they transmit
knowledge to others;

• Their UX with the technology; which can be measured according to their individual
perception of knowledge as they use basic and advanced GIS resources and gen-
erate new information, (such as if it is “desirable”, “useful”, “attractive design” and
“valuable”) [11];

• Their ability to communicate; which increases as they use new solutions (devices,
artifacts, modalities) to express their opinions and feelings in order to achieve a
decision. Users’ participation usually leads them to engage more in UX.

3.3 Process of Spatial Decision Situations

In Spatial Decision Situations (SDS), one user or a group of users composed of various
stakeholders should communicate, identify, explore and solve problems through
human–computer dialogue [25]. We define SDS as problems related to the knowledge
available, which is usually collected from databases (using data mining algorithms, for
instance), but also directly from people (through personal posts, answers to question-
naires, etc.).

This paper presents three stages of the decision-making process, defined by [26], to
illustrate the relation of DSS and PGIS. Regarding PGIS, they consist of:

• An Intelligence stage, in which users establish the technologic-socio-economic
values, objectives and decision criteria for a determined geography;

• A Design stage, in which users generate a set of feasible solutions about the subject
domain; and

• A Choice stage, in which users research and evaluate the option set(s) then select
and communicate the final solution.
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4 Proposed Framework

4.1 Characteristics for Empowerment of a UX Through GIS

The framework proposed in this paper is called UXP, which is focused on the design of
UX with PGIS to attain individual empowerment. The UXP is formed by characteristics
to evaluate user empowerment before, during and after a UX with PGIS (Fig. 1). The
initial characteristics (user capacity building and interaction, including social interac-
tion), have an impact on UX hedonic aspects which are related to social-emotional
behavior [27] and the latter characteristics (Multimodal, Social Interaction and Content
Interaction) are related to the system’s pragmatic aspects.

In further detail, the characteristics consist of:

• Building user capacity; they refer to the measure (quantitative) or specification
(qualitative) of individual knowledge and of the user’s perception of individual
empowerment resulting from UX. The individual knowledge variable can be
measured considering the following variables: the user’s perception of his knowl-
edge increasing and his technological skill [11]. The user’s perception of individual
empowerment variable can be measured considering his role in the community,
among other variables;

• Interaction: refers to the importance of design to generate, decide and communi-
cate options to achieve collaborative decisions. The occurrence of the interaction is
defined by the presence and attributes of the GIS itself (its usability, aesthetics,
interoperability with other systems, etc.):
– Content Interaction: refers to the value of GIS information, which may orig-

inate from several sources. In interacting with GIS, users absorb, create and
modify content (which is when they take ownership of information and engage
in experiences). When such interaction takes place without GIS, the information

Fig. 1. UXP Framework
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may originate from the community, and depends on the users role within a
context to access it (such as relevance and prestige).

– Multimodal Interaction: this kind of interaction is related to the physical
interaction between the user and the device. Examples consist of touching
interface patterns, gestures, etc. It also refers to the system capacity necessary for
the user to understand the geographic information available and explore it
accordingly;

– Social Interaction: refers to support to participation, therefore, user’s motiva-
tion should be a matter of concern. Designers should define social and content
interactions based on the knowledge of what motivates people towards com-
munity engagement, and consequently their interactions within such community
[11]. This stage is also related to the interoperability of GIS and SS;

• Context of Interaction: refers to socio-cultural aspects of the community as well as
its information and usage of other social networks and DSS. In HCI studies [13],
this variable refers to the characteristics of the environment (Office, Home,
Out-of-doors, etc.) and/or ongoing situation (the experience occurring in quiet
place, or in a stressful, etc.).

4.2 Investigative Questions of Empowerment

This paper presents a non-preemptive list of questions, which are associated to each
framework characteristic. This list originated from our research investigations
involving UX in decision-making supported by PGIS, GIS interactive aspects, uses
behavior, and users’ empowerment capacity [22].

User Capacity Building

• Who is this individual?
• Does the user consider that an increase in knowledge when using the system results

in his personal empowerment perception?
• Which factors affect the user’s perception of personal empowerment?
• Does users’ face-to-face interaction with the community affects such perception of

personal empowerment?
• Does the generation of new information, which is based on queries set by the user,

consist of an index of increasing personal knowledge and/or empowerment?
• Does the user think that a decision-maker can be independent from an expert?

Content Interaction

• How is information important for the individual? And for the community?
• Who/what is the holder of the information valuable for the community?
• Who/what is the holder of the information about the community?
• Which information and information technology does/don’t the community have

access?
• How is information assimilated, transmitted and stored in the community?
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• How could new technology information be adapted, transformed and used to
empower the group?

• How do users appropriate of information?
• How does a subject exchange information with his group and others and what is his

role in the process?
• How difficult is it to generate content with GIS information?

Context and Social Interaction

• Who holds the power within a community?
• How does this individual exchange information with her/his group? With other

groups?
• How does society interact with this group?
• How organized is the social structure of the community?
• Does access to information poses a threat to one’s power?
• Has the group established any rapport or connection with other groups (teachers,

researchers, technicians, etc.)?
• Does the group have any rejection or fear of other groups (politics, bureaucrats,

etc.)?
• Does any group (terrorists, drug dealers, public authorities, rival tribes, etc.) exert

any kind of violence or oppressive power over the community?
• How does the user collect and organize information in partnership with the com-

munity to establish queries and take actions in GIS?
• Is the information broadly shared and communicated?
• How does a non-expert user feel while taking part in a group decision-making

process?
• When is it possible to state that a decision has been achieved through community

consensus?

Multimodal Interaction

• Is this individual full with her/his basic needs?
• How oppressive is the technology for the group?
• How accessible, usable and valuable is the technology for the users?
• How difficult is it for users to understand maps, context, direction and reference

points?
• How difficult is it to make use of basic and/or advanced resources in different

scenarios while using GIS?

5 Application of the Framework

This paper described an empirical approach to illustrate how designers can apply the
questions proposed in the design process of a PGIS. We considered the stages pre-
sented in Sect. 3.3 as a part of the integration between the DSS and the GIS being
designed, and the social interactions that take place within the system.
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Initially, the designer must identify the users’ tasks in order to solve group prob-
lems accordingly. For instance, on a certain scenario, the user can specify objectives
and decision criteria for a determined geography during the intelligence phase; select
which of those are feasible during the decision phase; and communicate the final
decision in the choice phase [26]. Subsequently, the designer must define UX re-
quirements and information necessary before, during and after the experience with
PGIS. Examples of UX requirements consist of: i) a DM stakeholder must be capable
of using PGIS (before UX); ii) the user must be able to elaborate as many feasible
options as possible from GIS information (during UX); and iii) the user must be able to
verify if the final choices are in accordance with the values, objectives and criteria
desired by the group (end of UX). One example of information requirement to support
the intelligence stage is when information comes from multiple sources: some from the
end user (from social and face-to-face interaction) and others from the system (based on
knowledge).

However, before defining UX requirements, the designer should analyze the user’s
behavior and the study context to understand whether it is viable to implement a system
with such requisites. In order to do so, the designer should use the list of questions
related to UXP characteristics. For instance, the definition of the user profile and
context can be based on questions 4.1.1 and 4.1.2. A questionnaire can be given to DM
stakeholders and results may validate potential requisites and the appropriate context to
use a system in order to empower the UX. During validation, new requisites may arise,
such as usability and social requisites, which may be more successfully investigated
with questions presented in items 4.1.4 e 4.1.3, respectively. We provide an example of
the application of the framework to validate a PGIS system that is defined with MD
stakeholders (users).

When the system is being continuously used, the analysis of empowerment
involves exploring how these different aspects influence the individual’s perception of
empowerment considering that they are (or have been) in collaborative decision sce-
narios. For example, the UX requirement regarding the choice phase, that was previ-
ously mentioned, can be evaluated by analyzing the empowerment aspect User
capacity building.

This analysis can be made based on a user’s social interaction within PGIS, his
perception of empowerment and from answers obtained with DM stakeholders from an
investigative question, such as When is a decision achieved via community consensus.
Results may present evidence that will allow the designer to verify whether the user
feels confident that the final choices he identified are in accordance with the desired
preferences agreed on by the majority of stakeholders.

6 Conclusion

This works established a framework to structure an UX evaluation of personal per-
ception of empowerment. In the example provided of its application, we showed an
approach to define and validate requisites of a PGIS that support group decision-making
in order to the understand user’s perception of individual empowerment. In the
approach, designers can use UX aspects (divided in pragmatic and emotional aspects)
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aligned with stages involved in decision-making regarding GIS. At the intersection of
those two dimensions, the framework presents multidisciplinary investigative questions
regarding user’s behavior, information and interaction with GIS tools and the com-
munity in study.

Future work will consist of an empirical analysis of UX when using such PGIS to
test whether the UXP characteristics related to social values of the proposed framework
change based on which communities are involved in decision-making situations.
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Abstract. For the efficient expression of information, graphic designers utilize
colors or various combinations of colors. Unfortunately, the information
expressed by colors may be lost depending on the characteristics of viewers and
environment. This paper presents an image analysis algorithm which informs
designers of these information losses and helps them to produce graphic designs
that are robust to various situations. The proposed method first generates the
simulated model of the design and applies the equivalent segmentation algo-
rithm to the original design and the simulated model. As a result of segmen-
tation, each image is partitioned into several groups. And by measuring the ratio
between the number of groups in the original design and that in the simulated
model, the information loss can be estimated. With the proposed algorithm,
designers can easily perceive that the use of certain colors or combination of
colors should be avoided to minimize the information loss.

Keywords: Universal design � Information loss measurement � Image
segmentation

1 Introduction

For the efficient expression of information, graphic designers utilize colors or various
combinations of colors. Utilizing colors is a reasonable choice, because for general
users in general environment, it gives a large amount of information and insight.
Unfortunately, the information expressed by colors may be lost depending on the
characteristics of viewers and environment. This can happen when viewers are color
blind, colored graphic designs are printed in gray-scale, and designs are displayed in
colored illumination, and so forth. Figure 1 shows several examples of these infor-
mation losses. When it is viewed by a person with protanopia, a graphic design which
is easy to notice such as Fig. 1(a) becomes a vague one. Similarly, a graphic design
which contains lots of information such as Fig. 1(c) becomes meaningless when it is
printed as in gray-scale. Even though a certain amount of information loss is inevitable,
it can cause serious problems if the information expressed by colors is critical. Hence, it
is desirable, during the design process, to notify designers that the use of certain colors
should be avoided to minimize the information loss.
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In order to prevent graphic designers from using several colors or combinations of
colors that causes serious information losses, the information loss depending on the
characteristics of viewers and environments should be estimated beforehand. This can
be achieved by generating the simulated models of an original graphic design first, and
visually checking each simulated model. A similar platform is currently provided by
Adobe Systems Inc. [1]. They only consider the information losses caused by color
blindness, and they let graphic designers preview their arts in the same way that a
colorblind individual would see it. They also let graphic designers adjust colors in their
original arts while seeing how the changes impact the color blindness view. However,
information loss can happen not only when viewers are color blind but also when
display environment is unusual. Hence, it can be tedious to test every graphics designs
since there can be lots of cases graphics designers should consider. Moreover, the
platform provided by [1] does not measure the quantitative information loss. Thus,
among several graphic design candidates which are designed to minimize information
losses, a graphic designer should subjectively select one.

Fig. 1. Examples of information losses caused by viewers and display condition. (a)(c)Original
graphic design (b) Graphic design (a) viewed by a person with protanopia (d) Graphic design
(c) when printed in gray-scale
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To deal with these problems, this paper proposes an image analysis tool which
estimates information losses caused by viewers and display environments. In many
cases, the impression of colors is related with providing subjective feelings to viewers,
whereas the contrast of colors is related with providing objective information. Hence,
when the contrast of colors in a graphic design is reduced, it usually causes information
losses. Therefore, the proposed method measures information loss by measuring the
reduction of color contrast. The main characteristic of the proposed method is that it
automatically and quantitatively estimates information losses caused by various situ-
ations. For these reasons, the proposed method can help graphics designers achieve
robust design: a graphic design that critical information is preserved regardless of
viewers and environments.

This paper is organized as follows. In Sect. 2, the proposed method is explained. In
Sect. 3, the proposed method is evaluated by several graphic designs. And I conclude
in Sect. 4.

2 The Proposed Method

2.1 System Overview

Figure 2 illustrates the overview of the proposed method. The proposed method first
generates a simulated model of the design. Thereafter, the equivalent image segmen-
tation algorithm is applied to the original design and the simulated model. As a result,
the original design and the simulated model are partitioned into several regions.
Finally, the number of groups in the original design and that in the simulated design are
compared to estimate the information loss.

Among a variety of situations which leads to information loss, I focus the case
when viewers are protanopic, and color graphic designs are printed in gray-scale
(gray-level printing). To generate the simulated model in case of users being color
blind, simulation model proposed by H. Brettel et al. is used [2]. Gray-level image is
generated by taking the average of R, G, B color components.

2.2 Simulated Model Generation

As mentioned, simulated model for protanopia is generated by using the method
proposed in [2]. For the completeness of the paper, I briefly explain the method.
Normal color vision is trichromatic and it is initiated by the absorption of photons in
three classes of cones. The peak sensitivities of each cone is different, i.e., one type of
cones is sensitive to long-wavelength (L), one type of cone is sensitive to
middle-wavelength (M), and the other is sensitive to short-wavelength (S). Therefore,
any color stimulus can be specified by three cone responses and all colors visible to the
color-normal observer are included in a three-dimensional color space. For dichromatic
observers, however, any color stimulus is initiated by two cone responses, and all
colors that they can discriminate are included in a two-dimensional color space.

Based on this fact, H. Brettel et al. proposed an algorithm to imitate for the normal
observer the appearance of colors for the dichromat. First, they represented a color
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stimuli as vectors in a three-dimensional LMS space, i.e., a color represented in RGB
color space is represented in LMS space. Then, the algorithm replaces each stimulus by
its projection onto a reduced stimulus surface defined by a given type of dichromat.
Finally, the reduced stimulus surface is again transformed into RGB color space.

For instance, to imitate color appearance for a person with protanopia, a color
stimulus Q represented in RGB color space is transformed into LMS space as (1).
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Then by using Eq. (2), a color stimulus Q in LMS space is projected onto the
reduced stimulus surface for protanopia.
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Finally by using Eq. (3), it is again transformed into RGB color space.

Fig. 2. The overall system of the proposed method
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To generate a simulated model for gray-level printing, the intensity of each color
component is generated as (4).

Y ¼ RþGþB
3

ð4Þ

Figure 3 illustrates simulated models for protanopia, and gray-level printing. Even
though this paper deals with protanopia and gray-level printing, generating simulated
models for another types of dichromat is straight-forward by using the method pro-
posed in [2].

2.3 Image Segmentation and Labeling

As a second step, the original graphic design and the simulated model is partitioned
into several regions. A variety of researches have been conducted on image segmen-
tation and arbitrary segmentation can be used. However, color thresholding is used in
this paper for the simplicity of the algorithm. First, we uniformly quantize each color
component into multiple levels. When a quantization step is set to 8 and the range of
the intensity of each color component is 256, then each color component is divided into
32 levels. As a normal color consists of three color components, this makes 32,768
levels. And a color in a pixel is assigned to a certain level depending on its color
components. Hence, colors that fall into the same level are considered as the same
color.

Fig. 3. Simulated model generation and segmentation results. (a) original graphic design
(b) simulated model for protanopia (c) simulated model for gray-level printing (d) segmentation
result of original design (e) segmentation result of (b) (f) segmentation result of (c)
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For labeling (i.e., counting the number of regions in a design), a blob counting
method proposed in [3] is used. Figure 3 also illustrates the result of segmentation for
the original design and the simulated model.

2.4 Information Loss Estimation

Finally, the information loss of the original graphic design is estimated. As a result of
segmentation, each image is partitioned into several groups. Even though equivalent
segmentation method is used, as Fig. 4 illustrates, the number of groups is different and
the number of groups in the simulated model tends to be smaller than that in the
original design. This is because some colors become undistinguishable to protanopic,
and in gray-level printing. Thus, by measuring the ratio between the number of groups
in the original design and that in the simulated model, the information loss can be
estimated.

Let NO, NS be the number of the segmented regions in the original design and the
simulated model, respectively. When the number of segmented regions differs, infor-
mation loss is estimated to be occurred, and it is computed by Eq. (5).

Information Loss ¼ 1� NS

NO
ð5Þ

3 Experimental Results

The proposed method is evaluated by two types of graphic designs. Each type has 3
graphic design candidates, and each candidate contains the identical information with
the same shape, but with different combination of colors. The left column of Fig. 4
shows the graphic designs used for the experiment. For the segmentation, the quanti-
zation step size was set to 8.

Figure 4 also shows the generated simulated model for each graphic design; the
middle column for a person with protanopia and the right column for gray-level
printing. And Table 1 describes the information loss for each graphic design estimated
by the proposed method. As Fig. 4 and Table 1 indicates, the quantitative measurement
of information losses estimated by the proposed method is coherent with the subjective
measurement of information losses. For instance, the letter ‘H’ and the letter ‘I’ in
design 1 becomes invisible when it is viewed by a person with protanopia and
gray-level printing, respectively. In this case, the proposed method informs the
designers that the possible information loss for each case is 0.25. In case of design 2, it
is still distinguishable when it is viewed by a protanopic person, but it loses whole
information when it is printed as gray-level. The proposed method still shows coherent
results, i.e., it analyzes that information loss for protanopia and gray-level printing is 0
and 1, respectively. Based on this information, designers can choose one design among
several candidates that is robust to various viewers and environments, without per-
sonally checking the simulation results. In this experiment, choosing deigns 3 and
design 5 is reasonable.
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Fig. 4. Simulation results of various graphic designs (a) original graphic designs (b) simulated
models for a person with protanopia (c) simulated models for gray-level printing
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4 Conclusion

In this paper, an image analysis algorithm is proposed which informs the designers of
information loss of their design when viewed by certain viewers and certain envi-
ronments. Simulated models of the original design are generated and a simple seg-
mentation algorithm is applied to the simulated models and the input graphic design.
By analyzing the number of segmented groups in each image, the information loss is
finally estimated.

As the proposed method automatically provides designers with quantitative mea-
surement of information loss, designers do not need to personally simulate their
designs. Hence, I believe that the proposed method can ease the difficulties of gener-
ating robust design; a graphic design that critical information is preserved regardless of
viewers and environments.

As future works, a suggestion algorithm which provides designers with possible
solutions to minimize the information loss will be studied.
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Abstract. Creating a useful visualization of database-homogeneity in a big data
environment contains the task to present the underlying data in a perceivable
way to the human observer. This paper provides a deep insight into the results of
a research project commissioned by Crate Technology GmbH, where the before
mentioned task was tackled by using a modified method of radar charts. A novel
visualization tool to observe database-homogeneity was created with the aim to
integrate it into the UI of the massive scalable elastic SQL Data store developed
by Crate. The results of the formative usability test of this tool showed that the
principle is understood intuitively by almost all test subjects already during the
first task without any briefing about how to identify the problematic state of the
single nodes of the database cluster. The results showed that this tool is expe-
dient to visualize database-metadata in a big data environment.

Keywords: Database visualization � Big data � Form perception � Shape
perception � Radar chart � Visualization � User interface � Formative usability
test � Homogeneity

1 Introduction

Visualizing homogeneity in the area of database-metadata in a big data environment
holds several challenges, as for example the amount of data to be displayed is not only
huge but also changes during time [1, 2], therefore a good visualization should offer
these data in an easily perceivable way to the human observer. For the research project
with Crate Technology GmbH, who developed an elastic SQL Data Store that is
massively scalable [3], the task was to develop such a visualization combining these
already mentioned challenges with the precondition, that the observer doesn’t neces-
sarily has to be a highly professional database specialist. Moreover, as the databases of
Crate are massively scalable, a broad variety of number of nodes has to be included into
the visualization. This paper will first provide an insight into the development of a new
visualization tool for database homogeneity. Then, an overview is given about the
results of a formative usability test with the resulting tool that has been carried out at
the Research Institute for User Centered Technologies (UCT). One of the main
objectives was to explore whether the potential users are able to use the developed
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visualization system intuitively, i.e. without prior instruction, for the observation of the
database-homogeneity and to find potential improvable aspects.

2 Structure of the Visualization

2.1 Data to Be Represented

The visualization to be developed should enable the users to observe the
database-homogeneity, for which we used a combination of four types of database
metadata as the basic data set. Basically, database metadata can be defined as “data
about database data”, so it’s not the data in the database itself, database metadata rather
has the task to describe the database [4]. The four types of database metadata used for
this tool are the average load for the last minute1, the used disk (data size)2, the used
heap3 and the number of shards4. These four data types are considered per node, the
number of which may vary considerably, depending on the configuration of the
database setup. As the visualization should enable an overview about the
database-homogeneity, it’s not expedient to visualize the absolute values of each node,
but the difference of these four data types of each node to the completely homogeneous
cluster – so it’s the difference to the average of all nodes, which defines a relative
measure.

2.2 Basic Concept of the Visualization

For the development of the visualization tool of metadata that should be applicable not
only for highly professional database specialists, basic principles of human perception
of shapes [5–9] were combined with the information visualization method of radar
charts [10, 11]. The four types of database metadata we used for this visualization are
available on the level of a single node. Therefore the basic element of the visualization
is the node itself, which is (in its ideal state) represented as a circle5. Invisible in the
overview mode of the visualization are the four circular arranged axes of the radar chart
that lie behind the apparent circle-similar shape. In contrast to the radar chart first
described by Georg Mayr in 1877 [10], the data points on the circular-arranged axes

1 The arithmetic mean of all ethernet traffic (in bps) calculated over the last minute per node.
2 The quotient of secondary-storage (disk) usage (blocks) in relation to the total available secondary-
storage per node.

3 The quotient of heap storage usage (bytes) in relation to the total available heap storage per node.
4 The number of database shards (a horizontal partition of data in a database) per node.
5 The reason why the form of a circle was chosen to represent a node in its ideal state has been
investigated during an earlier stage of the research project. A detailed description of the form
perception principles with regard to this project can be found in the proceedings of the HCI2015
[12]. Furthermore, an online web-survey with 399 test persons has been carried out in March 2015 in
order to investigate the differences between the perception of polygons, circles and circle-similar
shapes. The results of this survey as well as an analysis of comparable tools on the market have been
published in January 2016 [13].
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aren’t connected with straight lines (resulting in a polygon) but with curves, that create
a regular circle if the data points have the same distance from the center (which is the
case when it has the ideal value) and a deformed circle-shape in the other case (cf.
Fig. 1). So every node of the visualized database is represented as such a shape, the
axes represent the four values “average load”, “used disk”, “used heap” and “number of
shards”. The ideal value of these metrics (observing cluster homogeneity) has been
determined by Crate as the average of the single values of these metrics of all nodes.
Therefore, if the observer of the database visualization perceives all the nodes as
regular circles (and thus can assume that the cluster homogeneity is in the ideal state),
depends on whether the values of these four axes of all nodes are the same. As soon as
the values of one or more nodes deviate from the average, the forms of all other nodes
of the cluster are modified as well to a lesser extent. Throughout this paper, only the
nodes that deviate at least 15 % from the regular circle are stated as “inhomogeneous
nodes”.

The single nodes of a database running on Crate are arranged in a dark blue filled
circle, which represents a whole cluster. The space between each node is 1,1 times
larger than the radius of the ideal circle. That ensures that even if the maximum
deviation of the data point on the axes is achieved with two adjacent nodes (50 % of
the radius of the ideal circle), the outer edges don’t touch each other. In order to make it
easier for the user to interpret the deformations of the single circles, a legend is
provided on the upper right corner. A white tooltip-box on single nodes shows the
exact values of the four axes of the selected node as well as the exact average value of
the whole cluster. Clicking on one of the nodes triggers a zoom into the selected node
and shows also the axes (labeled with the underlying data type, the exact values of the
enlarged node as well as the average value) and the ideal circle to compare the curves
(cf. Fig. 2).

num. of shards

data size

used heap

avg. load 1 min

Fig. 1. Principle of the representation of a single node. 1. node in an ideal state (left circle); 2.
with the axes labeling (middle circle); 3. inhomogeneous node (right deformed circle).

Fig. 2. Overview of the interface in its basic state with 100 nodes (left picture); in the
mouse-over mode (middle picture); while zoomed in to a single node (right picture).
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3 Testing of the Prototype

3.1 Objectives

The main aim of the developed visualization tool is to enable the end users to intu-
itively decide if the cluster running on Crate is in a homogeneous state and if not, to
identifiy (not necessarily the whole number, but at least some of) those nodes that are
inhomogeneous. Thus the observer may decide what problem could lie behind the
deformation of the nodes and try to solve it. Therefore, the main objective of the testing
was to evaluate if the test participants recognize that the shape of the nodes represents
the status of a node and if they are capable to identify them in different settings with
cluster sizes. The result should show if it’s expedient to visualize database homo-
geneity through shapes as described earlier in this paper. Furthermore, questions such
as which strategy was applied to scan through the clusters or whether the direction in
which the circular shape is deformed (either inwards or outwards the center of the
circle) have any impact on the simplicity of detection should be answered.

3.2 Method

Formative Usability Test. Due to the fact that the interface is still under development,
carrying out a formative usability test was the chosen method to scrutinize it for
potential points for improvement [14]. As the visual elements shown on the screen
needed to be perceived with the same attributes (such as size, color, position), the test
has been carried out under repeatable conditions between 14 to 20 October 2015 in the
UCT in Dornbirn, Austria. Moreover, relevant data (as described later) wouldn’t be
possible to gather if the tests would have been carried out locally independent, as the
technical systems have to be installed in a fix setup. Recording the comments of the test
participants given through using the thinking aloud approach is also simplified by
having a unified locality of the test.

Test Participants. The test has been carried out with 12 (graduated and undergrad-
uated) computer science students of the University of Applied Sciences in Vorarlberg
(who according to Crate are potential users with at least the minimum of required prior
knowledge). Three test participants were studying in the fifth semester of the bachelor
of computer science and nine participants were students of the master of computer
science. The age of the test persons ranged between 22 and 56 (median 32). Two of
them were women, thus the gender ratio is unbalanced. But considering that according
to current statistics of the U.S. and the U.K. the number of women working in the IT
sector is much lower than the number of men6, therefore the unbalanced gender ratio
within the group of test participants seems appropriate.

6 According to the last update of the National Center for Women & Information Technology women
held only 26 % of the computing occupations in the U.S. in 2014, taking into account 500 U.S. based
companies [15]. With view on Europe, in the UK the percentage of women being employed as IT
and Telecommunications Professionals was at 12.2 in 2013 [16].
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Structure and Procedure. The test consisted of 12 different tasks the participants had
to process. Each task showed a cluster that contained 8, 50 or 100 nodes with 1 to 10
inhomogeneous nodes. The testing was structured into two parts, the first offered only
static pictures of the cluster as shown in Fig. 2 to solve the eight given tasks. In the
second part, the test users had to interact with the visualization (cf. Fig. 2) and therefore
got additional information and other views of the cluster.

As shown in Tables 1 and 2, the tasks 2, 6, 7 and 8 (static part of the test) contained the
same number of nodes in a cluster and the same number of inhomogeneous nodes with
the same percentage of deformation as tasks 9, 10, 11 and 12 (interactive part). Besides
the fact, that in the second part of the test the earlier described interactive elements have
been offered, the only difference between these two groups of tasks was the positioning
of the modified nodes. Thereby it’s important to emphasize that the changes of the
positions have been altered only very slightly, that on the one hand the positions can’t
be memorized, but on the other hand the single tasks still stay comparable.

Before each task, the test participants got a written task description on the screen,
instructing them to identify the node/s in a problematic state. For tasks 1, 2 and 9 they
additionally had to tell the test leader the reason why they thought the selected nodes
are in a problematic state. (How the problematic state of a node is represented and
subsequently how the test persons should define the nodes that are in a problematic
state wasn’t explained at all.) After task 10 and 11 of the interactive part, an online
questionnaire had to be filled out.

Used Software and Measurement Parameters. Five methods of data collection have
been used for the testing:

• As a basis for all the analyses the screen (including the mouse positions) has been
recorded during the whole test sessions.

• In order to gain precise data about where the test participants were looking at, the
eye movements have been recorded with an eye tracking system.

• To collect the data of the think-aloud method the test participants have been filmed.
• Further information about the subjective evaluation of the participants has been

gathered with a short online questionnaire. The questions concerned the easiness to
identify the inhomogeneous nodes, the helpfulness of the arrangement of the nodes,
the similarity of the inhomogeneous nodes to the homogeneous ones, the number of
nodes displayed and if the size of the nodes enabled a comfortable perception. The
questions had to be rated on a 5-point semantic differential (−2 to +2). Participants
also had to answer how the ideal values of the single axes of a node have been
developed (two answer options were given).

Data Analysis. The data of all 12 participants were included in the statistical analysis.
The amount of errors made was determined by measuring firstly how many deformed
circles in each task were not identified as inhomogeneous nodes (hereinafter “error type
1”) and secondly how many almost regular circles were classified mistakenly as
inhomogeneous nodes (hereinafter “error type 2”). The relation of identified inhomo-
geneous nodes to the amount of inhomogeneous nodes in each task was also calculated
and is displayed in percentage. The deformations of the inhomogeneous nodes were
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Table 1. Overview of the tasks of the static part of the test

Task
numbers

Number
of nodes
in the
cluster

Number of
inhomogeneous
nodes

Position of the
inhomogeneous
node/s

Percentage of
deformation in
comparison with the
radius of the ideal
value

task 1 8 1 left horizontal axis:
value below
average

30 %

task 2 8 1 left horizontal axis:
value above
average

40 %

task 3 8 2 bottom vertical axis:
value above
average

20 %

task 4 8 2 bottom vertical axis:
value below
average

20 %

task 5 8 3 bottom vertical axis:
value above
average

20 %

task 6 50 6 3 nodes: right
horizontal and
upper vertical axis:
value above
average;

3 nodes: right
horizontal and
upper vertical axis:
value below
average

25 %

task 7 100 10 5 nodes: right
horizontal and
upper vertical axis:
value above
average;

5 nodes: right
horizontal and
upper vertical axis:
value below
average

25 %

task 8 100 2 right horizontal and
upper vertical axis:
value below
average

50 %
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classified in hereafter so called “too small nodes”, which included the nodes that had at
least one value of the four axes below the average, and in hereafter so called “too big
nodes”, which had at least one value of the four axes above the average of the whole
cluster (cf. Tables 1 and 2).

To identify the strategy used to search for the inhomogeneous nodes eye tracking data
were analyzed. The results lead us to the two categorizations: The test participants used
either a “chaotic” or “line-based” strategy (cf. Fig. 3). The category “chaotic” con-
tained all participants who didn’t use an explicit line-based strategy. The categorisation
was done for each task with at least 50 nodes.

The answers of the questionnaire were transformed to values from 1 to 5, where 1
represented the positive end and 5 the negative end.

Table 2. Overview of the tasks of the interactive part of the test

Task
numbers

Number
of nodes
in the
cluster

Number of
inhomogeneous
nodes

Position of the
inhomogeneous
node/s

Percentage of
deformation in
comparison with the
radius of the ideal
value

task 9 8 1 left horizontal axis:
value above
average

40 %

task 10 50 6 3 nodes: right
horizontal and
upper vertical axis:
value above
average;

3 nodes: right
horizontal and
upper vertical axis:
value below
average

25 %

task 11 100 10 5 nodes: right
horizontal and
upper vertical axis:
value above
average;

5 nodes: right
horizontal and
upper vertical axis:
value below
average

25 %

task 12 100 2 right horizontal and
upper vertical axis:
value below
average

50 %
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Not all tasks were included in every analysis, since the percentage of deformation
of the problematic nodes wasn’t the same for all clusters as well as the ratio of
inhomogeneous nodes to the total amount of nodes in a cluster differed (cf. Tables 1
and 2). Which tasks are included is therefore stated for each step of analysis.

Statistical Analysis. Descriptive statistics was used to describe the amount and types
of errors the participants made. Independent Student’s t-tests were calculated to
determine if there are any differences between the cluster sizes (only 50 or 100 nodes)
regarding the subjective evaluation of the visualization system with the questionnaire.

A Pearson’s chi-square test was conducted to test for a relationship between the size of
the cluster and the method used to scan the cluster. Furthermore, Pearson’s chi-square
tests were calculated to test if there is a relationship between the cluster size and the
amount of identified inhomogeneous nodes as well as if there is any relationship
between the size of the inhomogeneous node (too small or too big) and the probability
that the problematic node is identified.

The significance level was fixed at the 5 % level. The statistical analysis was
performed using IBM SPSS Statistics Data Editor Version 23.0.

3.3 Results

Correct Identification of the Inhomogeneous Nodes. The average percentage of all
identified inhomogeneous nodes (ratio of detected inhomogeneous nodes to the amount
of inhomogeneous nodes per task) and of all too small and too big inhomogeneous
nodes were calculated once for all tasks and once for the tasks 6, 7, 10 and 11. If all
tasks were included in the analysis the participants identified 86 % of all inhomoge-
neous nodes compared to 75 %, if just the tasks 6, 7, 10 and 11 were considered. If the
type of deformation was regarded separately it can be seen that the percentage of
identified inhomogeneous too big nodes was 90 % (for all tasks) resp. 87 % compared
to 77 % resp. 62 % for the nodes that were too small.

Fig. 3. Exemplary eye tracking data: chaotic (left square) and line-based strategy (right square)
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After the first, the second and the ninth task, the test persons were asked to describe
orally, why they thought that the nodes they selected in the previous task are in a
problematic state. As shown in Table 3, the answers were classified in three categories.
For the right answers two categories were defined: If the test participants named the
axis (as described in the legend in the right upper corner) where the deformation took
place, the answer was right because it was the most precise answer they could give
(named as “right answer type 1” in Table 3). The second type of right answers contains
all answers where the test participants only named the deformation of the single circles
representing a node as the indicating parameter for the problematic state (named as
“right answer type 2” in Table 3). If a test participant didn’t name one of the previous
reasons, the answer was wrong (named as “wrong answer” in Table 3).

Pearson’s chi-square test revealed a significant association between the type of
deformation and whether the nodes were identified or not, χ2 (1) = 30.76, p < .001 as
well as for the size of a cluster and whether the nodes were identified or not, χ2

(1) = 3.88, p < .05. Based on the odds ratio, the odds of nodes to be identified as
inhomogeneous nodes were 3.92 times higher if they were too big than if they were too
small and 1.63 times higher if they were in a cluster with 50 nodes than if they were in
a cluster with 100 nodes. Tasks included in the analysis were task number 6, 7, 10 and
11 since they had the same amount of too big and too small nodes within each task and
all nodes had the same degree of deformation.

Error Rates. The average of the absolute value of errors of all 12 participants of type
1 and type 2 per task is displayed in Table 4. These results have been calculated once
for all tasks as well as just for tasks with a cluster size of at least 50 nodes and a
uniform deformation of 25 % (tasks 6, 7, 10, 11).

Table 3. Oral answers to the question why the test persons thought that the before selected
nodes are in a problematic state.

Answer Num. of persons that
selected that answer
after task 1 (n = 12)

Num. of persons that
selected that answer
after task 2 (n = 10)

Num. of persons that
selected that answer
after task 9 (n = 11)

right answer
type 1

3 2 8

right answer
type 2

8 8 3

wrong
answer

1 0 0

Table 4. Comparison of the error rate of error type 1 and type 2 of two different task groups

Tasks included
in the analysis

Error type
1 per task

Error type
2 per task

Error type 1 per
person per task

Error type 2 per
person per task

all tasks 9.8 8.5 0.8 0.7
tasks 6, 7, 10, 11 25.5 9.8 2.1 0.8
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As can be seen in Table 4 the error rate of type 1 increased from 0.8 per person per
task to 2.1 if not all tasks but just the more complex ones (min. 50 nodes, deformation
value 25 %) were included. This rise in mistakes wasn’t observed for errors of type 2
(0.7 to 0.8).

Half of the participants (6 persons) answered the question (of the questionnaire)
how the ideal values of the single axes have been developed correctly (through the
average of all nodes displayed at the same time) and five persons had chosen the wrong
answer (through a fixed value). One person thought that none of the two answers is
correct.

Strategy Used to Scan Through the Clusters. Table 5 shows how often the two
scanning strategies (chaotic or line-based) were used for different cluster sizes. All
tasks that had a cluster size of at least 50 nodes were included in this analysis (cf.
Table 5).

Pearson’s chi-square test to conduct if there is a relationship between the size of the
cluster and the strategy used to scan a cluster was significant, χ2 (1) = 7.03, p < .01.
Based on the odds ratio, the odds of using a chaotic search strategy were 5.4 times
higher for 50 node clusters than for 100 node clusters.

Table 5. Absolute values of used search strategies per cluster size (n = number of tasks)

Cluster size Chaotic Line-based

50 nodes (n = 2) 21 3
100 nodes (n = 4) 27 21

Table 6. Means, standard errors and p-values of the t-tests to compare different questions
depending on the cluster size

Question (categorisation of the answer) Cluster
size

M SE p

It was difficult /easy for me to detect the problematic
nodes.

(1 = easy, 5 = difficult)

50
nodes

2.83 0.83 1

100
nodes

2.83 0.83

The presentation of the single nodes was too small /too
big for a comfortable perception. (1 = too big, 5 = too
small)

50
nodes

3.12 0.58 .058

100
nodes

3.92 1.16

The presentation showed too many /too less nodes to
compare. (1 = too less, 5 = too many)

50
nodes

3.83 0.94 .65

100
nodes

4.00 0.85

The problematic nodes have been too similar to the not
problematic ones /the difference was large enough to
easily distinguish. (1 = large enough, 5 = too similar)

50
nodes

3.50 0.67 .67

100
nodes

3.67 1.15

176 V. Lechner et al.



Results of the Subjective Evaluation of the Visualization System. The t-tests
revealed only a significant difference between 50 node clusters and 100 node clusters
for the question, if the arrangement of the nodes was confusing or helpful,
t(22) = −2.11, p < .05. On average, participants rated the arrangement of the 50 node
clusters less confusing (M = 2.75, SE = 0.22) than for the 100 node clusters (M = 3.42,
SE = 0.23). The means, standard errors and p-values for the other questions can be
seen in Table 6.

4 Discussion

The results showed that all participants but one understood the visualization system
intuitively already in the first task in terms of recognizing that the shape of the nodes
represents the status of a node. After the 9th task eight participants answered the open
question why they thought that the nodes they have selected in the previous task were
in a problematic state totally correct (answers referred to the axis of the nodes). The
other three participants just mentioned the deformation of the nodes, which is also a
right answer, but not as precise as the other one. On the other side the question how the
ideal values of the single axes have been developed was just answered right by six
participants. This indicates, that the system can be operated by users even if they don’t
know how the ideal values of the nodes are developed, but recognizing the deformation
of the nodes is sufficient.

If all tasks were considered, 86 % of all inhomogeneous nodes were identified to be
in a problematic state but just 75 % if only the more complex tasks (at least 50 nodes
and more than two inhomogeneous nodes per cluster) were included in the analysis.
Interestingly was the result, that the type of deformation (too small or too big) seems to
be important for the identification of the inhomogeneous nodes, since 90 % (87 % for
the complex tasks) of the nodes that were too big were identified compared to just 77 %
(62 % for the complex tasks) of the nodes that were too small. This indicates that - at
least for our specific setting (regarding distance between the nodes, colours and display
size of the nodes) - too big nodes are easier to identify than too small nodes.

The analysis of the error types also revealed impressive results. If all tasks were
considered in the error rate analysis each participant didn’t identify 0.8 inhomogeneous
nodes per task as problematic ones (error type 1) and rated 0.7 of the circular shaped
nodes mistakenly as problematic ones (error type 2). If just the complex tasks were
considered, the amount of not identified inhomogeneous nodes rose from 0.7 to 2.1 per
task. This high increase of errors wasn’t observed for the circular shaped nodes that
were rated as problematic ones (increase from 0.7 to 0.8). Based on this results it can be
concluded that with increasing complexity more inhomogeneous nodes are overlooked
but not more homogeneous nodes are rated mistakenly as inhomogeneous.

For the subjective evaluation where the participants rated different aspects of the
visualization we expected some differences depending on the cluster size. The results
showed just a significant difference between the cluster sizes for the arrangement of the
nodes. The smaller cluster was rated less confusing. The easiness to identify homo-
geneous nodes was rated exactly the same for 50 and 100 nodes, it was neither
perceived as very easy nor as very difficult. The problematic nodes were neither rated
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as too similar to the problematic ones to easily identify them nor was the difference
rated as large enough. The participants rated the nodes as rather too small for a
comfortable perception and as rather showing too many nodes per cluster. On the one
hand it seems like the participants weren’t really satisfied, but also not extremely
dissatisfied with the visualization. But on the other hand, the dissatisfaction didn’t
increase significantly from 50 nodes to 100 nodes, even not for the statement if the
visualization showed too many nodes. The question arises, how the ratings would be if
the clusters were even bigger.

The analysis of the search strategy showed that a line-based search strategy is more
often applied for clusters with 100 nodes than for clusters with just 50 nodes. This
indicates that with a rising number of nodes the participants started to use a strategic
approach, probably because with a higher number of nodes the chance to overlook an
inhomogeneous node is bigger. The question arises, if a visualization tool that is
developed to give a quick overview of the cluster homogeneity should be scanned
line-based. It has to be said that the arrangement of the nodes in the clusters supported a
line-based strategy, since the nodes were arranged not totally chaotic but in horizontal
lines. It would be interesting, if a line-based strategy would also be used if this isn’t the
case. Further research is necessary to gain better insights which search strategy should
be applied to fulfil the task best and what kind of node arrangement best supports that
the users apply this particular strategy.

5 Conclusion

The test of the prototype implementation confirmed the usefulness of the selected
approach. Participants didn’t have problems to understand the developed visualization
tool intuitively without any explanation and performed at a reasonable well level for all
selected tasks. They performed even better compared to their subjective judgement.
Certainly, there is room for improvement of the presentation of the visualization e.g.
the users rated the nodes as rather too small for a comfortable perception. Further
research is necessary to confirm our findings and to see if our findings are also
applicable for bigger clusters.
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Abstract. Traditional methods to obtain user needs, such as interview, have
exposed the increasingly serious problem of bias and inefficiency when meeting
the blooming of users. This research tried to ameliorate the situation by mining
user-generated data and constructing corresponding user knowledge systems
with the help of modern technologies. With a photo-sharing website as a study
case, several techniques have been implemented, including image feature
extraction, content analysis and statistical calculation, to analyze users’ char-
acteristics and preferences. The results indicated that many of these techniques
are practical and effective for future research in user experience design. It is
foreseeable that the domain of this research can be expanded to text and voice to
construct a synthesis approach for ultimately understanding users.

Keywords: Image � Content analysis � User knowledge � Experience � Photo
sharing site

1 Introduction

In view of the considerable improvement of material living standard in recent years,
designers begin to pay more attention to emotional and spiritual elements in their
products and services. The major consideration of user experience design, or UED, is to
create satisfying, aesthetic and innovative products which constantly meet user’s needs
and even lead the trend of modern lifestyle. Therefore, it is important for designers to
understand user needs and further translate them into appropriate products. In the age
of the Internet, the presence of blogs, forums, wiki, SNS and RSS combining with
newly developed theories such as Six Degrees of Separation and the Long Tail, has
made user knowledge into an open, complex and adaptive system. In the current web
environment, there is an increasing diversity in the representing forms of user
knowledge, while users usually feel easy to accommodate this situation. The problem is
left to designers on both acquiring user knowledge and constructing corresponding
systems.

The key of user research is mining the needs buried deeply in users’ mind through
their language and daily behavior. Traditional methods, including questionnaire,
interview, observation, focus group and persona, achieve the goal through behavior
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observation and carefully designed conversation. Designers are required to have
empathy and an open mind throughout the process. Otherwise, bad expressions may
lead to different or even opposite answers, deviating from user’s reality.

To certain extent, traditional methods reveal user needs, but suffer from poor
efficiency and non-negligible influence of mood and environment. Hence, they are not
suitable for researching on massive users. On the other hand, the original knowledge
produced by users themselves better expresses their real thought. Big data technology
has made it possible and cheaper to study large groups of users. Till now, it is fre-
quently used in many fields like finance, online business, healthcare, social security and
smart city, comparatively rare in that of design.

Data mining can be a new aspect for extending the study of user experience and
user knowledge. This paper describes how to dig for user knowledge and understand
their needs by large-scale data searching and image content analysis technologies and
finally construct user knowledge system which ensures excellent user experience. The
methods described in this paper are also good references to other design research.

2 Methodology Description

2.1 Overview

This paper mainly elucidate how we apply image feature recognition and content
analysis technologies to obtain research variables, which are later estimated by sta-
tistical calculation, in order to acquire user knowledge and construct corresponding
system. The detailed research process is as follows:

• How to acquire user knowledge? When using certain products or services, users
would exchange information (namely words, images and voice) and this informa-
tion could be recognized as “user knowledge” since they directly reflect users’
demands. For instance, users of photo sharing social websites interact with each
other by uploading images, clicking “like”, commenting and reposting. In the
process of this type of interactions, users undoubtedly leave “internet footprints” as
a part of user knowledge, which manifest their attention and preference.

• How to acquire users’ footprints? In short, one could apply respective techniques
to figure out the footprints left by users. For example, equipped with public pro-
gramming interfaces exposed by relevant websites (e.g. WeChat API) and web
crawler programs, one is able to get users’ information such as images, texts, and
voice, under certain agreement of privacy. The emerging of new technologies
fulfills the purpose of image analysis, broadening the area of information capture
and analysis.

• Analysis methodology and tools. Three main methods have been exploited,
including image feature identification, content analysis and statistical calculation.

2.2 Details of Three Methods

Image Feature Recognition. Three particular tools fall into this category.
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Analyzing tools for color spatial distribution. Based on pixel RGB values of sample
images, this tool generates color spatial points and conducts clustering and
dimension-reduction processing through vector calculation and principal component
analysis. The result can help researchers analyze variation in color characteristics of
samples from different users.

Extracting tools for sample dominant color tone. Based on the calculation of pixel
color features, this tool respectively generates the entire color constitution, by which
the dominant 80 % colors of raw samples can be represented (Fig. 2). After that, it will
conduct batch processing analysis and generate a form for each sample, manifesting its
dominant color tone for following analysis of multi-dimensional color deviation
(Fig. 1).

Analyzing tools for the similarity of sample dominant color tone. Depending on
sample dominant color tone data, this tool calculates the dominant color tone similarity
between each pair among 574 samples and generates csv format files as the input of
statistical calculations in MDS analysis.

Content Analyzing Technology. Content analysis is a technology which analyzes the
content of samples and generates a structured variable system to describe these samples
by means of tags. The tags demonstrate the category and order description of the
samples, in order to support future statistical analysis and search for similarity or
differences.

Fig. 1. Extracting tools for sample dominant color (Color figure online)

Fig. 2. Analyzing tools for the similarity of sample dominant colors (themeDistComputing
Tool_v1).
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Base on the overall analysis of samples, several descriptive variables have been
proposed and labeled. In the scope of this research, all labels fall into one of the
following six categories: picture type, picture theme, composition, means of expres-
sion, light and shade, image style.

Next, we introduce the notion of matrix of metrical data which is by definition a
table for managing samples and corresponding variable labels. All assignment of values
to variables results from combination of image feature and artificial labeling. Based on
this matrix, all data is imported into SPSS after necessary normalization for next
descriptive statistical analysis and advanced calculation.

Statistical Calculation. Statistical calculation provides a way to discover the internal
relation between objective elements shown by pictures and subjective recognition of
users, by means of clustering, multi-dimensional analysis and some other tools.

Correspondence analysis is the main statistical method used in this research. The
connections between variables are represented graphically by interaction summary
table. This analysis technique is suitable for situations with many qualitative variables
in which connections between these variables of different categories is to be estab-
lished. SPSS is a prevalent software for this kind of analysis.

Nowadays correspondence analysis is widely used in early-stage concept design-
ing, in areas of developing new product, market positioning and advertisement. It has
become an important tool for designers and market researchers to solve the problem of
evaluating product property, competitor and targeting market.

3 Case Study of Photo Sharing Websites

Benefited from massive data mining technology, we selected a popular use case to
launch our study which concentrated on constructing user knowledge of photo sharing
websites and further analyzing the needs and psychological features of their active
users.

Many user actions can be regarded as the process of producing user knowledge,
including uploading photos and social operations such as clicking a like, commenting
and reposting. In this scenario, user knowledge lies in the images, text and user actions.
Although text usually indicates the exact thought of users, understanding the meaning
by programming is very hard and most importantly text cannot reflect the relation
between the image itself and users’ judgement on it.

After careful consideration, the popular images in photo-sharing websites were
chosen as the main object for studying, fulfilling the purpose of mining information
apropos to images itself, user preferences and their relation.

3.1 Selecting Target Website

There are many well-known photo-sharing websites including Instagram, Lofter and
Flickr by Yahoo. We finally chose Flickr after comparing the foundation date, number
of users and some other aspects. Flickr is an image hosting and video hosting website
and the web services suite was created by Ludicorp in 2004, acquired by Yahoo in
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2005. It offers preeminent services including picture uploading and storing, classifi-
cation, tagging and searching. Users need to fill in their profiles after registration and
the profiles can help us in future study.

In the uploading process, users are required to give the picture a title, a description
and some tags. For managing photos more effectively, users can create “set”, which is
similar to a photo album.

Users of Flickr have vari-
ous background, from profes-
sional photographers to PS
amateur. All of them enjoy
uploading their favorite pho-
tos, adding tags and descrip-
tions and creating sets for
them. Social operations are
even more popular since
everybody loves discovering
beautiful pictures and grab-
bing attention of others
reflected by the number of like
and comments. The feature of a particular user can be revealed by the pictures s/he
likes and hottest pictures manifest the inclination of most users. As a result, these
hottest pictures provide us an effective way of getting the features we are studying,
analyzing user disposition and finally construct user knowledge system of the website.
The purpose of this study is exploring the type and features of popular pictures shared
by Flickr users and describing their behaviors in Flickr (Fig. 3).

3.2 Process of Research

Flickr holds an annual show named “best shot”, selecting the most popular pictures of
that year. We selected pictures from “2015 best shot” to narrow down the sample
domain. Totally 574 pictures were filtered out through our crawler programs because
they receive more than 99 comments or likes.

Based on previous state-of-the-art studies, we divided all labels into 6 categories.

• Picture type: daily; documentary; black and white; art; portrait; landscape; abstract;
report;

• Picture theme: natural scenery; animals and insects; flowers and plants; still-life
objects; character portrait; cultural construction; scene of stories; light rhythm;

• Composition: nine-squared; diagonal; symmetry; frame; guide line; dynamic; tri-
angle; photographic subtraction; special angle; repetition; vertical; curve; slash;
centripetal; change; S-shape; open type; balance;

• Means of expression: simplification; choice; comparison; contrast; scenery depth;
background; lines; balance; motion; perspective; reflection;

Fig. 3. Flickr website

184 N. Liang et al.



• Light and shade: backlight; soft light; capture light; appropriate exposure; contrast
of exposure level; low angle light source; regional exposure; multicolor contrast;

• Image style: traditional nostalgic, romantic, solemn and elegant, deep and solemn,
easy dial, decorative arts, comparison of cool & warm, open magic, scarce unique,
novel and creative, human sensations, rhythm, non-mainstream

In order to synthesize tag information, the matrix should be transformed into
questionnaire. Some experts in both design and photography assigned the tags shown
above to the 574 samples based on certain principles explored in previous studies.

With the 574 samples and their tags, the matrix of metrical data was established, a
measure method previously mentioned. The matrix was being imported to SPSS latter
(Fig. 4).

4 Result

4.1 Result Evaluation of Image Feature Identification

According to the design of research previously described, the research of image fea-
tures mainly involves feature extraction of the samples. The extraction job includes:

Make quantitative analysis based on color attributes of the sample (sample pixel
RGB value). The main research steps include extracting the dominant color tone.
According to the specific features of samples, the composition of the picture usually
differs in many ways. Some of them possess a conspicuous dominant color tone while
others are composed of many colors. Whatever, the number of dominant color tones of
certain sample is able to represent 80 % of its color information.

The representative color tone of samples is evolved from all dominant color tones,
which is used to analyze similarity between samples.

Fig. 4. Matrix of metrical data
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The distance between the color tones,
which occupies relatively larger proportion of
dominant color tones, is calculated based on
the composition of each sample.

Figure 5 illustrate the similarity of the
positioning of color space, based on our cal-
culation and analysis.

Figure 6 illustrate the similarity analysis of
dominant color tones, by the MDS multi-
dimensional scaling function of themeDist
ComputingTool_v1.

In Fig. 7, it is obvious that all of the sam-
ples shows remarkable patterns on positioning
distribution of dominant color tone similarity.
Based on the distribution of scattered plots, a
two element regression equation is obtained by
two order curve fitting:

y ¼ �0:2þ � 0:27 � xþ 0:53 � x2

To make the distribution pattern of the result more easily determined, researchers
supplement information for Fig. 8 and 574 dominant color tone palette which are also
positioned to the corresponding scattered positions.

We found that despite the differences in properties and content among the 574
samples, a significant pattern exists in the features of visual cognition of dominant
color tones. The pattern was represented by the mild gradient of brightness from
darkness on the left to brightness on the right. However, no obvious pattern was
recognized in vertical dimension. In addition, the significance of saturation in center
and center-right areas in the U-shape curve area is higher than that in other areas.

Fig. 5. The similarity of the positioning
of color space. (Color figure online)

Fig. 6. Theme Color Position-1. Fig. 7. Theme Color Position-2 (Color figure
online)
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To sum up, it is convincing that the 574 samples primarily reflects differences in
saturation and color temperature in terms of color properties, based on the result of
color space positioning analysis and dominant color tone similarity MDS analysis.

4.2 Result Evaluation of Statistical Calculation

Recall previous discussion, correspondence analysis is the main method in this
research. The location map analysis, resulting from 574 samples in all dimensions, is
discussed below. Among all the dimensions, abundance of color tones is particular
interesting so that the first part of this section makes a comparison between it and other
dimensions while the second part discusses results within the other dimensions.

Abundance of Color Tones Compare to Other Dimensions
Picture Theme. Picture Theme The sig value is 1.000a, which indicates that there’s

no significant relation between picture theme and tone abundance. No typical pattern is
recognized in the distribution of the sample from different topics. In addition, the theme
of still life objects is rare in the sample.

Composition. The sig value is 1.000a, one can see that most types of the compo-
sition is in a relatively concentrated manner while the diagonal type and curves type are
relatively rare (Fig. 9).

Means of Expression. In this figure, excepting the line type, the performance is
similar in the majority of the sample (Fig. 10).

Light and Shade. The sig value is 1.000a. There is no obvious correlation between
lighting and tone abundance in this dimension. Meanwhile, low angle light source is
more unique due to the special angle (Fig. 11).

Image Style. The sig value is 1.000a. Image style and tone abundance have no
significant correlation. However, the rhythm is relatively rare (Fig. 12).

Results Within Other Dimensions. Overall, three common features were found
through all 574 samples. Firstly, in terms of the type, pictures about scenery or daily
lives ranked the highest; then follows art, documentary and portrait; report and abstract
had the least quantity. Secondly, for the composition, most samples were showed in a

Fig. 8. Picture theme Fig. 9. Composition
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way of nine-squared or symmetry, which is associated with human aesthetic physio-
logical characteristics. People like pictures which are concisely composed with a cer-
tain guidance or restriction, such as radial line, leading line, diagonal, or frame. The
third common feature lies in image style. The most popular pictures are usually unique
and relaxing. Nostalgic, romantic, solemn, aesthetic and novel ingredients are welcome
as well. In contrast, popular pictures are scarcely in themes of rhythm, contrast or
humanity.

The four results of specific analysis are shown in following figures.

Picture Type Compare to Image Style. The correspondence analysis of picture type and
styles, with 574 effective samples and Sig value zero, indicating that there is a sig-
nificant correlation between the type and the style.

The common aesthetic taste of inclin-
ing scenery and daily type of pictures was
very likely being developed along with the
evolution of human beings. Analysis of
this type indicates that ancient prairie
scenery, composed by fresh grass, low
jungles and winding streams, gives com-
fortable and congruent feelings to people
living in nearly all places. People often
find senses of identity from documentary
and portrait paintings, making it the sec-
ond popular type. Abstract pictures are
only appreciated by a small group of
people (Fig. 13).

The result also shows that there’s a
common mapping between image content
type and means of expression. Sceneries are normally expressed through romantic,
solemn, elegant or temperature contrasting styles, portraits by nostalgic and
black-white ways and artistic pictures by decorating, novel, open magical ones.

Composition Compare to Image Style. In the correspondence analysis of this com-
parison, 562 effective samples leaded to a sig value of 0.005, suggesting a significant
connection between image style and composition (Fig. 14).

In the history of human aesthetic, nine-squared and symmetric have occupied their
place in composition. Famous historical buildings, from Gothic to Chinese style, are

Fig. 10. Means of expression Fig. 11. Lights and shade Fig. 12. Image style

Fig. 13. Picture type&Image style
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designed to be strictly symmetric. Cen-
tripetal, guide-line, diagonal and frame are
also prevailing metamorphism of symmetric.

The paring of romantic with symmetric,
traditional with vertical, nine-squared with
temperature contrast, can serve as a good
reference for future composition designing.

Light and Shade Compare to Image Style.
Scarce unique and easy dial are the two most
welcome styles. The pessimistic nature of
deep and solemn and the direct definition of
non-mainstream causes the lack of attraction
to the majority (Fig. 15).

Considering both dimensions, there’s
significant relation between backlight and solemn, capture light and temperature con-
trast, regional exposure and elegant. Appropriate exposure is suitable for many styles,
including romantic, human sensations, traditional nostalgic and easy dial.

Composition Compare to Light and Shade. Soft light pictures typically adopt
expressions of S-shape, triangle, open type and centripetal. Diagonal and guide-lines
are mostly used in photographic subtraction, while appropriate exposure in balance.
Soft light and contrast of exposure level are totally opposite shown in the figure,
indicating the thorough difference (Fig. 16).

5 Conclusion

By extracting features of the sample images, analyzing the contents of semantic tags,
looking for common features in popular images which hold relatively high degree of
users’ attention, and studying the corresponding relationship between each label; this
essay tends to figure out why users are paying more attention to landscape images. In

Fig. 14. Composition&Image style

Fig.15. Light and shade&Image style Fig. 16. Composition&Light and shade

The Exploration of User Knowledge Architecture 189



addition, users favor composition balance, nine-squared format, with proper exposure,
backlight or the way of capturing light. Besides, users also prefer the traditional nos-
talgia, deep dignified black and white photos or portraits; Photos they like range from
lyrical romantic, lively, unique landscape to the daily theme; Over and above, users are
also interested in innovative photos as well as open magic art photos.

These findings are significant for the construction of photo sharing site user
knowledge. In the future, against such users who like sharing photos on these photos
sharing websites, you can understand the relationship between the key themes of their
favorite pictures, the composition and expression, light and shadow, style and tone.
Designers can learn the preferences and needs of such users through first-hand detailed
and reliable data to apply to other designs designed for this kind of user.

In this study, the method used is construction of user knowledge system by ana-
lyzing user behavior among those who like sharing pictures. This method can also be
used in many other aspects of the behavior of keywords. For example, in the field of
advertising communication, product packing design and all other users knowledge
mining areas related to pictures.

In this study, the construction of the user knowledge mining method is different
from the traditional method of user experience. As a result, it can be used in many
aspects and fields to establish the user knowledge system based on general charac-
teristics of different users’ needs, concerns, and thus facilitating designers’ working
process. When identified certain feature of the keyword behavior of the user, designer
can quickly draw from the user knowledge bank to find effective and usable research
data for reference to aid their design decisions.

Mining and Construction of such a user’s knowledge system can be
time-consuming in the early stage. However, once the user knowledge bank has been
set up, it will not only facilitate the designer to effectively understand the needs of users
and help decision-making, but also makes it easier for multiple designers in one single
design projects to understand the common goal. In this way, the design consistency
among several designers can be ensured and it saves designers time in reducing
communication costs and in the end largely improves the communication quality.

This study mainly introduces the user knowledge, image mining method. What
remains to be analyzed is the construction of other points of the user knowledge, such
as text and sound. It is an area which still worth further studying and forms general
research methods and theories. These aspects can be used as subsequent supplementary
research for user’s knowledge system construction.

A well-established user database is built on both the traditional method and the
innovative new one. Getting to understand users’ need from multi-dimensional per-
spective of big data method as well as the traditional way of conducting interview,
survey and focus group seems to be the new trend. However, this essay deems that the
new method of construction is fundamental to this trend while combined with the
traditional method will make it better.
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Abstract. Open data (OD) use and the opening of data have become
major strategic objectives in different communities. Nevertheless, the
potential of OD is still not leveraged in many areas. In this work, we
focus the OD impact information systems research. We review the respec-
tive literature for different domains of OD research and analyze cases of
data-intensive decision support systems in transportation as well as open
research grid systems. The resulting changes, challenges, and opportuni-
ties that OD causes are categorized according to different OD activities in
IS research. Hence, they may serve as an agenda to foster OD practices,
platforms, and administration in the area.

1 Introduction

In research, open data (OD) is considered as a transitional term in the process
of defining how scientific data may be published and re-used without price or
permission barriers [16,18]. Technological development has made it increasingly
convenient to share even big and dynamic data in various relations between
individuals and organizations under the OD paradigm. Companies share data
with customers and developers, governments share data with citizens, researchers
work on OD and share data they created, and many more examples can be
observed. Applications are documented in transport [13,20], health care [12],
e-government [14], and other domains. In contrast, an OD movement in sci-
ence claims that information processing habits of scientists dramatically lag this
development [5] and wants science to be understood as a public enterprise with
open doors. The mounting presence of open data poses the question how research
practices will change when data is on the edge from proprietary good of single
researcher or research group to free public resource. Molloy [17] and Vision [24]
explicitly address this question. While Molloy discusses specific principals for OD
c© Springer International Publishing Switzerland 2016
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in science, Vision points out that open data may alter centuries-old social con-
tract governing scientific publishing. In general, literature provides a significant
body of theoretic foundations on the topic. However, there is little work that
evaluates the impact based on cases. In this paper, we make use of the theoreti-
cal hypotheses and evaluate them for the case of OD based research on decision
support for data-intensive vehicle sharing systems. In the following, we present
relevant literature on OD research, three distinct cases of OD use in IS research,
a discussion on OD shifts in information systems (IS) research, and conclusions
drawn from the study. After the literature review in Sect. 2, we introduce cases
of data-intensive systems in decision support research and open research grids in
Sect. 3. On this foundation, Sect. 4 discusses changes, challenges, and opportu-
nities arising with OD emergence. Finally, Sect. 5 concludes the study and gives
an outlook on future research.

2 Open Data in Research

Research on OD can be classified in four major domains. First, studies that apply
OD to develop methods, approaches, and generate results that fundamentally
depend on the usage of OD are observed. These studies often do not explicitly
discuss the contribution of OD for their research, but still provide significant
insights on the value and importance OD in science. Second, research that focuses
on the development of platforms, communities, systems to gather and provide
OD for their users. These endeavors also cover the challenge to link OD on the
Internet. Third, studies that examine the use of OD in different communities
and institutions such as science, government, or enterprises. Fourth, endeavors
that examine social and technological impediments of OD implementations. In
the first domain, a plenty of studies can be found in decision support systems
(DSS), public systems, and research systems. OD use cases in respective systems
are discussed in detail in Sect. 3. A vivid example for related research is provided
by the smart* project [2]. This project is based on a system that gathers data
from three real homes to enable an in-depth data analysis, e.g., time-dependent
electricity usage for every plug load, rather than collecting abstract data for a
larger set of households. Both, the tools for data collection and the generated
data sets, are made openly available to encourage the design of future sustainable
homes.

In the second domain, the OD project DBpedia stands out [1]. The project
uses Wikipedia articles and data tables to generate structured OD available on
the Web. This enables all kinds of users to perform sophisticated queries on
the generated datasets. Another glaring example for OD platforms is the cBio
cancer genomics portal [6]. The portal provides access to more than 5000 tumor
samples and enables cancer researchers to use the complex genomics data for
their studies. To multiply the positive effects of OD on the Internet, researchers
are engaged to link OD platform and portals [3,4]. Bizer et al. [4] describe the
application of semantic Web techniques to interlink OD on the Internet. These
techniques enable an automated linking process of OD sets on the Web. Bauer
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and Kaltenböck [3], on the other hand, provide a guide with case studies of linked
open data. A semantic Web approach for linked open geographical data based
on OpenStreetMap is introduced by [23].

In the third domain, OD use in science and public administration are the
dominating topics. Boulton et al. [5] frankly lament that research habits in deal-
ing with data dramatically lag behind the information technology progress made
to improve science by means OD. The authors describe a kind of protectionism
of researchers in dealing with data stating: “Scientists have tended to regard
their data as personal property. After all, it is they who worked hard to gener-
ate it and ownership has never been seriously challenged.” Next to this work,
there are numerous other studies that claim a new research culture around OD.
Murray-Rust [18] reviews the need for OD in science and discusses examples of
OD use as well initiatives to formalize the right to access and re-use scientific
data. In the same realm, Molloy [17] is convinced the more data becomes openly
available the more efficient the scientific process will be to serve the society. The
author discusses the so called Panton principles for OD in science. On the other
side, public administration OD is discussed for e-government [14] and health
care [12]. These studies also take a critical perspective on the ethics, economics,
social, and political effects of OD use.

In the fourth domain, social and technological obstacles as well as opportuni-
ties of the OD movement are discussed. Zuiderwijk et al. [27] provide an overview
of socio-technical impediments of OD. Based on literature, interviews, and work-
shops the authors derive 118 OD adoption issues. Reichman et al. [19] examine
the potential of open data for ecology and distinguish technological challenges
like heterogeneous data and sociological challenges, e.g., adequate rewards to
encourage data sharing. Janssen et al. [15] gather qualitative data based inter-
views and workshops to analyze benefits and adoptions barriers of OD. This
work reveals wrong views and myths on OD.

3 Open Data Use Cases

As shown in Sect. 2, OD is viewed from different angles in research. Subse-
quently, we discuss cases of data-intensive decision support systems (Sect. 3.1)
and research grid systems (Sect. 3.2) to shed some light on different domains.

3.1 Decision Support Systems in Transportation

Major applications of public and commercial OD are examined by research on
DSS in transportation. For instance, free-floating car-sharing systems (FFCS)
face a rapid growth, making car sharing an attractive alternative to a self-owned
car. Literature has furthermore demonstrated that, like in bike-sharing, FFCS
tend to get imbalanced and system providers are challenged to reposition vehi-
cles in an economic and eco-friendly fashion. The business model and related
decision support research make use of OD provided by the system provider. To
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encourage app development and to enter social network (SN) communities, sys-
tem providers, such as car2go, started to provide web based interfaces that offer
comprehensive real-time OD from their systems. This creates new opportunities
for researchers to develop smart strategies and optimization algorithms to guide
relocation and balancing attempts in car sharing [13,20]. In addition, access to
SNs enables new forms of sharing. In FFCS, SNs can, e.g., connect users, com-
bine trips, help to share demand, and relieve high demand areas in car sharing
systems. Thus, OD enables an integrated approach for decision support in bal-
ancing FFCS and evaluating user-orientated relocation strategies based on SNs.
A Facebook-based app may facilitate ride sharing based on open provider data
and user-based relocations. For the demand analysis, a clustering approach may
be used to model car2go demand data and support effective relocation plans.
Furthermore, demand forecasts and real-time data from the system provider can
serve in an integrated decision support approach to control the application of
relocation strategies. For the evaluation, a simulation study may use booking and
availability data from a provider like car2go [13]. This paves the way for new
approaches towards short term forecasting of FFCS demand and an integrated
decision support approach for relocation in FFCS with a quantitative analy-
sis of costs and emissions for various relocation strategies using real-time data.
The case study clearly demonstrates that the OD based car sharing provides
more options for decision support research. Here, forecasts could be improved
significantly based on extensive real-time data, and a potential app could be
interfaced for future ride-sharing. Moreover, the data availability also grants
that researchers can easily replicate the conducted studies and enrich them with
their own ideas.

While FFCS may be an obvious application of OD based DSS research, there
are more cases in the transportation area in which DSS leverages new OD avail-
ability. For instance, airport emissions have recently received plenty of attention
by regulators, airport operators, and researchers developing approaches for envi-
ronmental sustainability. Empirical research has shown that airside or ground
operations form a significant percentage of overall airport related emissions [25].
Among those operations, taxiing is one of the most emission-intensive processes,
closely related to the initiating pushback process – that in many cases determines
the taxiing duration [22]. Thus, various approaches to reduce taxiing emissions
have been introduced recently [22,26]. Possible approaches to tackle this problem
are simulation and optimization models for an effective management of push-
backs as a resource at the airport. Promising relocation models [13] and adop-
tions of the vehicle routing problem [21] have been proposed for related problems
in different domains. To produce realistic results, such approaches need realistic
data on airside operations such as pushback movements and aircraft movements
during taxiing. Other than that, proposed approaches are not able to model a
comprehensive planning environment for airside operations and pushback avail-
ability would rather be understood as an input for taxiing planning. Fortunately,
OD on airport ground movements became available for various airports [11]. It
is proposed to plan taxiing in order to minimize waiting times and emissions and
to schedule pushbacks on that basis. For this approach, pushback vehicles need



Open Data-Intensive Systems 197

to be relocated according to their position and the position of the aircraft sched-
uled for taxiing. This data is also available as OD. Respective algorithms are
applied in a realistic simulation environment for airside operations with proba-
bility distributions derived from OD and evaluated for real-world cases of various
airports. In this case, OD allows easy real-time data access for airside operations
visualized in a map. Based on this information, comparisons between different
airports can be conducted easily.

3.2 Open Research Grid Systems

Distributed data grids enable users to store, access, and download large amounts
of data for research purposes as open research data. These data grids serve OD
using open technologies that constitute an e-research platform for open use of
data. Distributed data grids are also linked to each other in the form of a network
to form larger federations. They mainly serve research communities interact-
ing with distributed data grid federations. These communities include biology,
physics, earth system modeling (ESM) and other research areas. The researchers
or the end-users interact with the data grids for research purposes. The end-users
perform operations such as finding data, downloading data, visualizing data and
processing of data amongst other operations. Interaction of the end-users with
the data grid interfaces is not always smooth; generally users face various prob-
lems while interacting with data grids [7].

These systems have been evolving from the technical test-bed to service ori-
ented systems [9]. The organization, function, technical-architecture, data man-
agement, high performance computation facilities, usability, and level of inclusion
of users have been constantly on a change. In order to meet the change, there
have been numerous challenges that span from technical impediments to political
problems. At the same time, there are number of opportunities of improvement
and further development that are associated to challenges and changes. In this
paper, we take an example of a well-known e-research facility called Earth Sys-
tem Grid Federation (ESGF) that is serving data projects in climate science
domain. ESGF facilitates to study climate change and impact of climate change
on human society and earths eco system. It has currently 27000 users, mainly
researchers [8]. There have been organizational changes proposed in ESGF that
facilitate collaboration amongst partners such as user support working team. It
is evident from the observations that the aspects of usability and user experi-
ence within e-research facilities especially in climate science need improvement
[8]. Moreover, ESGF needs to scale with big data produced by higher reso-
lution models, satellites, and instruments [9]. The server side functionality is
expected to be expanded. Server side processing through WPS (climate indexes,
custom algorithms) is needed and computer scientists are working on that as
well as expanding the GIS mapping services for climate change impact stud-
ies at regional and local scale. ESGF is making advances to facilitate a model
to observations, inter-comparisons, and expand direct client access capabilities.
The need for increased support for OpenDAP based access is felt by the ESGF
development team and it is expected to meet this need in the next few years
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[9]. Tracking provenance of complex processing work flows for reproducibility as
well as the origin of data sets is a major challenge and ESGF has some top sci-
entists working on that [9]. At the same time, ESGF intends to package virtual
machines for cloud deployment and instantiate ESGF nodes on demand for short
life-time projects. As the data demands increase, ESGF is creating an environ-
ment with elastic allocation of back-end storage and computing resources. In the
future, ESGF will cover other scientific domains such as health sciences, biology,
chemistry, energy as well radio-astronomy [10]. With these additions of domains
more users will be using the ESGF e-research facility, making usability and user
experience very important. Consequently, there are opportunities to invest to
enhance the user experience and customized interfaces to attract not only more
and more researchers, but also other interested public who want to know and
contribute to climate science by accessing or modifying climate open data.

4 Evolution of Open Data in Information Systems
Research

Based on the literature review in Sect. 2 and the use cases in Sect. 3, we derive
changes initiated by emerging OD and discuss challenges and opportunities that
go along with it. Table 1 lists those items and distinguishes OD practice, provi-
sion, and administration in IS research.

Changes in OD practice predominately relate to an equal right of access that
goes a long with fact that pure data will no longer perceived as the property or
achievement of a researcher or a research group. Also the validation and repli-
cation of academic work is eased, creating opportunities as transparency and
transforming data into a public resource or infrastructure. Furthermore, effi-
ciency in scientific work may benefit from data re-use, simplified collaboration,
real-time data access, and pre-processed data. Nevertheless, successful OD appli-
cations have to overcome a number of challenges. Data availability depends on
the development of the right incentives for data sharing and breaking habits of
data protection as well as finding publisher agreements data sharing. Moreover,
data quality assurance needs to grant data validity and complete information
about the data sets. Further challenges relate to data pre-processing that often
requires sound statistical skills. OD provision, on the other hand, is character-
ized by connected data structures and Web-based access. This goes along with
opportunities for combination of data, data re-use, and standards development.
Furthermore, users may generate data structures and enrich data using apps
or social networks. On the contrary, challenges are created by data acquisition,
opening data, infrastructure costs, and establishing the OD network. Especially,
for the discussed data-intensive systems, a scalable server architecture is needed.
This also entails indexing, meta-data generation, and semantic Web approaches.
Finally, OD enables an administration with simplified knowledge transfer, addi-
tional user services, and accountability. This may also lead to improved visibility
and user services for the administrating organization, triggering participation



Open Data-Intensive Systems 199

Table 1. Development of OD practice, provision, and administration in research

Category Changes Opportunities Challenges

OD practice equal right data access more efficient science incentives for sharing

data no longer property transparency habits of protectionism

data no longer achievement eased collaboration publisher restrictions

eased replication data re-use data quality assurance

eased validation pre-processed data incomplete information

real-time data access data validation

data as infrastructure data pre-processing

statistics often required

OD provision connected data structures combination of data opening data

Web-based access data re-use organizing OD network

standards development data acquisition

user based structures infrastructure costs

data enrichment indexing

meta-data development

semantic Web

OD administration eased knowledge transfer improved visibility definition of OD rules

additional user services improved user service data governance

accountability trust generation user support

participation privacy legislation

triggering innovation security

data ethics

and innovations as well as generating trust. On the side of challenges, nonethe-
less, the definition of OD rules is a major issue that also needs to capture data
governance, privacy legislation, data ethics, and security. Moreover, user support
needs to be taken into account.

5 Conclusion

The general benefits of OD use in science and other domains are widely acknowl-
edged. Nevertheless, OD is still far from being a standard in information sys-
tems research. We have reviewed the OD literature and analyzed three cases of
data-intensive systems to organize changes, challenges, and opportunities that
OD generates in the field. We found that, despite the widely accepted immense
potential, there are still some significant challenges to overcome until open data
becomes an IS research standard and its prefix may be abolished. Though, OD
is often seen as temporally limited expression that will vanish as soon as related
practices have become standard. Hence, future work may also include an analysis
of open science – where not only data, but also analyses and methods are shared
to provide better transparency and reproducibility of results.
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Abstract. This paper reviews theoretical research and projects in data repre-
sentation that use different sensory modalities, embodiment, physical objects,
and immersive environments. Other topics include the impact of cross-modal
perception on data representation and the role audiovisual aesthetics play in the
interpretation of data. Research has shown that cross-modal perception enhances
sensory stimuli. Sound, touch, gesture, and movement engage the user and
create holistic environments that provide multi-dimensional representations of
complex data relationships. These data representations include data sculptures,
ambient displays, and multisensory environments that use our intuitive abilities
to process information from different sensory modalities. By using multiple
senses, it is possible to increase the number of variables and relationships that
can be represented simultaneously in complex data sets.

Keywords: Multisensory data representation � Cross-modal perception �
Information aesthetics

1 Introduction

There are numerous visualization tools that make it possible to represent complex data
sets using two-dimensional diagrams, animations, and virtual models. Interactive
functions allow users to filter, sort, and compare different sets of variables to highlight
specific relationships. Microsoft Excel, Tableau, and Google chart tools and Fusion
Tables are just a few of the tools users can access to visualize and share data. Pro-
gramming environments for data representation include Processing (http://procssing.
org/), which designers and artists favor for creating animated visualizations that exist
outside the browser, and D3.js (http://d3js.org/), which was launched in 2011 by the
Stanford Visualization Group and includes a JavaScript library for creating web-based
interactive data visualizations.

However, three-dimensional data visualizations that incorporate tactile objects,
physical spaces, and blended spaces (that integrate virtual and physical data repre-
sentations) can enhance our understanding of data relationships by tapping into our
intuitive abilities to process data by using multiple senses. These representations use
symbolic, iconic, and indexical references to data which may be defined by different
sensory modalities [1]. Three-dimensional models incorporate interaction, kinesthetic
design, embodiment, cross-modal perception, and multimodal semantic structures that
define a new type of information aesthetic.
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2 Three-Dimensional Data Representation

There are several forms of three-dimensional data representations that incorporate
physical objects or physical space. Data sculptures are data-based, physical objects that
signify data relationships [2]. They can range from three-dimensional extensions of
two-dimensional graphs to unique abstract forms and metaphorical representations.

Research has shown that external representations can enhance our understanding of
numerical tasks [3]. Vande Moere and Patel [4] demonstrated that physical data
sculptures create dynamic narratives that illustrate process as well as outcomes. Data
sculptures can represent quantitative relationships and qualitative information such as
emotion and context. Physical materials or objects can represent literal connections
with the data variables. For example, one of the data sculptures cited by Vande Moere
and Patel [4] uses different types of cables (electric, electronic, headphone, phone,
coaxial, and network cables) to construct a physical timeline that represents an indi-
vidual’s daily activities that use cables (pp. 10–11).

In interaction design, interfaces that use tangible connections to the physical world
engage the senses and augment the learning experience [5, 6]. Dourish [6] noted that
interaction with physical objects enhances cognition because tangible computing “is a
physical realization of a symbolic reality, and the symbolic reality is, often, the world
being manipulated.” [p. 207]. Tangible interface designs can be applied to
three-dimensional models and metaphorical references for data representation. For
example, haptic interfaces can use inertia, force, torque, vibration, texture, and tem-
perature to represent data variables and relationships in the physical world. Haptic
interfaces enable users to interpret spatial relationships through the sense of touch.
Palmerius [7] pointed out that “our sense of touch and kinesthetics is capable of
supplying large amounts of intuitive information about the location, structure, stiffness
and other material properties of objects” (p. 154).

Three-dimensional virtual models can be integrated into the surrounding physical
space, allowing users to move in and around data representations projected into the
environment. These environments may include ambient displays that turn elements in
the surrounding architectural space, including physical objects, gases, and liquids, into
“interfaces” that represent data [8]. Ambient displays communicate specific details as
well as general information about the data variables and relationships. Data can be
represented by different forms of sensory stimuli and create multiple levels of per-
ception that lead to alternative perspectives and a holistic understanding of the infor-
mation. Visual data representations can be augmented by auditory displays. For
example, weather data might be enhanced by ambient sounds of rain or wind that
reflect the force and velocity of these elements. The temperature of the room can mirror
the actual outside temperature. With ambient displays, users can employ multiple
senses to analyze relationships that might otherwise be missed [8].

However, the use of many different media and types of data representation can be
distracting and overload the user with too much information. Current research is
investigating the thresholds for ambient data designs to determine when there are too
many media and data representations and how these thresholds transition from back-
ground (ambient) data to foreground data during different tasks [8].
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Physical and virtual three-dimensional representations of data also provide another
axis for mapping relationships, including dynamic changes over space and time.
Three-dimensional models generate alternative perspectives and angles for viewing
information. These different perspectives can highlight unexpected data relationships
that might not be visible with two-dimensional representations.

Ameres and Clement [9], researchers at Rensselaer Polytechnic Institute (Troy,
NY), have developed a unique three-dimensional computing interface call Campfire
that allows a small group of users to collaborate on information analysis. The platform
is a three-dimensional projection device, about six feet in diameter and two feet high,
that allows participants to view data projected onto the walls and flat circular floor of
the device (Fig. 1). Additional information can also be projected onto the walls in the
room that houses the device. The goal is to expand the power of computers in col-
laborative decision-making by allowing users to intuitively share and manipulate data.
Ameres [9] feels Campfire has the potential to enable users to “look inside the data”
(para. 8) and expand data exploration beyond three-dimensional representations and
traditional “one-to-one correlations between dimensionality and presentation” (para. 7).

Fig. 1. The Campfire technology allows researchers to project data onto the walls and floor of a
three-dimensional display. The goal is to provide a collaborative space that encourages new
perspectives that expand beyond traditional 2D and 3D representations of data relationships
(from research by E. Ameres and G. Clement; photo credit: G. Clement).
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3 Kinesthetic Design and Embodiment

Three-dimensional models invite interaction and exploration which can also lead to
new insights about the data [4]. This type of interaction design, called kinesthetic
design, helps the user understand the visual and cognitive relationships in the spatial
representation of the information [10]. Berkeley [11] demonstrated that kinesthetic and
tactile experiences shape our perception of space. Klemmer, Hartmann, and Takayma
[5] noted that “our bodies play a central role in shaping human experience in the world,
understanding of the world, and interactions in the world” (p. 140). When we physi-
cally interact with models or other tactile representations of data, we use reflective
practice to work through ideas rather than just think about them [5].

Physical interaction is defined as an epistemic action that helps us understand
relationships [12, 13]. Researchers have documented the significance of “drawing”
relationships in physical space with hand and arm movement to clarify conceptual
relationships and enhance memory and recall [14, 15]. Haptic interfaces and interactive
hardware use physical movement to augment our understanding of information by
leveraging “body-centric experiential cognition” [5, p. 144].

Vande Moere and Patel [4] used the term “embodiment” to describe the physical
materialization of the data relationships in data sculptures. Embodiment also refers to
the viewer’s interpretation of the data through the perception of the data in the physical
world. Researchers have noted that we perceive information in relation to our orien-
tation [16]. We intuitively learn about audio, visual, spatial, and temporal relationships
by moving in physical environments and touching objects. Piaget [17] noted that logic
and the cognitive processing of information are derived from physical and mental
interaction, and it is the coordination of action that leads to reflective abstraction.

The cognitive semantics theory of conceptual metaphor states that logic and rea-
soning are founded on image schemas formed by “patterns of our bodily orientations,
movements, and interaction” that we develop into abstract references [18, p. 90]. As a
result, physical movement through space and interaction with tangible objects leads to
symbolic representations and quantitative analyses [19, p. 2]. As we use gestures and
objects, we gain new perspectives and see additional relationships based on our
physical interaction with the objects. Abrahamson and Lindgren [19] noted that “we
develop the skill of controlling and interpreting the world through the mediating
artifact” (p. 4).

Gestures and bodily movements are also intuitive ways of learning and commu-
nicating because they constitute a universal visual language that is based on shared and
tangible experiences [20]. LeBaron and Streeck [20] pointed out that gestures provide a
bridge between tactile experiences and the abstract conceptualization of the experi-
ences. They highlighted the work of the French philosopher Condillac who felt gestures
“constituted the original, natural language of humankind” because they formed sym-
bols and a social language based on common experiences [20, p. 118]. Condillac [21]
called these symbols or signs sensations transformées or transformed sensations (p. 61)
because they referred to “the entire complex of affect, desire, sensory perception, and
motor action that makes up what nowdays we might call ‘embodied experience’” [20,
p. 118].

Multisensory Physical Environments for Data Representation 205



Gestures can play an important role in kinesthetic design for multisensory data
representation. Research has shown that gestures increase creativity [22], reduce
cognitive overhead [23], and help us translate our experiences with objects into cog-
nitive interpretations [24, 25]. We have already seen how interactive phones and tablets
make use of our intuitive understanding of gesture to facilitate interaction with mobile
devices and engage us in the communication process.

4 Cross-Modal Perception

Research has shown that we intuitively integrate stimuli from different sensory
modalities. The multisensory integration of audio and visual stimuli is a physiological
process that takes place within the neurons in the brain [26–28]. Researchers have
identified enhanced activity in the visual cortex in congenitally blind people when they
analyze speech [29], moving sounds [30], or localized sounds [31].

Research has shown that cross-modal perception heightens perceptual awareness
and enhances our ability to process information from individual sensory modalities
when the combinations of stimuli are organized or random [32–35]. Freides [36]
concluded that perception that involves more than one sensory modality is more
accurate than information that is represented with one sense. This is especially true if
the cross-modal perception involves the integration of visual or audio information with
haptic and kinesthetic stimuli.

There has been extensive research on cross-modal perception that involves the
integration of audio and visual stimuli. Research has shown that the perception of
visual information is altered when sound is added to the visuals [37–40]. Vroomen and
de Gelder [37] also demonstrated that the temporal organization of auditory stimuli
impacts visual perception. A random high tone (in a sequence of low tones) improved
the perception of a visual target when the tone and the visual stimuli were presented
synchronously. However, there was no effect when the high tone was presented before
the visual information. The effect was also reduced when there was less contrast
between the high and low tones, and when the high tone was part of a melody.

Sound can enhance the detection of specific individual visual elements as well as
improve the detection of motion [28, 37]. Beer and Watanabe [28] demonstrated that
visual motion detection improved when sounds were paired simultaneously with the
visual stimuli. Chen and Yeh [41] discovered that the addition of repetitive sounds to
visuals alleviated “repetition blindness” which is the failure to perceive visuals that
repeat in rapid succession.

Visual and auditory stimuli can also impact the perception of spatial location.
Audio and visual stimuli that are synchronized, but exist in different spatial locations,
may appear to come from the same location [42–45]. In addition, research has shown
that visual and auditory stimuli that come from the same location seem to emanate from
the same source if the visual stimuli precede the sound by 50 ms [46, 47]. Talsma,
Senkowski, and Woldorff [48] concluded that this timing difference is due to the
different velocities of light and sound, which have caused the brain to develop a higher
neural transmission rate for auditory stimuli to compensate for the fact that sound
reaches the auditory nerve approximately 50 ms after visual stimuli.
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The different velocities of auditory and visual stimuli also impact the perception of
time and whether or not sounds and visuals appear to be synchronized. There has been
conflicting research in this area with some research showing the auditory stimuli must
come first in order for sounds to appear to be simultaneous with visual stimuli [49], while
other research indicated that the visual stimuli must come first [50–52]. These different
findings suggested that other variables, in addition to velocity, impact howwe perceive the
temporal order and synchronicity of auditory and visual stimuli. Research had indicated
that the relative intensities of sensory stimuli effect the perception of temporal order by
showing that a stimulus with a higher intensity was perceived before a stimulus with a
lower intensity [53]. Boenke, Deliano, and Ohl [54] confirmed that intensity plays a role in
the temporal perception of auditory and visual stimuli. They further defined the temporal
dynamics of auditory and visual stimuli by showing that the duration of a stimulus also
impacts the perception of time, noting that asynchronies in the perception of multiple
stimuli appear to be stabilized when the duration of the stimuli is increased [54].

Finally, Freides [36] noted that with complex spatial or temporal pattern recogni-
tion, the sensory modality used to represent the data is more critical than the contextual
and parametric variables themselves because each modality processes information in a
different way, and we automatically use the modality best suited to process variables
that represent spatial, temporal, tactile, or kinesthetic relationships.

Research in cross-modal perception plays an important role in the design of mul-
tisensory data representations. By using multiple sensory modalities, it is possible to
expand the number of data variables that can be represented simultaneously and increase
the potential for discovering patterns, trends, anomalies, and outliers. Cross-modal
stimuli can enhance the perception of visual and audio information, and it can impact the
perception of spatial and temporal relationships. However, when different sensory
modalities are used to represent multiple variables in a complex information space, the
choice of media is not the only factor to consider. As indicated in the research, other
important factors that impact perception include how and when the stimuli are intro-
duced and the location, intensity, speed, and duration of the stimuli. Research has shown
that random sounds can enhance the perception of visual information. However, in
multisensory data design, the use of auditory stimuli to represent data may result in
repetitive or recursive audio patterns, and it is not clear from the current research in
cross-modal perception, how repetitive or recursive patterns impact the perception of
visual stimuli and the perception of temporal and spatial relationships in data sets.

5 Aesthetics of Data Representation

Aesthetics is another design element that impacts the interpretation of data represen-
tations [55, 56]. Information aesthetics refers to the way design is used to organize data
and define relationships. Researchers have broadened the definition to refer to the user
experience, engagement, and interaction with the data representations, as opposed to
merely defining patterns and trends. This definition also highlights the narratives and
underlying processes and principles represented by the data [4]. Information aesthetics
is also defined by the database design and the way information is organized, filtered,
and retrieved to form different associations [57].
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Visual and audio designs create relationships that we perceive as “aesthetically
pleasing” because they adhere to principles of design, defined by artists, designers, and
musicians, that we have learned over time. Aesthetically pleasing designs define “good
Gestalt” and use Gestalt principles of perception to help us simplify and organize
information intuitively.

Information aesthetics, based on these design concepts, has been applied to graph
theory and design [58] to improve the user’s ability to locate information, compare
relationships, and complete tasks. With interactive systems, research has shown that the
aesthetics of an interface design can impact user engagement, completion time, and error
rate [59–61]. In these research experiments, the aesthetics of each design was defined by
Gestalt laws of perception and grouping (similarity, proximity, continuation, closure,
figure/ground), as well as established concepts in visual design theory that define how to
use “harmonious” color palettes, contrast, focal points, balance, symmetry, and asym-
metry. In some cases, an aesthetically pleasing information design or interface design did
not yield the fastest time in task completion, but the visual appeal of the design
encouraged the users to stay engaged and ultimately, complete the tasks [62].

However, multisensory data representation can result in unfamiliar audiovisual
patterns that do not conform to established principles of design. Multisensory data
representation and cross-modal perception are defining new dimensions in information
aesthetics that impact the interpretation of data relationships. We have considerable
experience reading linear and hierarchical charts, but as we explore new forms of data
representation that combine different sensory modalities, physical and virtual spaces,
ambient displays, haptic interfaces, and interaction design, we are defining new ways of
using perception and cognition to analyze and interpret complex relationships. For
example, with the Campfire example previously discussed, participants are presented
with an open space in the center of the device that does not contain specific infor-
mation. However, the space signifies connections between the data on the sides and
bottom of the display. The participants can use this space to create cognitive con-
nections between the physical and virtual representations of the data—connections that
define additional dimensions that expand beyond two-dimensional data charts and the
three dimensional properties of the display itself.

Kinesthetic design in data representation is also defining new dimensions in the
aesthetics of information design. In interactive sports simulators, where the participant
performs specific physical motions (e.g., swinging a golf club, throwing/kicking a ball)
to produce actions and events in the virtual game, the participant’s physical interaction
promotes engagement and creates mental and physical connections with the informa-
tion in the virtual space. We can apply these concepts from game design to interactive
data representation and use embodiment, spatial movement/distance, rhythm, and time
to define data relationships. Kinesthetic design adds sensory information to the user
experience that augments the virtual representations of the data and creates a holistic
approach to data analysis and interpretation.

In my research, I am designing interactive, multimedia art installations to explore
new concepts in kinesthetic design and information aesthetics [1]. In the installations,
participants interact simultaneously with two different computer programs and create
dynamic visual patterns and sounds in the surrounding environment. The gestures and
physical movements the participants make, as they move the interactive hardware to
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control the computer programs, create layers of visual patterns called “hyperplanes”
that are at right angles to the virtual patterns displayed in the space (Fig. 2). Audio
stimuli define additional hyperplanes as sounds penetrate the environment and immerse
the viewer with sensory stimuli from different angles and directions. The hyperplanes
create a counterpoint of audio, visual, and rhythmic patterns that define geometric grids
of intersecting spatiotemporal planes that change as the user alters the variables in the
data representations [1].

6 Future Directions

In three-dimensional, multisensory data representations, arrays of sensory stimuli and
discursive patterns represent simultaneous and sequential relationships and events.
Physical and virtual spaces, interactivity, and individual sensory modalities create a
system of perceptual and semantic relational codes that define the data relationships.

Fig. 2. In the interactive installations, participants move a mouse on the top of pedestals (shown
in the front of this illustration) to animate visual patterns projected onto the wall. The dashed
lines on the pedestals represent the kinesthetic patterns the participants create as they move the
hardware. These patterns define hyperplanes that augment the sensory experience for the
participant. Copyright 2014 Patricia Search. All rights reserved.
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Cross-modal perception can enhance and alter the way we interpret information that
is represented with different sensory stimuli. It also impacts how we interpret spatial and
temporal relationships. Research in cross-modal perception needs to expand into the field
of multisensory data design and evaluate how different sensory stimuli, blended spaces,
and kinesthetic design impact the interpretation of complex data relationships, including
how we perceive the transformation of data relationships over time. The research needs
to include studies in the perception of rhythm which is an important element in data
representation. In multisensory data design, layers of rhythms, created by the audio and
visual stimuli and kinesthetic interaction, highlight the temporal dynamics in data rela-
tionships. Spence, Senkowski, and Röder [63] pointed out that current research in
cross-modal perception seems to be shifting from a focus on spatial information pro-
cessing to the impact of sensory modalities on the temporal processing of information.
This new emphasis on the temporal dynamics of information processing will play a
significant role in defining new directions for multisensory data design.

As new forms of data representation emerge, it will also be important to evaluate how
new technologies and multisensory stimuli redefine information aesthetics. With inter-
active technologies, kinesthetic design and cross-modal perception will continue to add
new dimensions to information aesthetics and expand the definition of “aesthetically
pleasing” designs. These changes will, in turn, lead to even more innovative ways of
representing data because we will no longer be constrained by established definitions of
aesthetics and information design. We will be able to envision and develop technologies
that not only leverage our intuitive abilities to process information through multiple
senses, but also create interactive experiences that integrate virtual and physical objects,
actions, and sensory stimuli into dynamic information spaces for data analysis.
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Abstract. Particle accelerator has mainly used in nuclear field only because of
the large scale of facility. However, since laser-plasma particle accelerator,
which has smaller size and spends less cost, developed, the availability of this
accelerator is expended to various research fields such as industrial and medical.
In these, real-time and interactive applications, accelerating the compute time is
a critical problem. We conduct a simulation discussed the method of visual-
ization of multivariate data in three dimensional space by using colored volume
rendering and surface rendering. This system offers real-time 3D images via
convert various file format comes from PIC simulation into OpenGL texture
type to analyze and modify plasma data. We also suggest new method to
visualize plasma data by using alpha shape to achieve a different level of detail
for the given plasma based particle acceleration data. Many scientists are not
familiar with the concepts of programming languages. Therefore, we employ the
visual- scripting engine to define the rendering context of plasma physics.

Keywords: Plasma � Data visualization � Visualization toolkit

1 Introduction

Plasma is one of the states of matter, which is consist of ionized electrons and protons.
Plasma is electrically conductive, so unlike gas, it responds strongly to electric and
magnetic fields or its own nearby particles. Scientists mainly use computer simulation
to predict the movement of charged particles of plasma on the influence of electro-
magnetic fields. For the precise results, most of simulation data is very large. It is
impossible to catch the meaning of scientific simulation data, especially high resolution
and multi-dimensional data, without visualization. Visualization gives insight to
scientists.

Our suggestion includes the method of visualization multi-dimensional data with
real-time performance. Real-time performance is important feature because interactive
view of visualized data makes it easy for scientists to get some insights. The other
feature of our work is the visual-scripting. Visual-scripting helps the scientists who are
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not familiar with professional programming language to pre-process their data and
decide to what to render.

2 Problem Description

Existing visualization toolkits, such as VisIt and ParaView, were developed for general
purpose. These toolkits deal with various data format and type. They also rapidly
release new version by open source community. However, there are some problems in
visualizing plasma-based particle acceleration data. First of all, they require a long
configuration time in order to produce desired images due to unnecessary processes
incurred by their versatility. Also, they face difficulties in visualizing electric fields and
reconstructing surface because of the restricted data pre-processing. Furthermore, their
unintuitive interfaces make it harder for unexperienced users to learn them. To solve
these problems, we developed a plasma specialized visualization toolkit (Fig. 1).

3 Simplify the Process of Configuration

3.1 Existing Method

We benchmark previous visualization toolkits. We researched the processes from the
beginning until getting the rendered image of plasma, using texture-based volume
rendering method, in each toolkit while using identical data of charge density in the
plasma. Our plasma data is HDF5 three dimensional 32-bit floating point grid data.
They have 241 × 401 × 401 resolution. HDF5 is the data model, library, and file
format used by scientific data simulations. It has been designed flexibly so it is suitable
for various datatypes. Figure 2 is electric charge density data represented by three
dimensional array (Table 1).

When operated, VisIt and ParaView show the following process (Table 2).

3.2 Proposed Method

In order to simplify the configuration process, we found the need for a reduction in the
setting stage and shortening the time to adjust the setting values, and decided to provide
default values and real-time feedback.

Fig. 1. (a) VisIt and (b) ParaView
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Default Values. We make these common processes concise through offering default
values in the basic setup: data type, cell size, color, rendering options, etc. Moreover,
we recommend and provide the interpolation of variation by referring to the distri-
bution of data.

Real-Time Feedback. We chose the texture-based rendering amongst many volume
rendering method. In real-time application, volume rendering methods which contain
numerous computation, including ray casting method, is not appropriate.

Table 1. Data properties

Type HDF5 Scalar Dataset
No. of Dimensions 3
Resolution 241 × 401 × 401
Data type 32-bit floating point

Fig. 2. Three dimensional grid data of electric charge density

Table 2. Process of VisIt and ParaView

Step VisIt ParaView

1 Open a “HDF5” file Write a “XMDF” file to recognize
“HDF5” file

2 Add a plot “Volume” with “NDF” Open the “XMDF” file
3 Draw plots Select “XMDF Reader”
4 Edit “Volume plot attributes” Apply
5 Select “3D Texturing” in “Render Options” Select “Volume” in “Representation”
6 Adjust “Color Data” in “1D transfer

function” (*appropriately)
Edit “Color Mapping Data”
(*appropriately)

7 Apply

216 H.S. Shin et al.



Through the process above, the previous setup process was simplified into only two
steps to get the result: open files and click the “volume” button.

4 Methods of Visualization

4.1 Texture-Based Volumetric Rendering

For the realistic rendering, volume ray-casting technique is commonly used. But
visualization of scientific data, specifically plasma data, is not required serious physical
lighting model because seeing plasma is not natural phenomenon. What we need is
conceptual image of it. We use OpenGL’s 3D texture and alpha blending technique for
the real-time performance.

We calculated the linear interpolation between two colors representing minimum
and maximum value respectively on data set. We set the alpha value to size of the value
of the three dimensional array’s component. Figure 3 is gray-scaled image of alpha
values. We stack these images up on three dimensional space, and set blend mode to
get final color of volumetric image. In Fig. 4, charge density of plasma is represented
by color and transparency.

Fig. 3. Slice of generated 3D texture

Fig. 4. Visualized image of electric charge density of plasma using OpenGL texture and alpha
blending
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4.2 Electric Field Computation

It costs high in both memory usage and time consuming to sample the space to
compute charge density and calculate electric field on that with large size of plasma
data. However, by using convolution theorem, we make O(n^2) problem into O(nlogn)
problem. Here are equations we used.

Vnet ¼
Z

q r!� � k

R
!� r!
���

��� d Vol ð1Þ

h R0ð Þ ¼ f r0ð Þ � g R0 � r0ð Þ ð2Þ

h R0ð Þ ¼ F�1 F f r0ð Þð Þ � F g r0ð Þð Þð Þ ð3Þ

Equation (1) is ordinary equation for the electric potential. Equation (2) is the
convolution form of Eq. (1). Equation (3) is application of convolution theorem on
Eq. (2). We accelerate the FFT (Fast Fourier Transformation) algorithm by using
GPGPU (General Purpose Graphic Processor Unit). Using convolution theorem, it can
be unwanted result on margin because of periodicity of discrete Fourier transformation.
To prevent this, we need to pad the date with zeros as much as size of kernel. In
addition, the size of kernel must be same with of image for the point-wise multipli-
cation. So we need additional memory space, and following is required data size of
image.

N ¼ Nfw þNgw � 1
� �� Nfh þNgh � 1

� �� Nfd þNgd � 1
� �

when Nfw;Nfh;Nfd ;Ngw;Ngh;Ngd are width, height and depth of image and kernel,
respectively.

Figure 5 is visualization of intermediate data while calculate electric field, and
Fig. 6 is the vector field of electric field in plasma, final result of calculation.

We compared the compute time between convolution on CPU without FFT and
convolution on GPU with FFT. We considered the time to transfer the data form CPU
memory to GPU memory. Environment of used system are Intel i7 920 CPU, 8 GB
DDR3 RAM, and Nvidia Geforce GTX980 GPU (Table 3).

(a) (b) (c)

Fig. 5. (a) is electric charge density of plasma, (b) is convolution kernel and (c) is calculated
electric potential of plasma.
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4.3 Surface Reconstruction

We offer two method of surface construction. One is iso-surface, the other is alpha
shape. We calculated iso-surface using marching cubes algorithm. This algorithm is
method to extract triangles that is lying on same value, iso-surface, from a three
dimensional grid data. This is mainly used for medical visualization. Figure 8 is ren-
dered image of surface where iso-value is 0, which is generated by the algorithm. Three
dimensional charge density data is discrete, therefore this algorithm does not guarantee
connectivity of generated surface. That is the reason why we considered alpha shape.

In case of alpha shape, we use the package CGAL (Computational Geometry
Algorithm Library). In CGAL, the α-complex of S is a subcomplex of this triangulation
of S, containing the a-exposed k-simplices, 0 ≤ k ≤ d. A simplex is a -exposed, if there
is an open disk (resp. ball) of radius squre root of α through the vertices of the simplex
that does not contain any other point of S, for the metric used in the computation of the
underlying triangulation. That makes convex hall where α is infinite value (Fig. 7).

Fig. 6. Line representation of electric field

Table 3. Comparison of the performance for FFT algorithm and conventional convolution
algorithm

N Compute time of
convolution on
CPU (ms)

Compute time of
FFT algorithm on
GPU (ms)

Compute time of FFT algorithm on
GPU + Time to copy data from main
memory to GPU memory (ms)

8k 290 815 815
64k 18.5k 801 803
125k 70k 796 801
5000k – 1693 1852
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Fig. 7. The plasma’s surface constructed by marching cubes

Alpha = 32

Alpha = 64

Alpha = 128

Alpha = 256

Fig. 8. Alpha shape of proton data
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5 Visual Scripting

We used Visual scripting to complement the unintuitive interfaces. Visual scripting is
based on node-based interface to writing the logic. Each of nodes represents data,
branching control, and operation. Visual scripting is suitable for the data-driven
paradigm because it is flow of data. In addition, it easily converted to parallelized
computation. Script engine is necessary feature of visualization toolkit for the flexible
environment to compose the rendering plot and the data preprocessing. However, many
scientists are not familiar with programming language. For example, scientists have to
remember a lot of command to use Matlab. It is not only hard to learn, but also easy to
make mistakes. With the visual-scripting engine, scientists easily make a render con-
text, the plot of rendered scene. Following script is example of the Matlab commands,
and Fig. 9 is example of the rendering context built by visual scripting.

load mri D                                     % load da-
ta 
D = squeeze(D);                                % remove 
singleton dimension 
limits = [NaN NaN NaN NaN NaN 10]; 
[x, y, z, D] = subvolume(D, limits);           % extract 
a subset of the volume data 

[fo,vo] = isosurface(x,y,z,D,5);               % 
isosurface for the outside of the volume 
[fe,ve,ce] = isocaps(x,y,z,D,5);               % isocaps 
for the end caps of the volume 

------------ omit ------------- 

view(-40,24) 
daspect([1 1 0.3])                             % set the 
axes aspect ratio 
colormap(gray(100)) 
box on 

Fig. 9. The rendering context built by visual scripting
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6 Conclusions

In this paper, we discuss how to visualize volumetric scattered data. In industrial and
medical fields, real-time and interactive applications, accelerating the compute time is a
critical problem. We designed our visualization toolkit for interactive and real-time
observation of multi-dimensional plasma data. Using texture based volumetric ren-
dering, we achieve both quality and performance. We use GPGPU and convolution
theorem to accelerate computing time to calculate electric fields.

To achieve a different level of detail alpha shapes method is applied. Level of detail
increases the efficiency of rendering by decreasing the workload. The alpha complex is
a sub-complex of the Delaunay triangulation. For a given value of the alpha complex
includes all the simplices in the Delaunay triangulation which have an empty cir-
cumsphere with squared radius equal or smaller than h. For further research, we are
trying to apply this proposed method to the various tri-variate scattered data.

We also suggested visual scripting which have various advantage of representing a
rendering plot or context. It is easy to learn even for scientists who have not experience
of programming languages.
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Abstract. This research is a preliminary study for a professional museum of
print ads during the period of Republic of China. We selected 571 pieces of print
ads of the Republic of China as sample to analysis the feature of them to make
the visitors of museum could more immersive feel the print ads of the Republic
of China and experience the unique charm of imagery modeling and visual
language. The main methods used in the research are image feature analysis and
image feature quantization calculation, we extract and summarize the common
elements and culture style feature based on the analysis of multidimensional
design elements. The research results could provide effective guidance for the
design of the professional museum, including the overall atmosphere of the
museum, thematic construction and situation creation.

Keywords: Image analysis � Feature quantification � Multidimensional scaling
analysis � Correspondence analysis

1 Introduction

The period of the Republic of China was important for the transformation of Chinese
advertising from tradition to modern. It was not only the beginning of our modern
advertising, but also the first development peak of our advertising. Advertising can be
seen as the living fossil of the history. Through the study of advertising during the
period of the Republic of China, our historical and cultural heritage, from different
dimensions, we can understand the width and height the design practice can reach and
feel the economic development status of the society in that period which is also called
as the early stage of modern design in China.

Culture heritage is the essence extracted from the people’s work and living after a
long time, and the fusion of a variety of traditional life inherited by generations and
closely related to the life of people. With society gradually paying attention to the
protection of historical and cultural heritage, more and more libraries and museums
concerning the intangible cultural heritage are built. The expression of culture heritage
should combine the carrier itself with experience and feelings of people during visiting
to make visitors not only have certain knowledge of the carrier but also get a quiet
different interactive experience including emotional and cultural awareness and aes-
thetic, etc. through the interactive relationship between visitors and museum.
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In order to abstract design elements which meet the demands of contemporary
aesthetic and are in accord with the experience of modern aesthetic, we choose 571
pieces of print ads during the period of the Republic of China as samples to analyze
their style and characteristics based on the requirement for culture heritage protection.

2 Design the Research

This paper will do research from the following aspects:

• Using a custom-developed software to identify the image feature, abstract the
information of image feature significantly related to advertising sample and form
the variables indicators.

• Basing on the technology of feature analysis, study the specific attributes in
information architecture, visual representation for information, the aesthetic char-
acteristics and construction method, technology and cultural elements, etc. and form
the research variable indicators in the process of advertising samples labeling.

• Explore the image significant correlation between the objective elements and sub-
jective cognitive elements and find the main features by analyzing the research
variable indicators with statistical calculation method and technologies, such as
cluster analysis, factor analysis, correspondence analysis, multidimensional scaling
analysis, etc.

• Provide professional and effective guidance for the design of museum basing on the
research result, including the overall atmosphere, thematic construction, situation
creation, etc.

The samples used in this paper were popular with the economic zone taking
Shanghai as the focus during the period of 1910-1940. Figure 1 shows that it contains
pieces of print ads, such as posters, paper wrappings, cards, etc. In order to do research,
the following pictures are all coded.

Fig. 1. 571 pieces of print ads (partial)
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3 Research

3.1 Procedures

• Research on recognizing the image feature of advertising samples basing on cal-
culation: Through chromatographic, color tune and singularity analysis, find the
image feature with which sample variable indicators have a tight correlation, extract
and label it.

• Image analysis, variable definition and labeling basing on feature analysis (do
parallel with step 1): do feature analysis for all the visual advertising samples, make
a label list and form nominal level, ordinal level and scale variables for the sub-
sequent statistical analysis.

• Data mining basing on multidimensional indexes: basing on the data achieved from
step 1 and 2, excavate the dominant or potential significant correlation in multiple
dimensions and multi-facts, build the framework of influencing factors and extract
the common and individual feature of samples.

3.2 Research on Recognizing the Image Feature of Advertising Samples
Basing on Calculation

The image feature of advertising samples contains several different dimensions. In this
paper, image feature refers to image color feature which includes theme tune and
representative color.

In this paper, all samples are JPG format data files and their color models are RGB.
In the past, some color reduction research for the monuments establishing color
reduction algorithm with the help of implements’ real color. It made the precedent in
color reduction for the monuments. But in this paper, the real objects can’t be found to
apply the reduction algorithm because the real objects in the picture of samples are
abundant, and the samples span 30 years. Because of the limit and in order to protect
the initial data, this paper will analyze directly the samples by RGB color model.

The research tools for recognizing the image feature in this paper are developed by
our research team with JAVA language, including color spatial distribution analysis
tool, theme tune extraction tool and theme tune similarity analysis tool.

Color spatial distribution analysis tool. Color spatial distribution analysis tool gen-
erates color points according to pixels in samples (Fig. 2), forming a color space,
clusters the points and reduces their dimension by vector computation and principal
component analysis to help researchers analyze the color feature of samples.

Theme tune extraction tool. Theme tune extraction tool does color feature calculation
of pixel, obtains the constituent of global color tune separately (Fig. 3), then extracts
component of the theme tune which can describe 80 % tune in samples (Fig. 4), does
batch processing and analysis and generates a theme tune table of every sample for the
following multidimensional scaling analysis among samples.
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Theme tune similarity analysis tool. Theme tune similarity analysis tool (Fig. 5)
calculates the similarity of the theme tune between any two and generates a table with.
csv format. The table will be used for the following multidimensional scaling analysis
and statistical calculation of MDS.

Fig. 2. Color spatial distribution analysis tool colorSpace_3D_v1

Fig. 3. ImageColor_Abstraction_and_Sorting_v2

Fig. 4. ImageColor_Abstraction_and_Sorting_v3
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3.3 Image Analysis, Variable Definition and Labeling Basing
on Feature Analysis

The main task of this paper is to form a structural system of variables to describe
samples. After labeling the system, form a normal and ordinal description for variables
to support the following descriptive statistics and correspondence analysis and excavate
the common and different feature among samples.

This paper raises several variables for description basing on the overall analysis of
the 571 pairs of advertising and labels the variables. The variables are classified into 6
categories.

• Content label (theme, product, product type, place of production, consumer ori-
entation, brand, etc.);

• Composition label (diagonal, hub-and-spoke, zigzag, revolving shape, etc.);
• Expression label(direct display, emphasize on feature, contrast and foil, reasonably

exaggerate, see big things through small, associative thinking, rich in humor,
metaphorical transfer, use wonderful feeling to foil the product, suspense, idol,
imitation, mystical method, multi pictures, etc.);

• Visual expression label (oil painting style, printing style, watercolor style, photo
style, line drawing style, ink style, meticulous style, etc.);

• Image theme label (person, animal, objects, scene, etc.);
• cultural label (the traditional oriental, the west);

3.4 Measure Data Matrix

The data matrix is a contingence table used for management of samples, the corre-
sponding labels and value. All the value is combined by image feature and artificial
label. After the necessary standardization, all the data will be Imported into the SPSS
software to do the following descriptive statistics and advanced statistical calculation
(Table 1).

Fig. 5. The output result of Themetune similarity analysis tool
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3.5 The Statistical Calculation and Analysis Basing on Multidimensional
Indexes

In this paper, qualitative research and quantitative research are the main method to
analyze the information and data. The data required from the process of feature analysis
are mainly nominal data, for example, the expression methods used in the sample. It
offers data for analyzing the variable distribution in all samples.

Owing to the large number of variables and there are more specific variables and
value in six categories, this paper adapts correspondence analysis and multidimensional
scaling analysis to dig the feature of samples basing on basic descriptive statistics.

4 Analysis

4.1 Result Analysis of Recognizing the Image Feature

The following are the results basing on the similar color space positioning analysis and
calculation of samples (Figs. 6, 7 and 8).

Figure 8 shows that it is clearly seen that the position of all samples in two
dimensional spaces are in accordance with the rule of two dimensions:

• In the horizontal dimension, the theme tune shows the transition from black and
white color (left) to high saturation color (right).

• In the vertical dimension, samples show the transition from cool tone (down) to
warm tone (up).

Table 1. Sample measure data matrix sheet

Sam-
ple No

Smaple con-
tent 
tags

Composi-
tion tag

Expres-
sion tag

Vi-
sion
tag

Them
e tag

Fea-
ture
tag

label Image

001

002

003

...

571
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Fig. 6. Position of the themetune of all samples

Fig. 7. Position of the themetune rotated of all samples

Fig. 8. Position of the themetune of all samples whose dimension is reduced
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• The distribution of samples in the horizontal direction is wider than in the vertical
direction, i.e. saturation is more representative than color temperature for the dif-
ference of the theme tune.

• The number of samples gathering in the center of the picture is bigger than that in
the surrounding area, i.e. the theme tune of the most samples are similar. It reflects
the relative uniformity of the theme tune.

The following is the result of multidimensional scaling analysis of MDS using
similarity analysis tool of theme tune (Figs. 9 and 10).

Figure 9 shows that it can be easily seen that similarity distribution of the theme
tune of all samples shows significant rule. We can achieve the binary regression
equation by using twice curve-fitting method.

Fig. 9. Position of tune similarity MDS

Fig. 10. Position of tune similarity MDS (including color tags) (Color figure online)
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Y ¼ 0:33þ 0:25 � Xþ 1:09 � X2; R2 ¼ 0:527

In order to make the analysis result easier to find the distribution rule, researchers
give more information to Fig. 9, add color code of theme tune to every sample
(Fig. 10).

As can be seen in the picture, although the attribute and content of all samples are
different, the feature of theme tune shows obvious rule. Color brightness changes
gradually from bright to dark from left to right, but in the vertical dimension, no clear
rule can be found. In addition, saturation in center section enveloped by U-shaped
curve is higher than that around.

4.2 Result Analysis of Separate Identification of Label Attributes

The following are analysis result of position picture from different variable dimension.

Analysis about tone richness and analysis from other variable dimensions

Analysis about composition way and tone richness. Figure 11 shows that there is no
clear relationship between composition way and tone richness in all samples and there
is no clear rule that can explain the distribution of composition way in all samples. In
addition, it is rare that repeatedly arranged patterning method, diagonal composition
method and symmetrical composition method are widely used in the samples.

Analysis about expression way and tone richness (Fig. 12). From the result, most of
the expression ways can be easily seen in the 571 samples, but several ways, including
text announcement method, suspense arrangement act, humorous imitation method, see
big things through small ones, etc., are less used than other ways.

Fig. 11. Analysis about composition way and tone richness
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Analysis about visual expression way and tone richness (Fig. 13). From the result,
calligraphic style is relatively rare, so are photographic style and painting style, but the
latter are used more than the former, the expression of the most samples are similar.

Analysis about culture label and tone richness (Fig. 14). In this picture, there is no
clear relationship between culture label and tone richness in all samples. In this
dimension, it is unique that historical figures and folk customs are used. A lower
proportion of appearance may be the reason.

Fig. 12. Analysis about expression way and tone richness

Fig. 13. Analysis about visual expression way and tone richness
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Analysis from other dimensions
Overall, 571 samples show the following common characteristics:

• Textile products are rich in the expression way and ‘scenario contrast’ and
‘imaginations’ are most used. Cigarettes, drugs and cosmetic products prefer ‘idols’
followed by use ‘wonderful feeling to foil the product’, ‘suspense arrangement’,
‘humorous imitation’. Festive supplies use ‘direct display’ more. Daily utensils use
‘contrast’ more.

• Textile products are also rich in culture label and it use ‘love’, ‘nature’, ‘story’, etc.
Stationery commodity prefers ‘history’. Apparel fabrics use ‘idols’ more. Daily
utensils usually use ‘the west’. Tobacco and festival activities use ‘a combination of
Chinese and Western elements’ widely.

• In consumer orientation and choice for culture label, cultural groups prefer ‘history’
label. ‘A combination of Chinese and Western elements’ and ‘Stylish in business’
labels are more used in the female consumer group. Smokers use ‘idols’ more.
Professionals use ‘story’ more.

5 Conclusion

The research results can offer an effective guidance to the design of Professional
museum for print ads mentioned above during the period of the republic of China,
including the overall atmosphere, thematic construction, and situation construction of
the museum.

The samples dominant tone presents obvious regularity in visual cognition. On the
scatter diagrams, the tone of the horizontal dimension is clear changed gradually from
light to dark. There is no striking rule on the vertical dimensions. The overall museum

Fig. 14. Analysis about culture label and tone richness
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atmosphere should be consistent with the samples tone, and keeping responding
relation in light-shade & cold-warm.

The sample theme should reflect its own cultural label, such as by telling historical
stories, reappearing tales of legendia. The characteristics of the time should be fully
embodied by the help of the special idols from the Republic of China, fashionable
product and arisen combination elements of Chinese and Western.

The construction of the Museum should pay attention to create story atmosphere,
such as stories based on story background, story connection, suspense, and passion
things, which makes the viewers be personally on the scene of the stories of the ads. It
reflects a unique expression to the ads of Republic of China.

Further more, we can adapt this visual-based approach to design elements research
in cultural heritage study, that could help us to evaluate visual products, and to evaluate
the effect of visual cognition. This approach has a very high important significance in
cultural archeology and design industry research as well as other fields.
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Abstract. Augmented Reality Authoring Tools are important instru-
ments that can help a widespread use of Augmented Reality. They can
be classified as programming or content design tools in which the latter
completely removes the necessity of programming skills to develop an
Augmented Reality solution. Several solutions have been developed in
the past years, however there are few works aiming to identify patterns
and general models for such tools. This work aims to perform a trend
analysis on content design tools in order to identify their functionalities
regarding Augmented Reality, authoring paradigms, deployment strate-
gies and general dataflow models. This work is aimed to assist devel-
opers willing to create authoring tools, therefore, it focuses on the last
three aspects. Thus, 24 tools were analyzed and through this evaluation
it were identified two authoring paradigms and two deployment strate-
gies. Moreover, from their combination it was possible to elaborate four
generic dataflow models in which every tool could be fit into.
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1 Introduction

Recently, Augmented Reality (AR) technology started to be widely used in var-
ious application domains, such as advertising, medicine, education, and others.
However, the time and technical expertise needed to create AR applications is
one of the reasons that has prevented widespread use. In this sense, authoring
tools have become a largely used solution to boost mainstream use of AR since
they facilitate the development of AR experiences [25].

AR authoring tools can be broadly organized into two different approaches:
AR authoring for programmers and non-programmers [11]. In the former case,
tools are typically code libraries that require programming knowledge to author
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the application. In this work, these approaches are called programming tools.
In the latter case, abstraction is added and low level programming capability
is removed or hidden. Thus, tools for non-programmers are content driven and
commonly include graphical user interfaces for building applications without
writing any lines of code. Here, it is addressed as content design tools.

These two generic categories can be further organized into low-level and
high-level, as seen in Fig. 1. Low-level programming tools require low-level cod-
ing while high-level ones use high-level libraries. Furthermore, low-level content
design tools demand scripting skills and high-level tools use visual authoring
techniques. All of these authoring approaches are built upon each other. Abstrac-
tion is gradually added and low-level functionalities and concepts are removed
or hidden. Also, different abstraction levels address different target audiences
with different technical expertise.

Fig. 1. Schematic view of AR authoring tools [11].

Among the approaches of AR authoring tools, it is important to note the
relevance of the content design tools. They are particularly important because
they leverage the widespread adoption of AR, since they highly simplify the
authoring process and allow the development of applications and content by
ordinary users, which do not need to have programming knowledge. Therefore,
content design tools in AR have greater relevance when we take into account the
potential amount of users that can use AR solutions in the future.

From the first solutions [12] to the most recent ones [27], it is possible to see
that several content design tools have been developed. However, there are a few
works aiming to provide a classification or to identify tendencies and patterns
for such tools. To the best of the authors knowledge, there is only one work
that proposes a taxonomy for AR authoring tools. In turn, this classification is
according to the application interface and concept abstraction [11], in which the
most abstract application interfaces are named content design frameworks and
the least abstract are called programming frameworks.
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Due to the relevance of content design tools, this paper aims at conducting a
trend analysis in order to understand the current tendencies of such tools. This
investigation attempts to identify the current tendencies regarding the authoring
paradigms and deployment strategies of AR experiences that have been used
in both commercial and academic realms. Furthermore, these strategies were
combined to elaborate generic dataflow models in which all of the content design
tools could fit into. Finally, based on these findings, it was introduced a taxonomy
representing the different authoring and deployment trends, as well as each of
the general models. This classification may guide researchers and companies to
develop solutions aiming at their needs.

This work is organized as follows: Sect. 2 describes the methodology used
to perform the trend analysis. Section 3 presents the results obtained from the
analysis while Sect. 4 discusses them. Finally, the conclusions of this work are
drawn in Sect. 5.

2 Methodology

Three steps were taken to explore the trends regarding AR authoring tools. The
first one was the selection of content design tools available in the marketplace
and the literature. Then, as a second step, the analysis relied on observing the
dataflow of development and access to the AR content of each one of the selected
tools. Finally, the third step consisted in discovering the authoring paradigms
and deployment strategies used in the content design tools. Their combination
was used to elaborate general dataflow models.

2.1 Selection

Initially, the keywords and expressions (“authoring tool” AND “augmented real-
ity”) were searched in IEEE Xplore Digital Library and ACM Digital Library
in order to find relevant papers concerning authoring tools in AR. That allowed
for an investigation over important publications from 2001 to 2015. During this
examination, only authoring tools classified as content design tools were selected
for analysis.

2.2 Analysis

Following this, a deeper analysis was performed of each one of the selected
authoring tools in order to understand the dataflow for development and access
to the AR content. On a high level, this dataflow describes the end-to-end sce-
nario that outlines the authoring and deployment of AR experiences, from the
creation of AR semantic through authoring tools to its visualization by end-users.
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2.3 Categorization

The deeper analysis performed on each of the selected content design tools made
possible the observation of trends regarding authoring and distribution strategies
of AR experiences that have been used. Furthermore, this observation also tried
to understand (a) how the different authoring paradigms may support AR con-
tent development, and (b) how the deployment strategies seek to reach a larger
number of end-users. Finally, the identification of AR authoring and deployment
trends allowed the translation of the project-specific dataflow, observed in the
selected content design tools, into the creation of general dataflow models. In
this sense, a minimum number of combinations of trends was performed in order
to elaborate generic models, in which all of the content design tools could fit
into.

3 Results

The search on the scientific libraries returned 147 papers and 14 works about
content design tools were selected for analysis. Moreover, 10 commercial tools
that are well consolidated or relevant in the market were chosen. Thus, taking
into account both academic and commercial realms, there were 24 content design
tools. Thereafter, a dataflow analysis was performed in each of the selected tools.

3.1 AR Authoring Paradigms

Once individual analyses were performed in each of the previous selected content
design tools, it was observed that two authoring paradigms have been used to
create AR solutions: stand-alone and AR plug-in approaches.

Stand-Alone. AR authoring tools that use the stand-alone paradigm are soft-
ware with all the necessary components for the development of complete AR
experiences, as can be seen in Fig. 2(a). In turn, these components may include
a graphical user interface, a series of importers, sensor interfaces, tracking and
rendering engines, among others. In this sense, each stand-alone content design
tool is a new software that allows designers to create their custom AR projects
with more or less ease.

As an example, the Layar Creator [17] provides a complete set of features
along the entire creation workflow, such as graphical user interface including
drag and drop to ease the scenario creation.

AR Plug-in. Similar to conventional digital plug-ins, AR plug-ins are third-
party software components installed on host applications in order to enable
additional features, as illustrated in Fig. 2(b). In this sense, these authoring
tools provide AR capabilities to software that natively does not support it, such
as tracking techniques, access to physical sensors, three-dimensional rendering
engine, among others.



Authoring Tools for Augmented Reality 241

It is relevant to note that, from the practical point of view, an AR plug-in
instance will appear in the target software as a set of GUI elements, such as one
or more menu items and toolbar buttons. Therefore, the whole AR authoring
process occurs within the hosting environment, as the designer completely con-
figures the desired AR experience by means of those elements along with the
ones already provided by the target software.

As an example, the DART [7] system is built as a collection of extensions
to the Adobe Director [2], a widely used environment for multimedia content
creation, to support the development of a variety of AR applications.

Fig. 2. (a) Stand-alone AR authoring tools enable building entire AR experiences.
In order to provide AR capabilities, these tools integrate components such as sensor
interfaces, tracking and rendering engines; (b) AR plug-ins provide AR functionalities
for non-AR authoring environments. The designer interacts directly with the hosting
software in order to create AR experiences.

3.2 AR Deployment Strategies

It was noticed that two deployment strategies have been applied to make these
AR experiences available for end-users: platform-specific (PS) and platform inde-
pendent (PI) methods.

Platform-Specific. In the PS approach, AR projects built using authoring
tools are exported to archive files to be independently distributed. Some com-
mon archive file formats include .exe in Windows, .dmg or .app in Mac OS, .apk
in Android, and .ipa for iOS operating systems. Note that these archive files
are software packages used to distribute and install native application software.
A native app, in turn, is considered a stand-alone program itself since it is a
self-contained program that does not require any auxiliary software to be exe-
cuted, as can be observed in Fig. 3(a). Native apps are usually available through
application distribution platforms, such as App Store, Google Play, and Win-
dows Phone Store. However, they must be downloaded from the platform to the
end-user devices, such as iPhone, Android, Windows phones, or even laptops or
desktop computers.

As an example, the Wikitude Studio [28] supports deployment options to
mobile applications for iOS/Android platforms, and to executable programs for
Windows/Mac OS computers.
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Platform-Independent. The PI approach delivers the AR solutions as data
files read and executed on a software platform (SP) running on the end-user
device. Also, it is worth pointing out that, after the authoring process, the gen-
erated content requires a platform on which it must be executed. Therefore, the
content cannot be considered a stand-alone program. Rather, it comprehends
data files (commonly structured in XML-based formats) that are interpreted by
the SP, as illustrated in Fig. 3(b).

As an example, k-MART [6] allows designers to export AR solutions as X3D-
based data files. In turn, these files are later executed on a separate content
browser.

Furthermore, since the content does not need to be installed in the device,
a major advantage is the possibility of implementing a cloud-based deployment
service. This increasingly popular variant approach uses a server infrastructure
as a backbone. The remote server is responsible for content storage and retrieval
as requested by the clients. The clients, in turn, are responsible for presenting
the retrieved content on end-user devices. Also, a client comprehends a cloud-
based SP that reaches into the cloud for contents on demand. In turn, all data
files remotely accessed are here referenced as cloud-based applications.

As an example, AR companies like Layar and Wikitude developed Layar App
and Wikitude World AR browsers, respectively. To the end-user, an AR browser
looks very similar to a typical native app: it is downloaded from an app store,
stored on the mobile device, and launched just like a native app. However, the
most prominent advantage of AR browsers is that end-users need only one app
for multiple contents. Once installed, they pull new cloud-based apps on demand.

Fig. 3. (a) A native app includes all required elements to execute AR experiences,
thus can be considered a stand-alone software itself. Also, the term native comprises
applications compiled at runtime, such as an Android app, or precompiled executable
programs; (b) Data files are interpreted by a native shell, which provides the required
infrastructure to present AR experiences.

3.3 General Models

Given the authoring and deployment trends explored in the previous subsections,
it was possible to elaborate four general dataflow models that represent the
content design tools’ dataflow analysed in this work.
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Fig. 4. (a) Model 1 combines a stand-alone authoring with a PS distribution. Therefore,
each generated native application is individually installed and accessed by end-users;
(b) Model 2 unites a stand-alone authoring paradigm with a PI distribution; (c) Model
3 combines a stand-alone authoring with a PI distribution. Yet, both designers and
end-users utilize the same ambient to create and visualize AR solutions; (d) Model 4
merges an AR plug-in authoring with a PI distribution.

Model 1: Stand-Alone PS Model. As can be observed in Fig. 4(a), this
dataflow model embodies a stand-alone authoring approach combined with a
native distribution strategy. In this sense, the designer first creates AR experi-
ences through stand-alone content design tools. Then he exports the project as
PS files, which are used to deliver stand-alone, native applications for Android,
iOS, Windows or other operating system.

Model 2: Stand-Alone PI Model. Similarly to the previous model, the
designer first builds AR experiences using stand-alone content design tools. How-
ever, this model applies a PI strategy for reaching interoperability and maintain-
ability. In this sense, the designer exports the authored AR solutions as data files
that run on a separate SP. Note that, a content design tool can generate one or
more data files which can be interpreted in a single SP and in different periods
of time, as seen in Fig. 4(b). Yet, since each stand-alone content design tool is
a brand new software, the data files created by distinct tools generally differ in
their structures, logics, and formats.

Model 3: All-in-One Model. As illustrated in Fig. 4(c), in this model, both
designers and end-users utilize the same environment to build and access AR
solutions. In the sense, the designer creates and saves AR solutions as data files.



244 R.A. Roberto et al.

Table 1. Classification of each commercial (without year) and academic tool according
to the general dataflow models.

Eventually, these files are read and executed within the same environment in
order to present the AR experience to end-users. Hence, similarly to the previous
model, the all-in-one comprehends a stand-alone authoring approach combined
with a PI distribution. However, the major difference resides in the fact that
production and delivery services are merged within a single system.

Model 4: AR Plug-in PI Model. In this dataflow model, the designer first
builds AR projects using hosting software integrated with AR plug-ins. Then,
these projects are saved as data files that are later retrieved and executed on
a separate application. In other words, this model includes a plug-in approach
combined with a PI deployment strategy, as can be observed in Fig. 4(d).

All the content design tools that were selected and analyzed in this work
are listed in Table 1. The table divides the commercial and academic tools and
indicates to which of the four general dataflow models each tool belongs. It is
important to keep in mind that it is not mandatory for a tool to be categorized
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into only one general model since a content design tool can provide different
distribution approaches and, consequently, different dataflow models.

4 Discussion

The major findings permitted a discussion in regards to (a) the benefits and
shortcomings of each of the AR authoring paradigms and deployment strategies
and (b) the results obtained from the classification of the analyzed content design
tools according to the four generic dataflow models. Each one of these discussions
are approached in the following subsections.

4.1 Stand-Alone vs. AR Plug-in

Reusability. Stand-alone authoring tools generally offer a smaller set of features
when they are compared to full-fledged hosting software. In the plug-in app-
roach, the designer may create the AR experience by using not only the extra
functionalities provided by the plug-in, but also the mature existing features in
the target software. On the other hand, it would require strong effort and time
to implement these features in a stand-alone authoring tool.

Domain specificity. Another benefit of the AR plug-in over the stand-alone
approach is that each created plug-in can be specialized for a specific application
domain. By using the plug-in approach, one can propose a set of functionalities
tailored to one specific application domain. Thus, only the required features are
implemented and not every possible one that usually a stand-alone tool must
provide.

Learning curve. Given a situation in which stand-alone tools are focused on
specific tasks or application areas, the learning curve and the time employed to
learn how to use each new tool, with different interfaces, is longer if compared
to integrated tools. Since the plug-ins are usually implemented on the same
environment, each focusing on a specific task or application domain, the designer
would not need to interact with a new interface.

However, the time spent to learn how to create an AR application using a
plug-in can be bigger when compared with a stand-alone solution in case the
user does not have experience with the host tool. It is due to the fact that they
commonly have a complex interface. Thus, the learning curve for simple and
focused tools is usually shorter.

Integration restraints. Bringing AR capabilities inside non-AR authoring
tools is neither straightforward nor trivial. First, it must be considered the avail-
ability of an SDK for the target software. It is extremely hard to manage the
integration when dealing with a closed system. Another factor is the GUI. When
designing an integrated AR plug-in for a host software, it is mandatory to cre-
ate GUI elements with the same look-and-feel as the target software. Moreover,
the authoring metaphor must be used in a coherent way with it. In this sense,
obstacles may arise during the development of functionalities that follow the
traditional authoring style and, at the same time, enable AR content creation
with ease.
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4.2 Platform-Specific vs. Platform-Independent

Portability. Since native apps are built using the device’s native programming
language, they only run on their designated platform. This means that the
same app cannot be re-used between platforms. Thus, deploying a native app to
Android, iOS and Windows Phone would require creating three different applica-
tions to run on each platform. Contrastingly, one major promise about platform
independence is that designers only have to write the application once and then
it will be able to run anywhere, without having to be recreated by the designer
for each separate platform.
Maintenance cost. Maintaining native applications is also expensive for the
designer. As a native app is built for a particular device and its operating system,
whenever new OS versions are rolled out, native apps may require considerable
updates to work on these newer versions. Moreover, data files run independent
on a PS shell that operates as an abstraction layer that encapsulates the under-
lying hardware and software updates. Hence, the designer does not have to worry
about updating and resubmitting apps.
Offline functionality and speed. An advantage for native apps is the off-line func-
tionality and speed. Since the application remains installed on the device from
the original download, depending on the nature of the app, no internet connec-
tion may be required. Another area where native apps have a clear advantage is
speed. These apps, by definition, run at native speed. PI apps run on top of addi-
tional layers, which consume computing resources and can therefore decrease the
execution speed.

4.3 General Models

As can be seen in Table 1 the stand-alone PI model is the most used approach
in both commercial and academic realms. It can also be noticed that the stand-
alone PS model is the less used approach. In turn, these results might indicate
that there is a strong trend towards PI strategies, which provide two key deter-
minants for delivering widely deployable AR experiences.

First, it permits cross-platform usage of the created AR experiences and the
more platforms are covered, the more people are reached. In this sense, leading
AR companies have commercial content design tools that suit into the stand-
alone PI model. In these scenarios, AR solutions are executed on their respective
AR browsers. In turn, these browsers are cross-platform applications that run
across different operating systems.

Second, the PI strategy also allows content aggregation for leveraging distri-
bution and discovering of AR solutions. In this sense, it can provide an unified
AR platform to access multiple content, thus avoiding the cumbersome task of
downloading and installing each one of the AR solutions.

Table 1 shows that seven out of the eight generic dataflow models target
data files for specifying the AR solutions. Therefore, based on these results,
it is possible to observe that there is a consensus in academia and industry
for adopting descriptive data formats, which includes JSON and, most often,
XML-based formats such as ARML, KARML, and XML.
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5 Conclusion

AR authoring tools can provide several levels of abstraction, thus targeting audi-
ences within a range of different technical expertise. Particularly, those catego-
rized as content design tools allow non-technologists to explore the AR creation
medium and, therefore, these tools are an essential component for helping AR to
gain popularity in different application domains. Due to their relevance, several
content design tools have been developed recently. However, no work was found
that presents an analysis and classification of those tools.

In this sense, this work analyzed 24 commercial and academic content design
tools in order to identify tendencies of such tools. The investigation revealed that
there are two authoring paradigms and two distribution strategies that have been
widely used for such tools. Furthermore, these authoring and deployment trends
were combined to elaborate four generic dataflow models.

Furthermore, this paper discussed the authors’ findings on the authoring and
deployments tendencies by comparing one trend against its alternatives in order
to discuss their advantages and limitations. Thereafter, it discussed the results
obtained from the classification of the content design tools according to the four
general dataflow models.

The authors believe that the proposed taxonomy along with the discussion
regarding the major findings can help users to find the best tools for them or
guide researchers and companies to develop solutions aiming their needs.
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Abstract. This work builds a panorama of resources in Remote HRI identified
in a systematic literature review with focus on Mixed reality solutions. This
study builds a panorama of HRI with mixed reality through the definition of the
terms presented in this ontology which serves as a reference to facilitate to
create new robotic solutions relying on this resource.
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Augmented reality � Virtual reality � Mixed reality � Augmented virtuality

1 Introduction

Robotics is an area in great expansion, the improvement of remote human robot
interaction (HRI) side by side with lower costs of the robotic systems, has made robots
accessible to the masses the same way personal computers have become part of cus-
tomary life, such as irobot roomba and other home solutions. Many studies [1] focus
on the study of human robot interaction design, but there is still a lot of work to do to
improve interaction with the users.

Robots have evolved throughout the years focusing on more complex tasks,
however, completely autonomous robots are usually specialized for a few specific
tasks. When the task requires a higher level of comprehension of the surroundings, the
robot may need help from a human operator to execute the adequate action.

Remotely operated robots have been developed to perform complex activities in
inaccessible places or places that present high risks to humans. For example, the
maintenance of nuclear plants where there are high levels of radiation [2] as well as the
use of robots in space exploration missions [3]. Robots are also used for search and
rescue after urban disasters such as WTC attack [4] and earthquakes. The enhancement
of robots for urban search and rescue has been constantly improved in international
competitions [5].

The objective of this paper is to produce an ontology that maps the current pos-
sibilities of HRI and the use of Mixed reality as a facilitator for remote operations. In
order to achieve this goal, a systematic review was conducted including articles pub-
lished up to July 2015. The contents of this paper are organized in 6 sections. In
subsequent sections of this work will be presented Related Works in Sect. 2, followed
by methodology design in Sect. 3. The resulting Ontology is presented in Sect. 4,
followed by Conclusion and Future Works in Sect. 5.
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2 Related Works

The field of HRI was the subject of a survey [1] that mapped key topics of matter. After
presenting a brief history of robotics and interaction, the study presented HRI problems
regarding robots design, information exchange, application areas, and possible solu-
tions. Goodrich and Schultz also pointed information fusion as a possible solution to
provide operational presence to the robot in remote interaction. They also claim that
new ways to integrate those information have to be found. In this ontology we present
characteristics of Mixed Reality Displays for HRI and resources to create interfaces
with integrated information. Based on this study, we identified the four first classes of
our ontology and named the topics robots, interaction, human factors and scenarios.

In turn, Green et al. [6] conducted a literature review about human robot collab-
oration with emphasis on AR solutions to aid interactions. Our ontology expands this
approach in its Mixed Realities branch by including solutions not only with AR, but
also Virtual Reality, Augmented Virtuality and Videocentric displays.

Sheridan defined the concept of Levels of Automation (LOA) in [7] on a scale that
includes ten levels of automation in a teleoperated system. He subsequently compiled
in [8] frameworks that resulted in the flexibilization of this scale under the concept of
adaptive autonomy. This concept of autonomy was added as a subclass of the branch
robots in this study since the variation range of the robot directly impacts the design of
HRI.

Milgram [9] defined a taxonomy of mixed reality visual displays and a virtuality
continuum to classify the level of reality or virtuality in a visual display. In our work
we adapt the continuum to the field of HRI and presented display possibilities as
branches in interaction output, next to the resources that arise from this mixed reality
interfaces. The far end of Milgram continuum are Virtual Environment and Real
Environment. In the context of remote operation, the operator is never in the same
environment with the robot, therefore, the most realistic interface that we identified in
our field of interest was videocentric display. In this ontology we believe that by means
of vast literature review it is possible to organize the knowledge field of Remote HRI
and Mixed Reality Displays.

3 Methodology

The search for articles began in 5 search engines: ACM Digital Library, IEEE Xplore,
Science Direct, Springer Link and Scopus covering from 2005 to 2015, accessed in
June, 2015. Search terms included the words and variations for Robot, Teleoperation,
interaction, HRI, “augmented reality”, “Virtual reality”, “augmented virtuality” and
“mixed reality”. The result was 893 articles, 46 of which were found to be duplicated,
leaving a total of 847 for the initial analysis. Articles within the scope of the review
were identified by the analysis of title, abstract and keywords, therefore 316 articles
passed on to the next phase. In addition to, 12 articles were manually included through
related studies and manual search in conferences HRI and IFAC, totaling 328.

Inclusion and exclusion criteria were then applied to the 328 remaining articles to
ensure the scope of the articles relates to the field of interest of this study. The inclusion
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criteria were presence of remote interaction and mixed reality display. Studies without
human factors, and robots were excluded from the review. Therefore 222 articles were
eliminated, resulting in 106 articles for reading and quality evaluation.

To ensure that the articles were complete and adequate to empirical methods,
according to the proposed solutions, the articles were meticulously evaluated to what
regards to completeness and quality of the studies. The articles were evaluated in 16
parameters, with attributed grades from 0 to 1. The final score of the article was the
product of the weighted average of these factors, 13 with weight 1 and 3 with weight 2,
resulting in a grade from zero to 100 %.The three parameters with greater weight refer
to: presence or absence of a detailed description of user testing; if the paper proposes an
interface or interaction tool; and if the interface proposed was clearly described in the
study. These parameters were defined with greater weight due to its importance for this
review since they aim to certify presence of relevant information to this review. At the
end of the process, 32 articles were selected to the data extraction phase, and elements
of proposed solutions in HRI with mixed reality were selected based on the occurrence
on them to build the ontology.

According to Noy and McGuinness [10], ontology is a method to share and
annotate information and common vocabulary of a field of study. This study aims to
group relevant terms of HRI remote interaction and mixed realities. After selecting the
articles, the relevant information about the four initial classes of the ontology, Robots,
Interaction, Human Factors and Scenarios, and Mixed Reality Display subclass were
extracted and organized to compose the subsequent branches of the ontology.

The identified factors were cataloged hierarchically, building a structure of classes
and subclasses. Classes and subclasses were graphically organized in form of branches
to represent the relation between them. Due to this representation classes and sub-
classes are often referred as branches in this study. Interaction was the class with more
branches since the scope of the ontology covers the factors that influence the interface
design using mixed reality displays for HRI.

4 Mixed Reality in HRI Ontology

The ontology was organized with four initial branches (Fig. 1), Humans Factors,
Robots, Interaction and Scenarios, which subdivide into subsequent branches, detailing
the universe of remote HRI and mixed reality displays. The resulting terms were
defined according to the adequate meaning for the field of mixed reality in remote HRI.

4.1 Scenarios

Scenarios are the ambient robot solutions are designed to operate. Each environment
presents different challenges that applications of remotely controlled robot have to
overcome to execute the task. [11] developed an interface to control robot in a military
scenario in target recognition tasks, they simulated situation of a multitask environment
to evaluate the interfaces proposed in the experiments.
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To enhance the performance of an Urban Search and Rescue (USAR) robotic
system [12] developed an interface to aid navigation tasks, once the scenario of USAR
involves challenging navigation terrain. It is important to identify and understand
peculiar characteristics in each environment, and the specific tasks to each scenario in
order design HRI systems.

4.2 Robots

Remotely controlled Robots receive the instructions from the remote user and operate
the action in the surroundings. Robots also send relevant information and feedbacks to
the operator. With several building possibilities and different levels of automation,
robot design should suit the nature of the operations that it will execute, with proper
components.

Operations. According to Steinfeld et al. [13] robot operations may be classified in five
categories: navigation, manipulation, social, perception and monitoring. The remote
interface design must take into consideration the specific needs from the task to be
performed in order to provide the necessary information in an objective way.

Automation. Robots have different levels of automation (LOA), Sheridan [8] presents
frameworks and automation classification models that evolved throughout the years
covers the concept of adaptive autonomy, where the level of automation varies
according to the necessity. In Adaptive autonomy exists the presence of an Authority
Allocation Agent, the role can be executed by a computer or human. In the model
defined by Parassuraman et al. [14] Adaptative Automation is partitioned in four
information processing stages: information acquisition, analysis, decision and action
implementation. Which steps should be automated and which should be controlled by an
operator should be taken into consideration when designing a remotely operated system.

Components. When building a robot the components that will be needed to attach to
execute the desired task must be taken under consideration. Sensors are the equipment

Fig. 1. Ontology ramification including Mixed Reality Displays branch
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responsible for detection of environmental signals, as for instance cameras, laser radars
and GPS. Actuators are the mechanisms by which the robot will interact with the
environment. Robotic arms, wheels and claws are common examples of robot actua-
tors. The components that compose the robot may cause impact on the way that the
remote control interfaces are designed.

4.3 Interaction

Interaction covers the means by which robot and user exchange information. The
operator sends controlling commands, and the information is sent by the robot and
presented to the operator. This branch covers controls techniques and information
design resources to create HRI interfaces. Mixed Reality Displays modalities and
interactive resources are described in Output branches. In Input branch, some possi-
bilities that enable the user to send commands to the robot are exemplified.

Output. Is the information reaching the user through the system. Define how and
which information is part of the interface design process. It should also be noted how
the information will be arranged for the operator. Subsequent branches refer to mixed
reality displays and resources that can be used to build them.

Mixed Reality Display. This branch relates to which information is displayed to the
user and how it will be organized, each modality has characteristics that will benefit
usability in distinct ways. Milgram and Kishino [9] defines a taxonomy concerning
mixed reality displays and represented the variation of display environments in a
virtuality continuum. In this study from the point of view of remote HRI, we con-
sidered videocentric display as the reality extreme of the continuum. In order to design
the remote operation interface, a display must be chosen to suit the system’s purpose.

• Video Centric. A teleoperation interface that displays streaming video sent by the
robot as the center of attention of the user, may or may not be composed of more
adjacent information, but independently, separate from the video image. This type
of interface can be used as comparison to other interfaces in the mixed reality
continuum because it does not use overlapping virtual elements. [15] developed an
interface denominated videocentric with the objective to compare with other
interface with augmented reality. [16] compared multiple displays with mixed
reality elements to a videocentric interface.

• Augmented Reality. According to Azuma et al. [17] AR interface is defined by the
coexistence of real and virtual objects in a real environment aligned with each other
and running interactively in real time. In HRI remote interaction AR is a powerful
resource to help the operator to perform teleoperated robot tasks. Often used to
enhance depth by introducing distance information, AR interfaces may help reduce
collision rate. In [18] AR interfaces were developed to aid robot navigation tasks to
enhance accuracy by reducing collision and close calls.

• Augmented Virtuality. Real images or real objects are added to the virtual envi-
ronment. Interfaces with these features were positive for assisting robot navigation
tasks in [15] and in [12] streaming video was sent from the environment and
combined with virtual maps.
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• Virtual Reality. Composed only by virtual objects without images of the real
environment displayed [9]. [19] developed a laser based teleoperation interface for
navigation tasks that renders a Virtual Reality environment to the operator. The
laser-based data transferred faster than video streaming, reducing delay between
operator and robot.

Resources. In this branch are presented recurrent resources used in reviewed
studies. Other resources may be added to this topic as other solutions are developed.

• Force feedback. It can be stated to the user both by haptic devices and by vibration.
Barros et al. [20] developed an interface that informs the user through a vibration
feedback about objects proximity when teleoperating a robot. The distance is
informed through the intensity of the vibration and the position of objects advised
by a belt attached to the operator’s waist with vibrotactiles distributed accordingly
to the relative position of the robot. In [21], haptic feedback was applied to indicate
object proximity in a navigational task resulting in better performance and presence
than other interaction variables in the conducted experiment.

• Sound. Audible feedback can be used as a form of verbal warning or also abstractly,
with specific meanings to the sound in the system. [22] used spatial audio as one of
the elements of the robot control interface to perform a search task in order to
reduce the operator’s workload.

• Graphic elements. Points, lines, planes and icons are recurrent elements in interface
design. In mixed reality displays for remote HRI these elements can be used in an
integrated way to robot environment. [18] developed a interface which allows the user to
plan robot trajectory with previous line drawing of the path that the robot will navigate.

• Stereoscopic view. Resource that enhances depth visualization by displaying stereo
images to the user. [21] used stereoscopic view in navigation tasks and noted
enhanced performance and sense of presence when the user received only stereo-
scopic feedback.

• 3D models. Objects can be represented in mixed reality display with 3D models,
studies represented the robot with virtual 3D models with the aim to enhance
situational awareness in manipulation [23] and navigational tasks [20]. The objects
can be represented with realism or simplified elements.

• Map. Especially useful in navigation tasks, maps can be displayed in the mixed
reality display aside the video streaming or virtual environment or integrated. Maps
can be static or animated to match the robot’s position; can be represented in 2D or
3D. [24] studied the impact of different map representations to teleoperate a robot in
a home environment.

• Point of view. The position of the virtual or real camera can change the remote
interface. In remote HRI, two possibilities are: Exocentric view that shows the robot
on the interface; and Egocentric view that shows the scenario from the point of view
of the robot, the camera can also be mobile, controlled by the operator. [3] studied
the impact of the camera position on the task performance in space telerobotic
manipulation by comparing exocentric, egocentric frames of reference, results
indicated that egocentric view may promote potential improvement of the
performance.
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Input. Regards to the means by which the user sends commands to the robot, con-
trollers and sensors focused on the operator. Gestures recognition by image [18] or
haptics devices [21], joypads, joysticks [16], and the more common mouse and key-
board are identified devices in the literature review. User input has to merge with the
mixed reality device to afford appropriate user experience.

4.4 Human Factors

Human Factors is the collection of variables deriving from the user that should be taken
under consideration when the interaction is being designed or evaluated. To evaluate
user human factors the studies reviewed used both qualitative and quantitative
approaches. Validated questionnaires were used to gather information about qualitative
information. [15] measured subjective operational workload based on NASA task load
index (NASA-TLX) [25].

Variables such as time to completion, number of collisions, and robot idle time
without instructions were quantified to estimate and compare performance. To evaluate
performance, [20] analyzed quantitative data of time taken to complete the search task,
average robot speed, the number of collisions and other quantitative variables
combined.

5 Conclusion and Future Works

A literature review was conducted in order to identify resources and mixed reality
display solutions for remote HRI. Starting from 893 reviewed articles, 32 were selected
after adequacy assessment of the scope and completeness and quality of the studies.
After articles selection, identified factors were organized in an ontology with four
initial classes and 18 subclasses.

The categories were described to organize a specific vocabulary of remote HRI and
mixed reality displays solutions highlighting particular potential and challenges of each
branch. Through the definition of the terms present in this ontology, this study builds a
panorama of HRI with Mixed Reality Displays, which serves as a reference to facilitate
the creation of new robotic solutions with integrated information. With 27 branches,
this study also aims the identification of subjects to be studied as well as aiding the
design of experiments with users, based on the proposed field mapping.

The scope of this work focused on interaction techniques, in future works we aim to
expand this ontology in what regards to scenarios, human factors and robots con-
struction and development. This ontology will also expand throughout technology
development to embody the progress.

References

1. Goodrich, M.A., Schultz, A.C.: Human-robot interaction: a survey. Trends Hum. Comput.
Interact. 1(3), 203–275 (2007)

Remote HRI and Mixed Reality, an Ontology 255



2. Heemskerk, C., Eendebak, P., Schropp, G., Hermes, H., Elzendoorn, B., Magielsen, A.:
Introducing artificial depth cues to improve task performance in ITER maintenance actions.
Fus. Eng. Des. 88(9–10), 1969–1972 (2013). Proceedings of the 27th Symposium on Fusion
Technology, Belgium, pp. 24–28 (2012)

3. Lamb, P., Owen, D.: human performance in space telerobotic manipulation. In: ACM
Symposium on Virtual Reality Software and Technology, VRST 2005, pp. 31–37. ACM,
New York (2005)

4. Casper, J., Murphy, R.R.: Human-robot interactions during the robot-assisted urban search
and rescue response at the World Trade Center. IEEE Trans. Syst. Man Cybern. Part B
Cybern. 33(3), 367–385 (2003)

5. Liu, Y., Nejat, G.: Robotic urban search and rescue: a survey from the control perspective.
J. Intell. Robot. Syst. 72(2), 147–165 (2013)

6. Green, S., Billinghurst, M., Chen, X., Chase, G.: Human-robot collaboration: a literature
review and augmented reality approach in design. J. ARS, 1–18 (2007)

7. Sheridan, T.B., Verplanck, W.L.: Human and computer control of undersea teleoperators.
Technical report, MIT Man-Machine Laboratory, Cambridge, MA (1978)

8. Sheridan, T.B.: Adaptive automation, level of automation, allocation authority, supervisory
control, and adaptive control: distinctions and modes of adaptation. IEEE Trans. Syst. Man
Cybern. Part A Syst. Hum. 41(4), 662–667 (2011)

9. Milgram, P., Kishino, F.: A taxonomy of mixed reality visual displays. IEICE Trans. Inf.
Syst. 77(12), 1321–1329 (1994)

10. Noy, N.F., McGuinness, D.L., et al.: Ontology development 101: a guide to creating your
first ontology. Volume 15, Stanford knowledge systems laboratory technical report
KSL-01-05 and Stanford medical informatics technical report SMI-2001-0880, Stanford,
CA (2001)

11. Chen, J.Y., Barnes, M.J.: Robotics operator performance in a military multi-tasking
environment. In: 3rd ACM/IEEE International Conference on Human Robot Interaction,
HRI 2008, pp. 279–286. ACM, New York (2008)

12. Nielsen, C.W., Goodrich, M.A., Ricks, R.W.: Ecological interfaces for improving mobile
robot teleoperation. IEEE Trans. Robot. 23(5), 927–941 (2007)

13. Steinfeld, A., Fong, T., Kaber, D., Lewis, M., Scholtz, J., Schultz, A., Goodrich, M.:
Common metrics for human-robot interaction. In: 1st ACM SIGCHI/SIGART Conference
on Human-Robot Interaction, HRI 2006, pp. 33–40. ACM, New York (2006)

14. Sanguino, J.T.M., Márquez, M.J.A., Carlson, T., Millán, J.: Improving skills and perception
in robot navigation by an augmented virtuality assistance system. J. Intell. Robot. Syst. 76
(2), 255–266 (2014)

15. Parasuraman, R., Sheridan, T.B., Wickens, C.D.: A model for types and levels of human
interaction with automation. IEEE Trans. Syst. Man Cybern. Part A Syst. Hum. 30(3), 286–
297 (2000)

16. Michaud, F., Boissy, P., Labonté, D., Brière, S., Perreault, K., Corriveau, H., Grant, A.,
Lauria, M., Cloutier, R., Roux, M.-A., Iannuzzi, D., Royer, M.-P., Ferland, F., Pomerleau,
F., Létourneau, D.: Exploratory design and evaluation of a homecare teleassistive mobile
robotic system. Mechatronics 20(7), 751–766 (2010). Special Issue on Design and Control
Methodologies in Telerobotics (2010)

17. Azuma, R.T.: A survey of augmented reality. Presence Teleoper. Virtual Environ. 6(4), 355–
385 (1997)

18. Green, S.A., Chase, J.G., Chen, V., Billinghurst, M.: Evaluating the augmented reality
human-robot collaboration system. In: 2008 15th International Conference on Mechatronics
and Machine Vision in Practice, M2VIP 2008, pp. 521–526 (2008)

256 C. Cani D.L. et al.



19. Livatino, S., Muscato, G., Sessa, S., Neri, V.: Depth-enhanced mobile robot teleguide based
on laser images. Mechatronics 20(7), 739–750 (2010). Special Issue on Design and Control
Methodologies in Telerobotics (2010)

20. de Barros, P.G., Lindeman, R.W.: Performance effects of multi-sensory displays in virtual
teleoperation environments. In: 1st Symposium on Spatial User Interaction, SUI 2013,
pp. 41–48. ACM, New York (2013)

21. Lee, S., Kim, G.J.: Effects of haptic feedback, stereoscopy, and image resolution on
performance and presence in remote navigation. Int. J. Hum Comput Stud. 66(10), 701–717
(2008)

22. Haas, E., Stachowiak, C.: Multimodal displays to enhance human robot interaction
on-the-move. In: 2007 Workshop on Performance Metrics for Intelligent Systems, PerMIS
2007, pp. 135–140. ACM, New York (2007)

23. Sauer, M., Leutert, F., Schilling, K.: An augmented reality supported control system for
remote operation and monitoring of an industrial work cell. In: 2nd IFAC Symposium on
Telematics Applications, pp. 83–88 (2010)

24. Ryu, H., Lee, W.: Where you point is where the robot is. In: 7th ACM SIGCHI New
Zealand Chapter’s International Conference on Computer-Human Interaction: Design
Centered HCI, CHINZ 2006, pp. 33–42. ACM, New York (2006)

25. Hart, S.G.: NASA-task load index (NASA-TLX); 20 years later. Hum. Factors Ergonomics
Soc. Annu. Meet. 50(9), 904–908 (2006)

Remote HRI and Mixed Reality, an Ontology 257



Virtual Display of 3D Computational Human
Brain Using Oculus Rift

Seung-Wook Kim and Joon-Kyung Seong(&)

Department of Biomedical Engineering, Korea University,
Seoul, Republic of Korea

sakimos@naver.com, joon.swallow@gmail.com

Abstract. Creating a 3D environment by Game Engine is a useful way to
integrate various types of information into one platform. As a result, it becomes
more convenient and rapid to share massive information to the others. Also,
using Virtual Reality technology makes visual information to be more detailed
and intuitive. In this study, by combining these advantages of Game Engine and
VR technology to present brain imaging technologies, we tried to provide more
detail and more convenient information about cephalic anatomy or brain disease.
We used the brain images of a patient with subcortical vascular cognitive

impairment (SVCI), which is randomly selected from formal studies. Two types
of brain image were loaded on Unity3D game engine by different method each,
and then we observed the final data with a VR device named Oculus Rift.
There were some limitations and there are few things that should be com-

plemented through future studies, but we obtained virtual image which is
controllable enough in three-dimensional environment (Unity3D game engine),
and was able to observe it via virtual reality device (Oculus Rift DK2).

Keywords: Brain imaging � Diffusion tensor imaging � Unity3D � Oculus rift �
Virtual reality

1 Introduction

Brain MRI, in the clinical practice, is a powerful imaging tool for diagnosing brain
diseases. Unlike the past traditional measures such as history taking and physical
examinations, MRI scan shows the lesion’s location, size, nature, and response after
treatments accurately and quickly. Such diagnostic feature, if combined with
anatomical knowledge and functional role of the structure, may greatly improve the
accuracy and details of the diagnosis.

Brain can be classified into two parts – neural tissues (Nerve cell bodies and axons)
and subsidiary part (vessels, stroma, matrix and other organizations) – and nerve cell
part can be simplified as streams (pathways/tracts) of neuron bundles. Scanning
techniques of MRI have been improved recently up to capture these streams of bundles,
and Diffusion Tensor Imaging (DTI) is representative among those techniques. DTI
techniques to reconstruct tractography is already being used in clinical researches such
as epilepsy, and its inter-observer or intra-observer reliability is verified to be
acceptable.
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Space occupying lesions inside the brain or destructive brain lesions such as
infection tend to deform the brain structures. In these cases, direct application of normal
anatomical knowledge to conventional brain MRI might has limitations to locate the
exact anatomic structures or even more limitations to predict the physiological deficits
caused by the lesions due to deformed brain structures. But if it is possible to obtain
tractography via DTI and locate the lesions onto the specific tracts, we may have got
more accurate diagnosis of the lesions by tracking the lesion’s tract or bundle,
regardless of anatomical deformations.

Nerve bundles in the brain do not simply link one part of the brain to one part of the
body with a tract. The bundles exchange information with other surrounding tracts,
nuclei and grey matters (crossing or kissing fibers). These compound interconnections
make the interpretation of tractography expressed in 2D monitor quite difficult and
complex. The purpose of this study was to reconstruct brain tractography in 3D virtual
reality (VR) space, so as to make it easy to handle and to trace up and down, using
Unity3D and Oculus Rift. These trials may contribute to understand exactly and
conveniently the complex relations of these neural bundles.

2 Material

2.1 Study Design

We have reported previously the functional research of white matter tract, by observing
114 subcortical vascular cognitive impairment (SVCI) patients [1]. From this study, we
obtained following three facts. FA (fractional anisotropy) values in the middle portion
of CG (cingulum) were associated with scores in language, visuospatial, memory and
frontal functions. FA values in the anterior portion of ATR (anterior thalamic radiation)
were associated with scores in attention, memory and frontal executive functions, while
FA values in its middle portion were associated with language function score. In SLF
(superior-longitudinal fasciculus), FA values in the posterior portion were associated
with visuospatial dysfunction while FA values in the middle portion were associated
with memory impairment.

The study shows disconnection of specific white matter tracts, especially those
neighboring and providing connections between gray matter regions important to
certain cognitive functions, may contribute to specific cognitive impairments in patients
with SVCI.

In this study, we get the T1 image and DTI-Tractography of the selected patient
with SVCI involved in previous research, and we reconstruct these images into 3D
objects able to be observed and handled using VR (virtual reality) device.

2.2 Image Acquisition

T1 and diffusion weighted images (DWI) were acquired from a subject at Samsung
Medical Center using the same 3.0 T MRI scanner (Philips 3.0T Achieva). T1 weighted
MRI data was recorded using the following imaging parameters: 1 mm sagittal slice
thickness, over-contiguous slices with 50 % overlap; no gap; repetition time (TR) of

Virtual Display of 3D Computational Human Brain Using Oculus Rift 259



9.9 ms; echo time (TE) of 4.6 ms; flip angle of 8˚; and matrix size of 240 × 240 pixels,
reconstructed to 480 × 480 over a 240 mm field of view. In the whole-brain diffusion
weighted MRI examination, sets of axial diffusion-weighted single-shot echo-planar
images were collected with the following parameters: 128 × 128 acquisition matrix,
1.72 × 1.72 × 2 mm3 voxels; reconstructed to1.72 × 1.72 × 2 mm3; 70 axial slices;
220 × 220mm2

field of view; TE 60 ms, TR 7383 ms; flip angle 90°; slice gap 0 mm;
b-factor of 600 s/mm2. With the baseline image without diffusion weighting (the reference
volume), diffusion-weighted images were acquired from 45 different directions. All axial
sections were acquired parallel to the anterior commissure-posterior commissure line.

3 Method

3.1 Image Preprocessing

DTI images and structural MR images of each subject were acquired to be used in this
study. All processes took the following steps: First, DTI images were corrected for
Eddy current distortions, using FSL program. Second, HARDI-based deterministic
tracking was executed, generating track file. Third, non-brain tissue from DTI images
and structural MR images (T1) of the whole head was deleted using BET (Brain
Ex-traction Tool). Forth, images were spatially adjusted to standard brain image.
Registering a set of T1 images to a standard template was executed by FNIRT
(FMRIB’s Linear Image Registration Tool), and registering DTI images to T1 images
was executed by FLIRT (FMRIB’s Linear Image Registration Tool). Registered images
were inversely adjusted to previous images again, getting spatially normalized images.

We obtained streamlines resulting from whole-brain tractography. The streamlines
are grouped into following seven major fiber tracts, such as anterior thalamic radiation
(ATR), cingulum (CG), corticospinal tract (CST), inferior fronto-occipital fasciculus
(IFO), inferior-longitudinal fasciculus (ILF), superior-longitudinal fasciculus (SLF),
and uncinate fasciculus (UNC), based on their shapes and positions [2].

Then, we computed cortical surface meshes using FreeSurfer v 5.1.0 (http://surfer.
nmr.mgh.harvard.edu). FreeSurfer uses following algorithm: Outer and inner cortical
surface meshes were first constructed from T1-weighted MR data. The inner surface
represented the boundary between white matter and cortical gray matter, and the outer
surface was defined as the exterior of the cortical gray matter. As the outer surface was
constructed by deforming the inner surface, the two surface meshes are isomorphic,
with the same number of vertices and edge connectivity.

Through FreeSurfer, we parcellated the cerebral cortex into 68 cortical ROIs based
on the Desikan-Killiany Atlas [3] and obtained the cortical thickness of each cortical
ROIs for each subject. We reconstructed T1-weighted MR images and ROI atlas vol-
umes from FreeSurfer data of each patient for using coregistration with DWI images.

3.2 Platform

Unity Game Engine. Unity3D (© Unity Technologies, San Francisco, California,
USA. Unity3D ver. 5.3.2) is a tool which is mainly used when producing games of
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three-dimensional environments. It is comfortable to load and handle 3D objects from
both inside and outside the program. We load T1 data and DTI data on Unity tools,
each using somewhat different ways.

Developing environments in Unity3D has several steps. First we make New
Project. Then Scene, Game, and Console window will show up. Most of the project
making will take time in ‘Scene’ tab. The default scene contains one default camera
and a directional light, which you can check out from the hierarchy tab. You may create
some template 3D figures (cube, sphere, cylinder, etc.) from hierarchy tab, and if
necessary, we can load other 3D objects from outside the Unity3D program by simply
dragging the objects into project-assets tab, and then loading them on the scene or
hierarchy tab.

T1 images which we obtained exist in form of ‘obj’ files. Since ‘fbx’ files are more
suitable at processes like Motion Tracking or Animated movements [4], we recommend
converting ‘obj’ files into ‘fbx’ files via programs such as ‘Autodesk FBX Converter
(© 2016 Autodesk, FBX® 2013.3 Converter)’ before uploading the data on Unity
scene. Such programs are freely provided from ‘autodesk.com’.

DTI data, unlike T1 data, exists in a form of text file which contains
three-dimensional coordinate values of each fiber. To load these data on Unity3D
scene, we coded a script which saves the number of bundles, names of each bundles,
the number of fibers in each bundles, number of coordinates which constitute each
fibers, and the coordinate values itself. Then connect every two coordinates with a thin
cylinder for every fiber to implement the form of streamlines. This step was done by a
code which instantiates a cylinder prefab (sample) between selected two vectors (3D
coordinates). You may select the number of fibers or skip some coordinates depending
on your computer’s specifications (at the given figure, half of the number of fibers, and
one-fifth of the coordinate values were selected).

To differentiate one bundle from others, we colored each bundles in color red, blue,
green, yellow, magenta, cyan, and black. This was done when instantiating the
cylinders between coordinates, by reading the name of the bundle which the coordinate
belongs to.

3.3 Device

Oculus Rift Development Kit 2. Oculus Rift is a virtual reality (VR) device (© 2016
Oculus VR, LLC, Menlo Park, California, USA. Oculus Rift Development Kit 2). VR
is a technology which is a simulated version of the real environment and can be
experienced in three dimensions (3D). The device displays two adjacent images, one
image for left eye and one for right eye. The alignment of the two lenses enables the
zoom in-out and re-shaping the pictures for both eyes, which makes the picture a
stereoscopic 3D image [5].

To link the Unity scene with Oculus device is simply done by downloading ‘Oculus
Utilities for Unity 5 V0.1.3.0-beta’ from ‘developer.oculus.com’, then load the utilities
on Unity3D project, and exchanging the default camera with camera and cardboard for
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Oculus Rift. The following figure shows the in-game view (the view we may see when
we run the program) between default camera and oculus camera each (Fig. 1).

The screenshots are taken from two cameras at the same position of the Unity3D
scene. Since Oculus rift have to send one screen to two eyes, the screen itself must be
divided into two parts, which are already prepared to make stereoscopic 3D image
(Fig. 2).

Fig. 1. View Comparison between Unity3D Default Camera (left) and Oculus-Provided Camera
(right)

Fig. 2. Scene view of DTI Tractography
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4 Results

The colors corresponding to the bundles are red (ATR), blue (CST), green (CG),
yellow (IFO), magenta (ILF), cyan (UNC), and black (SLF).

Abbreviations: ATR, anterior thalamic radiation; CST, corticospinal tract; CG, cin-
gulum; IFO, inferior fronto-occipital fasciculus; ILF, inferior-longitudinal fasciculus;
UNC, uncinate fasciculus; SLF, superior-longitudinal fasciculus.

The brighter part of the brain represents white matter, and the darker part represents
gray matter. The observer may select the information he/she wants to see by clicking

Fig. 3. Oculus view of T1 image

Fig. 4. Oculus view of DTI Tractography
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the toggle button at the left-bottom side. The object rotates in horizontal/vertical
direction as direction key input value. The screenshot was taken after such operations
in Unity3D.

Details are same as Fig. 3. The screenshot was taken at the same angle as Fig. 3,
and the Toggle button ‘Show Streamlines’ was selected. Both the screen from Figs. 3
and 4 seems stereoscopic and three-dimensional when the observer is equipped with
Oculus Rift.

5 Conclusions

From this study, we obtained virtual image which was manipulable enough in
three-dimensional environment. But several things are seem to be necessary – objec-
tivity of the sample, applications of other samples, and comparison between normal

Fig. 5. Free-handled images of DTI Tractography
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brain and patient’s brain. We are expecting to complement these points, including the
following ‘limitation of this study’, through future studies (Fig. 5).

5.1 Limitation of this Study

Exquisiteness of the DTI data. Since we controlled the number of fibers and coor-
dinates, we cannot tell whether the image is the exact form of the Streamlines obtained
through DTI data. This problem can be complemented by upgrading the specification
of the computer.

Controllability of the Image. Options like zooming in-out through mouse wheel
scroll, and rotating images through dragging instead of direction keys could be helpful
to make the handling easier and more comfortable. If it is possible to use Motion
tracking function of the Oculus Device, then the observer may feel more vivid VR
experience. We may complement these problems by studying more about how to treat
the input-outputs of information and user-interface (UI).

Non-Automatic Functions. While T1 image is automatically laid at the center of the
screen when loaded, the coordinate of DTI data is fixed somewhat differently when the
data is obtained. Since the coordinate systems of the two data are different, we need to
set the position information of one data to fit into the other manually. If we can refer to
what coordinate system it is set to when the DTI data is obtained, then we may load the
DTI data at the same position with the T1 data by automatically adjusting it.
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Abstract. The progress of new technologies makes virtual reality (VR) easier,
and inexpensive head-mounted displays (HMDs) accelerate the development of
advanced VR services. The advantage of the technologies is to offer the better
immersion of a VR world, to use natural user interface (NUI) devices and to
operate them with a user’s gesture. The problem to use NUI devices for
VR-based services is to take into account various types of NUI devices. We
need to consider how a user to use NUI devices in a proper way, in particular,
when an HMD limits his/her view of the real world. Our approach to solve the
problem is to use an affordance that offers implicit information how to navigate
VR-based services. However, there are a little researches to investigate the
relationship between different types of NUI devices and the design of proper
affordances to navigate VR-based services. The paper provides some insights
how respective types of NUI devices influence affordance design to navigate
VR-based services. For extracting effective insights, we have developed two
VR-based services, where we discuss two types of operating methods and three
types of affordances for respective operating methods are examined. Also, we
chose two types of NUI devices for navigating the VR-based services. Then, we
conducted some experiments to extract some insights as a guideline to develop
future VR-based services. The result shows that the differences among respec-
tive NUI devices may not significantly influence affordance design, however
have strong effects on understanding how to navigate VR-based services. The
understanding also affects how each user prefers which NUI devices, because
NUI devices require us to use gesture to navigate the services, but the intuition
that differs in each individual is important.

Keywords: Natural user interface � Virtual reality � Affordance
1 Introduction

Recently, as shown in [2, 6], virtual reality (VR) technologies have revived due to the
progress of new technologies that make it easy to develop advanced VR-based services
like programming platforms: Unity1 and inexpensive and practical commercial
head-mounted displays (HMD): Oculus Rift2. These technologies make it easy to

1 Unity - Game Engine: http://japan.unity3d.com/, accessed 2015/12/22.
2 Oculus Rift | Oculus: https://www.oculus.com/en-us/rift/.
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develop various types of the VR-based service, and make it possible to use VR-based
technologies in commercial purposes.

When offering desirable interactive user experiences, natural user interaction
(NUI) devices like Microsoft Kinect (MS Kinect)3 or Leap Motion4 are widely used.
Many VR-based games are already developed, and they assume to use these devices,
because these devices offer an immersive user experience through the natural inter-
action [3] with the virtual world without prior knowledge. However, the assumption to
use the current NUI devices causes a gap between the ideal expectation and the reality.
In particular, using NUI devices with an HMD may cause a new problem. For example,
Yang and Pan reported that MS Kinect fails to track a user’s body when the user does
not have sufficient experiences with an HMD [11].

When using NUI devices, it is usually assumed that a user can easily find where the
devices are and how to navigate them, but the devices cannot be seen when the user
wears an HMD. In computing environments, various commodity NUI devices will be
used to develop new VR-based services; thus the described issues will become a more
serious problem soon. One approach for overcoming the problem is using affordance
[1], which is the information for ensuring the proper operation and can be used to
navigate human behavior [7]. We also need to investigate what types of affordance is
appropriate for respective NUI devices. We actually discuss three types of affordance
— inherent, image and sentence affordances by referring to [10]. Furthermore, we like
to research whether different features of NUI devices influence the appropriateness of
the types of affordance. Thus, the research question in this paper is that a different NUI
device needs a different affordance.

In this paper, we demonstrate how we can design proper affordances for respective
NUI devices. The insights extracted from our experiment are useful for designing
future NUI devices and VR-based services. We have developed a VR-based photo
viewer service and a shooting game application for demonstrating the proposed ideas as
case studies. The current case studies assume to use eitherMS Kinect or Leap Motion as
NUI devices. We have designed three affordances for the respective NUI devices. MS
Kinect tracks the positions of a user’s body. In this case study, the position of a user’s
arms is captured for moving the cursors. Conversely, Leap Motion tracks the position
of the joints of a user’s hands. In this case study, the position of a user’ hands is
detected to move the cursors.5

2 Related Work

Terrenghi et al. claimed that the difference of user interfaces requires different affor-
dances [9]. In their research, the participants were imposed to perform a puzzle task and
a photo sorting task with physical and digital pieces and photos. Figures 1 and 2 are the
scenes to perform the tasks. The result showed that even in the same task, the difference

3 Xbox 360 – Kinect: http://www.xbox.com/ja-JP/kinect, accessed 2015/12/26.
4 Leap Motion: https://www.leapmotion.com/?lang=jp, accessed 2015/12/22.
5 A preliminary result was reported in [4], and the paper enhances insights discussed in the paper.
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in physical and digital makes participants’ action different. This means that the dif-
ferences in interfaces require different affordances.

Shin et al. showed the difference in devices needs different affordances [8]. In this
research, they asked participants to play a VR-based application while a user wears an
HMD, using Hydra Controller6 and MS Kinect for operating the application. Figure 3

Fig. 1. Photo sorting tasks [9]

Fig. 2. Puzzle tasks [9]

Fig. 3. The VR-based application with HMD [8]

6 Razer Hydra Portal 2 Bundle Gaming Controller - PC Motion Sensor - Razer United States: http://
www.razerzone.com/gaming-controllers/razer-hydra-portal-2-bundle, accessed 2015/12/25.
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shows the scene of the application. The results showed that different devices cause
different problems even in the same VR-based application when a user wears an HMD.
This means that in a VR-based application that uses an HMD, different devices may
need different affordances.

3 A VR-Based Service and its Affordance Design

3.1 VR Frameworks, HMD, NUI Devices and Operating Objects
in VR-Based Services

For developing a VR-based service, we adopted Unity4.6.57, that is a platform for
easily creating a VR-based service. We also adopted Oculus Rift8 as an HMD.

In our research, we selected two NUI devices: MS Kinect and Leap Motion. MS
Kinect can track the entire whole body of a user, but the detection error is bigger than
Leap Motion. Although Leap Motion makes accurate tracking possible rather than MS
Kinect, it is only able to track a user’s hands or small objects. By tracking a user’s arm
by MS Kinect or hands by Leap Motion, we arrange some objects in a VR world that
performs the same movement as the user’s arms or hands: we call them arm objects or
hand objects. These arm/hand objects are used to operate the objects in the VR-based
services.

3.2 An Overview of a VR-Based Service

When we considered VR-based services, we decided to create two types of services for
extracting more insights from the experiment for them. For investigating extreme
different cases, we have developed a VR-based service that is easy to understand
named Image Planet, and the one is difficult to understand named Shooting Game.
Also, for extracting more useful insights from the experiment, we created two types of
operating method that are specialized and the general-purpose to the service: the former
is called the specialized operation and the latter the general-purpose operation.

Image Planet as shown in Fig. 4 is a VR-based service developed as an example to
offer simple operations. In this service, many images are floating over and rotating
around a user. The background of the service is like the universe, so respective images
look like stars. A user can select and expand the images by his/her operation on them,
and also control the movement of the images through the panels for controlling them.
As the specialized operation, a user uses a red line like a laser pointer attached to an
arm object or a hand object to point the images or panels, and as the general-purpose
operation, a user needs to move his/her arm/hand object over the images or panels. In
this service, a user can use only his/her right arm or hand, and choose the proper pace
to operate the objects that a user likes. This makes it possible to understand how to
operate objects easily.

7 Unity - Game Engine: http://japan.unity3d.com/, accessed 2015/12/22.
8 Oculus Rift | Oculus: https://www.oculus.com/en-us/rift/, accessed 2015/12/26.
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Shooting Game as shown in Fig. 5 is the service developed as an example to offer
complex operations. In this service, a user attacks and destroys enemies in the VR
world, while guarding from the enemies’ attack. In the specialized operation, a user
operates a gun by his/her right arm object or right hand object, and attacks enemies.
Also he/she operates a translucent wall for guarding from enemies’ attack through their
left arm/hand object. In the general-purpose operation, a user needs to move his/her
arm/hand objects over enemies to attack them or over a panel that controls the wall to
guard. This service needs to use both arms or both hands to attack enemies and
guarding from them. It is also an important design intention to make a user hasty
through the enemies’ attack. The aim of the service is to investigate insights how
complex operations influence affordance design.

3.3 Affordance Design

For affordance design, we define three types of affordances, inherent affordance, image
affordance, and sentence affordance based on the discussions described in [10].

Fig. 4. Image planet (Color figure online)

Fig. 5. Shooting game
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Inherent affordance is an affordance that uses an object’s shape, color, positions
and so on, without directly offering images or sentences as the information for sup-
porting the proper operation in a VR-based service, and this means that the intuition of
a user is important for understanding how to navigate the service. This affordance is
similar to the perceived affordance that Norman explained in [5], and is widely used in
daily objects’ design. In this case study, we implemented the affordance as follows; we
designed an arm/hand object as the 3D models of an arm or hand, for making a user to
understand that they can operate the arm/hand object by his/her own arm or hand. In
particular, in Leap Motion, we arrange the object that represents the detectable spatially
limited region for the interaction by the NUI device because the detectable region for
the interaction of Leap Motion is very small. We also try to separate inherent affor-
dance with the operating methods for the objects representing the affordances. Inherent
affordance used for the specialized operation is called high-inherent affordance, and
one used for the general-purpose operation is called low-inherent affordance. Figure 6
shows one example of inherent affordance.

Image affordance is an affordance that uses images to offer the information for
operating objects representing the affordance properly. An example used in the real
world is a pictogram, like a sign used for the emergence exit. In our approach, we use
this kind of image that explains how to use a user’s arms or hands to operate the
arm/hand objects in a VR-based service, and how to navigate the service. Different
from inherent affordance, the arm/hand objects in a VR-based service are not the 3D
models of arms or hands, but a white sphere. On the other hand, similar to inherent
affordance, we classify image affordance into two types by operating method. The
affordance with the specialized operation is high-image affordance, and one with the
general-purpose operation is low-image affordance. Figure 7 presents an example of
image affordance.

Fig. 6. Inherent affordance
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Sentence affordance is an affordance that offers the sentences to represent the
information for operating an affordance properly. The sentences are often used for
explaining how to operate the affordance. In our approach, we offer the sentences to
explain how to operate the affordance properly as sentence affordance. Similar to image
affordance, arm/hand objects are represented as white spheres, and also we classify the
affordance into two types of operating method. The affordance with the specialized
operation is named high-sentence affordance, and one with the general-purpose oper-
ation is low-sentence affordance. Figure 8 shows an example of sentence affordance.

We have developed two VR-based services to offer two types of the operating
method, and three types of affordances that support two operating methods. Also, in
respective affordances, two NUI devices: MS Kinect and Leap Motion are adopted.
Therefore, we totally conducted 24 patterns in the experiment of our approach as
described in the next section.

Fig. 7. Image affordance

Fig. 8. Sentence affordance
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4 Experiments

In our experiment, we asked participants to perform tasks for respective VR-based
services. Thus, there are 12 patterns for each, then we asked them to answer the
questionnaires about whether they feel that these affordances are easy to understand to
operate objects representing them. The tasks conducted in the experiment are as fol-
lows; in Image Planet, a participant selects and expands three photos that they like. In
Shooting Game, a participant attacks and destroys three enemies while guarding from
the enemies’ attack. In our experiment, 17 participants whose ages are between 22 and
29 participated. The experiment for each person took about 2 h. We conducted the
semi-structured interview for each participant after the experiment. Figure 9 shows one
scene in the experiment.

In the questionnaire, we asked the participants “Did you think this affordance is
easy to understand the meaning of an affordance in the service?”, and also “Did you
think this affordance is appropriate to express the meaning of an affordance in the
service?”. The first question is the main question to extract participants’ opinions
explicitly for our research questions in this research, but we consider the question is not
sufficient, because the question does not consider the whole cognitive load of a user.
The cognitive load, that prevents a user from understanding the meaning of an

Fig. 9. A scene in our experiment
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affordance, indicates not only the easiness to the understanding, but also the trouble-
someness for the understanding, for example the troublesomeness of reading the
sentences in an affordance. Therefore, we need to ask the second question that is the
question for investigating a user’s whole cognitive load.

Before conducting the experiment, we had a hypothesis that image and sentence
affordances have no significant differences for respective NUI devices, and for inherent
affordance, Leap Motion is preferred than MS Kinect. This is because that we thought
images and sentences are very easy to understand, and there are no rooms to specialize
the influence of the differences in NUI device, but inherent affordance needs a user’s
intuition for understanding the meaning of an affordance, thus Leap Motion, which
offers a very accurate and good feedback is preferred. Also, we thought that the
differences in NUI devices more influence on affordance design as operating the object
that represents an affordance becomes more difficult. However, actually the result of the
experiment shows that our hypothesis is not always true. The result shows that image
and sentence affordances do not have much differences according to the differences
appeared in NUI devices, and also inherent affordance is not significantly affected by
the differences appeared in NUI devices. Moreover, the different types of VR-based
services does not significantly influence the affordance design that needs to reflect the
differences in NUI devices.

In the interview in the experiment, many participants said that MS Kinect is not
good in terms of the precision, and Leap Motion is very good rather than MS Kinect,
but also, some participants said “I prefer MS Kinect because moving my arm is very
intuitive for me, and it helped me to understand how to operate objects representing an
affordance”, and “I dislike Leap Motion because the detectable region for the inter-
action is too narrow for me.” This opinion expresses that some participants think that
the precision is not important, but the detectable region for the interaction is more
significant. On the other hand, some participants said “I like Leap Motion because I
need not to move my hand widely, and it is very intuitive.” Similar opinions were
appeared in most patterns in the experiment. For these reasons, we consider that the
differences appeared in NUI devices are not a big factor to influence affordance design,
but to influence the overall understanding how to operate objects representing an
affordance, and also the understanding the meaning of an affordance differs in each
individual. NUI devices use a user’s gesture for the interaction, and this means that the
intuition of a user is more important, where the intuition is differed for each individual
largely. This insight can be used for the decision of what NUI devices should be used
for respective VR-based services. We must consider not only what are the efficient and
easy to use functions of NUI devices for operating an object representing an affordance,
but also what functions each user prefers. Therefore, the usability and the comforta-
bility need to be taken into account independently when designing good affordances. In
the future, many types of inexperience NUI devices will be appeared, so we may be
able to select NUI devices in terms of both usability and comfortability.

We also had a hypothesis about the easiness and the appropriateness for under-
standing the meaning of an affordance. We thought that sentence affordance is prob-
ably the most preferable in terms of the easiness for understanding the meaning how to
operate objects representing affordances, and the next is image affordance, then high-
inherent affordance, and the worst is low-inherent affordance. In terms of the easiness
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of understanding the meaning of an affordance, a sentence has a significant advantage
because it can explain how to operate an object representing an affordance concretely,
and the next is an image. Comparing high-inherent and low-inherent affordance, the
specialized operation is more understandable than the general-purpose operation, so
low-inherent affordance was thought as the worst. As an early hypothesis, we thought
that VR-based services with more complex operations have more significant influences
on affordance design. However, the result showed that only some parts of the
hypothesis are corrected. Similarly, as we expected, sentence affordance is the best, and
low-inherent affordance was the worst. But, when actually comparing image affor-
dance with high-inherent affordance, there is not so big difference between them. We
consider that this is because the preference for high-inherent affordance can be changed
in each individual. The understandability of inherent affordance depends on the intu-
ition of a user, and it means that the individual difference influences the understand-
ability of an affordance largely. We consider the reason of the result that most
participants prefer high-inherent affordance used in the experiment in many cases.

In terms of the appropriateness of an affordance, our hypothesis is that high-inherent
affordance may be the most preferable, and the next is image affordance, and sentence
affordance is the worst. This is because we thought that a sentence that may cause serious
troublesomeness in reading requires the heaviest cognitive load, and the cognitive load to
understand an image is lighter than a sentence. Also, we assumed that high-inherent
affordance is the lightest in terms of a user’s cognitive load. However, the result is
actually as follows; sentence affordance is the best when considering the gap between the
easiness and appropriateness, but comparing the appropriateness in respective affor-
dances, in all patterns, the effect of sentence affordance is almost the same as the effect of
other affordances. We consider that there are two reasons for the result. The first is that
the easiness is just one element to increase a user’s cognitive load. Some participants said
“Sentence affordance allows me accurate understanding the meaning of an affordance
rather than inherent and image affordances.” The easiness for understanding the
meaning of the sentence affordance avoids the decrease of its appropriateness. The
second causes due to an individual’s difference. For some participants, a difference
between the easiness and appropriateness is not so important, but other participants said
that they differ very much. Before the experiment, we considered that for every partic-
ipant, the difference between the easiness and appropriateness is significant, so the aspect
decreases the appropriateness of sentence affordance.

From the results in terms of the easiness and appropriateness, we are able to
investigate the combination of affordances. It means that if easy to understand is more
important, inherent or image affordance should be used to reduce the cognitive load,
but when a developer expects that a user needs to understands precisely how to operate
objects representing affordances in VR-based services, sentence affordance should be
used, even when a user’s cognitive load will be increased. Another way is to use these
affordances together. As the result showed, how a user feels the difference between the
easiness and appropriateness differs in each user. So offering multiple affordances at the
same time and making a user to select his/her preferable affordance can be a promising
way to design better affordances.
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5 Conclusion

Recent development of a VR-based service that is based on common VR developing
platforms and HMDs, which significantly increases the immersion of a VR world,
requires NUI devices for enhancing the immersion. When using NUI devices, however,
the proper operation of the devices should be offered, in particular, with HMDs. One
approach to support the proper navigation is to offer an affordance, but there is also a
new problem because there are a little researches to investigate the relationship between
the differences in NUI devices and affordance design. Considering the future progress
of NUI devices and the increase of their usages in many commercial VR-based ser-
vices, more researches are necessary to extract sufficient insights for developing better
VR-based services.

This paper is willing to offer a guidance how the differences in NUI devices
influence affordance design. In this research, we have developed two VR-based ser-
vices, two types of the operating method and three types of affordance for each ways of
operations, and also we used two NUI devices: MS Kinect and Leap Motion. The result
of the experiment to explore our approach showed that the differences in NUI devices
may not significantly influence affordance design, but have significant effects on the
overall understanding how to operate objects representing affordances in VR-based
services. In particular, the understanding the meaning of an affordance differs in each
individual. In an aspect of what affordance should be used for operating the objects
representing affordances, when easy to understand is important, inherent or image
affordance should be chosen to reduce a user’s cognitive load, but when a developer
wants a user to precisely understand the meaning how to operate objects representing
affordances, sentence affordance should be adopted.

The conclusion in this research is that affordance design may not be influenced by
the differences in NUI devices, but the difficulty of the operation for objects repre-
senting affordances in VR-based services, and the differences in NUI devices signifi-
cantly influence the overall understanding of the meaning of an affordance.

In the next step, we need to investigate other types of NUI devices. More exper-
iments may make us extracting more useful insights. Also, we need to investigate the
reasons why people do not like some images and sentences or how the images and
sentences are difficult to understand.
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Abstract. The dissemination and development of digital technology over the
years allowed people to integrate products and computer systems to everyday
life. These technologies, in turn, enables communication and human interaction
and can be employed for many purposes, such as education, entertainment and
entrepreneurial. In this scenario, the interface occupies a prominent place,
allowing the user to be related with the system itself and interact with others in
cyberspace. In such situations, there is an expansion of the user’s consciousness
that manifests expectations, desires, likes and interests through avatars.
Although presented as a sign, the user takes the physical body as a reference
with which he/she coordinate his/her actions in the virtual environment. In this
sense, this paper aims to discuss the representation of the body in Virtual Reality
(VR) systems considering the relationship between information, communica-
tion, culture and technology by the theorical and conceptual framework of
Ergonomics and Human Factors Psychology, Informational Design, Cultural
Psychology and Semiotics.

Keywords: Virtual reality � Semiotics � Metaphor � Interface

1 Introduction

The early years of the computers’ history were characterized by its use by experts, like
programmers, engineers, mathematicians and physicists, and by the design focused on
technology. However, over time, computers have been incorporated into many prod-
ucts, becoming more accessible to a wide range of users, transforming both: work and
social relations.

Due the increased demand for cognitive effort while performing a task with com-
putacional devices, it became increasingly necessary to understand the characteristics,
skills and human limitations of perception, learning, memory and problem solving in
computational systems.

Consequently, the cognitive approach of the users characteristics and performance
in these systems has become a key to the design and analysis of interfaces, which
shifted the focus of technology-centered design for user-centered design1.

1 https://www.nngroup.com/articles-want-human-centered-development-reorganize/.
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Based on this principle, to be designed for human use, an object, system or envi-
ronment must be adapted to the physical and mental characteristics of the user, so that
the product be better integrated into the task context [1].

Adopting such considerations as a starting point, this study invites the reader to
think how the cyberculture, with its technological artifacts and languages, mediates the
communication and human interaction so that fiction and non-fiction become inter-
twined and take shape in images, virtual beings and parallel worlds in Virtual Reality
systems.

2 Ergonomics and Informational Design

Considered a scientific discipline, Ergonomics takes a systemic approach to matters
related to human activity. To do this, it employs scientific methods and techniques
seeking to adapt the work to the physical and psychological characteristics of the
human component in order to adapt the work to the worker, as well as the product to
the user [1].

In this sense, it seeks to investigate, evaluate, weaving recommendations and
ergonomic interventions in order to design environments, products and systems more
compatible to support the users’ needs, limitations and abilities.

According to Moraes and Mont’Alvão [1], based on the systemic and informational
approaches, ergonomics, as an operative technology, sets to projects and products,
workstations, control systems, information systems, computerized dialogue, labor
organizations, task implementation and instructional programs, the following param-
eters: interfacial, instrumental, informational, actional, communication, cognitive,
movimentation, spatial/architectural, physical-environmental, chemical-environmental,
security, operational, organizational, instructional, urban and psychosocial.

That is, through methods, techniques and procedures, Ergonomics proposes tailor
the presentation of the information to the users’ mental model in order to understand
how users search and organize information and solve problems while performing tasks
in computational systems.

In addition, the ergonomics also seeks to understand how the objective and sub-
jective experiences interfere with the users’ strategies and how these strategies change
with practice and with context changes.

According to Quintão and Triska [2], the Brazilian Society of Informational Design
defines informational design as a graphical design area that aims to equate the syntactic,
semantic and pragmatic aspects involving information systems through contextual-
ization, planning, production and graphical user interface information along to your
target audience. Its basic principle is to optimize the information acquisition process
performed in analogic and digital communication systems.

In this sense, meet the ergonomic requirements enables maximize comfort, satis-
faction and well-being, ensure safety, minimize constraints, human costs and cognitive
load, optimize task performance, labor income and productivity of the human-machine
system [1].
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Thus, Ergonomics and Informational Design, focusing on the interface design
optimization, are related to the users’ mental models and to the reduction of the psychic
and cognitive load which arise from the user experience.

3 Paralel Worlds and Virtual Beings in VR Systems

The Encyclopedia Britannica defines Virtual Reality as the use of computer modeling
and simulation so that the person is able to interact with an artificial three-dimensional
environment or any other sensory environment. In virtual reality applications the user is
immersed in an environment generated by computer that simulates reality through the
use of interactive devices that send and receive information and are used as goggles,
gloves, headphones or clothing. Typically, a virtual reality user wearing a helmet with a
stereoscopic screen see animated images of a simulated environment [3].

Consequently, Virtual Reality could be understood as part of a continuum: at one
extreme we would have a picture or painting, which transports the reader or the viewer
to the context of the story or image. At the other extreme we would have the ultimate
display that according to Sutherland, its creator, would be a room in which the com-
puter would control the existence of matter, so that in such room, a chair would be
good enough to sit, handcuffs displayed in this room could arrest us and a bullet
triggered in this room would be fatal [3].

As França and Soares [4] suggest, Virtual Reality (VR) is an advanced
human-computer interface technology, which aims to recreate, with the highest degree
of reliability as possible, the sense of reality, so that a person adopts this environment
and the interactions occurring in it as one reality circumstantially plausible.

It’s a synthetic environment with graphic simulation of fictitious and non-fictitious
situations, computer generated, which can be constructed with a higher degree of
accuracy by comparing with other grafic interfaces, such as multimedia, for example.

In this context, the (re)construction of daily life by technology allows us to think about
the human condition in VR systems, so that, environments and devices, by principle
considered products, be adopted as ludic elements and symbolic representation.

Think about the symbolic representation of the human in the virtual environment
requires thinking about the physical body and how we consciously and unconsciously
use it in our everyday life of screens: when we are in virtual environments we can enter,
leave, perceive the environment, be located, interact, look, focus attention, gesturing,
set the mood, to communicate, to talk about a point of view, shape the environment and
create whatever it is from everything we know about the physical world, from
everything that is familiar for us [5].

These representations of the self incorporate customized and anthropomorphic
virtual bodies, the avatars, which are semiotic structures that visually communicate and
replicate aspects of our identity and how we would like the others to realize us.

In this perspective, the avatars in virtual environments not only allow the repre-
sentation of the subject in the virtual environment as well as enable human interaction
through body movements and nonverbal communication (semiotic interactions)
between the users.
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In other words, while transiting the parallel worlds, the user adapts him/herself to
the context changes assuming new perspectives and positions (“I” positionings in the
digital world) which in turn is not independent of the “I” positionings manifested in the
physical world [6].

In such situations, identities and digital lifestyles express how the users manifest
their corporeality through digital culture. The virtual experience, subjective, multiple,
fluid and complex, expands the user’s notion about his own body (sense of presence) in
ways that he/she can feel the simulated sensations by VR as his/her own sensations.

For Johnson [7], “an easy way to build a consistent interface is to follow the codes
and conventions of the real world.” In this sense, the characters created by the users
present themselves looking like humans (anthropomorphism) in ways that they com-
municate, look, move, dress and gesture, not only to be more convincing and credible,
favoring a greater appreciation and enjoyment of users [8], but also enabling the
orchestration of the visual-motor aspects (physical body) and the semiotic mediation
(metaphors on the screen), which helps the user to build a sense of self and of the
environment that allows to act in and update the synthetic world [5].

Thus, the customization of the virtual environment, the avatar’s creation, the
playfulness and the narrative power of the digital world not only awaken the subject to
an aesthetic experience (manipulating and creating virtual elements) but also invites
him/her to inhabit the virtual environment, experiencing the sensations simulated by
technology.

4 Interface and Interaction in Virtual Environments

Virtual reality allows the user to view three-dimensional environments, move in them
and manipulate virtual objects which, in turn, can be animated, with autonomous
behaviors or triggered by events [9].

In Virtual Reality, interaction is a fundamental concept and at the interface it is
related to the computer’s ability to detect and react to user actions. When interacting
with a realistic three-dimensional virtual environment, the user can change the cenary,
making a richest and most natural interaction, which leads to more engagement and
efficiency while performing the task [9] (Fig. 1).

Fig. 1. A 3D realistic VR environment (source: https://www.youtube.com/watch?v=cML814JD
09g&feature=youtu.be)
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By engaging him/herself in a process of interaction in a virtual reality system, the
user seeks to achieve a goal in a given context of use. For Barbosa and Silva [10], the
context of use is characterized by all relevant situation for the user interaction with
the system, which includes both the moment of use as well as the physical, social and
cultural environment in which the interaction occurs.

In this scenario, the cognitive research began to emphasize the interaction, com-
munication and machine-mediated dialogue [6, 11], instead of the traditional operation
of machines, as shown, for example, since the beginning of Ergonomics [10, 12].

From a conceptual point of view, it is necessary to distinguish both the simplest and
the complex VR interactions. In the simplest interactions, the user navigates jogging in
2D space, making use of devices such as mouse, keyboard and microphone, seeing the
others users’ point of view about the scenery, also marking the scene with his/her own
point of view. An example of this type of navigation would be the facebook2, in which
the user can not only view and explore, but can also manipulate and transform the
environment.

However, the more complex interactions will require from the user a higher level of
immersion provided by the multimodal3 devices and by the stereoscopic4 effects
available in virtual reality systems.

Through these devices and the system itself, the senses and abilities of people are
magnified in intensity in time and space [13] so that people not only dip into an illusion
but to perceive contextually the experience by even the sensation of physical
involvement [4, 5, 14, 15].

That is, while interact, the users manipulate and transform the virtual environment,
activating or changing the virtual objects, as well as he/she actively uses the imagi-
nation and the senses, activating the motor areas of the brain responsible for the body
movement, in ways that allows the user to react in a virtual environment similarly what
he/she would do in the physical world.

Developed to support interaction, the interface connects the virtual world to our
bodies, immersed, that while act and interact, update the environment [5].

This allows the user to command and coordinate his/her actions in the virtual
environment in order to be able to develop skills and knowledge from the semiotic
interactions experienced in the synthetic environment.

For this reason we should conceive the interface ultimately as a synthetic way, in
both senses of the word. It is a kind of hoax, a “false” landscape passing by the “real”
thing, and - perhaps most important - is a form that works in the service of synthesis,
bringing together disparate elements into a cohesive whole [7].

As Johnson suggests, our interfaces are histories we tell ourselves to ward off the
meaninglessness: memory palaces built of silicon and light. They will continue to

2 https://www.facebook.com.
3 Visual, audible, tactile and kinesthetic that provides users with multiple informational inputs and
outputs and hence a greater degree of immersion, presence, involvement and interaction in the
system.

4 The process by which two pictures of the same object taken at slightly different angles, are viewed
together, creating a sense of depth and solidity. Available in: www.soundidea.co.za/home/Sound_
Idea_3D-755.html.
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transform the way we imagine the information, and in doing so will transform us too. -
for better and for worse” [7].

Thus, this study considers the interface as the means of contact between a computer
system and the human component of the system, whereby a person comes in physical,
perceptual and conceptual contact, in order to explore, manipulate and change the
environment virtual and him/herself.

5 The Tension Between Metaphor and Simulation

One aspect that calls Virtual Reality users’ attention is that the higher level of
immersion guaranteed by technology, provides people with a degree of involvement to
the point of them feel present in the virtual environment, acting and interacting inte-
grated to the context.

In this sense, the concepts of immersion, presence, interaction and involvement are
fundamental to the study of virtual reality and are relevant to the physical and psy-
chological understanding of users in these systems [3–5].

Although the ‘presence’ occurs when the brain processes, interpretes and under-
stands multimodal stimulations (images, sound, etc.) as consistent environments, where
is possible to the user to act and interact, the sense of presence is subjective [3–5].

This subjective aspect, however, is related to our experiences in the physical world,
about the way our body feels and measures the world. In this sense Domingues [16]
states that although we measure objectively the space in inches, feet, meters, our
presence in the world is more subjective. It depends on the body as a measurement base
for everything and sets our standards of scale and suitability. Just waiting so some
feelings that they become transparent to us: the pressure on our feet when we walk, the
sun on our heads, the horizon uniting earth and sky. Deviations from these expectations
cause us discomfort and anxiety. Naturally we accept these standards, which are our
guarantee that the world is in order.

Thus, the user perceives the virtual environment instead of his/her physical location
and the necessary conditions to experience this presence are the involvement and
immersion [3, 4].

However, our relationship with the physical world is not restricted to objects and
environments. It also involves our relationship to each other. Similarly, while presents
him/herself in the virtual environment, the user adopts as a reference the forms of life
that he/she knows about the physical world, so that he/she can integrate the physical
world to the imagination and fiction. In this sense, this study assumes that in the virtual
environment, body and message are intertwined and constitute an event in which the
subject is presented as a sign [11, 15].

Accordingly, on the cognitive point of view, the metaphor would be the link
between the physical and mental worlds. Given that the virtual environment is sym-
bolic, its contents use the physicality to acquire substance, since they have no own
content effectively [16]. Thus, the user is able to establish connections, similarity
relations and association of concepts in order to understand and grasp the new, the
novelty [17].
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In the book entitled ‘Culture of Interface”, Johnson [7] already warned us to the fact
that our digital age belongs to the graphical interface, and it’s time to recognize the
work of the imagination that creation requires, and to prepare ourselves for the
imagination’s revolutions to come.

In this sense, virtual reality, since its inception, is revealed as an exciting and
challenging technology that integrates devices, products and situations of the physical
world to the users’ fiction, imagination and creativity.

However, as a technology that requires edge devices, VR designers need, among
other things, be attentive to the concept of affordance, which is considered essential to
the analysis and development of interfaces. About that, Barbosa and Silva [10] state
that the physical characteristics of a product provide evidence on what to do with it and
how to use it. Similarly, the user interface keeps a set of features and operations that are
important to guide the user about what the system is able to do and how he/she can
handle the interface to do so.

With its origins in Psychology, the term affordance, adopted by Norman and
adapted to HCI (Human Computer Interaction) area, corresponds to the set of char-
acteristics of a product or system which are capable of revealing the operations and
manipulations that the users can do with this system or product.

In a graphical user interface, for example, the affordances of a command button is
the possibility to press it using the mouse or keyboard and thus trigger an operation in
the system [10].

According to Preece, Rogers and Sharp [8], one design mistake is to try to design a
metaphor interface in ways that it looks like and behave literally as the physical entity
that it represents - which ultimately neutralizing the advantages of developing interface
metaphors. As noted above, they are used to map the familiar with the unfamiliar
knowledge, allowing users to understand and learn the new domain. Design interface’s
metaphors only like literal models of what is being used in comparison has been
criticized, which is perfectly understandable.

According to Johnson [7], in interface design, as in modern art and pulp fiction,
realism can sometimes be a vulnerability. In order to avoid restricting the user reasoning,
it is necessary that the interface designers develop metaphors that combine the knowl-
edge that people have about the physical world with the new features of the system.

About metaphor, Johnson [7] states that if the user has to relearn the language
interface for each new project, the power of this unique metaphor will be seriously
compromised. In other words, although what is being represented in the interface be
something fictional, the user only understands and recognizes it as a realistic thing
based on everything you that he/she knows from the physical world. Thus, while he/she
interacts and interprets, the user recognizes the system responses in ways that he/she
can plan the next steps of his/her interaction.

Thus, the metaphor fulfill its function since it would transport the meaning from
one side to another between the materiality and abstraction [16] both in social and
psychological levels.
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6 Discussion

Over the years, several factors have contributed to the development of Virtual Reality
products and systems. Among them, we can mention the researches’ development,
languages’ development and applications as well as the availability of devices and
products at increasingly acessible prices.

The evolution and greater accuracy of technological devices, in turn, provided a
higher quality of the visual, facial and motor tracking, greatly improving the user’s
perception as part of the system. In this sense, the user do not only moves him/herself
on the virtual environment, but he/she also grab, move, manipulate and feel virtual
objects, that provide to users, in turn, more complex interactions.

Beyond these, other system attributes are also required so that these interactions can
occur: the ability to reproduce the natural movements of the user (to point, select and
manipulate objects), and the control through metaphors available in the interface or
even through the user thoughts, as we have now seen in brain-computer interfaces.

These new possibilities of use focuses on the people in a more dynamic and
creative way, making them more able to cope with challenges, solve complex problems
and propose solutions.

However, in fictional environments, the novelty facing the unkown can cause
discomfort to the user, as well as the need for adaptation and training to technology in
some cases.

Whereas the virtual environment is fundamentally symbolic, based on metaphors, it
is essential to understand how occur the relationships between the physical and the
symbolic, between fiction and non-fiction, between virtual and physical “self”, in order
to better clarify how virtual reality can actually contribute to a better performance and
human improvement.

In addition to its potential it is also necessary to identify the possible limitations of
products and systems in order to offer ergonomic recommendations, improvements as
well as better and new products and systems.
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Abstract. This study discusses the relationship of the human body with digital
technologies, based on the discursive panorama so called ‘post-human’, here
represented by the ‘biological-artificial’ continuum. From this perspective, it
addresses the Human Body reconfigurations focusing on the information pro-
cesses of Virtual Reality systems (RV). As a consequence, this study consid-
ered: (1) the ergonomic aspects which involves the design, analysis and
development of VR interfaces applied to training situations; and (2) the rela-
tionship among ergonomics and the User-Centered Design perspective, which
puts the user in the core of the design process and also integrates usability to the
conception and development of products and systems.

Keywords: Virtual reality � Cyborg � Body-machine � Body-information �
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1 Introduction

Theme extensively explored by science fiction, especially on the 70 s, 80 s and 90 s,
the body reconstruction in the form of mechanical and electronic implants, with
emphasis in the fields of robotics, bionics and artificial intelligence, became movie and
entered to people’s homes through the television media.

At that time, productions such as: Cyborg – The Six Million Dollar Man1 (series,
USA, ABC [1974–1978], color, 60 min, 05 seasons, 100 episodes), The Bionic
Woman2 (series, USA, ABC [1976–1977] / NBC [1977–1978], color, 48 min, 03
seasons, 58 episodes) and Robocop3 (film, USA, MGM, 1987, color, 102 min), have

1 The work of science fiction written by Martin Caidin, originally published in 1972 under the title
Cyborg, comes to the big screen with the title Cyborg: The Six Million Dollar Man. Starring the actor
Lee Majors, the film became a TV series and is now displayed in the US by ABC TV channel from
1974 to 1978. For more information see: https://pt.wikipedia.org/wiki/The_Six_Million_Dollar_Man.

2 Starring Lindsay Wagner, this TV series was shown by US broadcasters ABC and NBC, in the years
from 1976 to 1978. See: https://pt.wikipedia.org/wiki/The_Bionic_Woman.

3 Written by Edward Neumeier and Michael Miner, the film is originally starred by Peter Weller, who
plays Alex Murphy: a policeman brutally murdered by criminals who came back to life as a cyborg
called RoboCop. See: https://pt.wikipedia.org/wiki/RoboCop.
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become popular by suggesting hybrids of men with machines whose mechanical and
electronic components, with their sophisticated ways to transpose the obsolescence of
the biological body, visually distinguished the organic matter [1].

These boundaries, however, loses more and more clarity when we enter the field of
genetic engineering4 and nanotechnology5, which makes it increasingly difficult to
distinguish the bodies of the artificial intelligence entities of human bodies: as the film
Artificial Intelligence6 (film, USA, Warner Bros., 2001, color, 146 min) and the
masterpiece Blade Runner7 (film, USA, Warner Bros., 1982, color, 117 min), resulting
by this process, new metaphors and body images.

This scenario also includes the molecular biology, psychology, cybernetics and
digital technology. This last one, with its body tracking systems8, infrared termography
imaging9, brain mapping and thoughts command10 and three-dimensional graphic
images increasingly realistic, allows the “scanning and virtualization of the body.” [1]
These in turn potentializes the biological characteristics, making it possible for the
human, not only transit but also live, feel11 and transform the virtual world.

In this sense, with origins in the field of science fiction, the ‘post-humanism’ allows
us to think about that moment of cinema and American literature and can be a term
used to refer to a person or entity resulting from a hybridization process the biological
body with cybernetic [1, 2].

Similarly, the Virtual Reality systems (VR) keeps continuity aspects between
humans and machines, between the physical and the virtual, transcending the bound-
aries of a physical body, while incorporates new cultural prosthesis (such as Oculus
Rift® and haptic glove) to the biological structure.

Resulting from this process, the user starts to perceive and interpret the world and
the things, in a way never seen before in human history, in which the imagination takes

4 Intervention in human genetics structure through manipulation of genes in an organism. It usually
occurs in an artificial way and aims to produce genetically enhanced organisms [3].

5 Development of materials or components in the nanoscale (atomic scale). Applied to various fields
such as medicine, the nanotechnology enables less invasive procedures for diagnosis and treatment,
and can be used to streamline and enhance organic activities, such as memory and human
intelligence.

6 Starred by Haley Joel Osment in the role of android David, the film deals with the possibility of
creating artificial intelligence entities with feelings. For more details see: https://pt.wikipedia.org/
wiki/A.I._-_Intelig%C3%AAncia_Artificial.

7 Considered a masterpiece of cinema, the science fiction film Blade Runner depicts a city of the
future: the plot is set in Los Angeles in the year 2019, at which humanity colonizes other planets. In
the plot the Tyrell Corporation creates genetically altered creatures called Replicants. Although
similar to humans, these beings are stronger and more agile and therefore are employed in heavy,
dangerous or degrading tasks in the new colonies. By being aggressive, the Replicants have a life
restricted to a period of four years. For more details see: https://pt.wikipedia.org/wiki/Blade_Runner.

8 As in visual tracking systems (eye tracking).
9 Very used in diagnostic medicine.
10 As the brain-computer interfaces controlled by electroencephalographic devices adjusted to the

users' scalp.
11 Atualmente já existem dispositivos hápticos que permitem os usuários de sistemas de RV sentirem e

tocarem objetos virtuais.
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shape, affects our relationship with the body and actively participates modifying both
the virtual world as the physical world.

Paradoxically, it is in this context that the human and technological, natural and
artificial, biological and cybernetic, fiction and nonfiction, walk intertwined, which
allows us to rethink the concept of ‘human’ and even speak about a post-human
condition. This, in turn, calls into question alleged dichotomies, such as: real vs.
virtual, mind vs. body, objective vs. subjective, something vs. no-thing, by adopting an
integrated perspective that is opposed above all to univocal trends, essentialist and
metaphysical, as common to the anthropocentric-humanistic concepts and to the
modern science [1, 2, 4].

2 The Representation of the Post-Human Condition
Through the Biological-Artificial Continuum

By the relationships of the body with digital technologies is inaugurated a discursive
panorama called ‘post-human’. In this, the emergence of the cyborg as a political /
scientific project for the XXI Century [5] leads us to a new context marked by the
resultant hybridism of man-machine relations, here represented by the ‘biological-
artificial’ continuum: (Fig. 1).

At one extreme we have the biological body which gradually becomes artificial,
while incorporates technologies such as: VR devices, prostheses originated by 3D
printers which replace damaged organs, bionic limbs and even medical applications
involving nanotechnological components.

At the other extreme we have the virtual body, that even though artificial, is closely
related to the physical body: the brain-computer interfaces in which the users toughts
commands the avatar’s12 actions; In turn, in VR systems, the users command the avatar
from devices adjusted to their physical body.

Fig. 1. The ‘biological-artificial’ continuum (Source: the authors, adapted from google images)

12 Avatar: graphical representation of a user in Virtual Reality. According to the technology, can range
from a sophisticated 3D model to a simple scanned image [4].
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At the same time, what is happening in the virtual environment with the avatar can
be felt by the biological body in the physical environment, such as in situations where
the user has tachycardia and sweating while simulates a ride on a roller coaster, or even
when the users can touch and feel virtual objects through haptic devices.

That is, in some circumstances the body-machine13 approaches the physical body
by acquiring a prosthesis function. In other situations, the body-machine gradually
begins to support the actions and interactions of a virtual body14, represented by the
avatars in the virtual environments.

Whereas these technologies are closely related to the ways we interact with the
world, we can say that in VR systems, while we transit from one side to another,
between the biological and the artificial, between the physical and virtual worlds,
taking on new body configurations. These new forms, however, not only simulate
human characteristics: they potentialize the biological body.

In this context, VR systems keep a peculiarity that characterizes and distinguishes it
from other technologies: the coexistence of biological and virtual bodies that act
coordinately so that the user can perform and interact in the virtual world.

Beyond that, in VR systems, the physical body, metaphorically incorporated to the
virtual environment, is presented as information from which the user himself and the
others can make a reading of the context to interpret the situation and make decisions.

This human transfiguration would be, in turn, the result of a physical body inte-
gration process with the body-machine, allowing the user move between the physical
and virtual worlds and even perceive in the virtual environment and physically feel it.

In this perspective, we can say that the ‘biological-artificial’ continuum covers the
‘physical-virtual’ continuum which, in turn, closely related to the continuum
‘offline-online’, proposed by França [4].

3 The Body-Information in VR Systems

With interfaces increasingly developed to support human interaction, VR gradually
integrated the virtual worlds to our bodies, metaphorized, immersed to the point that the
users can manipulate and even feel the virtual objects.

In this perspective, the dematerialized body, becomes storable and retrievable
through network connections, readable through the displays and screens and even
printable in certain circumstances15.

However, despite all these changes, we still inhabiting our human bodies. As a
result, while we present ourselves, we act and interact in the virtual environment, we
refer everything we know of the physical world, all that is familiar to us, including our
own body: to enter, exit, find, perceive the environment, look, focus attention, define a

13 The machine body is used here to refer to the result of the incorporation of mechanical and
electronic prostheses to the biological body. Throughout the text, also we refer to these mechanical
and electronic prostheses as “cultural prostheses”, resulting from digital culture.

14 In virtual environments body and message are intertwined and constitute an event in which the
subject is presented as a sign [6].

15 As in the case of human organs obtained by 3D printers.
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state, set the mood, communicate, share a point of view, model, create, gesture (body
language), representing the many ways of being human [4, 7].

In such circumstances, we can see the interdependence between body, information
and sign, considering that the body is the first human informational support and it is
continuously formed from the exchanges carried out with the environment. From the
perspective of contemporary culture, the information, as a sign, has an active role in the
body’s mediations with any phenomenon in the world and this relationship is becoming
more complex with the growing and intensive use of information technologies, which
approximate even more men and machines [8].

In other words, VR employs multimedia, computer graphics, image processing and
other resources to create synthetic environment in which the body acts both as support
for the prosthesis (dressed user with VR devices) or as sign (immersed user,
metaphorically, in virtual environment).

4 Ergonomic Aspects of VR Systems Applied to Trainning
Situations

Often used for training high risk and complex procedures, VR allows the user to
experience problem-situations in detail, in a synthetic computer-generated environ-
ment. Although artificial, the generated environment guards features and similarities
with the physical world, so that allow the user to contextually undergo the experience
that lead to the sensation of physical involvement [9].

In these systems, the simulated environments need to provide a level of realistic
representation, which in turn is related to the degree of realism of the interface.
Therefore, we seek to take advantage of the knowledge that people have about the
physical world in their everyday life [10].

In training, the VR user is prepared to address problem situations, perform pro-
cedures and make decisions from simulations with a high degree of realism. To this
end, the RV user is immersed in a three-dimensional computer-generated environment,
which simulates the physical world through interactive devices that send and receive
information.

During the training, the user takes as reference the body itself and everything that
he/she knows about the physical world in order to act and interact in simulated virtual
environment. In this context, the set of information available in the interface is crucial
for the user to interpret and analyze the situation and make decisions.

With regard to the aspects of ergonomic nonconformity, in some cases these
interfaces take the user to a greater cognitive effort. In others, hardware and devices,
both can overload the user and restrict their actions due to physical constraints.

Attentive to these and other issues, ergonomics has significant contributions to the
design, analysis and development of VR interfaces in order to promote a better inte-
gration of the product with the user and hence a better performance.

Thus, it is up to the ergonomist be aware about the characteristics, expectations,
needs and desires of the users in order to provide them more enjoyable, engaging and
challenging experiences.
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5 Ergonomics and the User-Centered Design in VR Systems

An important theme in ergonomics is the design for humans which can be summarized
as the principle of the user-centered design: if an object, system or environment is
designed for human use, then its design should be based on the physical and mental
characteristics of the user [11].

In order to consider people’s knowledge about the physical world [10] and in order
to provide even more immersive and engaging experiences, RV system designers seek
to offer interfaces and devices that approximate the users’ actions to their physical
movements and sensations observed in their everyday lives, in order to provide an even
more realistic experience.

In this context, however, many products are still designed with a focus on the
technology, without taking into account the users’ characteristics and needs. Tradi-
tionally, projects focused on the function of the product can bring harm to people
considering their efforts, the time taken to perform the task or even damage to the
physical and mental health of users.

In such situations, the development of VR systems presents itself as a great chal-
lenge. Despite its importance and social impact, the design of these technologies
requires multidisciplinary efforts to overcome the technological limitations without
compromising the usability of devices and simulated environments.

In this scenario, the User-Centered Design paradigm then puts the user at the center
of the design process in order to integrate the usability to the design and development
of products and systems.

In turn, the usability study in VR systems allows researchers to understand how
people feel when interacting with products and systems in order to explain the user
experience in subjective terms [10].

Focusing on a better understanding of the users, it is indispensable to the ergo-
nomist be aware about their characteristics, expectations, needs and desires in order to
optimize the user’s interactions and to design more effective, efficient and easy-to-learn
interfaces which, in turn, provide an even more enjoyable, engaging and challenging
experience to them.

6 Discussion

Given the above, we consider that the posthuman condition happens not detached from
our biological condition, since from birth, we inescapably inhabit our physical bodies.

Adopting the body as a reference and from their anatomical and physiological
components (brain, sense organs, vocal tract, etc.) coordinate our actions, we manage
our interactions and we position ourselves in the world. By extension, our presence is
not limited to our physical existence, but it involves our positionings as beings in
physical or virtual worlds.

Similar to fiction in some extent we would be living in a matrix16 so that we do not
realize ourselves without machines. Consequently, with the digitalization and

16 Matrix, the movie (USA/Australia, 1999, color, 136 min).
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virtualization of the bodies, calls into question the idea of finitude linked to the anatomy
of the biological body.

In this context, the body goes to be built and modeled, so that the obsolescence of
the natural body be considered from overcoming the physiological body limits: con-
necting our bodies to machines, our minds to technology, we become flesh, blood and
pixels beings, immortalizing ourselves while simultaneously we inhabit the virtual
world.
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Abstract. Virtual reality technology allows designing of immersive virtual
environment that might be used for diagnostics and treatment of persons with
minor sexual preference that is ego-dystonic or is perceived as dangerous to
society. We do operate with the theoretical framework that is based on sexual
motivational system, which we reintroduce. The eye tracking, electroen-
cephalography and galvanic skin response in combination with phalopletys-
mography – the change of penile tumescence in male users are data to be
collected to distinguish between sexual arousal and stress. The bio-cybernetic
loop will consist of combination of positive and negative feedback loop to
diverge the scenario. The biofeedback training should allow us to shape the
preference by employing biofeedback training of suppression of the arousal to
previously created scenario. This procedure might allow better diagnostics and
treatment. Although we have in mind individualization of scenario creates
problems in comparison during diagnostic phase, and is more important in case
of future therapy. The resulting adaptable GNU software will be available to
partner and other interested research centers.

Keywords: Virtual reality � Bio-cybernetic loop � Biofeedback � Sexual
paraphilia � Diagnostics

1 Introduction

For decades, we may trace the growing interest in design of a direct human-computer
connection amongst professionals, enthusiasts, and even public. Until constructing first
bio-cybernetic loop (also human-computer interface) [1], the human-computer rela-
tionship may be best described as monologic – the initiation has always been on the
side of human and all input are highly asymmetric. The standard control of the com-
puter is implementing the keyboards, mouse, joysticks or various types of touchpads,
and more recently touchscreens. The volume of information that one person would
gather on/from computer is much higher than the computer could gather about the
person who is in control. A dialogue, two-way information sharing, would be much
more advantageous since there is very specific population that is mostly disqualified
from using standard ways of controlling electronic devices i.e. users with disabilities.
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There are several approaches to enable their engagement in computer control. The first
and currently easily accessible interface is a voice-control that allows a user to execute
the additional activity while using their hands for primary activity simultaneously. So,
in this case we can talk about the monologue even literally. Electroencephalograph
(EEG) has also been implemented to allow paraplegic users to control their electronic
devices.

EEG was originally, in HCI context, applied to diagnose specific brain activity and
distinguish between several mindsets such as engagement in the task or extreme
workload. That is why NASA has adopted this technique to diagnose pilots’ ability to
cope with specific situations that can occur during aerospace operations for example
[2]. The examples listed in this contribution do relate to the unidirectional information
flow from human to computer. These examples can also state control measures during
psychological testing to obtain data about the subject´s attention where adaptation is
not undergoing analysis based on the EEG data [3]. These approaches are characterized
by the fact that does not need real time feedback and might be analyzed retrospectively
but are generally applicable to non-patient population.

With a priority to focus more on the dialogic options, we might set an extension of
the above mentioned examples to change the environment based on the information
obtained through psychophysiological measures [4]. Users of such loop are often
healthy users and one of the intended implementation is in area of entertainment. We
are informed about ongoing research on other applications of bio-cybernetic loop in
psychology related research.

While there are unquestionable benefits raising from adoption of such approach, we
may trace related risks. The gameplay relation must be executed in a real-time or
close-to-real-time mode of analyses and adjustment. The user and gaming-like appli-
cation need to set up a sort of co-evolution while using such a platform, especially in
the initial phases. In other words, the butterfly effect of player-game interaction will
occur [5]. That avoids comparative measuring of players’ gameplay performance due to
differences in gaming environment design as each players’ gameplay establishes an
individualized environment for each player. The same problem we can spot when using
bio-cybernetic loop for scientific use, namely diagnostics. In our research, we attempt
to challenge this premise.

Currently, we do proceed with a research on (above-listed options) at the Labo-
ratory of Evolutionary Sexology and Psychopathology associated with National
Institute of Mental Health in the Czech Republic.

2 Current Research

Our recent research activity has been including as one of the team priorities a focus on
utilization of immersive virtual reality technology and animated avatars design. We
may list a number of benefits when implementing virtual reality technology in sexuality
research such as: (a) bespoke animated stimuli can be created and customized, that is
especially important when researching paraphilia (unusual sexual preference) and
sexual preferences; (b) stimulus production is less expensive and easier to produce
when compared to real world stimuli; (c) virtual reality allows our researchers to record
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data such as physiological reasons to stimuli, data that would be normally not available
to capture before (without resorting to self-report measures that are especially prob-
lematic in this research domain); (d) ethical, legal, and health and safety issues are less
complex since neither physical nor psychological harm is being caused to animated
characters, which allows for the safe presentation of stimuli involving vulnerable tar-
gets [6].

This research intends to combine the various approaches and design a diagnostic
tool and training environment for users with various difficulties such as social,
developmental and, since it is our primary interest, sexual preference disorders that will
allow us to more accurately diagnose, and possibly treat these users.

The final product interface/software with adaptive environment control should be
available to wide public since all patents we would produce would be of GNU General
Public License and can be adapted for various implementations. Namely, we would
like to employ the bio-cybernetic loop for diagnostic purposes of people with unusual
(in scientific literature also called minor) sexual preferences such as pedophilia or
sexual aggression. For each case, the loop will be applied in a specific way as described
further.

2.1 Theoretical Framework of Paraphilia

First, we should explain theoretical approach to paraphilia that is being employed for
better understanding of the loop design and paradigm of changes. Currently, the
research in its entirety to be primarily focused on men since their sexual reactivity is
object and activity specific as opposed to women, who seem to exhibit much less stable
sexual preference and reactivity. Also male paraphilics are much more common,
therefore scientific literature on female paraphilia is rather scarce, and male offenders
are more dangerous to society than female ones. Moreover, there is relatively high
concordance between self-report measures of male sexual arousal and measures
obtained by using psychophysiological measures. As for preference of object (usually a
person, but not necessarily) and activity we feel need to give decryption of terms used
further in text. Preference for sexual partner of adult age is called teleiophilia and in the
article it will be used as opposite to pedophilia which can be described as predominant
preference for sexual partners that are underage, in research usually defined as being
between 4 and 12 years of age (even though we are aware that the complete opposite is
gerontophilia – predominant preference for partners of elderly age).

Also we will use description of two types of sexual behavior towards partner
differing based on consent. The usual preference during which the partner is cooper-
ative and willing will be called consenting. People with this preference do have con-
ventional sexual preference and usually are healthy controls1. The second type,
coercive, where aggression and pressure is present and the sexual intercourse is initi-
ated even when the sexual partner is non-consenting. This distinguishes such prefer-
ence from consensual sado-masochistic preference where is also present certain degree

1 Non-patient population used to show contrast between specific participants and “normal” population.
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of violence but both partners are consenting, and the interaction can be interrupted at
any moment. To be able to diagnose and treat patients with unusual preference we need
to understand etiology of such preference.

One of the influential theories having its origin in research conducted in the Czech
Republic attempts to explain various unusual sexual preference as an expression of a
common “underlying disorder” is the theory of disruption of Sexual Motivation System
derived from the model of “courtship disorders” by Freund [7] and the “theory of
vandalized lovemaps” by Money [8]. SMS posits premise that sexuality can be seen as
hierarchically ordered and an interconnected system of particular sexual motivation
levels that refer to a sequence of courting behaviors found in female mammals
including humans and corresponding male reactions. According to the SMS approach,
pre-intercourse cognitions of a female sexual object and its sexual interest precede the
start of male sexual reaction and successful sexual act. Particular parts of male SMS
system are:

• Attractivity (attention to a sexual stimulus with specific physical traits, e.g., adult
female)

• Proceptivity (appetence for signals of female attraction to a male and attempts to
seduce),

• Receptivity (appetence for signs of female readiness to copulate and of cooperating
copulative behavior) [9].

Importantly, SMS theory suggests that the hierarchy of behaviors and their specific
cognitive patterns occur sequentially. That is, the fulfilment of lower motivation levels
must be achieved for the next step in motivation to be employed (e.g., attractivity must be
complete before proceptivity is employed). If the motivational levels occur out of
sequence, or some are omitted, the system inhibits sexual arousal (e.g. proceptivity of a
female without previous attraction to her). The first two phases are key phases to
understand unusual sexual preferences. In the first one, attractivity, the object (most likely
person of preferred age and sex) plays major role. Male heterosexual teleiophilic would be
attracted to adult female, male homosexual teleophilic would be attracted to adult men.
Male heterosexual pedophile would be attracted to underage girl and male homosexual
pedophile would be attracted to underage boy. In the second, proceptive, phase it would
decide whether the courtship would be consenting or coercive (based on positive or
negative signals coming from the sexual object chosen in phase of attractivity).

2.2 Environment

The research that includes the bio-cybernetic loop design has an objective to design
environment that will enable for testing of sexual preferences, or rather distinguishing
between various (above described) pre-defined preferences. This type of testing method
is especially helpful when combined with immersive virtual reality environment and
implementations of near-photorealistic designed avatars. The implementation of virtual
reality environment will offer to design (technically speaking) infinite amount of
realistic appearing avatars with a goal to increase the fit of preference of each person
tested. This is especially advantageous in case of studying preference of sexual
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aggressors and pedophiles since in both cases they seem to “have a type”. In other
words, the person does prefer certain characteristics such as specific age, sex, color of
hair and eyes, etc. The first part of the procedure is aimed to determine the preferred
type of interacting avatar.

The environment itself will be created in one of the commercially available game
engines. We are still in testing phase of the study and based on the outcome, Unity2 or
Unreal3 game engine will be used to meet criteria such as immersion, photorealism, and
loop design functioning. Preferably, there will be no animated objects or other avatars
in any of the scenarios. We expect that the environment does not need to be complex
since the attention should be focused solely on the interacting avatar itself. In case of
out of the door scenario, the city environment will be used with unified color and light
conditions will be controlled since eye-tracking and pupilometry used during this phase
are light-condition sensitive procedures. Indoor scenario will always take place in same
looking room, with low complexity for the above mentioned reasons. All scenarios will
be presented from first person perspective.

The avatars will be interacting in the same manner, the same (on scientific literature
[10] based, consenting and coercive) behavior – the movement will be the same (except
for underage avatars, as described lower in the text). For this purpose, prototypic types
of appearance respecting avatars will be pre-made. The expected amount is 10 avatars
of each sex and age group to capture the variability of population. In the first set, only
Caucasian race will be present since racial diversity of Czech population is very low.
There will be four age groups present in the stimuli sets: (a) 4–6, (b) 10–12, (c) 14–16,
and (d) 20–25 years of age. The age groups are based on previous scientific literature
and Tanners development stages. In total, there will be 10 (appearance) × 2 (sex) × 4
(age) = 80 different types of avatars. Each avatar will also be presented in consenting
and coercive proceptive behavior (80 × 2 different types of stimuli). Also sexual
activities represented for each avatar type will be presented but in this case, only genital
interaction (of neutral age) respecting the sex of the preferred avatar will be presented
(2, penile-vaginal or penile-anal intercourse) for ethical reasons. The total amount of
stimuli prepared for this study will be then 162.

Four time-loops with same amount of behavioral displays of each type (consenting
and coercive) will be created to create illusion of ongoing interaction for case of pro-
longed exposure in training with a possibility of terminating the loop and starting a new
one, with fluent change. In case of biofeedback, we expect that there can be two possible
ways of visualization. One is to present the person with bars representing degree of
arousal and stress. The other, perhaps more useful in later stages of training, is pro-
cessing of saddle color changes in the environment, such as color filter engagement,
respecting certain amount of stress and arousal. Or only specific object color change can
be applied (e.g., vase on a table will change color on a scale from blue to red, clock will
change time based on arousal (minute hand) and stress (hour hand) to allow biofeedback
training with smaller amount of disruption of the situation, which we find novelty. The
whole project is under development and actual outcome may differ.

2 https://www.unrealengine.com/what-is-unreal-engine-4.
3 https://unity3d.com/.
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2.3 Procedure

The participant will be comfortably seated in room with all the equipment ready,
researcher will attach all the sensors. Participant will be asked to attach the
head-mounted-monitor (if compatible, eye-tracking is available, if not, monitor and
eye-tracker will be used). Neutral movie with controlled light environment will be
presented to obtain basal levels of psychophysiological measures.

First, the participant will be virtually walking on a street (speed will be adjusted) and
on each side of the street there will be an avatar of certain type. Since visual attention and
sexual preference are in concordance in men, as was shown in past research, the type of
avatar that will be given attention will be automatically further developed in scenario.
During this part, EEG data will also be collected to distinguish the preference. We expect
that avatars will be presented wearing clothes, but possibly they will be presented naked
in case of adult ones and in swimming suit for case of children. The decision logic will be
tested but by now we expect that the hierarchy of choice will follow these lines: sex
(male vs. female), age (10–12 years old vs. adult avatars) – in case of preference of
underage avatar, all three underage categories will be tested against each other. Number
of trials will be chosen based on pilot study and specific physiological reaction,
expectedly EEG data will be used, accompanying the eye-tracking procedure. Once age
and sex are selected, other properties will be tested as well.

As an alternative to this procedure there is one suggested by Patrice Renaud and his
colleagues, using magnetic resonance [11]. In this scenario, the age of pre-chosen sex is
dynamically changing and based on psychophysiological reactions during certain
period of presentation, highlighting the age of avatar can be used as decision-making
procedure. Such design is especially helpful in treatment in future phases.

Nevertheless, once the looks are decided, the scenario will shift to interior spaces
where the avatar will be presented in the non-interactive manner to fulfill the phase of
attractivity. Length of presentation will be also adjusted based on pilot study and
individual reactivity. As next, both, coercive and consenting proceptivity will be
presented in randomized order directly followed by receptivity (sexual act). During all
phases, psychophysiological measures will be collected to distinguish between the
above mentioned sexual preferences. As control condition, non-preferred avatar will be
presented in the same scenarios and data from both conditions will be compared. The
same will follow, but this time the appearance will be kept, but proceptivity will differ.
In case of clear negative reaction (change of EEG pattern, change of galvanic skin
response are expected variables) towards the stimuli, the scenario will be changed.
During the calibration phase, self-report data will be also collected. This will allow us
to create profile of preferences that the person has for future testing.

Such scenarios will be, in case of patients, saved for case of bio-feedback training
during which the person will learn how to cope with their sexual preference.

Since one of the intended implementation of the loop is treatment and behavior
adjustment, the biofeedback training will be employed. Based on previous diagnostic
session, the scenarios will be created respecting the appearance and activity that the
tested person exhibited. In case of participants with sexual preference that, for legal or
personal reasons, needs modification, alternative scenario, respecting target preference,
will be constituted. In the next part we will use original scenario – the one based on
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participant’s preference, and target scenario – the one that is respecting legal, or per-
sonal (in some cases) boundaries.

In phase of biofeedback training, during scenario presentation, the tested participant
will be exposed to visual representation of his mental state, especially sexual arousal
and stress (generally negative reaction). The aim of the procedure is to enhance par-
ticipant’s ability to suppress their sexual arousal in inappropriate scenario, but also to
maintain control over their negative and stressful reaction during periods of suppres-
sion. In ideal world, we would hope to enhance ability to consciously increase arousal
in the appropriate scenario.

Since the theory of SMS is based on hierarchical model where each phase is
followed by hierarchically higher motivation (attractivity => proceptivity => recep-
tivity), we can let the participant stay in specific phase for all the time needed to
achieve the goal and change the scenario based on outcome of the previous phase.

2.4 Sample of Participants

Since we want to use the diagnostic tool to distinguish between males with usual
(homosexual teleiophilia is considered usual sexual preference) and unusual sexual
preferences based on the age they prefer (child or adult), sex they prefer (male or female)
and type of proceptivity (positive and negative). For this reason we decided to ask
patients with the matching sexual preferences (pedophilic preference, sexual aggressors,
approx. 15 of each preference, 30 in total) and healthy controls (male heterosexuals and
homosexuals of matching age, with no history of sexuality related problems, approx. 40)
to participate in the study. All participants will go through procedure of sexual diag-
nostics before participation and rules for ethics of psychological research will be strictly
obeyed. Advantage of use of these target groups is also that each target group reacts by
positive reaction and sexual arousal to presentation of stimuli that match their preference
but has rather negative reaction towards all other categories of stimuli.

2.5 Measurements

In the past research, many potential problems of measurement have been identified.
The primary problem is that representation of mental state by changes in psy-
chophysiological measures does not have to be linear. For more, the psychophysio-
logical change can relate to more than one state. And vice versa, one state can be
demonstrated in more than one psychophysiological measure change.

In the existing scientific literature, it has been recommended to use more than one
measurement to represent the mental state of a person. As suitable for such loop
construction several psychophysiological measures were suggested. Among these, eye
tracking4 and pupilometry5, galvanic skin response6, electrocardiography7, data about

4 Area of visual attention related data are collected to estimate area of interest.
5 Measuring the size of pupil to estimate mental states.
6 Measured to estimate level and type of excitation.
7 Data about heart rate change will be collected to distinguish between emotional states.
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respiratory rate8. Newly, we would like to add penile-pletysmography9 on the list of
measures used to construct bio-cybernetic loop, since it is one of measurements with
relatively high accuracy and is well studied in scientific literature [12]. Also elec-
troencephalography is possibility that will be considered since scientific literature
shows that specific emotional states can be represented by changes in electrical activity
of the brain and specific response is demonstrated when their preference matching type
of stimuli is presented. The advantage is that since different part of human body are
used to collect data, more measurements can be collected simultaneously resulting in
possibility of using variety of combinations to define mental state more accurately. All
of the above mentioned measures have also been used in research of human sexuality
individually or in combination, and we believe we will create functional loop based on
these measurements. Process of testing is described lower in text.

2.6 Equipment

For this study we dispone with dedicated experimental room at National Institute of
Mental Health of Czech Republic. The bio-cybernetic loop will consist of: personal
computer (HP Envy gaming series 2015 desktop seems to meet the our requirements so
far) – head mounted display (e.g., Oculus Rift, FOVE or 4 k phone display) – human –

device for psychophysiological data collection – computer. We will employ BioPac
MP10 as the device for psychophysiological data acquisition allowing the collection of
more physiological measures simultaneously, when special modules, present in the lab
to be added to the device. All of the above mentioned psychophysiological measures
can be measured using one single device. The device also can be used for signal
amplification and redirection of the data to computer to close the loop.

Specialized software is to be used to collect data about the user, as an interface, and
set thresholds on individual variables allowing storing individual profiles of tested
participants in memory. The software will also be used for visual representation of
mental state, or single variable(s), on the screen for the bio-feedback training in later
phases that are not described in this article. Also, we will use a device for self-report
data acquisition preferably of a lever construction with possibility of visual represen-
tation of choice on the screen to allow employ the head-mounted monitor on. Virtual
reality environment is currently developed and tested in Unity 5 game engine, while
Unreal 4 having as a possible alternative. All devices and software are being tested with
the goal to identify and optimize the virtual environment production pipeline (capacity,
compatibility, efficiency, and ease of use).

2.7 Testing Process and Development of the Loop

Testing of the loop will follow 6 phases suggested by Fairclough [13]:

8 Collected since it is related to emotional states and for more is under voluntary control.
9 Data about penile blood flow are collected to estimate sexual excitement.
10 Device for psychophysiological measurement data acquisition.
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1. Conceptual Model (s) –Model of psychological states during specific situations was
put together based on scientific literature to conceptualize specific user behaviors. In
our case we made bipolar labels of possible reaction on stimulus. As mentioned
above, we expect rather sexual positive reaction on preference matching stimuli and
rather sexual negative reaction on all other categories of stimuli.

2. Psychophysiological Interference – At this stage we have elected and chose psy-
chophysiological measures to represent each mental state. Namely, we focused on
eye tracking data, EEG, and PPG measures for which scientific literature is very
clear and we will test all other variables in combination to find best possible
solution. All participants will go through all possible testing scenarios collecting
data from psychophysiological measures as well as self-reports. Also there will be
phase during which they will have possibility of voluntary decision in times where
the future loop would make scenario shift.

3. A Quantified Model of User State –We will develop the way in which the user state
or behavior is represented within the bio-cybernetic loop. The minimum require-
ment of the quantified model will be that the user is represented with sufficient
fidelity to enable the process of adaptation within the loop. In other words, the target
states that drive the adaptive logic of the loop will be clearly defined during this
part.

4. A Real-Time Model of User State – Based on previous generic formulation defining
“data space” the model to trigger adaptation in real time. The model will be pop-
ulated with criteria and classes that define regions of user state representation. Also
individual user customization of thresholds possibility will be brought out in this
stage.

5. Design of Adaptive Interface – The way that the loop makes adaptations will be
tested during this testing phase. Main concern would be whether the change is
efficient and noticed or not by the participant, and the change is in concordance with
researcher’s expectations and matches preference of each tested target
group. Testing will also focus on concordance with self-perceived adequacy of the
change and states before and after change will be compared to see whether the
change does not create confusion or immediate notable change in participant’s state
showing that the change can be rather disturbing.

6. Evaluation – During this stage all benefits of creation of bio-cybernetic loop will be
considered and analyzed, and the result will be compared with possibility of direct
testing or use of other method to reach the goal of research.

The loop will be designed as a combination of positive and negative control loop,
so called “toggling loop”. Negative control loop has been proven to be more stable and
seem to be advantageous in cases in which psychological comfort and wellbeing during
testing is preferred. In all instances of testing and biofeedback phases there will be
“safe” (neutral) scenario for case of procedure induced stress where participant would
be redirected if needed. The positive control loop is applied in case of scenario
diverting (for each sexual preference based on change of psychophysiological changes
during presentation of the stimuli) but will have control in negative control loop to
ensure the stability and control for time variable.
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2.8 Ethical Aspects of the Proposed Study

There are a number of ethical issues associated with the design and use of physiological
computing systems. This technology is designed to tap private psychophysiological
events and use these data as the operational fulcrum for a dynamic HCI. The topic is
even more tormenting since the primary use of this loop is sexual diagnostics which is
very sensitive topic in general, for more it is related to sexual acts that are in conflict
with law (pedophilia and sexual aggression).

All personnel directly participating on this research are skilled researchers of
human sexuality with years of training, trained psychologist and a medical doctor will
be present for case of need of intervention. After the whole session, there will be time
for debriefing that will take approx. 20 min and will consist of watching neutral video
about traveling (to induce calm emotional state), and short consultation with a skilled
psychologist. The debriefing will be prolonged in case of complication. Permission of
institutional review board will be obtained before the whole study will be conducted
and all participants will be informed about sexual nature of the experiment and will be
clearly informed that they can terminate their participation at any time. We also
guarantee strict anonymization of the data as well as blindness of researchers to
individual sexual preferences during testing phase. Underage avatars will not be present
in the erotic pose; the main focus is on child typical nonverbal displays in avatars.
Consultations of stimuli content with forensic experts and judge advocates in field of
sexology is clear.

3 Conclusion

We would like to emphasize the option to design an environment that is based on user’s
preference and allows for more accurate diagnostics than currently available method-
ology due to possibility of authoring the stimuli to fit user’s preference in appearance
and behavior. This should allow us to distinguish between sexual aggressors, pedo-
philes and healthy controls. We do consider two mental states, sexual arousal and stress
(negative reaction), that will allow us to distinguish between preference for such stimuli
or aversion towards it in male users. As a theoretical framework for minor sexual
preferences, we have decided to apply a theory of sexual motivational system that can
be seen as hierarchically ordered and an interconnected system of particular sexual
motivation levels that refer to a sequence of courting behaviors. In phase of attractivity,
the looks and appearance will be selected, in second stage, proceptivity, the consent
related behavior will be decided. The advantage is that persons with chosen minor
preferences are known to be highly reactive towards preferred stimuli and do not react
(by arousal) to other types of stimuli, the opposite is valid for healthy controls who are
rather repulsed and vice versa. To distinguish between the two mental states, we will
collect data about eye gaze, brain activation, and galvanic resistance of skin in com-
bination with the change of penile tumescence. There will be total of 162 stimuli
needed to be created to fulfill the criteria of testing. We hope that once the user is
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correctly diagnosed with sexuality related disorder and the therapy is needed, the
biofeedback training will allow them to suppress their arousal in inappropriate situa-
tions and hopefully to shape it toward more socially and personally acceptable pref-
erences. We are aware of numerous ethical issues related to such procedure but only
skilled and experienced professionals will participate on the whole procedure.
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Abstract. This paper achieved the acquisition of the breathing signal and
identification of different respiratory modes by several attempts. On this basis,
we designed an intelligent breathing-exercise system to meet the household
needs. The intelligent system consists of three parts: the first part is the user
interface of the breathing-exercise system, the second part is the background
database and the last part is the internet community platform. The user interface
of the breathing-exercise system is used for displaying user’s breathing curve
and other visual feedback. All the breathing training data will be recorded in the
second part: database. Those breathing exercisers can share their results on the
internet community platform. The intelligent breathing-exercise system will
provide a memorable user experience for users by blending these three parts.

Keywords: Breathing training system � Interaction design

1 Introduction

Nowadays, as the air pollution is getting worse and the incidence of respiratory disease
is becoming Soaring, more and more people are concerned about the topic of breathing
exercise. From the current point of view, research on the breathing exercise and product
development are mostly concentrated in the medical field. These studies focus on two
major problems: the first one is the treatment of respiratory diseases and the second one
is the rehabilitation of respiratory diseases. American Academy of Family Physicians
(AAFP) found that those with COPD (Chronic obstructive pulmonary disease) who use
breathing exercises experience greater improvements in exercise capacity than those
who do not. So, the fact is breathing exercise is really an effective treatment way for
those respiratory diseases like Chronic obstructive pulmonary disease, Chronic pneu-
monia and other respiratory diseases. According to the survey, we find that the typical
products include the breathing training device and the respiratory therapy device. These
medical devices are so highly targeted and professional that they are difficult to meet
the needs of breathing training in home. In terms of the range of application, these
medical breathing trainers are a bit more restrictive. With wearable healthy devices
becoming more and more popular, people started to pay more attention to their own
health data. It is easy to calculate that people want to get the respiratory data by
household intelligent devices. This shows a household intelligent breathing exercise
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device will be more practical than a medical breathing training device. So, it is not
difficult to find that household intelligent breathing trainer has broad research space and
market prospects.

As we all know, the daily breathing exercise is an important means of strengthening
respiratory muscles, which can improve respiratory function and relieve mental stress
and tension. Abnormalities in respiration have been postulated as an important factor in
the development or maintenance of anxiety disorders [1]. It can be known that
breathing training is an effective way to treating the panic disorder. When we talking
about daily breathing training, it is inevitable to introduce an important breathing
training way: Lamaze breathing. Lamaze breathing historically is considered the
hallmark of Lamaze preparation for childbirth [2]. The breathing method is generally
considered as a controlled breathing way to enhance relaxation and decrease perception
of pain. Conscious breathing and relaxation, especially in combination with a wide
variety of comfort strategies, can help women avoid unnecessary medical intervention
and have a safe, healthy birth. In restricted birthing environments, breathing may be the
only comfort strategy available to women. The deep-breathing also called abdominal
respiration is well known another important breathing method to reduce feelings of
stress. We cannot ignore that most of the office workers have to face the computer all
day to accomplish their works in stressful working conditions. According to the survey,
people who face the computer for a long time will be in a short-winded breathing
mode, which will lead to insufficient ventilation even in the normal respiratory rate.
Apart from the insufficient ventilation, the carbon dioxide will accumulate gradually in
the short-winded breathing status and then lead to Listlessness. All the shortcomings
above descripted will result in adversely affect for people. Conversely, if they take a
deep breath training, they will be benefited greatly including the improvement of the
lung capacity, the improvement of alveolar utilization rate and so on. In view of this,
design and development of a suitable daily breathing exercise interactive system has a
high practical value and huge market potential. Figure 1 shows the trend of the key-
word “breathing training” in Google search. As can be seen from the figure, since the
2006 “breathing training” peaked a search until the year 2015. So far, the heat of search
is still maintained at between 60 and 80.

Fig. 1. The trend of “breathing training” in Google search
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1.1 Research of the Breathing Training

We designed a questionnaire of the breathing exercises to understand some of the
current problems that exist in breathing exercise. We sent 33 questionnaires and all the
questionnaires are recovered successfully, of which include 14 white-collar workers
and 19 students. According to survey results, 92.9 percent of white-collar workers said
deep breathing exercises help relieve stress and fatigue. 89.5 % of the student popu-
lation believe that the deep breathing exercises contribute to relieve stress as we can see
in Fig. 2.

At the same time, we made a simple research for other problems existed in
breathing exercise, such as the persistence of the breathing training. Results of the
research show that 75.76 % of respondents find it difficult to adhere to the breathing
exercise shown in Fig. 3.

1.2 Research Status

As we all known, breathing training can strengthen breathing muscles, relieve stress
and promote the rehabilitation of lung function, and thus play to enhance physical
fitness, disease prevention and promote rehabilitation. A variety of detection devices
and instruments abound in the study of aspects of breathing exercise. Which are more
representative of the product at home and abroad, as described below.

Gila Benchetrit from French designed a breathing exercise apparatus to collect
respiration signal by a sleeveless jacket [3]. The principle of the device is equipped
with a sleeveless jacket can be folded in a special material that can be received by a
lateral extension of the diaphragm, abdominal volume change. The device can also
filter out the biggest natural breathing graphics, and based on the graphical boot
subject’s breathing lungs rehabilitation training.

Fig. 2. The survey about the relieving stress by breathing training
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Bardon Technology Institute in Beijing developed a respiratory therapy device
based on biofeedback can be used for the adjuvant treatment of breathing difficulties.
The therapy device can measure respiration rate, and gives real-time feedback.

According to the review above, we can see that there are still some deficiencies in
current research breathing exercise, which mostly focus on the respiratory signal
acquisition and feedback on their own. The form of respiratory signal feedback in the
majority of studies seems monotonous and boring. Besides, most of the studies pay less
attention to daily breathing exercise. So, it is not difficult to find that a household
intelligent breathing training system maybe a more reasonable solution.

2 The Acquisition and Processing of Respiration Signal

Nowadays, respiration signal detected in clinical care has been one of the more
important indicators. With the development of society and technology, real-time,
dynamic and continuous monitoring of the respiratory signal will become the future
trend of family health. Through research and pilot testing, we decide to use a kind of
acoustic signal to characterize breathing signals. This method seems safe, simple and
non-invasive compared to other methods, and provides a more flexible way to wear.
Relying on the microphone with advanced noise reduction and filtering processing, we
can get more accurate and clear identification of the respiratory signal.

After determining to characterize the respiratory signal using acoustic signals, we
need to collect the original acoustic signal and process the signal by using pre-emphasis
method firstly. Given the MATLAB software owns powerful features in signal pro-
cessing and acquisition, in this study, we use MATLAB to collect and process breathe
signal. In MATLAB software, there are two ways to collect acoustic signals, one of
which is the acquisition of analog signals, and the other is using of “audiorecorder”
function to achieve signal acquisition. This paper uses the second way, which is using
“audiorecorder” function to achieve the acquisition of acoustic signal. We can see the
original respiratory signal waveform from Fig. 3 clearly.

Fig. 3. The survey about the persistence of the breathing training
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The high frequency part of the proportion is small in the collected acoustic signal.
The aim of the pre-emphasis is to boost the high frequency part of the process, so that
the spectrum of the signal become flat. By means of the filter function in MATLAB, we
can directly implement the pre-emphasis of the acoustic signal. As we can see, Fig. 4
shows the Pre-emphasis waveform of the breathing signal.

To be able to see the trends and changes of the respiratory signal waveform, we
need to make further processing for the waveform diagram. Short-term energy is an
important method for time-domain signal analysis, which can clearly show trends and
changes in the amplitude of the waveform. As we can see in Fig. 5, short-term energy
diagram shows the time-varying characteristics of the respiratory signal.

On the basis of short-term energy chart, we need to judge the critical point between
the exhale signal and the inhale signal. After several tests and debugging, the paper
found the demarcation point between exhalation and inhalation signals, and according
to this cut-off point made a further clipping processing. Finally, we get a clear exha-
lation and inhalation waveform shown in Fig. 6.

Fig. 4. Original waveform of the breathing signal

Fig. 5. Pre-emphasis of the breathing signal

Fig. 6. Short-term energy diagram
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3 The Interaction Design of the Breathing Training System

3.1 The Development Principle of the Household Intelligent Breathing
Training System

In the above, we have successfully acquired and processed breathing signal by
MATLAB software. At the same time, we also verified the feasibility of using acoustic
signal to characterize the respiratory signal by MATLAB software. In the following
part, we will discuss how to get specific respiratory signal in FLASH actionscript 3.0
Language. Actionscript 3.0 achieved the acquisition of audio signal through a special
class called “Microphone”. We can get the class of “Microphone” and set up related
properties through the following code:

Var mic: Microphone = Microphone.getMicrophone ();
mic.gain = 60;
mic.rate = 11;
mic.setUseEchoSuppression (true);
mic.setLoopBack (true);
mic.setSilenceLevel (5, 1000);

“SetSilenceLevel” deserves our attention in these properties, which will determine
the value of the smallest sound that can be identified. If the “SetSilenceLevel”
parameter is set to zero, the application will continue to collect information from the
audio microphone. Conversely, if the silenceLevel parameter is set to 100, the program
will prevent the microphone’s activities. According to the previous method for dis-
tinguishing between exhalation and inhalation, we only need to set up an appropriate
silenceLevel parameter that can achieve the recognition of exhalation and inhalation.
Another important property should be valued is “ActivityLevel”, which can charac-
terize the strength of the respiratory signal. We can easily see that the scope of this
property is from 0-100 through consulting the manual. In the following interactive
system, we will use this property to achieve some interesting interaction effects.

3.2 About Gamification

In order to increase the fun of the interaction system, we introduced the concept of
Gamification. Gamification has raised a lot of interest both in industry and also
increasingly in academia during the past few years [4]. The word “Gamification” first
appeared in the 2010 DICE conference, then with the rapid development of the Internet
is gradually well known. A large number of internet companies applying the concept of
gamification into practice, made this word become a real solution to the problem from a
new vocabulary. The core concept of gamification is applying mechanisms and
methods in game to non-gaming areas, thereby enhancing the participants’ enthusiasm
and participation. Nowadays, gamification has been widely applied to various fields
including education, health care, Internet, design, tourism, business management and
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so on. About the definition of “Gamification”, until now, little academic attention has
been paid. Sebastian from Hamburg University proposed the following definition:
“Gamification” is the use of game design elements in non-game contexts, and then
unpacked this definition in his paper [5].

So far, we have a clearer understanding of the concept of the gamification. In the
following part, we will introduce some of the commonly used methods in game design,
including the rating system, points system, ranking system, and medal system. In
addition to the methods of gamification, we should also understand the game
mechanics, also known as game elements. The game elements can be classified as
self-elements and social-elements. Self-elements consist of points, achievement badges,
levels, or simply time restrictions. Social-elements on the other hand are interactive
competition or cooperation, like for example leaderboards [6]. In the following inter-
active system, we will apply these methods and elements to polish our system.

3.3 System Design

As we talked in the abstract, this system consists of three parts: the first part is the user
interface of the breathing-exercise system, the second part is the background database
and the last part is the internet community platform. The following sections unpack the
system in detail.

User Interface. In this part, what we should consider is how to design appropriate
interface and mechanisms to improve the fun and challenge of the system in order to
achieve a good training effect. When we design the user interface, we hope to achieve
the following three objectives:

1: Interface consistent with user’s mental model
2: Breathing training system has instant visual feedback
3: There is a clear distinction between expiratory and inspiratory phase

After several attempts and thinking, we finalized the interactive program shown in
Fig. 7. Users can control the target object by the intensity and duration of inhalation
and exhalation, enabling interactive process with the respiratory training system.

The system mainly focuses on two parameters which include the breathing depth
and the breathing duration. The spacing between the obstacles is used to control a
single duration and the height of obstacle will be used to control breathing depth, as we
can see in Fig. 8.

Fig. 7. The waveform after the clipping
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On the basis of the interaction design, we established the visual style and interface
elements of the respiratory training system. In the terms of overall style, we adopted a
flat style, which can reduce people’s cognitive load and highlight the core elements. In
terms of color, we adopted a light blue background, giving a fresh and invigorating
feeling. We made the green balloons become the focus of the whole picture, in order to
make the trainers see the feedback of their training results accurately. The specific
visual interface is shown in Fig. 9.

Users can control the balloon’s rise and fall through their own exhalation and
inhalation. At the same time, they need to avoid obstacles at different heights and
different pitches. We can adjust the height and spacing of obstacles to achieve different
breathing patterns, and thus meet the different needs of different respiratory trainer. We
can clearly see the use of the system from the (Figs. 10 and 11).

Fig. 8. The layout of the system interface

Fig. 9. The breathing depth and breathing duration

Fig. 10. The visual interface of the breathing training
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Fig. 11. Using description of the system description

Fig. 12. Background database

Fig. 13. Rankings of the trainer’s score in community platform
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Background-database. Background data mainly records the data of the breathing
training, which include the times of the exercise, the time of continuous training, and
exercise duration, etc. In addition, users can view their own history to understand their
dynamic exercise (Fig. 12).

The internet community platform. Users can share their own training data and
breathing curve in the community and communicate with more people each other. At
the same time, users can view the real-time rankings of their score anywhere. Fur-
thermore, if they want to get more professional guidance, they can send their training
data to health professionals (Fig. 13).

4 Conclusion

First of all, we implemented a new method to acquire the breathe signal by MATLAB
software through several attempts and experience. On this basis, we designed a
household intelligent breathing training system. At the same time, we introduced the
concept of the “Gamification” in the interactive system in order to improve the trainer’s
enthusiasm. The household intelligent breathing training system with gamification
consists of three parts, which includes user interface, background database and the
internet community platform. The user interface is used to display the results of
breathing exercise and guides the users through scientific breathing exercise. The
second section is used to record the user’s training data. Users can share the results of
their training to the community platform, or sent to the health professional to get
professional guidance through the third part.
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Abstract. The design of this forthcoming study was created to investigate the
influences of different system-voices on users while they interact with a simu-
lated Companion-system. By using a Wizard of Oz experiment, we want to find
out what kind of voice output (artificial vs. anthropomorphic) is better suited for
keeping up users’ cooperation with a system while solving a task. The goal of
this study is to gain a deeper understanding of influences of the speech-output in
User-Companion Interaction. Users’ perceived trustworthiness towards the
system, their experienced affective states and individual user characteristics as
important mediators are the main focus of the present study.

Keywords: Companion-system � Wizard of Oz experiment � System voice �
Anthropomorphism � User characteristics

1 Introduction

For speech-based dialog systems without visual representation, the system’s voice is
the only feature a user can relate to. Therefore, it has to be perceived as trustworthy and
empathic. This especially applies to Companion-systems, which are “cognitive tech-
nical systems with their functionality completely individually adapted to each user
[…which] interact with [him/her] as competent and cooperative service partners” [1].
Companion-systems should be able to support every user in different situations and in
all kinds of emotional states – positive as well as negative [1].

In general, anthropomorphic and/or naturally sounding voices are used in most
areas of Human-Computer Interaction (HCI), like navigation systems, smart home
environments or voice user interfaces (VUIs) in smartphones [2]. There is indeed
evidence for the human tendency to use schemes from human-human interaction for the
communication with computer systems or virtual agents, regardless of the level of
anthropomorphism of their voice [3]. However, empirical findings, which support the
hypothesis that human-like, anthropomorphic voices most likely support human-
computer cooperation as well as users’ perceived trust, are rare in comparison to
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artificial voices [4]. In order to provide a deeper comprehension of users’ individual
experiences with different kinds of voices, an established experimental design [5] was
adapted with the focus on users’ subjective perceptions of two diverse voices in a
task-related dialog with a simulated Companion-system.

2 Background

During the past decades, the recognition of the importance of users’ emotions increased
significantly in the field of HCI, which lead to the emergence of the research area of
Affective Computing [6]. Up to now, it hardly seems imaginable to do research without
the consideration of users’ affective states, especially as far as User-Companion
Interaction (UCI) is concerned [7]. Actual user affect influences most factors of users’
perception of and experience with systems, e.g. performance, cognition, concentration,
or memory [8]. Therefore, systems must be able to avoid negative affective states for
creating and perpetuating cooperation as well as trust. For this current research, this
shall be realized by the voice solely.

The question arose if the variation of the speech-output at all is able to fulfill this
requirement. To answer this, several studies which investigated the impact of systems’
voices on users’ perception and user behavior were surveyed. Here, important effects were
detected regarding system voices and their influences on users. The variation of the
voices’ gender, speed, volume, manner etc. e.g. [9–11] has different impacts. For
example, a female voice helps to communicate emotional content, whereas male voices
tend to sound competent and convey task-related information [9]. The manner can help to
increase interaction success, e.g. when motivational feedback is provided [10, 11]. In
comparison of a human-sounding voice with a computerized one, users significantly
prefer the human-sounding voice; even learn faster while solving a task [10]. These
findings prove that a system voice indeed is able to affect the interaction. Furthermore,
users’ personality characteristics strongly influence the perception of speed and volume of
system voices. For example, introvert users prefer low speed and volume; extrovert users
sympathize with louder and even exaggerated tones [12]. Therefore, user characteristics
also have be taken into account when examining the effect of different voices on users.

Before an explanation of the intended research goal, it still needs to be clarified
when an interaction between a Companion-system and a user can be labeled as suc-
cessful. For this purpose, Frommer et al. [13] developed a Wizard of Oz (WOz) ex-
periment where users had to interact with a simulated Companion-system (description
follows below) while solving a task. An artificial, computerized voice was chosen for
guiding users through this experiment. During the interaction, challenges occurred at
specific stages, which demanded the adaption of current task-solving strategies from
the users [5].

Quantitative as well as qualitative methods were used to analyze users’ perceptions,
their interaction behavior as well as user characteristics. This research process estab-
lished the basis for the forthcoming study introduced here. Individual user character-
istics (e.g. personality traits, socio-biographic variables or technical experience)
influence actual user behavior directly and have to be taken into account while ana-
lyzing data of users of technical devices [14]. User characteristics were shown to
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influence users’ (task-)performance, especially during situations that were perceived as
challenging. Participants with greater performance “were younger, more experienced
with computers, showed lower amounts of neuroticism and higher amounts of agree-
ableness (NEO-FFI) on average.” [15]. Furthermore, the analysis of semi-structured
interview material showed the importance of the subjective experience of users while
interacting with the artificial speech-based system. It became obvious that users tended
to anthropomorphize the system, even if it’s just a voice and a screen [16]. But this is
not necessarily linked to comfortable feelings in the interaction. In fact, the artificial
voice is associated with feelings like anxiety or scariness and with the tendency to
distance from the system by reducing initiative. Hence, wishes for a change of the
artificial voice into a more human-like one occurred, maybe as a result of imagining a
deeper and more trustworthy relationship including a more comfortable interaction
atmosphere with such a system voice [16, 17]. Furthermore, participants used more
negative attributes for the description of the voice than neutral or positive attributes [18].

To deal with these findings, the aforementioned experiment was modified and the
application of two different voices was chosen: an anthropomorphic voice compared
with an artificial one. The psychological research goal is to find out which effects the
voice has on users’ perception of its support while solving the task. This study shall
also evaluate which kind of voice is most likely to evoke positive affect and greater
perceived trust in users. Furthermore, we want to survey the influence of user char-
acteristics on the voice preference.

3 Methods

The aforementioned WOz experiment represents a suitable approach for our research.
Before we explicate the modifications and hypotheses, we will give a short description
of this experiment and the LAST MINUTE corpus, which is the result of previous
research.

3.1 Wizard of Oz Experiment LAST MINUTE

The WOz experiment and the resulting LAST MINUTE corpus were developed as a
research tool to investigate subjects during an interaction with a speech-based inter-
active dialog system, including a problem-solving task with planning, re-planning and
strategy change [15]. All tasks had to be solved by users with the help of a solely
speech-controlled computer system. In accordance with the central design feature of
WOz experiments, this system was controlled by hidden human operators. The subjects
believed they communicate with an autonomous computer-system. A male sounding,
clearly computerized voice (MARY TTS, mary.dfki.de) was chosen to reinforce the
feeling of interacting with a computer system [5].

According to Frommer et al. [13] as well as Rösner et al. [5], the experiment was
executed as described in the following: At first, the system introduced itself and asked
some personal questions, the so called personalization module. The system explained
users that this information is needed for individual adaptation. After that, the actual last
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minute module [5] began with the explanation of the task. Subjects had to pack a
suitcase for a suggested summer vacation for fourteen days in a predefined time. They
were informed that detailed weather information will be gathered and provided later.
Participants could choose items out of twelve categories (e.g. tops, shoes, accessories),
which were presented in a predefined order on a screen in front of them. This stage is
called “baseline” (BSL). Within the interaction course, particular restrictions, namely
challenges, occur. The first of these challenges is called “weight limit barrier” (WLB).
Here, users were informed that their suitcase is confined by the airlines’ weight limit.
New items could be added only when others were unpacked before. As a result,
participants had to adapt to this unexpected condition and to cope with their possibly
emerging stress. After they passed more than half of all categories the final information
regarding the destination was revealed. The vacation resort was located in the southern
hemisphere where the seasons are switched. Now, subjects had to pack for cold cli-
mate, which means they had to change their strategy. This challenge is called “weather
information barrier” (WIB). Apart from time and weight restrictions, this rendered the
packing process even more complicated. In this situation, about half of participants got
an empathic intervention inviting them to express their actual feelings. The remaining
time could be used for correction, and is called “revision stage” (RES). In the end,
participants had the chance to explicate how satisfied they were with the content of
their suitcase [5, 13].

3.2 Modification of the Wizard of Oz Experiment LAST MINUTE

For the purpose of our prospective research we modified the established WOz exper-
iment to focus on users’ perceptions of the system voice. Particular attention is paid to
users’ individual ratings of the system and its voice as well as possible changes in
users’ affective states during the course of interaction.

With respect to prior results, we modified the personalization module to avoid
primary uncertainty regarding the system and the interaction [16] and to strengthen the
sympathy of users towards the system in the beginning. The intervention was removed
because of its indistinct effects [19].

There will be two experimental groups: One half of the participants will interact
with the artificial voice which was already used in the prior experiments; the other half
will interact with an anthropomorphic voice (IVONA TTS, www.ivona.com). We paid
attention to use male voices to avoid the aforementioned gender effects. The setting
stays equal for both groups. We expanded the experiment with two rating phases to
gather information of actual user conditions and to detect significant changes during the
interaction. Altogether, we survey users’ conditions and perceptions in three particular
experimental phases as described below (also Fig. 1).

The first rating occurs before the start of the experiment. Here, we survey general
information about the user, like socio-biographic variables and experience with tech-
nical devices. Furthermore, we measure users’ task-related motivation (Achievement
Motives Scale, AMS) [20] and their actual affective state (Positive and Negative Affect
Schedule, PANAS) [21]. This rating phase represents the Baseline (see Fig. 1) for
further points of measurement. The actual experiment begins after this phase.
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Participants pass through the personalization module to get to know the system
(Introduction), and immediately start with the last minute module. Here, users are
enabled to practice the task while packing the first three categories (tops, jackets &
coats, trousers & skirts) (Cooperation). After finishing the third category, the second
system rating occurs. Here, we measure the actual affective state (PANAS) again and
also the subjective system-evaluation by using a shortened version of the AttrakDiff
(AttrakDiff mini) [22], which quantifies hedonic and pragmatic product quality. This
rating happens aside the experimental screen, which ensures objective appraisal by
participants without the effect of politeness towards the system [23]. After that, the last
minute module continues. During this last phase, participants have to face all chal-
lenges (WLB, WIB and RES, see Sect. 3.1) (Interference) and to finish the task
(Conclusion). The third and last rating occurs after the system-initiated goodbye. The
applied questionnaires gather information about users’ present affective state (PANAS),
final subjective system-evaluation (AttrakDiff mini) and the perceived trustworthiness
of the system (Human-Computer Trust) [24].

Therefore, we have three particular rating phases during the experiment: the
Baseline, the Introduction & Cooperation as well as the Interference & Conclusion (as
shown in Fig. 1). By doing so, we want to evaluate possible changes in users’ emo-
tional states during these phases. Furthermore, we want to survey differences in the
subjective system-rating and perceived trustworthiness of both groups. A comparison
of all ratings between the experimental groups may offer a profound basis for reaching
the intended research goals.

Fig. 1. The three rating phases during the modified WOz experiment
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With respect to users’ individuality, all participants will answer open questions
regarding their subjective experience of the system’s voice, including possible influ-
ences on their feelings and behavior during the experiment as well as possible ideas
regarding a change of the voice. Furthermore, some questions refer to users’ ascriptions
to the system [16, 25] as well as users’ experiences of the relationship between
themselves and the system.

We will also gather information about specific user characteristics in a second,
separate session. Standardized psychological questionnaires are used to gather infor-
mation about users’ affinity towards technology, emotion regulation, personality
dimensions, coping with stress, self-efficacy, locus of control in the usage of technical
devices as well as the psychological concept of the individual need to evaluate. This
information may help to classify the different reactions and perceptions into distinct
groups of users.

3.3 Hypotheses

This design aims at the evaluation of the perception of trust and cooperation between
user and Companion-system by means of a variation in system’s speech-output. More
precisely, we survey the impact of an anthropomorphic system-voice compared to an
artificial system-voice on users’ actual affect, system evaluation as well as the devel-
opment of trust. Furthermore, this design serves to detect possible correlations between
the perception of the system voice and specific user characteristics, e.g. gender, per-
sonality dimensions or affinity towards technology.

With regard to the previous explanations, we suppose that the anthropomorphic
voice has a more positive influence during the interaction with the simulated
Companion-system, compared to the artificial voice. The anthropomorphic voice may
increase users’ perceived trustworthiness. Furthermore, the possibly cooperative rela-
tionship between user and simulated Companion-system will be influenced during the
phase of Interference & Conclusion to an unacquainted extent.

Hence, several hypotheses were formulated:

1. Regarding the phase of Introduction & Cooperation, we expect more positive affect
(PANAS) and a higher system rating (AttrakDiff mini) of those users who interact
with the anthropomorphic voice in comparison to the other group.

2. Both experimental groups have to face the barriers during the phase of Interference
& Conclusion and will show lower system-rating (AttrakDiff mini), compared to the
phase of Introduction & Cooperation.

Especially the change between cooperative interaction (second rating phase) to
possibly interfered (or even failed) interaction (third rating phase) seems interesting.
But here, we can just formulate explorative questions:

3. Will significant differences occur between the two groups regarding their perceived
trustworthiness and subjective system-evaluation for the third rating phase?

4. Will significant differences occur between the two groups regarding users’ affective
state for the second and third rating phase?
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5. Are there significant influences of user characteristics on the following goal criteria:
perceived trustworthiness, subjective system-evaluation and users’ emotional state?

The human-like voice may rather evoke the assumption of competence in users
which possibly can or cannot be satisfied during the interaction. Trust issues and higher
levels of negative affect may be the result. As mentioned before, the perception of
system-voices is strongly influenced by user characteristics. Even if we suppose that
the anthropomorphic voice may evoke more positive affect in general, individual
preferences and perceptions have to be taken into account, too. Therefore, it seems
possible for some users that they perceive the artificial voice as less competent, and
thus may more likely forgive mistakes.

Besides these assumptions, the design of the study shall help to get a profound
understanding of the effects of several user characteristics (e.g. personality dimensions,
coping with stress, motivation, self-efficacy) on the preference of a specific system
voice.

4 Outlook

The experiment takes place in a research lab of the Otto von Guericke University
Magdeburg. A small sample of six participants already passed a test phase. The first
(not systematically analyzed) results show that they indeed experience different, albeit
marginal affective states during the interaction. Of course, we will need a greater
sample size to support our hypotheses. We plan experimental group sizes of about 30
participants for statistical evaluation of all measurements. In order to reduce influences
based on participants’ age or gender, both experimental groups will be homogeneous
regarding these characteristics (only students aged 18 to 28, gender balanced).

The inclusion of actual affective user states and a profound understanding of users’
subjective perceptions of UCI are required for the development of Companion-systems,
which shall be experienced as supportive, empathic and trustworthy partners by their
individual users.
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Abstract. A successful Human-Robot Interaction (HRI) depends on the
empathy that the robot has the capability of instantiating on the user, namely
through the expression of emotions. In this pilot study, we examined the
recognition of emotions being expressed by a service robot in a virtual envi-
ronment (VE), by university students. The VE was a corridor, neutral in terms of
context of use. The robot’s facial expressions, body movements, and displace-
ment were manipulated to express eight basic emotions. Results showed that
participants had difficulties in recognizing the emotions (33% of success). Also,
results suggested that the participants established empathy with the robot.
Further work is needed to improve the emotional expression of this robot, which
aims to interact with hospitalized children.

Keywords: Human robot interaction � Emotional design � User experience �
Healthcare � Service robot

1 Introduction

The robotics field, initially, had as main objective the production of industrial robots
that are able to replace humans in the most routine and dangerous tasks [1]. However,
recently, it is possible to witness a paradigm shift with the appearance of service robots
[2–5]. Service robots are intelligent artificial partners that interact with humans to
promote social and intellectual benefits. In this sense, today, the disciplines such as
robotics, computer science, and design, among others are focusing on Human-Robot
Interaction (HRI) [6]. This type of robots is mainly intended to interact, accompany and
help humans while they perform their work and daily tasks [1]. In order to interact with
humans, robots should have characteristics that make for an effective and fluent
interaction. However, to interact with a robot is significantly different than interacting
with another human, even when sharing the same capacities and communication skills,
either verbal (e.g., speech) or nonverbal (e.g., facial expressions). It is known, through
studies in Psychology and Sociology, that emotions play a fundamental role in the
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individual’s behavior regulation in social contexts [7]. Emotions are what allow the
human initiate, maintain, and/or terminate, a relationship or interaction with the
environment and with other humans [8].

In the design field, the importance of emotions in the idealization of objects and
products, in addition to the components of usability, are also recognized. In this context
Emotional Design [9] emerges, based on the premise that products and objects that are
able to elicit emotions in the user (positive emotions, preferably), allow a greater and
better human-product interaction.

Taking into account the fundamental role that emotions play in human interaction
processes, it is believed that a service robot must involve artificial intelligence with
emotions [10]. HRI is only effective if the robot is able to express emotions [11].
Robots must be able to recognize emotions expressed by humans and respond
accordingly, including those that are empathic responses. In other words, this inter-
action should be as similar as possible to the interaction between humans, but it must
be taken into account that, despite it being possible for robots to recognize the emo-
tional states of humans and respond in accordance with them, this does not occur in the
same way as the interaction between humans. This is because robots are unable to
attribute cognitive meaning to an experience or situation as humans can do [12].

However, humans do not interact only based on emotions. Humans also interact
through facial expressions, speech, body movements, among others [13]. It is in this
context that humanoid robots appear. Human-like bodies of humanoid robots enable
humans to intuitively understand their gestures and cause people to unconsciously
behave as if they were communicating with humans, that is, if a humanoid robot
effectively uses its body, people will communicate naturally with it [14].

In this context, it is important to understand the essential features that are inherent
to a successful HRI and, therefore, provide fundamental guidelines for the design of
robots (i.e., service robots).

This paper presents a pilot study on the emotional design of a service robot being
used in healthcare contexts for children [15]. The main purpose was to define how the
robot would express eight emotions (i.e., joy, trust, fear, surprise, sadness, disgust,
anger, and anticipation) by using components such as facial expressions (e.g., eyes,
mouth), body movements (e.g., head, arms) and displacement (e.g., back and forward,
turns, sideways). Recommendations regarding the design of this type of robot are
practically non-existent; consequently, this study seeks to complete/enhance this
important gap and contributes to this expanding area of research. The use and the
creation of a functional robot involve various costs, including time and economic ones.
However, these costs may be reduced through the use of Virtual Environments (VEs).
Virtual Reality has important advantages, as a research tool, such as the opportunity to
conduct a myriad of evaluations without a physical fully functional prototype, the high
replicability of the experiments, and the easy manipulation of the robot’s design
variables (e.g., facial expressions), with good internal, external and ecological validi-
ties. Moreover, the use of VEs for the evaluation of user experience is still largely
unexplored.
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2 Method

The method is divided into three stages: Definition; Design; and Test, as described
next.

2.1 Stage 1 - Definition

At the outset of the study, this stage was conducted aiming to define a specific com-
bination of components (i.e., facial expressions, body movements and displacement)
that would represent a given emotion for which the robot’s expressions could be
created.

Participants. Ten undergraduate Design students participated, aged between 19 and 21
(M = 19.40; SD = 0.66) years old, equally distributed by gender.

Stimuli and apparatus. Eight target emotions; i.e., joy, trust, fear, surprise, sadness,
disgust, anger, and anticipation were selected, gathered from Plutchik’s theory [16].
The procedure took place in a photography studio of IADE’s Media Lab in which a
video camera was used for the data collection. A squared area of 2 by 2 meters was
marked in the studio’s floor, inside which the participants should perform. To better
simulate the robot’s behavior, two arms made of cardboard were attached to the arms of
the participants.

Procedure. Upon arrival, participants received a brief explanation about the purpose of
the study and an informed consent was obtained. After dressed with the cardboard
arms, they were given instructions to follow and were requested to perform each one of
the emotions. It was stressed that they should mimic a robot, as such, their movements
should be, to some extent, constrained; e.g., they could move their arms only up and
down, walk forward backward and move sideways, rotate their head and body to the
left and right, but they could not bend their body. All participants were requested to
perform a training session. After they declared that they were able to perform the
procedure as requested, the experimental session began. Following the training, par-
ticipants were requested to perform the emotions that were printed in a sheet of paper.
The order of presentation of the emotions was randomized. After the participant had
finished the performance of each emotion, the researcher asked him/her about dubious
facial expressions or movements. The experimental session ended after the 8 emotions
were performed.

Results. Two independent researchers analyzed all the recorded videos in an attempt to
identify the characteristics that, according to the participants, would express better each
emotion. Special attention was given to the facial expression (eyes and mouth), arms
and body movement (up and down; forward or backward). The researchers, working
individually, filled a table identifying the features for each emotion. At the end of this
process, the two observations were compared and all discrepancies were resolved with
the help of the research team. The results were implemented to the robot as shown in
the Fig. 1.
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2.2 Stage 2 - Design

This stage aimed to program the virtual robot prototype to express the 8 emotions,
based on the features defined in the previous step. For that, a Virtual Environment
(VE) was created which was contextual neutral, approximately 5 m long. The robot
was placed inside the VE (see Fig. 2). Both the robot and the VE were created using
Rhinoceros and then exported to Unity 3D.

For the Testing stage, the scene was envisioned as follows: The robot started
approaching through the end of the corridor. In the beginning, the robot would move to
be closer to the participants while remaining completely on the screen (i.e., approxi-
mately 2.3 m away from the participants). During this movement, the robot was
exhibiting a Neutral emotion (i.e., arms rested, mouth was a single line and the eyes
were lit but without any level of glow), so that the participants become accustomed to
the VE. Afterwards, the robot would perform the first emotion (each emotion was
displayed for 10 s), and at the end of each the participants had to match the emotion
displayed with one in a list of 16 possibilities. The emotions displayed by the robot
were changed by a keypress, by the researcher. Between each presented emotion, the
robot would return to its position in front of the participants and remained turned off
(i.e., arms rested, eyes and mouth turned off) until the researcher would activate the
next emotion. So as not to create an order effect of the emotions presentation, two
randomized sequences were created, where the emotions were presented in the

Surprise Sadness Trust Fear

Anticipation Disgust Anger Joy

Fig. 1. The expression of the 8 emotions
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following order: Sequence 1 - Surprise, Sadness, Trust, Fear, Anticipation, Disgust,
Anger, Joy; Sequence 2 - Sadness, Fear, Trust, Joy, Surprise, Anger, Anticipation,
Disgust. At the end of this task, the virtual robot prototype was ready to be used in the
Test stage.

2.3 Stage 3 - Test

This stage aimed to test the extent to which the robot was able to display the intended
emotion in a way that was correctly identified by the participants. To do so, participants
were requested to watch the robot performing and identify the emotion being acted.

Participants. 13 participants volunteered in this experiment. 7 were female (53.8%)
and 6 males (46.2%) aged between 19 and 37 (M = 24.6; SD = 5.02) years old.

Materials and design. The experiment was conducted using a 3D projection-based
virtual reality system, with a 1280 × 720 pixels resolution at 120 Hz. Participants sat
100 cm away from the wall screen and wore 3D shutter glasses. The experiment took
place in a darkened room to prevent outside distractions. The stimuli were the 8
emotions expressed by the robot in the VE, as described before.

A questionnaire based on Lakatos et al. [17] was administered divided in three
parts: (1) Before the interaction with the robot; (2) During the interaction; and (3) After
the interaction. Part 1 begins with demographic questions (e.g., age, degree). After-
wards, a brief definition about service robots was given and it was asked if the par-
ticipant had previous contact with a service robot (if yes, the participant must indicate
the context) and if the participant had a service robot. A Technological Attitude Scale,
consisting of 9 affirmations followed, aiming to understand the participant’s relation-
ship with technology. A five-point Likert scale (1 - I Strongly Disagree; 2 - I Disagree;
3 - Undecided; 4 - I Agree, 5 - I Strongly Agree) was employed. Then, to assess the

Fig. 2. Robot inside the VE
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participants’ opinion about robots the Perception Scale about Robots was applied,
which is based on the Negative Attitudes Toward Robots Scale [18]. This questionnaire
had 12 items and the same scale used as previous. Part 2 was presented during the
interaction with the robot and aimed to assess the participants’ ability to identify the
emotion being expressed by the robot. The participants should select either one
emotion from a list of sixteen emotions (8 emotions under study plus 8 distracting
emotions - Anxiety, Irritation, Shame, Contempt, Guilt, Pleasure, Despair, Proud), or
the option “none of the above emotions is correct”. The participants did this matching
for every emotion expressed. After the interaction with the robot, Part 3 of the
questionnaire was presented. This part aimed to understand the participants’ perception
of the virtual prototype of the robot. In this sense, three questions were asked to the
participants, using the same Likert scale mentioned above: 1. I would feel comfortable
if I had to interact with this robot; 2. I did not like having this robot in my house; 3.
I would not feel sorry if I had to destroy this robot. Finally, participants were also asked
about the perceived robot’s gender and about what function they think that the robot
can perform.

Procedure. Participants performed the experiment at IADE-UX.Lab. Upon arrival,
participants read the informed consent form containing brief information about the
objectives of the study, and were warned for the possibility of slight negative effects
due to the use of 3D glasses (e.g., nausea). Once informed consent was acquired,
participants answered the Part 1 of the questionnaire. Then they were asked to watch
the robot’s performance, while wearing the 3D glasses, and reply to the Part 2 of the
questionnaire. After they did so for the 8 emotions, they responded to the Part 3 of the
questionnaire. The total duration of the procedure was of about 15 min. At the end of
the experiment participants were thanked, debriefed and dismissed.

3 Results and Discussion

The small number of participants did not allow to conduct quantitative analyzes of the
data, by which a qualitative analysis is presented.

With regard to Part 1 of the questionnaire, it was found that only 3 participants had
been in contact with a service robot in past. Regarding the Technological Attitude
Scale, it is of note that, on average, participants considered their technological
knowledge as good, enjoying exploring new technological devices. Moreover, partic-
ipants revealed that they are afraid that robots are used for bad purposes, and they are
afraid that in the future the robots might dominate society. It notes also that the
participants would like to have a service robot in their homes, and they think that the
service robots are useful. These results suggest that participants have a positive attitude
towards technology and service robots.

The most important data from this pilot study is related with the ability to correctly
recognize the emotion being expressed by the robot (Part 2 of the questionnaire).
Table 1 shows the associations between the displayed emotions and the listed
emotions.
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Results revealed that participants had some difficulty in recognizing the emotions
expressed by the robot, since the emotions are only correctly recognized in 33% of
cases. However, while looking at the recognition for each of emotions separately, it is
possible to understand that two of the emotions are correctly recognized by more than
50% of the participants: joy (56%) and surprise (54%). Also anticipation and sadness
were recognized correctly in 46% of the cases. On the other hand, the other emotions
attain a low percentage of correct recognition: fear (23%), trust (15%), disgust (8%)
and anger (0%). It should be noted that the participants could choose an emotion from
16 possible (8 target emotions, and 8 distracting emotions).

The trust emotion was wrongly identified by 46% as joy. One possible explanation
for the poorly identified emotions can be the limitation of the robot’s mouth design,
e.g., displaying a smile can be easily confused with a state of contentment/happiness.
Furthermore, it is also highlighted the fact that trust is not an emotion that is considered
by many authors as a basic emotion e.g., [19], and this may explain the difficulty of
recognizing it. Disgust was identified as anxiety, shame or fear in 46% of the cases, or
selected as not corresponding to any emotion of the list (31%). This may be due to the
fact that for this emotion, the robot raises one arm at the face level and this movement
can be interpreted as hiding the face as a sign of shame or fear. Moreover, a large
number of the participants were not able to identify disgust emotion. This demonstrates
the need to reprogram this emotion. With regard to anger, it was 61% of the time
confused with anxiety or irritation. This is because, and according to the participants’
feedback, the arms movements of the robot (up and down relatively quickly), gives the
idea of anxiety and impatience. Furthermore, participants showed some difficulty in
distinguishing anger and irritation, this could be due to the fact that in Portuguese
language they are very similar concepts. However, despite the low level of correct
recognition, there is a tendency that negative emotions are recognized as negative

Table 1. Associations between the displayed emotions and the listed emotions

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

1 7 4 2

2 6 2 4 1

3 2 2 6 1 1 1

4 3 3 3 1 1 2

5 6 1 1 1 1 3

6 2 1 2 2 1 1 4

7 1 1 5 3 3

8 9 3 1
Note. Basic emotions (1 – Surprise; 2 – Sadness; 3 – Trust; 4 – Fear; 5 – Anticipation; 6 –
Disgust; 7 – Anger; 8 – Joy); Distractive emotions (9 – Anxiety; 10 – Irritation; 11 – Shame; 12 
– Contempt; 13 – Guilt; 14 – Pleasure; 15 – Despair; 16 – Proud); 17 – None. 
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(e.g., anger-irritation), and positive emotions as positive (e.g., joy-pleasure); i.e., there
is congruence in the recognition of the emotions valence.

In Part 3 of the questionnaire, participants answered a few questions about the
robot. Participants revealed that they would feel comfortable if they had to interact with
this robot, also they said they would like having this robot in their homes and they felt
sorry if they had to destroy it. These results suggested that the robot creates some
degree of empathy with the participants. With regard to the robot gender, 10 partici-
pants said that the robot does not have a defined gender, and the remaining 3 partic-
ipants said that it is male. Regarding the function of the robot, the participants answered
that it would be a robot to help with housework and a companion robot for people with
disabilities, elderly and children.

4 Conclusion

The main objective of this study was to examine the recognition of emotions being
expressed by a service robot in a Virtual Environment (VE). Thus, in the stage Defi-
nition, a set of components was defined that the robot should perform to express the
emotions. The Design stage’s aim was to program the virtual robot prototype, based on
the components defined in the Definition stage, using a VE. Finally, in the Test stage,
the goal was to test the virtual prototype robot, in order to understand if the emotions
were correctly identified and recognized by the participants.

The results showed that the participants had some troubles to recognize correctly
some of the emotions defined (i.e. fear, disgust, trust, and anger). However, through the
feedback given by the participants, with respect to the difficulties experienced during
the test, it was possible to identify some problems in the presentation of some of those
emotions. For future work it is intended to implement some changes in the expressions
of these emotions, making them easier to recognize by manipulating/changing
(i.e., eyes, mouth) and/or adding different components (i.e., eye brows).

Acknowledgements. The authors would like to thank Isabel Ferreira and João Sequeira, from
the MOnarCH Project for the encouragement and the opportunity to use the virtual prototype of
the robot.
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Abstract. In the middle of transformation to IoT society, interests on smart
home services are increasing. While the needs on smart home can be different by
culture and lifestyle, there are only a few studies on smart home user experi-
ences in Korean situation.
Six focus group discussions (FGD) were conducted and the main findings

were as follows; first of all, whereas smart home is still new concept for general
consumers and IoT is felt rather far from their everyday lives, smart home
services with tangible benefits were acceptable. In addition, the adoption of
smart home is related with user’s lifestyle. However, concerns on customer care
and privacy are critical barriers for its adoption.
In the new era of IoT, it is important to understand consumer’s attitudes and

experiences towards smart home services. The service providers are encouraged
to plan and develop the user oriented services and marketing communications.

Keywords: Smart home � Home IoT � Korean case study � Consumer needs

1 Introduction

In the middle of transformation to IoT society, interests on smart home services are
increasing from both consumer and industry sides. Smart home is defined as “a resi-
dence equipped with technology that facilitates monitoring of residents and/or pro-
motes independence and increases residents’ quality of life [1]”. Recently, the concept
of smart home services is being expanded to various smart devices which is located at
home and can be self-automated, remote-controlled through mobile phone or PC
outside home.

Among various industries utilizing IoT, smart home services are expected to have a
great growth potential in near future. Gartner even forecasted that “a typical family
home could contain more than 500 smart devices by 2022 [2]”. Telecommunication
industries are also very interested in smart home market. Verizon Wireless and AT&T
in the United States and NTT docomo in Japan are already providing smart home
service in each region. In the United States, for example, where the detached houses are
popular, smart home services are being evolved focusing on the home security related
services.
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In Korea, domestic telecommunication service providers such as SK telecom, KT
and LG U+ started to launch smart home services in 2015 spring such as home
monitoring camera, gas locking service, door locking service, remote-controlled boiler
and dehumidifier, etc. LG U+ was reported that the number of Home IoT service
monthly subscriptions were more than 100 thousand households [3].

Though it is important to understand consumers’ attitudes and lifestyle related with
smart home for user oriented technology development, most of researches have been
focused on smart home in the perspective of elderly care in the aging and aged society
([4–7]). Only a few studies started to explore young and middle-aged consumers’
perceptions towards smart home and the use cases ([8]). Moreover, while the needs on
smart home can be different by culture and lifestyle, studies on smart home user
experiences in Korean situation were rarely visited.

This paper aims to explore consumer’s general perception on smart home and to
discover triggers and barriers for smart home adoption by households. The article
begins with background of this study including the definition of smart home and a brief
literature review on smart home. Subsequently, findings from focus group discussion
conducted in Korea were reported. Finally, implications and suggestions for further
research are provided.

2 Background

2.1 The Definition of Smart Home

In accordance with the traditional concept of automated and/or ubiquitous home, a
smart home has been defined as “a residence equipped with a communications network,
linking sensors and domestic devices and appliances which can be remotely monitored,
accessed or controlled and which provides services that respond to the needs of its
inhabitants ([5, 6, 8])”.

Smart home services, which pursue comfortable, safe, economic and pleasant life,
are classified into six sub categories by its value such as smart home appliances, home
automation, security, healthcare, green home, and smart TV & home entertainment
service [9]. Smart home services related with home security and automation have been
dominant because safety is the most important basic function of human value especially
at home or personal/families’ shelter.

2.2 Research Review

Except studies on elderly people’s needs on smart home, most of prior researches on
smart home were focused on housewives’ needs. This is because smart home services
are being established at home, which is traditionally perceived as female’s territory.
However, a recent research [10] showed that smart home can be adopted by various
user segments, such as female housewives, male, elderly people and young generation
in 20’s. Another study in Korea [11] also showed that single female household had
high interests on smart home CCTV in the perspective of security.
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In addition, a Qualitative study [8], which was conducted in three European
countries, UK, Germany and Italy, reported that tangible benefits and increases of
quality of live will be the drivers for smart home development. But the potential
barriers of smart home service adoptions existed such as lack of understanding of smart
home technology, concerns on technology failure or difficulties in use, privacy and/or
security concern, and loss of consumer freedom.

3 Methods

This study adopted focus group discussion to explore consumers’ perceptions in a
qualitative way. Six focus groups were conducted with 37 participants from Seoul
metropolitan area in Korea (see Table 1). Each session of FGD consisted of 4 to 7
consumers. Two focus groups were consisted of smart home users who are currently
using one or more smart home services and other four focus groups were targeting
potential customers. Three intender group of smart home and one low interest group
discussion were conducted and intender groups were consisted of three household
types; single household, newly wedded couple and household with children. All six
focus group sessions were conducted in October 2015.

The participants were recruited through a marketing research agency and paid
incentive money in order to compensate their time. Prior to discussion, every consumer
was well informed of research background, main discussion agendas, gratitude pro-
vision and signed a nondisclosure agreement and a declaration of consent agreeing to
be recorded to allow the voice to be scripted only for research purposes. The partici-
pants were also informed that all comments were recorded but would be anonymized
prior to analysis.

Each group session consisted of two parts; the first part was focused on consumer
perceptions and expectations towards smart home and the second part focused on the
real use cases, triggers and barriers of smart home adoption. Whereas intender group
discussions were more focused on their perceptions and expectations towards smart
home, user group discussions were more focused on their real use cases, and perceived
values and pain points. All the six discussion sessions were transcribed and an iterative
analysis between the transcripts was conducted to discover the common themes of
consumer perceptions and attitudes to smart home.

4 Results

4.1 Perceptions on Smart Home

The participants identified a wide range of issues which fits into three themes as s
Table 1 summarizes. The three themes included general concept of smart home ser-
vices, perceived values of smart home, and concerns on smart home technology.
Firstly, most of participants mentioned “automatic”, “remote control”, “controllable
outside”, “always connected”, and “ubiquitous.”
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Intender groups felt more positive towards smart home services with describing it as
“advanced”, “sophisticated”, “up to date”, and “cutting edge”, technology”. Among
intender group, there were differences between households in a family with children and
households in a single family or newly wedded couple without a child. Whereas
housewives in a family with children valued smart home as a device which is helpful,
comfortable, caring for everything in the household, and is able to provide spare time
with lessening the burdens of household choirs, single family and newly wedded couples
were mostly focused on the value of safety, and relief from anxiety on security (Table 2).

In the other hands, low interest group mentioned rather negative expressions
towards smart home services such as “unfamiliar”, “not yet”, “unbelievable”, “un-
trustworthy”, “vague”, and “frustrated”. In addition to malfunction and privacy con-
cerns which were mentioned by every group, low interest group showed ethical
concerns on smart home services such as human alienation.

Table 1. Group participant profile

No. Group characteristics Number of people

1 User group 1 : Telco smart home 5
2 User group 2 : Non-Telco smart home 4
3 Intention group 1 : Single family 7
4 Intention group 2 : Newly wed 7
5 Intention group 3 : Family w/children 7
6 Low interest group 7

Table 2. Perceptions on smart home

Intender Low
interest
group

Single
household

Newly
wedded
couple

Family
with
children

Concept & basic
attributes

Automatic √ √ √ √
Remote
control

√ √ √ √

Always
connected

√

Ubiquitous √
Fast/speed √ √ √
Convenient √ √ √ √
Efficient √ √
Time saving √ √
Cost saving √
Customized √

(Continued)
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(Concerns on smart home by low interest group)

“It should be useful but what shall I do if machines do all the things? What do I live for?
Machines do too many things and would overwhelm us.”

“It is really efficient but people may lose their memory, as we can’t remember the phone
number after using a smart phone. My movement will also decrease if every activity is sub-
stituted by artificial intelligence.”

“It would be scaring if everything is controlled by technology. I just want to get a help when I
asked to do it. I need the right of choice as a master of my home. I am not a puppet.”

4.2 Triggers and Barriers of Smart Home Adoption

Whereas smart home is still new concept for general consumers and IoT is felt rather
far from their everyday lives, smart home services with tangible benefits were
acceptable. The main triggers for smart home adoption was as follows; first of all,
Users felt satisfaction more on frequently used smart home services such as automatic

Table 2. (Continued)

Intender Low
interest
group

Single
household

Newly
wedded
couple

Family
with
children

Positive values Advanced √ √ √
Up to date √ √ √
Sophisticated √
Cutting edge √
Relief, security √ √
Helpful √
Showing off √
Spare time √
Care for
everything

√

General
concerns on
smart home

Malfunction √ √ √ √
Not necessary √ √ √
Planned
obsolescence

√ √

Untrustworthy √ √
Unfamiliar √
Vague √
Unbelievable √
Frustrated √
Hard to use √
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gas locking services, because consumers felt it useful when it is related with their daily
concern or anxiety such as gas leak. The core benefit of the smart home service is relief
from the concern and anxiety, which were traditionally thought as uncontrollable.

(Gas locking service use cases)

“I use the gas locking service several times even in a day. When I am not sure if I closed the gas
valve right after getting out of the kitchen, I just check it through my smart phone. I can solve
my issues even without walking a few steps, which is very useful and satisfying.”

“My mother always forgets to close the gas valve and I am really relieved from the anxiety with
the gas locking service.”

In addition, the adoption of smart home is related with user’s lifestyle. For example,
pet owners felt home monitoring cameras and automatic adjustable lighting useful
when they were on vacation or out of home leaving their pet at home where their pet is
very used to. They were able to watch and give a talk to pet and even turn on and off
the lights in the evening and in the morning when they are travelling abroad. While
self-adjusting thermostat and boiler were welcomed by families with a baby or little
kids to adjust temperature and make home cozy right before they arrived home from
outside, remote controlled gas locking service were a cool factor for working house-
wives and elderly families.

(CCTV use cases)

“It is really innovative to use CCTV for home security, which is never imaginable 10 year ago.
I live alone in a detached house and always had concern on robbery/theft of parcel delivery
before installing CCTV. I feel secure now.”

“CCTV is very useful because there is a baby and a pet as well in my family, because I can take
care of them partially even when I am out of home.”

(Automatic adjustable lightening use cases)

“My dog is too shy to leave it at the dog hotel while I am out of home. She feels rather
comfortable at home but is afraid of darkness. Automatic adjustable lighting is very useful in
this situation. If my trip is not longer than 2 days, she rather wants to stay at home. I leave
enough food and turn on the light at night and off in the morning.”

Whereas smart home provides convenient life for consumers, there also exist some
barriers for its adoption. It was hard to figure out the exact reason when malfunctions
happened. Secure internet broadband services and electricity is prerequisite of smart
home service. In addition, responsive customer feedback & repair is required to avoid
embarrassing experiences, if smart home is aiming to be a life platform. For instance,
one pet owner confessed they had to come back home to take their pet in the middle of
their journey when the smart home app didn’t work well outside.

(Embarrassing experiences with system malfunction)

“It happened in the new year’s day last year. We were in the middle of journey to my parents’
home for a short visiting trip without taking my pet. But when I tried to access the smart home
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system provided by our apartment, it didn’t work well. Though I made several calls to the office,
there was no way to solve it because it happened during the big national holidays. We had to
come back to home to take my dog. I was really embarrassed.”

(Concern on after sales service)

“When the smart home application doesn’t work, it may be hard to know what the real issue is.
Various problems can be considered such as WiFi disconnection, application error, or mal-
function of sensors embedded in the smart home appliances. If we need to contact each service
provider separately, it would be very painful. All the communication channels should be
integrated into single source for a quicker resolution.”

Privacy and user information protection is another concern. Whereas the home
monitoring camera is very useful for pet care and security, there is a trade-off between
the usefulness and the privacy safety. There should be a possibility of 3rd person access
to recorded images, which has to be saved somewhere in the cloud storage for the
mobile phone access.

(Privacy concerns on CCTV)

“Convenience always goes with dangerousness, never safe. Every moment in my house is
recorded and can be accessed through my smart phone and laptop, which means that anyone
can access it.”

4.3 Expectations Towards Smart Home

When consumers were asked about their expectations towards smart home in near
future, most of their imaginations were related with smart home appliances and home
automation. Smart home appliances which can be controlled from outside were said to
be useful for families with children.

(An expectation on a smart microwave oven)

“When I am late, my child sometimes uses microwave oven for herself. I am always afraid of
her being injured. Hope that I can cook from outside and let her have it after checking the
temperature.”

(An expectation on a smart air purifier)

“For families with children or little babies, automotive air purifier will be very useful, which is
enable to measure the amount of indoor fine dust and purify air. The automatic control of
temperature and humidity would be also beneficial for families with little babies.”

Smart home appliances were also attractive even to single families and newly
wedded couples without children. They had interests in doing household choirs such as
laundry washing, vacuum cleaning or grocery shopping outside home to save their
time.

(An expectation on a smart washer)

“I am almost outside during day time and have trouble to find time for laundry washing,
because washing laundries at night time is not recommended in apartments. I hope that I can
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do laundries when I am out of home or one hour before I come home through smart home
services.”

(An expectation on a smart refrigerator)

“I always do grocery shopping in the mobile shopping mall while I am commuting and
sometimes have no ideas what I have in my refrigerator. I expect a smart refrigerator which
informs me of grocery shopping items or allows smart home services to do grocery shopping
based upon information gathered by scanning the quantities and/or status of food items in the
refrigerators.”

Whereas families with children, single families and newly wedded couples liked the
remote control function of smart home, FGD participants recommended smart home to
elderly families or households with disabled because of home automation function of
smart home.

(Smart home recommendations to elderly or disabled people)

“It is likely to be more useful for elderly families or households with disabled persons but they
may feel uncomfortable with it. For elderly or disabled people, automated control would be
rather useful than remote control.”

5 Discussions

In the new era of IoT, it is critical to understand consumer’s attitudes and experiences
towards the newly introduced smart home services. This research aimed to provide
exploratory views of smart home service user’s experiences in the Korean context for a
user-oriented smart home service design. Families with children showed the biggest
interests on smart home services but busy single families and newly wedded couples
were also interested in smart home if they are well informed based upon their lifestyle
needs. It is time to call further researches on smart home to discover user’s basic needs
on the smart home by various consumer segments and to encourage the service pro-
viders to plan and develop the user oriented services and marketing communications.

Moreover, it is important to provide universal service design for the smart home
market formation, which is compatible with all peripheral devices and products
regardless of the OS and manufacturers. In Korea, for example, the market share of
android phone is much higher than that of IOS and the smart home services are mostly
customized for android OS. It would be also painful if users need to download several
smart home apps for each product or service. Users are not able to purchase all their
home appliances from the same manufacturers to make them connected, either. The
most compatible and integrated service design will be the key success factor of smart
home.

In the future researches, influencing factors on smart home adoption need to be
discovered in the perspective of consumer psychology such as technology acceptance
or technology readiness, etc. In addition, it is important to explore smart home user’s
experience in their daily life contexts to design the most easy to use smart home
platform.
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Abstract. This paper presents MUVA (MUltimodal Visceral design Ambient
device), a prototype for a storytelling light- and sound-based ambient device.
The aim of this device is to encourage social interaction and expand the emo-
tional closeness in families with children where at least one parent has an
irregular work schedule. MUVA differs from the other ambient devices, because
it is targeted to children, and it adopts a visceral design approach in order to be
appealing to its users. It is a raindrop-shaped lamp, which features audio
playing, while its light color is affected by the audio playing. MUVA can be
used by parents to store pre-recorded audio of themselves telling stories, which
their children can listen to when they are away. In order to investigate if MUVA
is appealing to its users and if it creates feelings of closeness between parents
and children when the first are absent, we conducted interviews and observa-
tions of children and an online survey study with parents. Our preliminary
evaluation failed to provide solid evidence on the development of feelings of
closeness. However, the majority of children participating in our test found the
record function of the product enjoyable, while the majority of parents thought
MUVA would be a fun communication method. Finally, our evaluation indi-
cated that both parents and children would prefer another shape and design.

Keywords: Ambient device � Storytelling � Children � Visceral design �
Ambient light

1 Introduction

The family structure has changed drastically over the last 60 years. In post-modern
families, it is common that both parents join the workforce, which has resulted in a
decline in social interaction between the members in a family [5]. According to a study
published in 2001, only 1 % of mothers were stay-at-home mothers in Denmark [5]. In
another study, Deding et al. [11] found that 25 % of men and women in Denmark
believe that they have trouble in finding a balance between their work and family life.
Among the factors affecting this balance, Deding et al. focused on “working
non-working hours”.
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The technological revolution has made work away from the workplace and during
non-working hours more common, because it made possible 24-hour contact with the
workplace. This availability is known as borderless work [15]. This constant avail-
ability has resulted in an increased working load for employees and hence for parents,
because it made the boundaries between work and leisure time fluid [8]. Deding et al.
[11] found in 42 % of Danish families at least one parent has an irregular work
schedule, i.e. work during weekends, evenings or nights, while in 14 % of them both
parents have such a work schedule.

Such changes in post-modern families have an influence on the parenting time
devoted to children [12]. When both parents work, time spent by parents with their
children often decreases. However, parenting time plays an important role on a child’s
life, since interaction with the caregivers is paramount for the child’s mental and social
development [4]. On the short-term parental absence may affect the wellbeing, the
social behavior and the mood of children [9]. Leibowitz [18] has also found that
first-grade children exhibited significant differences in verbal and mathematical com-
petence that reflected variations in inherent ability but also on the amounts of time and
other resources offered by among others parents. In the long-term, parental absence
during childhood may have great consequences during children’s adult life. Parental
absence has been related to development of depression in later life, as well as a
negative effect on children’s education and academic qualifications [2, 9].

Storytelling is a great tool for bonding between adults and children and it can also
be used as a tool to create a relaxed and intimate atmosphere [1]. Wright has also
stressed the importance of storytelling in childhood: “We all need stories for our minds
as much as we need food for our bodies” [25]. Research has also shown that parents’
reading contributes to better language development among children [23]. During the
last decade storytelling has also received increasing attention because of its potential to
promote engagement, enjoyment and fun in interactive digital environments [13].

This paper presents MUVA (MUltimodal Visceral design Ambient device), a
prototype for a storytelling light- and sound-based ambient device. The aim of this
device is to encourage social interaction and expand the emotional closeness in families
with children where at least one parent has an irregular work schedule.

The rest of the paper is organized as follows. Section 2 presents similar approaches
in the field of ambient devices and interactive storytelling, and Sect. 3 discusses the
design of MUVA. Section 4 describes the technical implementation, while Sect. 5
presents data on the evaluation of our prototype. Section 6 discusses the evaluation
results, while Sect. 7 concludes this paper with directions for future work.

2 Background

In the field of interactive storytelling, Zhou et al. [26] developed the “Magic Story
Cube”, a prototype of an interactive cube for storytelling, which featured augmented
reality and tangible interaction. The Magic Story Cube employed multiple modalities
including speech, 3D audio and 3D graphics to provide the user (especially children)
with multi-sensory experiences in the process of storytelling. Zhou et al. found that this
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prototype can make storytelling more appealing and understandable to children com-
pared to traditional children’s books.

In the last years, there have been developed ambient devices that use light and/or
sound and provide different kind of information [24]. An ambient device presents
information within a space through subtle changes in light or sound, which can be
processed in the background of awareness. Therefore, it uses the physical environment
as an interface to provide information without distraction [19]. An example of an
ambient device is the Ambient Orb, which is a wireless frosted-glass ball glowing in
different colors to display changes in e.g. stock market, traffic, pollen, and weather
forecast (www.ambientdevices.com/about/consumer-devices).

Nabaztag is another ambient device shaped as an interactive bunny featuring an
adjustable light in the belly, recording/playing of audio messages, as well as Wi-Fi
communication with other paired bunnies (http://www.nabaztag.com/). It can also
provide information about stocks, traffic, and weather and can create notifications for
incoming e-mails, SMS etc.

Angelini et al. [3] presented the anthropomorphic lamp called ADA (Anthropo-
morphic Display of Affection), which allows displaying and collecting user’s emo-
tional states. ADA displays the emotional information changing colors and facial
expressions and it allows interaction through tangible gestures typically used in social
interactions by humans.

Kowalski et al. [17] developed the Cubble, an ambient device, which uses light for
enabling partners in long-distance relationships to share their emotions, simple mes-
sages and remote presence. Kowalski et al. found that people, who used the Cubble,
reported that it encourages a more frequent message exchange, resulting in a stronger
emotional closeness.

The Cubble indicates that an ambient device can be used to enhance communi-
cation and maintain emotional closeness between people being apart. In this paper, we
present MUVA, a prototype for an ambient device. MUVA differs from the afore-
mentioned devices, because it is targeted to children, and it adopts a visceral design
approach in order to be appealing to and entertaining for its users [21]. Our goal was to
produce a storytelling ambient device, which would create the emotional state of
closeness between absent parents and their children by featuring specific appearance
and functionality. Since bedtime storytelling is a well-established tradition in many
Danish families [6], we decided to elaborate on storytelling and provide an alternative
communication method between absent parents and their children. The following
section presents the design of this novel ambient device based on the principles of the
visceral design theory.

3 Design of the Prototype

MUVA is a prototype for an interactive, light- and sound-based ambient device, which
is created as a storytelling night lamp for children. The light of this night lamp can be
adjusted to a bedtime story that has been pre-recorded by an adult.

In order to come up with a satisfying design for the night lamp, we took several
aspects into consideration such as its shape, light, color, sound and personalization.
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MUVA is meant to please two individuals – the child and the parent. Hence we tried to
produce a lamp that is visually pleasing for the child having it in her bedroom, while
incorporating functions that make it easy to use and appealing to parents. We utilized
therefore the principles of visceral design.

Visceral design is an emotional design theory wherein the physical features (e.g.
size, shape, color and appearance) are dominant, since these factors create an imme-
diate emotional impact on the user [21]. By following a visceral design approach, the
aim is to produce an artifact that is attractive and creates enjoyment. In order to create
an appealing product for children, we first researched what kind of shapes and
appearances appeal to children by exploring popular characters from children’s movies.
Through this research, we found that in order to construct a likeable and appealing
character or product for children, it should include rounded edges and curved figures.
This is based on the assumption that rounded edges and curves are associated with
something positive, good and likable.

Based on these findings, we created different sketches to come up with the exterior
design for MUVA (Fig. 1). However, we decided to go with a simple design instead of
a character, because we wanted the ambient light in the night lamp to be the main visual
focus. Finally, we chose for MUVA to have the shape of a water drop (Fig. 2).
Furthermore, we chose to make MUVA small enough in order to be portable. We
decided on portability in order to be possible for children to get attached to the lamp,
since they will be able to move around with it or bring it along when outside of home.

As far as the color of MUVA is concerned, we chose to provide children with the
opportunity to select their preferred color. As Cherry [9] mentions: “…feelings about
colour are often deeply personal and rooted in your own experience or culture.”, so we
decided that it was important for MUVA to be adjustable in order to cater for different
preferences. The light of MUVA reacts also to the audio being played while in the
storytelling mode. The light brightness changes according to the frequency of the sound
signal being played.

Fig. 1. Different design sketches for MUVA
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MUVA’s main function is the ability to playback a recorded sound. Parents can use
MUVA to store pre-recorded audio files of them reading a story, which their children
can listen to when they are away. We chose also to implement a password function for
MUVA, in order for it to be accessible only by authorized users. We believe that this
feature may also increase the feeling of attachment among MUVA’s users.

The following section presents the technical implementation of a MUVA prototype
and its featured functions.

4 Technical Implementation

In this section we discuss the implementation of the actual physical lamp and the
software that implements MUVA’s functions.

In order to build a prototype of the lamp, we initially built a model in Autodesk
Maya. We exported the Maya model as an STL file to Autodesk 123D Make, where we
created a skeleton for the lamp. We then constructed the skeleton in 3 mm. wood with a
laser cutter. We made the lampshade by sewing patches of white cotton cloth together
to fit the skeleton. MUVA gets its light by Philips Hue light bulb [16]. We also
constructed a pedestal in wood, which acts as a compartment for storing the electronic
elements of the lamp. Furthermore, the pedestal acts as a foothold for the socket for the
Philips Hue light bulb and hides the wireless speaker.

MUVA contains four different functions, the main function being light reacting to a
sound input and three supporting functions, namely a color changing function, a timer
function and a password function. These functions were all created in the open source
programming language Processing [22], with the use of its Minim and Voce libraries
and the Philips Hue software.

Fig. 2. The chosen shape of a water drop
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While in playback mode, changes in the frequency of the sound being played result
in changes in the brightness of a Philips Hue light bulb. Therefore, we implemented a
function for converting the audio signal from the time domain to the frequency domain
by using a Fast Fourier Transformation. Once in the frequency domain, the brightness
is mapped to the amplitude of a specific frequency range, resulting to low amplitudes
representing low brightness fluctuation, and high amplitudes representing high
brightness fluctuation. As far as the light color is concerned, we developed a color
changing function in order for the child to be able to choose the color of MUVA’s light
bulb. For the two aforementioned functions, we used the Philips Hue Bridge API’s,
which are the primary tools for controlling the Philips Hue light bulbs. The API is a
RESTful interface over HTTP. This means that controlling the light bulbs can be
achieved wirelessly.

The audio recording function makes it possible for parents/adults to record a story
through a computer before going away, or while being away. This feature gives the
parents the opportunity to interact with their children through storytelling even when
the parents are not physically present. MUVA features also a timer function that makes
it possible for parents to set MUVA to start at a desired time. When the timer goes off,
the lamp will start to glow and change color, as well as play a melody. This function
will give an indirect notification that the child has to get ready to go to bed.

We developed also a password function in order to give MUVA a more special and
personal attachment for the child. By using the speech synthesis and recognition library
Voce, the user (e.g. children) is able to choose a password, which MUVA will be able
to recognize and accept when spoken into the lamp. Moreover, the pre-recorded story
will only be played when the password is accepted.

All these functions were implemented and installed to the aforementioned physical
prototype. The final prototype is shown in Fig. 3.

Fig. 3. The implemented MUVA prototype
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5 Evaluation

For the evaluation of the MUVA prototype, we employed a convergent parallel mixed
research method [10]. The purpose of this explorative evaluation was to investigate
user experience and user feelings on the exterior design of MUVA and to explore
parents’ intention to use such an ambient device. In order to gather data, we conducted
two different tests: group interviews and ethnographic observations of children when
exposed for the first time to MUVA [7], and an online questionnaire for parents [14].

For recruiting participants for the tests, two non-probability sampling methods were
used, namely quota sampling for the children and snowball sampling for the parents.
The sample consisted of 6 to 8 year old Danish children, and Danish parents with
children in the age of 6 to 12 years.

The first test was conducted at a primary school in the region of Copenhagen,
Denmark. During this test, three group interviews were conducted. We interviewed
groups of two to three children during each interview. Children of each group reported
to be friends with each other. Group A consisted of three boys, Group B consisted of
three girls and Group C consisted of two boys. The test took place in an artificial
environment, and around a semi-structured interview. Each session lasted approxi-
mately 30 min and consisted of three parts:

1. An interview, with questions on preferences and habits regarding bedtime story-
telling, night lamps, and first impression on MUVA.

2. A demonstration of MUVA and observations of children’s reaction to it.
3. Collection of children’s opinions regarding the functionality as well as the design of

MUVA, by using our own version of the Smiley-based Affective Instrument (SBAI)
as a projective technique [20].

The SBAI method was employed instead of a Likert scale, because not all children
at the age of our participants master numbers and reading. Normally, the SBAI method
consists of nine options but for simplicity reasons we chose to use only five options
(Fig. 4). The different smileys from the SBAI method were given the following
interpretations (Smiley numbers from Fig. 4):

Fig. 4. Children’s responses collected by the Smiley-based Affective Instrument
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• Smiley 1: A very negative response to the question.
• Smiley 2: A negative response to the question.
• Smiley 3: An indifferent response to the question.
• Smiley 4: A positive response to the question.
• Smiley 5: A very positive response to the question

During the initial part of the interview, we found that not all children are used to
listen to bedtime stories. Furthermore, only four of them reported that they parents
often were absent in the evenings. Finally, seven out of eight children had a night lamp
in their room.

Through ethnographic observations during the first test, it was found that eight out
of eight children showed interest when they were introduced to MUVA, while five of
them found the record function amusing. Children expressed preferences on the light
color of MUVA and they liked the idea that they could customize the color of the light
bulb. Furthermore, five of them proposed that the lamp should be shaped as a character.
None of the children could guess that MUVA had the shape of a water drop.

The data collected through the SBAI method was clustered in four overall cate-
gories regarding the MUVA characteristics: fun, design, color, and size (Fig. 4).
Summing up the responses to all characteristics, we conclude that 44 % of the opinions
towards MUVA were positive, while 34 % were negative. Subsequently, focusing on
aspects regarding MUVA’s physical appearance (design, color, and size), we observe
again more positive responses than negative (45.8 and 37.5 % respectively).

The second test involved an online survey, which consisted of two parts:

1. Demographic data collection.
2. Information on MUVA and collection of opinions on the use of MUVA.

We gathered 27 responses from parents of children aged 6 to 12. 81.5 % of them
reported reading bedtime stories to their children, while the vast majority of them
(89 %) contact their children by phone when they are away. 59.3 % of the respondents
reported that MUVA would be a fun way of communicating with their children

Fig. 5. Parents’ responses to the question “Do you think MUVA would be a fun way of
communicating with your child/children?” (N = 27)
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(Fig. 5), but only 25.9 % reported that MUVA could facilitate the communication with
their children when they are away (Fig. 6). Finally, 33.7 % could see themselves using
MUVA in general.

6 Discussion

A mutual decline in social interaction between members of the family is happening in
the modern society. This means that parents do not always have enough time to spend
with their children. However, it is of great importance for parents to interact with their
children throughout different stages of their lives, to ensure a healthy social and mental
development. Research conducted by Kowalski et al. [17] indicated that ambient
devices could assist in establishing an emotional closeness between people being away.
Therefore, there is some evidence that an ambient device could serve as an approach
towards improving the mutual interaction between parents and their children. However,
our preliminary evaluation failed to provide solid evidence on this direction. Never-
theless, answers provided by parents indicated that MUVA has some fun elements that
could attract children’s and parents’ attention. By following a visceral design approach,
we sought to create a prototype, in which physical appearance would create feelings of
attachment and closeness to children. Our data from interviews and observations of
children and from an online survey study with parents indicated that both parents and
children would prefer another shape and design. However, it was noted that the
majority of children participating in our test found the record function of the product
enjoyable and that the majority of parents thought MUVA would be a fun commu-
nication method. Lastly, one third of the parents could see themselves using MUVA.
This implicates that further development could be continued with focus on a redesign
of MUVA’s appearance.

Fig. 6. Parents’ responses to the question “Do you think MUVA could make the connection
with your child/children more efficient when you are away?” (N = 27)
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7 Conclusion

The purpose of this study was to investigate if a light- and sound-based ambient device
could improve communication and create feelings of closeness between children and
their absent parents. With this aim, a prototype of an interactive ambient night lamp
called MUVA was developed that provided parents with the opportunity to read
bedtime stories to their children even when they are away from home. With MUVA,
parents can record and store themselves reading bedtime stories for their children.
MUVA is able to display light changing according to the frequency of the audio
played, and change color depending on user’s preference. In the future, we would like
to develop a new version of a MUVA prototype, taking into account the evaluation
results presented in this paper. Moreover, we would like to test MUVA in a natural
environment over a longer period of time, in order to be able to gather valid data on the
development of feelings, since this process requires time to evolve.
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Abstract. As we are moving towards the Internet of Things (IoT), the number
of devices and sensors deployed around the world is growing at a rapid pace.
A new approach, control interface for the next era of IoT is necessary. IoT will
fundamentally affect all of us. As digital devices become increasingly compli-
cated, TV includes many smart functions as connecting diverse devices.
Therefore, complicated interaction and unnecessary functions caused many
other problems. The aim of this study is to highlight the Everything’s Guide
(ETG) feature of Samsung’s new Tizen Operating System (OS), with respect to
the most talked about IoT scenarios. ETG also converts Smart TV into an IoT
hub, leaving users with an altogether new experience of TV watching. It talks
about the new created interface, considering user interactions as primarily. With
increase of devices controlled by users and things based on the sensor, it’s
essential to define such an interface, which is user centric, simplified in nature
and easy to use.

Keywords: Iot (Internet of Things) � Smart homes � Connectivity � Controller �
User interface � Smart TV

1 Introduction

In the recent years, the internet has drastically changed the way we live. The use of
smart devices having RFID’s and sensors has increased exponentially [1]. According to
the Gartner, the number of connected devices in the IoT(Internet of Things) will
increase 30 times approximately 26 billion devise by 2020 [2]. The IoT vision expects
to empower the perception of the real world and seamless interactions. Numerous smart
objects are directly related to the physical world and have the communication and
computation capabilities to connect and interact with their surroundings. The data or
services offered by such objects can give information about the physical world and
allow interaction with it [3]. The main thought of the IoT is an extension of the Internet
into the physical world, to involve interaction with a physical objects in the environ-
ment. The idea is to connect every object via Internet and make them communicate.
IoT is expected to offer advanced connectivity for devices, systems, and services that
goes beyond machine-to-machine communications (M2 M), and covers a variety of
protocols, domains, and applications [4]. Connectivity is one of the most critical factors
that may affect as a great benefit to various domains for the next era of the IoT.
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Everything is connected around us and leads to various connectivity issues [5]. With
technologies evolving everyday the connectivity issues are resolved to give better
performance and end results [6]. The IoT does not revolutionize our lives or the field of
computing. It is another step in the evolution of the Internet we already have [7]. It is
important to make any devices to connect all the time with the most efficient connection
methods. When it comes to control these multiple IoT devices, complex interfaces are
getting generated [8]. It is hard to find having concrete rules for user interface on the
existing smart TV. Samsung’s Tizen OS aim’s at redefining the User Experience of
controlling multiple IoT devices, by introducing Everything’s Guide (ETG) for
Smart TV.

2 IoT Connectivity Interface

2.1 Exploring IoT Opportunities in Smart TV

Smart TV’s potential as IoT device has not been fully utilized. A Smart TV can be
utilized for the information storage, data visualization, interaction point, data processor
and data source [9]. The smart phone is preferred as controllers because of their
connectivity and evolving technology. However, the screen size of the smart phone
becomes a bottleneck when it comes to displaying of huge data. Any size of device,
from small screens (Smart phone, Tablet) to the large screen (TV), should be con-
sidered concrete rules for designing user interfaces. In the connected environment, it is
very important to make any devices to connect with the most efficient connection and
displaying methods. If the designer do not consider how to make user-centric interface
on IoT, complex and unnatural interaction methods cause many other issues [5]. In this
scenario, the convenience of technology is considered important over human comfort.
In this aspect, we prototype ETG as part of the Tizen OS project and talk about the
ETG design which is an integral part of the Tizen OS. The new interface for TV that
helps you control connected things, parallel while watching your favorite TV channel.
If we look around to see the emerging trends among all big companies in today’s date,
we realize that they are moving towards visualizing IoT into reality. The most chal-
lenging aspect is to make all the things (sensors and RFID’s etc.) to communicate with
each other [1]. Few of the trending projects like; Google’s Project Brillo and Weave,
Apple’s Home Kit, they have visualized the need and initiated bold steps towards
making seamless connectivity as a dream for the common man. There are many good
implementation cases about seamless connectivity between devices in the smart home
development [5]. However, surrounding Things and the interface of Device are too
focused on the Protocol standard; there is less improvement in effectiveness of user
interfaces and consideration of mental model of the users [3]. The most of current
researchers focuses on the communication and networking aspects between the devices
that are used for sensing and measurement of the real world objects [5]. Therefore, we
must introduce design concepts like Everything’s Guide with design features, mainly
focusing on User Interactions. Below is the outcome of the prototype, implementation
of the ETG interface into TV and Smartphone. The design process for the ETG guide in
Tizen OS can be explained as below (Fig. 1).
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2.2 Designing ETG for Tizen OS

The common guideline for Tizen provides common styles for diverse devices such as
smart phones, wearables, TV and IVI (in-vehicle infotainment), keeping connectivity
as the main focus. Every device has specialization of functions [6]. The Tizen OS aims
to offer a unified experience across multiple devices, and TV is one of the device that
can expect to see it. IoT should be encouraged by a hybrid architecture which com-
prises a wide range of devices and architectures. It becomes difficult for each device to
expand easily due to its OS. Therefore, consistency in the interface, along with easy
connectivity with surrounding devices such as TV or smartphone is the best solution.
The purpose of this study is to explore challenges in implementing cases about
seamless connectivity experience. Prototyping ETG as part of the Tizen OS project is
meaningful in the view of user centric design approach and application of IoT. In this
scenario, TV provides a wide screen for displaying lots of connected devices better.
Trial on TV interface as ETG is suitable for visualizing various graphical information
[4]. While designing for the structure of ETG, we needed to consider how we would
absorb many legacies and low power sensor devices and their interfaces. For opti-
mization, we assume an environment as the smart home environment and designed an
interface for this situation.

Table 1 indicates the connectivity of use cases that can be generated in the smart
home environment. This table is based on user’s needs of connectivity. Even with
multiple connected devices, designing simpler user interface can be possible. To deal
with different devices and access their information is very essential. The structure of
ETG should be accessible and flexible enough to deal with many connecting devices.
All the connected things can be viewed on the Smart TV. They can be edited and
modified based on the user needs. The remote control of the TV is the main input and
core-control devices [5]. Considering limitations of remote controls and usability
issues, an optimized design was evolved to control all things. Based on Table 1, Fig. 2
defines the structural understanding of ETG guide. It has been proposed Suggestion as
Recommend in ETG.

Fig. 1. Key role of IoT Connectivity in Tizen platform
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An ETG guide at a broad level can be categorized into 3 sections: Recommend
Area, Mode Area, All Things. The Recommend Area can be considered as the first step
to adaptive behaviors within an smart home environment. For the specific functions of
different section refer Table 2 below, along with Fig. 3a, b and c.

Table 1. Categorization of use cases in smart home situation

Examples of the classification system of connectivity
Big Categorization Small Categorization

1. Monitoring & Sensing 1-1. Status & Information
1-2. Notification
1-3. Warning

2. Sharing 2-1. Device Information Sharing
2-2. Screen Mirroring
2-3. Streaming
2-4. Transmission
2-4. Task (Device) Collaboration
2-5. Web experience

3. Control 3-1. Remote (Manual) Control
3-2. Rule based automation (IFTTT)
3-3. Contextual Trigger (Intelligence)
3-4. Task (Device) Collaboration

4. Suggestion 4-1. Information
4-2. Contents
4-3. Devices
4-4. Control
4-5. Task (Mode)
4-6. Services

Fig. 2. Structure of ETG Guide in Tizen TV
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As mentioned earlier, TV’s remote control plays an important role in the user
experience while operating the ETG guide. Figure 4 shows 4-way keys on the remote
control. Figure 5(a) and (b) shows user interface that is designed and how to controls
interface. For the user’s convenience and consideration of mental model of the users,
all the controls are mapped to the four (up/down/right/left) keys of the remote. In
general, the most natural way of controlling TV is using the remote control.

The flow of the activities after the user selects the desired connected thing to edit is
as below:

• Thing Control is displayed when the user selects the particular thing on All things
screen.

Fig. 3. (a) Recommend area of ETG, (b) Mode List area of ETG, (c) All things of ETG
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• The user can select the function by 4-way keys on remote control. 4-way keys mean
4-way navigation keys (Up, Down, Left, Right).

• When the user selects [OK] key on the remote control, the last set value is saved and
the thing control pop up is closed. When the user selects [Back] key on the remote
control, changed value is not saved and the thing control pop up is closed.

IoT implementation needs to use existing framework as well as existing interac-
tions. As mentioned above, we have provided three layers, which contain different
connected device. However, with the increase of things and devices, we have to reduce
the depth to enter the ‘All lists’ layer and cover all users’ needs while they are using
‘Recommend’ layer or ‘Mode’ layer. Going forward, we may use voice interaction or
provide search mode in ‘All list’ layer to find specific functions. With the growing
number of things in IoT, The ‘Recommend Area’ support users can easily access what
they want to control. There are some differences between traditional interaction design
and designing for the Internet of Things. When it comes to interaction on TV, the user
is available to select the function by 4-way keys on the remote control. User is now
available to operate many things at home by 4-way navigation keys and screen cursors
of ETG. In the future, the methods of interactions can be extended in many ways
(Voice, Gesture control on TV). Dialogue between the product and the user can have a
profound impact on the experience and, when implemented well, can provide

Table 2. ETG sections

Fig OSD Element Description

3(a) Recommend
Area

Display notification-based recommendations in the list, which are
relevant to things.

3(b) Mode List
Area

Display the mode that the user has created for the particular status.
User can edit and add the mode.

3(c) All things Display recently used things on All Things Screen.

Fig. 4. Way keys on remote control
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emotional rewards to the user. If we branch these new interfaces such as above in smart
phone or TV, the value of user experience will be increased in Tizen platform-based
devices.

3 Conclusion

This study presents ETG as a new approach of control interface for the next era of the
IoT. Samsung’s ETG for Tizen OS has proven the potential to add a new dimension to
the IoT world by enabling seamless connectivity and ease of use between smart objects.
As we move from small screens (Smart phone, Tablet) to large screens(TV), more
information can be provided in meaningful ways for users. More users are trying to
control and manage expanding numbers of devices and content in a less demanding,
but in more convenient way. In the near future, the tizen platform automatically rec-
ognizes IoT devices, which offers users easier, more convenient TV experiences to the
users. The ETG shows a user centric design approach, making it the most differenti-
ating OS available among the other existing platforms. The ETG reduces the burden of
using many remote controllers to manage various devices connected to users’ smart
TVs. User centric interaction (4-way mapping) and visualized thing on TV are
meaningful trials. As the case of IoT application, this allows user to interact with their
environment. Going forward, it can be claimed that Tizen has opened new possibilities
for connecting objects. A direction has been set where in the capabilities of Smart TV
are being explored. Its emphasis on the use of remote control, which is today’s era is
the simplest, most devices comprising a mental model which a small child as well as a
senior person can use, is creditable. Furthermore, its open source design makes its

Fig. 5. (a) Things control in All Things of ETG, (b) Example of Things control function
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application extendable to any imagined smart objects. The goal of this study is not only
to offer a unified IoT experience on Tizen platform but also to appreciate the findings
and discuss their applicability towards the IoT. Expectations are that the new approach
of Tizen will add more values of users’ TV experience, not only enjoying traditional
broadcasting programs but also IoT services generated by connecting things.
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Abstract. The objective of present case study is to design user experience
(UX) of an IoT system and service for sharing devices, community laundry
machine. Due to distinctive usage situations of the system such as community
machines, multiple users, and use of IoT technology, it was identified that a
distinctive usage model and design framework are required rather than con-
ventional UX design frameworks. Based on the unique usage model, a series of
UX design process was performed including an interactive prototype as con-
ceptual design. We expect the framework and process of the study would
provide UX designers with insights to design such novel system/service
environments.

Keywords: UX design � Community system and service � Multiple users � IoT

1 Introduction

The life style using products and services is being transformed to a new aspect using
more emerging technologies including mobile devices and ‘internet of things’ (IoT). In
addition to this, a concept of ‘community products’ in terms of ‘sharing economy’ has
been expected to be an important trend of the new life style in near future, such as
‘Uber’ and ‘AirBnB.’ Even though many companies and researchers have developed
various products and services that use the concept of IoT, most of them seem to focus
on implementation of technologies such as sensors and network, rather than active
efforts to consider and reflect the users’ needs in terms of the principles of user-centered
design and UX design.

Historically, a model of computer-supported cooperative work (CSCW) was used
to identify such interactive systems used by multiple users, since various users access
the system and communicate information regardless of time and space [1, 2]. However,
we initially expected that the UX development for the ‘community product’ would
require a different design framework beyond traditional interactions for single user or,
even, multi-user situations (CSCW), due to a different usage model.
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With this in mind, the objectives of this study were to conduct a UX design
development for a community product integrated with IoT as well as to identify dif-
ferent design and development framework for the system and service. A series of user
requirements analyses and conceptual design including development of usage model,
framework, and task flow were conducted to achieve the objectives. A facility of
community laundry machines in a University dormitory was used for the UX devel-
opment including user requirement analysis, system and service design, and proto-
typing and user interface (UI) design in a mobile device.

2 User Requirement Analysis

A facility of community laundry machines in student dormitory of Handong Global
University in South Korea was selected for the target system. The dormitory consists of
seven buildings with 3-5 stories in each building. Approximately 90 students reside in a
floor and they share one or two laundry machines in each floor. Thus there are about 5
machines in each building.

In order to collect and analyze users’ implicit/explicit requirements for the system
and service in the situation, various methods were employed. Since the service and
system using IoT for the community machine has not introduced in the market, the user
requirement analysis was focused on understanding current users’ usage model and
explicit concerns as well as on developing new system/service framework to resolve
their concerns on the system. Conventional methods to capture user requirements in
terms of user studies were used including focus group interview, contextual inquires,
in-depth interview, video ethnography, and survey using actual target users [3].

In this section, interesting results of the user requirement analysis in the study is
provided along with unique usage model for the community IoT system.

2.1 Current Users’ Explicit Concerns and Behaviors

The analyses of user studies revealed several general issues on current system. In
general, the primary concerns were inefficient waiting time due to messed order of the
machine use among multiple users and a lack of confidence to other unknown users in a
same community such as invasion of privacy.

As examples of inefficient waiting time, a current active user (a user in use) who
was waiting the completion of his/her laundry showed frequent movements between
his/her room to the laundry machine to check the completion or spent meaningless time
near the machine because there is not a substantial way to monitor current status of
washing or drying from the machine in own room. Other users who are waiting his/her
turn for use of the machine also had to frequently check the completion of current use
by physical movements between rooms. Even other waiting users for second or later
had to spend substantial efforts to check the completion of current and previous uses of
the machine. Many actual users complained the problems during the user studies.

If a current user missed picking up his/her laundry right after the completion, a next
user who had waited his/her turn had to wait another time until the current user’s pick
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up. If the current user did not appear to pick up on time, the next user moved the
current user’s completed laundry to other places (e.g., shelves) to start his/her laundry.
In this case, the current (or previous) user would feel unpleasant experience such that
other unknown person touched his cloth, sometimes, including underwear. The stu-
dents in the study also expressed a concern of a lack of communication between users
in the community for the use of machine. Therefore, we initially thought that the issues
could be resolved using new service and system design in terms of UX, especially
using network between laundry machine and personal device (e.g., smartphone), which
is a basic concept of IoT. That is, the laundry machine has own function to detect the
current status and expected completion (or waiting) time for multiple users as well as
notify them to multiple users. Each user in current use and a line also can check the
status and receive messages from the machine, using individual device such as
smartphone.

2.2 Development of a Usage Model

Based on the analysis, a usage model was developed for the system and service. Since
the use situation between system and users are different to the conventional single user
system, a use model for multiple users was attempted to generate. Initially, a conceptual
use model of CSCW was considered to apply, which represents the use of system for
multiple user. Figure 1 shows the historical categories of CSCW system and instance
applications of each category, identified by Shneiderman and Plaisant [2]. As shown in
the Fig. 1, the CSCW systems are categorized by time of use (synchronous vs. asyn-
chronous) across space of use (remote vs. co-located) among users.

However, we realized that the framework for CSCW was not applicable to develop
a usage model for the present study. We could identify the primary reasons of this
mismatch. First, while the users in CSCW are cooperating for achieving a common
goal (e.g., completion of discussion for decision making or document preparation),

Fig. 1. Time/space four-quadrant matrix model of group-supported work [2]
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the users in the present study have own goal (e.g., “completion of laundry of my
clothes,” “reservation for next use”) regardless of other users. Second, while the CSCW
users use their own device to complete the common goal, the users in the present study
use own personal device (e.g., smartphone) to access the main device (e.g., laundry
machine). Figure 2 shows the conceptual differences in usage models between tradi-
tional CSCW system and the present study, community IoT service and system.
Consequently, the multiple users in CSCW works together with distributed cognition
[4] while the multiple users in the present community system/service share specific
system across time and space.

In addition to this, as a result of usage model development for the present study,
four main agents were observed and identified, including: a present user who is cur-
rently using a laundry machine, the laundry machine with IoT equipment, a first
waiting person of the machine, and other waiting persons. However, it was assumed
that every human user has own mobile device to communicate between agents such as
human users or the machine. Figure 3 shows general relations among the four agents in
the service.

Based on the usage model, a list of general user tasks was identified, which are
expected to implement as functions in the system/service. The tasks were identified two
dimensions, the space and time of interactions between main device (laundry machine)
and personal device (smartphone). Two possible use contexts were identified for the
space category (see Table 1). First, the interaction could be done where the main and

Fig. 2. The traditional CSCW usage model(left) and the Community IoT Product Usage Model
(right) (Note: blank item represents personal devices, slash textured item represents goals to
achieve, and solid filled item represents a IoT device)

Fig. 3. Four agents (users and device) consisting the service
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the personal device are in the same place such as in the laundry room. In this case,
along with a long-distance network such as internet protocol through Wi-Fi or data
service for smart phone, a simple short-distance network such as Bluetooth or Near
Field Communication (NFC) could be used for the authorization. Second, the user can
access the main device using his/her personal device in a remote place (e.g., own room
or outside of building) to check the status of the main device like a typical IoT system.
In this case, a long-distance network would be needed to connect the devices.

Three possible use contexts were identified for the time dimension in perspective of
user to complete own purpose, including: (1) Before reserved time: because the laundry
machine is being used for previous user’s purpose, he/she would check the expected
completion time for previous user and the number of previous users in the waiting line,
and reserve his/her order on the specific machine; (2) On reserved time: when the user
starts using the machine. The user needs to authorize him/herself in front of the main
machine as well as evaluates previous user’s manner for the community system; and
(3) After reserved time: when the laundry machine is finishing the washing. The user
would receive a push message to pick up the laundry few minutes earlier its
completion.

3 Development

3.1 Task Flow Chart

Based on the usage model and the general tasks list, detailed problems and require-
ments for each agent as well as what kinds of information need to be delivered between
agents to resolve the problems were identified, along with considerations of personal
privacy. Then a conceptual service model was developed in forms of UX service flow
chart. Figure 4 shows a sample of the service flow chart. The service chart was used to
identify groups of features and functions of the service. The three main features were:
(1) ‘washing reservation’ to determine the order of the laundry machine use among

Table 1. Time/space matrix model of community laundry system
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users; (2) ‘self authentication’ to check the present user at his/her reserved time, and
(3) ‘laundry monitoring’ to provide users with current status of the washing in real
time. Some distinctive functions for the service also were identified including, for
example, ‘poke’ to send an anonymous push notification for the previous user to pick
up his/her completed laundry and ‘manner evaluation’ to evaluate other users’ manner
to the community machine.

3.2 Concept UI Design

In order to validate the suggested UX design along with features and functions, a
prototype of user interface in a mobile phone was developed. Figure 5 shows 3 sample
screenshots of the smartphone application UI. (It should be noted here that the UI was
designed in Korean.) Figure 5 (a) is a ‘Reservation’ screen which shows current status
of laundry machines in each building with multiple floors. A user can check which
machine is being currently available, otherwise, when the current use for previous user

Fig. 4. A sample of service flow chart

Fig. 5. Sample screen shots of UI prototype: (a) Reservation; (b) Authentication; and (c) Status
Monitoring
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would be finished, and how many users are waiting the machine in the line for each
machine. Finally, the user can select and reserve a specific laundry machine which
seems to be most feasible. When a user received a message from system notifying that
his/her order becomes to ready, the user needs to authorize himself/herself in front of
the reserved machine using own smartphone application depicted in Fig. 5
(b) (‘Authentication’). After the user starts his laundry, the user may check the status of
the machine washing his/her laundry in a remote place, using the UI screen shot in
Fig. 5 (c). As shown in Fig. 5 (c), the UI provides the user with remained time to
complete the laundry using various ways such as clock and progress bar.

3.3 Concept System Development

A hardware prototype of laundry machine integrated with IoT device (Raspberry Pi)
also has been developed to build and aggregate the comprehensive system including
the laundry machine and smartphone application. However, due to the limited time and
resource, a series of evaluations by experts (e.g., walkthrough and heuristic evaluation)
has been conducted for usability evaluation to revise the UI. More elaborative usability
test using actual users for evaluating aggregated UX service will be conducted in near
future in more realistic situations.

4 Discussion and Conclusion

The present research shows a case study to design a comprehensive UX for community
system with IoT, which is a laundry system in a dormitory. Through the study, it was
able to confirm that:

First, UX development of communal environment revealed respectively unusual
usage models as it must consider multiple user UX simultaneously. During developing
the usage model and its framework, it was identified that the model of CSCW was not
applicable to the current study due to differences in purposes among users toward the
sharing system, even though multiple users need to access the system regardless of
space and time. Second, some unique features, such as push alarm or manner evalu-
ation, were needed to enhance the inter-user credibility to serve as differentiated using
models. Third, the development of higher fidelity prototype including hardware,
software, network, and service seems to be necessary to reflect users’ potential and
tangible needs.

The primary limitation of this study is that the comprehensive system was not
evaluated in terms of usability test and acceptability. As mentioned, even though
several expert evaluations were conducted for the UI of the smartphone application, it
would not represent actual acceptability for overall UX of the system to be perceived
by actual target users. Therefore, it would be desirable to assess overall system/service
through appropriate evaluation methods, rather than traditional heuristic methods or
usability tests for simple UI with a single user.

Finally, the present study itself is expected to provide a better UX environment to
the dormitories and community laundries, the typical environment of communal
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washing. Also, we expect that the study could be a precedence case of UX develop-
ment and framework research for the new communal usage environment. The study
would serve as a preliminary case of an application of the IoT technology to the sharing
economy as well.
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Abstract. Interaction using depth-sensing cameras has many applications in
computer vision and spatial manipulation tasks. We present a user study that
compares a short-range depth-sensing camera-based controller with an
inverse-kinematics keyboard controller and a forward-kinematics joystick con-
troller for two placement tasks. The study investigated ease of use, user per-
formance and user preferences. Task completion times were recorded and
insights on the measured and perceived advantages and disadvantages of these
three alternative controllers from the perspective of user efficiency and satis-
faction were obtained. The results indicate that users performed equally well
using the depth-sensing camera and the keyboard controllers. User performance
was significantly better with these two approaches than with the joystick con-
troller, the reference method used in comparable commercial simulators. Most
participants found that the depth-sensing camera controller was easy to use and
intuitive, but some expressed discomfort stemming from the pose required for
interaction with the controller.

Keywords: Gesture-based controllers for robot arm manipulation �
Depth-sensing cameras and short-range RGBD sensors � Inverse and forward
kinematics � User studies

1 Introduction

Human-Computer Interaction using depth-sensing cameras has captured the imagina-
tion of enthusiasts and researchers alike. Depth-sensing cameras are especially suited
for spatial manipulation tasks, and are nowadays used in many areas, including mobile
computing, gaming and robotics [1–4]. After the introduction of the first Kinect, a new
group of depth-sensing cameras with a much closer range of interaction appeared in the
market, allowing for the technology to be used in a wider variety of applications in
desktops, laptops, wearable and mobile devices [5–9].

In this article, we investigate a depth-sensing camera controller based on
inverse-kinematics for placement tasks using a robot arm simulator, and describe a user
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study to evaluate participants’ performance using short-range depth-sensing camera
controllers against comparable off-the-shelf controllers.

2 Related Work

In recent years there has been a significant increase in the usage of robotic arms that
require human manipulation in industrial, medical and offshore applications.

One of the earliest manipulation problems studied in the field of robotics was the
insertion of a peg into a hole using a robotic arm while preventing the wedging or
jamming of the peg [10]. Since then, there have been significant advances in manip-
ulation techniques and robot control. There are many techniques for manipulating a
robot arm, such as the Titan IV robot arm, involving position-controlled manipulators
[11–13], joystick based controllers [11, 14], speech [15, 16], gesture based controllers
[2, 3, 17], computer simulations [18, 19], and even smartphones [20]. To help training
operators to control a robotic arm, there are virtual simulators like GRI Simulations
Inc.’s VROV manipulator trainer [19], which help a user train on a particular robotic
arm type using either a master controller or a joystick. Compared to joysticks, master
controllers are more sophisticated and expensive devices. On the other hand, joysticks
are more affordable, but not as convenient as master controllers, since they are generic
use products designed for gaming which do not exactly map to the functionalities of
master controllers.

In this research, we evaluated alternatives to control robots arms using off-the-shelf
input devices, such as cameras and keyboards. Previous methods which use either
stereo cameras or depth-sensing cameras to control a robot are described in [2–4]. To
manipulate the simulated robotic arm used in this study, we implemented the method
presented by Mishra et al. [21]. In that approach, the user specifies the target position of
the robot actuator by moving his/her hands in front of a depth-sensing camera. The
depth camera returns the coordinates of the users’ hand and the coordinates are passed
as target position to an inverse kinematics module, where the joint angles for the arm
simulator are calculated using CCD [22]. After the joint angles have been calculated,
the robot arm simulator module applies the rotations and the end-effector reaches the
target.

3 Methods

We compared user performance using the inverse-kinematics control method proposed
by Mishra et al. [21] to control a robot-arm of type Titan IV (Fig. 1a) against user
performance using two other common control devices: keyboards and joysticks.
Keyboards were selected for comparison because most users are familiar with the use
of keyboards, while the joystick controller is the reference interface used in some
commercial simulators. Master controllers, such as the one shown in Fig. 1b, were not
included in this study because they are costly (in the range of tens of thousands of
dollars) and highly specialized devices not usually available to most users.
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The goal of the study was to find answers to three main questions: (1) How will
users’ performance with a depth-sensing camera control system compare to their
performance using the other alternatives? (2) How long do users needed to get used to
each method? (3) Which controller will users prefer the most?. To answer the above
mentioned questions and to evaluate in more detail the user’s impressions on the
different type of controllers, a robot arm simulator shown in Fig. 2 was developed to
carry out the study.

3.1 User Study

Our user study had a balanced design with 18 participants recruited, 2 tasks, 3 con-
trollers and 6 orderings of controller usage. An ordering of controller usage, for
example, was to use first the keyboard controller, second the depth camera controller,
and third the joystick controller. Each user performed each task 10 times with each
controller in the assigned order of usage. Their task completion times were recorded
and their feedback with regard to the different controllers was collected with an exit
questionnaire.

Fig. 1. (a) Titan 4 robotic arm (b) Master controller for Titan 4 robotic arm. Image credit:
Copyright 2005FMC Technologies, Inc.

Fig. 2. Robot arm simulated with OpenGL.
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4 Results

4.1 Analysis of Users’ Performance

Table 1 shows the mean execution times per controller for each task. Using the
Shapiro-Wilk test and Bartlett’s test, we determined that our data significantly deviated
from normality and had heterogeneous variances. Thus, we performed non-parametric
tests, such as the Kruskal-Wallis and the Friedman test, in addition to two-way
ANOVA to test whether the average completion time per task differed between con-
trollers when considering the ordering of usage. The conclusions were the same irre-
spective of the statistical test used. Statistical analysis was done using R (version 3.1.1).

Figure 3 shows the completion times per controlling device per task. The average
completion time for both tasks varied significantly depending on the controller used
(p-value < 2e-16 and p-value = 6.78e07 for Task 1 and Task 2 respectively).

The results indicate that the depth-sensing camera controller and the keyboard
controller allowed for similar levels of user performance. User performance with these
two approaches was significantly better than their performance using the joystick
controller, which is the reference method used in comparable commercial simulators.
Our results also show that there is a significant learning effect in the case of the
depth-camera controller, which was also perceived by the participants (see Fig. 4).

Table 1. Mean execution time per controller (secs.)

Controller Keyboard Camera Joystick

Task 1 17.3 ± 14.5 18.1 ± 11.9 28.7 ± 12.9
Task 2 29.6 ± 17.5 30.8 ± 13.4 38.0 ± 17.6

Fig. 3. Execution times per controller for Task 1 and Task 2. The black lines inside the boxes
indicate the median completion time, the bottoms of the boxes are at the 25 percentile and the
tops are at the 75 percentile.
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4.2 User Perception and Preference

This section discusses the data gathered from the exit questionnaire.
Participants’ perception on ease of use, ease of learning, usefulness, ergonomics,

performance and overall preference for each controller was collected. Participants
found that the depth-sensing camera controller was both easy to use and intuitive, but
expressed some discomfort during interaction. This discomfort is a known usability
problem of vision-based gesture interactions [23].

Perception of Ease of Learning. The majority of participants found the three con-
trollers easy to learn, with 15 participants (83.33 %) strongly agreeing that the
depth-camera method was easy to learn, 14 participants (77.78 %) strongly agreeing
that the keyboard method was easy to learn, and 12 participants (66.66 %) strongly
agreeing that the joystick method was easy to learn. The complete results about the
perception of ease of learning are shown in Fig. 5.

Perception of Performance. No participant found the performance of the controllers
inappropriate (Fig. 6). More than 88 % of the participants agree that the performance
of the depth-camera and keyboard controllers was appropriate.

Perception of Ease of Use. Figure 7 shows the user responses about whether each
input device was easy to use. Users rated the depth-camera and keyboard as easy to use.
The joystick was rated slightly lower as compared to other input devices. In general,
users found all the devices easy to use.

Fig. 4. Learning effect for each input device for Task 1 and Task 2 (Color figure online)
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Perception of Ergonomics. The depth-camera interface was rated lower in ergonomics
ratings when compared to both the keyboard and the joystick interface. Figure 8 shows
the user responses about ergonomics of each input device. Only 7 out of 18 participants
reported that the depth-camera was an ergonomic interface and some of the unstruc-
tured user feedback (discussed below) provided some further insight into this result.

Perception of Usefulness. The depth-camera interface was rated highest in usefulness
when compared to both the keyboard and the joystick interface (Fig. 9), with 16 out of
18 participants strongly agreeing that the depth-camera was a useful interface with the
rest being neutral about it, whereas the keyboard and joystick controllers were found
useful by 11 participants.

Perception of Training Time. Figure 10 illustrates that 9 participants (50 %) believed
that the keyboard took the least amount of training time. The depth-camera was rated
second in training time, with 6 participants (33 %) saying that the depth-camera

Fig. 5. Perception of ease of learning (Color
figure online)

Fig. 6. Perception of performance (Color figure
online)

Fig. 7. Perception of ease of use (Color figure
online)

Fig. 8. Ergonomics rating of each controller
(Color figure online)

Fig. 9. Usefulness rating of each controller
(Color figure online)

Fig. 10. User responses for least amount of
training time (Color figure online)
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requires the least amount of training. The joystick was rated lowest as only 3 partic-
ipants (17 %) said that joystick requires the least amount of training. We believe this
impression was caused because the joystick was controlled using forward kinematics,
making it harder to use than the other alternatives.

Perception of Performance after training. Figure 11 shows that 11 (61 %) participants
reported that the depth-camera performs best after training, 5 (28 %) participants
reported that keyboard performs best and only 2 (11 %) participants chose the joystick
as best performer after training and practice. It is interesting to note that users favored
the depth-camera controller after training, even though they performed equally well
with the keyboard.

Overall Preference. Figure 12 shows user’s overall controller preference. 9 partici-
pants (50 %) responded that they preferred the most the depth-camera controller. The
second most preferred controller by 7 participants (39 %) was the keyboard. The least
preferred option is the joystick controller which is the controller preferred by 2 par-
ticipants (11 %).

Written User Feedback. The questionnaire also asked participants to write comments
about the experiment and the interface. With respect to the depth camera position, some
users reported that the camera position played an important role in overall performance
of the depth-camera controller. The depth-camera was mounted on top of the desktop
monitor like a webcam and, for some users, that was not a convenient position. One
participant suggested that, instead of mounting the depth-camera on top of the monitor,
the depth-camera should be kept beside the keyboard on the same plane as the key-
board, facing upwards so that the user does not have to lift their hand too high to
interact with the camera. Also, another user suggested that there should be a support for
the elbow if the camera was to be mounted on top of the desktop monitor. Causing
discomfort is a known usability problem of vision-based gesture interaction systems
and there are steps that can be taken to reduce fatigue, as proposed by [23]. Another
alternative to reduce fatigue is to implement a hand gesture control system providing
tactile feedback to the user’s hand, such as the one proposed by Kim et al. [24].

Fig. 11. Users’ perception of performance
after training (Color figure online)

Fig. 12. Overall input controller preference
(Color figure online)
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5 Conclusion

We comparatively assessed three different devices to control a robotic arm, namely,
depth-sensing camera, keyboard and joystick. To do this, we developed a robot arm
simulator which could be controlled using a standard keyboard, a gaming joystick and
a depth-sensing camera. In addition, we conducted a user study where 18 participants
were recruited to participate. Our results indicate that the task completion times for the
depth-camera and the keyboard controllers were significantly lower than the joystick
controller, without any significant statistical difference observed between the
depth-camera and the keyboard. Our results also show that there is a significant
learning effect in the case of the depth-camera controller which was also perceived by
the participants. While participants had a positive perception of all three controllers,
50 % of the users reported that they would prefer the depth-camera interface over the
joystick and the keyboard interface. The reason why the joystick was least preferred
could be related to the fact that the joystick was using forward kinematics and its
execution times are significantly longer, compared to the depth-camera and the
keyboard.
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Abstract. “Is my mom doing okay right now?” Answering this question at a
glance and in an unobtrusive way could relieve stress for informal caregivers.
This was the primary goal of the RelaxedCare project. Involving end-users in
the development process of research projects in this domain is perceived as a
“must”, but the extent to which this is actually done varies greatly. This paper
describes how applying the “User Inspired Innovation Process” which involved
more than 200 end-users throughout the development process has influenced the
functions, design and context of use of the final prototype.

Keywords: User inspired innovation process � User centered design � Ambient
assisted living

1 Background

Informal caregivers are a major pillar of the social care system in most of the countries.
Taking care of a family member or another close person can be on one hand an
enriching, positive experience; but very often, especially when the caregiving task lasts
over a long period of time and the person in need of care has, for example, a neu-
rodegenerative disease, informal caregivers (IC) have a high risk of feeling continu-
ously stressed and overburdened. A representative study [1] conducted in Austria in
2005 showed that 80 % of the people in need of care (referred as “assisted persons”)
receive their care by informal caregivers (IC) at home. More than 66 % of these IC’s
feel overburdened by that task sooner or later, resulting in a decreased quality of the
interaction between the two parties.

One of the major problems ICs face is how to assure the well-being of the AP when
the IC is alone at home. Hence personal visits and frequent phone calls are the logical
consequence and the most common approach to deal with this situation.
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1.1 Aim of the Project

RelaxedCare wants to increase the quality of communication by reducing the number
and necessity of these short, but time-consuming status checks. RelaxedCare aims to
provide a system to keep the IC updated on the overall well-being of the AP in a
passive and pervasive way, so as to reduce the burden of caregiving and thereby
enhance the quality of life of people in care situations and the bond between IC and AP.

1.2 State of the Art

A major aim of Active and Assisted Living (AAL) is to enable people to live longer
more independently at home [2, 3].

User Involvement. There is no doubt that users must be involved in the development
of Assistive Technology, but the extent to which this is actually done varies greatly by
project.

Many apply various user-involvement methods, but most of them do not follow a
concrete process. Standards like ISO 9241-210 (Ergonomics of human-system inter-
action) [4] help by supplying a more standardized development cycle which involves
users at selected development phases. The FURTUNE Guidelines [5] give advice on
how to involve primary end users into the research process– but still, end-users could
influence the development of technical-solutions much more if they are involved in
further ways.

The Ambient Assisted Living Joint Programme provides a catalogue [6] that
suggests different user involvement methods for different phases of an AAL project, but
this is not necessarily combined with a concrete process of how to use them.

Technology. At the moment there are just a few existing solutions on the market that
inform one about the state of an assisted person. Some of these solutions (available
only in the US) offer information about the current state of the assisted person via a user
interface such as a webpage [7–10]. They have been described in more detail in [11].

2 Methodology

As user involvement is a continuous and active part of the development, the technical
approach is also briefly described in this section.

2.1 Technical Approach

For RelaxedCare, two major technology fields are of primary interest – Behavior
Pattern Recognition and Ubiquitous Computing.

Mark Weiser, describes ubiquitous computing in [10] as “the method of enhancing
computer use by making many computers available throughout the physical environ-
ment, but making them effectively invisible to the user.” This is a major challenge for
RelaxedCare – both, the user interfaces and the smart home sensor network have to
integrate into the living environments of the end-users.
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In the field of Ambient Assisted Living, behavior pattern recognition (BPR) is a
common research topic for the last 10 years. In particular, efforts were put on the
detection of “activities of daily living”. Based on smart home sensor networks, these
activities of daily living are processed and changes recognized. On the other side,
ubiquitous and pervasive computing methods aim to create systems that integrate into
the environment. RelaxedCare tries to combine those two approaches to develop an
information and communication system that connects people in care situation.

The concept of RelaxedCare. To gain user acceptance and a high degree of usability,
we aim to provide the IC a pervasive, ubiquitous, low-barrier object as user interface
that becomes part of the living environment. The basic idea behind the RelaxedCare
system is illustrated in Fig. 1 and described below.

Fig. 1. The RelaxedCare concept – the Assisted Person on the upper part, the Informal
Caregiver on the lower part.
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At the AP’s home, illustrated in the upper part of the picture, a smart home system
is installed. Various sensors detect when the user is active, e.g. motion sensors in the
living room, pressure sensors in the bed or door sensors on the refrigerator or entrance
door. This information is collected within an AAL middleware platform and behaviour
pattern methods are then applied on these data, yielding a wellbeing status. This status
is then relayed to the IC side, as represented in the lower part of the picture. Whether
the IC is at home or at work, the well-being state will be presented in an unobtrusive
way such as a colour-coded lamp or a digital picture specific to the well-being state.
When the IC is mobile, the same information is available via a smart-phone app. When
the well-being state changes, the information can be tracked by the IC, thus keeping the
IC always informed about the current well-being of the AP.

To gain user acceptance and a high degree of usability, we aim to provide the IC a
pervasive, ubiquitous, low-barrier object as user interface that becomes part of the
living environment.”

2.2 User Involvement Methodology

The ISO 9241-210 standard offers information about the involvement of end-users in
different phases of a product development process. Lessons learned in applying this
process methodology in other projects show that the steps of the ISO 9241-210 stan-
dard are often executed by different expert groups (e.g. technology development,
design and user research) within the project. This can create stumbling blocks to a
smooth and efficient workflow and inter-group communication because this process
model doesn’t address individuals directly.

To overcome this identified gap a process methodology was chosen which
addresses not only the involvement of end-user in the product development process but
also offers a guideline for the involvement of each team member to actively involve
him - or herself in every step of the process.

The User Inspired Innovation Process. The User Inspired Innovation Process UIIP
[13] offers a process methodology designed from an individual’s point of view. The
key question for this process methodology is: “where and how can I actively contribute
to the different steps of the product development process?” The UIIP combines the
guideline for involving end-users (ISO 9241-210 standard) with a guideline for the
involvement of each team member in a holistic product development process.

The UIIP consists of 7 steps: (a) ignite, (b) perceive, (c) collect, (d) decode,
(e) assemble, (f) experiment and (g) merge. The step ‘ignite’ aims to create an under-
standing and inclusion of each team member’s creative potential; to exchange experi-
ences and information with other team members; and to build bridges to other
knowledge areas. On an anthropological level, the step ‘perceive’ is used as an
awareness-building phase for the target groups of the project and their life contexts.
Especially human values, needs, emotions, behaviour, and used technology items are
addressed. The step ‘collect’ brings a mix of design and ethnographic research methods
to bear, like audio-/visual documents and materials, camera surveys with contextual
interviews, perspective-sorting studies, user workshops, cultural probes and studies, etc.
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Subsequently, the step ‘decode’ involves the sorting, grouping and interpreting of the
collected data. Findings from these qualitative inquiries are used to inspire the team to
create new project approaches. An example is shown in Fig. 2. During the ‘assemble’
step the team creates ideas, prototypes them and develops use cases and scenarios.
Proofs of concept with users and the incorporation of given feedback to the created
concept characterizes the ‘experiment’ step of the process. Finally, the ‘merging’ of the
concept with developed technology and created business cases takes place.

3 Execution

The research process for the first end-user requirements engineering study was
designed as an unstandardized, qualitative research study (Flick, 2009). This was a
comparative study broken down into five phases, employing eight methods in total
deriving a) from the field of design research (Assumption Personas and Personas, Show
and Tell Method, Cultural Probes and Design Workshop) and b) from the field of
qualitative social research (Questionnaire, Focus Group Discussion and Contextual
Inquiry Interview). The applied research methods focused on uncovering relevant
factors for assessing user needs and wishes at an early stage of the project. The study
design, with its mix of methods deriving from the aforementioned research areas, was
chosen to ensure rich output as a basis for the subsequent project development process.
This first research period lasted from June to September 2013. A total of 207 test
persons participated, split between the two user groups – informal caregivers (average
age 77 years) and assisted persons (average age 66 years) – and comprising 155
females and 52 males.

Fig. 2. The cube of Requirements: It consists of small cubes. Each cube represents key findings
from one method of the first end-user requirements study.
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3.1 Lessons from the First Phase

We learned that caregiving in families is not unidirectional. Even though the younger
generation is more seen as the “informal caregiver”, they are still the children of their
parents, and hence the “assisted persons” still care about their child and their family
members. A major lesson from this was that most of people in need of care do not want
to put extra burden on their family members and thus avoid asking for help. Hence, a
new way of communication is needed that enables them to ask for help, a phone call or
a visit with a very low barrier. Furthermore we learned a lot about the attitude of people
towards technology, their favorite places in their homes and which aspects of tech-
nology usage in their everyday life are preferred. After the execution of all research
methods from the first user requirements study, the initial Assumption Personas which
had been defined in a common team creation process were compared with the findings
for each user group, and several major changes had to be made. One of the major
findings revealed that the average age for caregivers and their assisted persons,
originally defined to be 30 + and 75 + respectively, had to be changed to 50 + and
80 +. Concerning activities of daily living and preferred objects of everyday life,
various similarities among the group of the caregivers and the group of the assisted
persons could be identified (Fig. 3).

Based on the findings of the first user requirements engineering study and the
defined use cases and scenarios, five different design concepts were elaborated. In a
common team election process, three out of the five design concepts which had been
developed by the design team, were chosen. In order to prepare the next step of the
development process in which the developed design concepts would be tested in an
informal usability test with end-users of both target groups, the three design concepts
were prototyped and visualized with appropriate everyday use scenarios. The informal
usability test was then conducted to gather first user impressions of the proposed
concepts, in order to be able to refine the concepts in an early stage of the product
development for integrating the most promising aspects into prototype I.

Fig. 3. Detailed Persona at the end of the analysis phase 1
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3.2 Lessons from the Second Phase

The second end-user research study was created as a qualitative research study
applying the method of design workshops, which included several sessions deriving
from the field of design research. The design workshops consisted of three different
sessions: round-table discussions, model building sessions and voting sessions, within
the framework of the different types of messages and the cubes appearance in terms of
color, material, surface structure and size.

The second research study focuses on two end-user groups: informal caregivers and
young people with an average age of 17. Those groups were chosen bearing in mind
the findings of the first end-user study, which revealed that the product and the services
developed within this project have to address first of all informal caregivers followed
by the assisted persons – but might also beyond that affect the whole family, from
younger to older people. The design workshops took place in January 2015. All in all, 9
informal caregiver and 10 youths participated, with a respective average age of 17 and
72 years.

The conclusions drawn from the second user requirements study comprised rec-
ommendations for the embodiment of prototype II.

Addressing the user-group of the informal caregiver, we had to realize that the
project has to face two kinds of users within this one target group:

• One group which is familiar with new technologies, and
• one group which is not at all facile with – and is even skeptical towards – new

technology. This group may own a mobile phone but prefer not to depend on it and
often leaves it at home.

Creating a modular system with basic functions which can later be extended might
help to overcome the acceptance barrier and to empower the users to not to be con-
trolled by the system but rather to control it, as the findings clearly indicated that people
hate the feeling of being surveyed. This empowerment will play an important role when
going to market and enables moreover the creation of an easily understandable market
message.

The translation of the chosen User-Centred Design process methodology from
theory into practice generally went smoothly and without major difficulties. The iter-
ative process enabled the addressing of user wishes and aspirations in our design
proposals. The concrete feedback sessions on the developed concepts and design
proposals led to continuous refinement of the overall system design. Lessons learned
from other projects show that the steps of the User-Centred Design process are often
executed by different expert groups, e.g. technology development, design and user
research, of the project. At project’s start we defined our goal as the involvement of all
experts from different fields in each step of the product development process. Since we
are currently running the field trials of our developed system and the research project is
near its end, some conclusions can be drawn concerning our own lessons learned from
the implementation of this approach to the applied process.

During this translation process we identified some areas for improvements. As
mentioned before, we were well aware that the User-Centred Design Process offers
information about the involvement of end-users in different phases of a product
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development process and that we had to keep an eye on the involvement of team
members of our different expert fields in each process phase. During the work on the
project we realized that we still hadn’t managed to overcome the identified gap between
the expert groups of technical development, design and user research sufficiently. One
conclusion from this could be that the User-Centred Design process model doesn’t
address individuals – meaning the team members of the different expert groups –

directly. Following this thought, we conclude that one possibility for filling the iden-
tified gap could be raising the personal motivation for each team member to actively
involve oneself in every phase of the process.

4 Results

RelaxedCare is the entirely new way of communicating and caring: allowing more
communication from the assisted person’s side while unobtrusively keeping informal
caregivers worry-free and informed about the assisted person’s wellbeing state. The
second prototype is depicted in Fig. 4. It consists of a elegantly-designed RelaxedCare
cube and a smartphone app.

At the assisted person’s home, the cube is connected to a smart home system.
Innovative behaviour pattern recognition methods detect the wellbeing state of the user,
including activity level, social interaction and daily life routines.

On the informal caregiver´s side, the wellbeing status is displayed in a pervasive way
via the wellbeing indicator on the in the front of the RelaxedCare cube and the app.

The cube also enables both sides to send simple messages using an innovative
interaction design: placing tiles with specific icons on top of the cube. Asking for help,
requesting a call or saying “I am thinking of you” has never been simpler than with
RelaxedCare.

Fig. 4. The RelaxedCare second prototype consisting of the RelaxedCare Cube with tiles and
the RelaxedCare App.
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Concerning the chosen methods for the user research studies of the project, the
arrangement to divide the whole study into five phases where design research and
qualitative social research methods were applied alternately has proven to be a fruitful
approach. Each method gave clues which led to the refinement of the successive
method – in other words, the generated findings from each step enabled the team to
broaden the view on the target groups and to define the successive methods in an even
more target-oriented way. The research methods deriving from two research realms had
been chosen for specific questions whose answers were required to inform the product
development process. The findings indicate that the combination of methods of qual-
itative social science in combination with methods of design research in generative
sessions have the potential to offer insights in the area of knowledge what people know,
feel and dream of. This can ultimately lead to the possibility of extracting tacit and
latent knowledge of the target groups we design for and of course will be of great
importance for a holistic project development in general.

The active user involvement of more than 200 end-users shifted the primary focus
of the technology development from “informing the ICs” to a new form of commu-
nication between IC and AP. The original focus would have put even a certain stigma
on the assisted person. Shifting the focus towards bilateral communication and pro-
viding both parties with the same tool – the RelaxedCare cube – enables them to meet
more on the same level. “Caring about each other” and increasing the bond between IC
and AP makes RelaxedCare more a “lifestyle object” and moves it away from the
telecare field.

Lessons learned from previous projects indicate that closing the gap between the
technical, design and user research experts is a success parameter for a technology
development project. In RelaxedCare we aimed at applying a holistic product devel-
opment process, defining a way for a close collaboration of team members from various
fields with a broad variety of knowledge areas and experiences, like technology
development, system design, interaction and product design, user requirements
research and usability. Therefore we applied the ISO 9241-210 standard for the
User-Centred Design (UCD) process methodology in the project and decided to
combine it with the systematic involvement of project team members from different
expert fields to every step of the applied process.

After almost three years of working on the project’s design and technical devel-
opment, we are currently evaluating our final system definition and its concrete results
(prototype II) in field trials in Austria and Switzerland with the end-users of the project.
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Abstract. Location and arrangement of control actuators have a significant
impact on operation safety and efficiency. In order to benefit from the proper
location and arrangement of control actuators, a large amount of factors need to
be considered in the design process. In this paper, three types of main design
factors were summarized through literature research, including operators phys-
ical characteristics, task operation properties and control actuators features.
Meanwhile, the priority of these factors (detailed in indexes) were determined
by questionnaire investigation. The results showed that the top priority indexes
were anthropometric dimensions, limbs reachable area, comfortable area,
operation accuracy, visual checking, avoiding interference, friction, the control
actuators type of hand and foot manipulate, the control actuators functions of
on/off or start/stop, safety or emergency device, importance of control actuators,
and operator habits.

Keywords: Control actuators � Location and arrangement � Design factors

1 Introduction

Location and arrangement are concerned significantly during the design process of
control actuators. They have strong impact on operation safety and efficiency. If the
location and arrangement of control actuators are unsuitable, misoperations and low
efficiency may be caused. Even more, operators fatigue and joint diseases may occur.
Proper location and arrangement of control actuators are essential for improving
operation safety, efficiency, comfort, and reducing operators’ fatigue and potential
healthy risk in the field of automobile and aircraft industry, machinery etc.

In the design process, a large amount of factors should be considered for obtaining
proper location and arrangement of control actuators. Many guidances and standards
have been published to instruct the design of control actuators location and arrange-
ments by different organizations and departments all over the world, such as ISO
9355-3: 2006, BS EN 894-4: 2010, GB/T 14775-93 etc. Although those guidances and

© Springer International Publishing Switzerland 2016
A. Marcus (Ed.): DUXU 2016, Part III, LNCS 9748, pp. 392–400, 2016.
DOI: 10.1007/978-3-319-40406-6_38



standards mentioned many design factors for the location and arrangement of control
actuators, the key point of each document is quite different with each other, and the
design factors are relatively scattered. Moreover, there is no guide to represent the
priority of these factors, which sometimes make the designer feel difficult to balance
them during the design period for control interface.

This paper aims to summarize the design factors for the location and arrangement
of control actuators, and determine the priority of these factors (detailed in indexes).
Literature research and questionnaire investigation were carried out focusing on the
control actuators’ location and arrangement. Three types of main influence factors were
summed up, including the operators physical characteristics, task operation properties
and control actuators features. Total 47 indexes of these factors were conducted and
investigated. The priority indexes in the design of control actuators location and
arrangement were obtained. The results are helpful for understanding the design factors
of control actuators location and arrangement, as well as providing references for
human machine interface design.

2 Main Design Factors of Control Actuators Location
and Arrangements

2.1 Literature Research

Multiple standards were reviewed, including international, European and Chinese
standards. The key words for literature searching were control actuators, location,
arrangement, control region, control area and control actuators design. Literature
analysis focused on the design requirements of control actuators location and
arrangements. The analysed standards primarily included ISO 9355-3: 2006 (Interna-
tional standard), BS EN 894-4: 2010 (European standard), GB/T 14775-93 (Chinese
national standard), etc.

Based on the analysis of these standards, three types of main design factors for
location and arrangement of control actuators were summarized. They were operators
physical characteristics, task operation properties and control actuators features. The
details are described as following.

2.2 Three Types of Main Design Factors

2.2.1 Operators Physical Characteristics
The operators physical characteristics include anthropometric dimension and operation
postures.

(1) Anthropometric dimensions

Anthropometric dimensions contribute to the reachable area of limbs. It is the first
considered factor for the control actuators location and arrangement design. The
operation areas are various for people with different height and limbs length. Therefore,
in the design process of control actuators location and arrangement, users’ body
dimensions should be considered seriously, so as to satisfy the reachable requirements
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of most people, avoid unreachable problems, and locate control actuators with proper
locations.

Anthropometric dimensions are classified to static and functional dimensions. Static
dimensions refer to dimensions which are measured when human body are static. The
measurement of static dimensions are carried by different postures, including standing,
sitting, kneeling and prone postures [1]. Height, eye height, shoulder height, elbow
height, sitting height, sitting eye height, sitting cervical height, sitting shoulder height
are all belong to static dimensions.

Functional dimensions refer to reachable area when people participate in some
functional activities. Functional dimensions are measured in dynamic mode of human
body. They are the motion range dimensions produced by joint movement angle and
limbs length.

Most countries or states have their own standard on local population anthropo-
metric dimensions. In China, the national standard GB/T 5703—1999 (Human body
measurement infrastructure for technical design) regulates 32 static dimensions and 13
functional dimensions in standing and sitting postures. These dimensions are given at
1, 5, 50, 95, 99 percentile respectively [2]. The proper position of control actuators,
related to human reachability domains, should be determined by anthropometric data of
appropriate percentile. For example, automobile driver seat is usually designed based
on the anthropometric dimensions from 5 percentile of female to 95 percentile of male,
thus to satisfy most people with seating comfortably.

(2) Operation postures

Operation postures have significant effect on operation energy consumption,
reachable area and operation stability, thus influence on the selection of control actu-
ators location and arrangement [3].

First of all, the maximum force of certain limb changes dramatically with different
postures. Therefore, the postures influence body energy consumption a lot, and then
influence operation duration time, fatigue and health. In order to improve the operation
endurance and mitigate the negative effects on human health, operators’ postures must
be considered when designers determine the control actuators location and
arrangement.

Second, operation postures influence limbs reachable area. For instance, the
reachable areas are quite different between the standing and sitting posture. Obviously,
the reachable height of upper limbs in standing posture are much more taller than that
in sitting posture. The location and arrangement of control actuators is definitely dif-
ferent in these two postures, no matter operating by hand or by foot.

Finally, operation postures affect operation stability. For example, human body
stability is not high in standing posture, although the flexibility is high because people
can turn around and move the body to operate. On the contrary, the operation stability
is relatively higher in sitting posture, which could reduce operation error rate.

In the design process, when operation postures are not determined, designers can
choose appropriate location and arrangement of control actuators to help operators
operating with comfortable postures. On the other hand, when the operation postures
have been determined, location and arrangement of control actuators can be optimized
to reduce fatigue and improve comfort of operators.
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2.2.2 Task Operation Properties
Task operation properties include operating accuracy, speed and force, efficiency,
visual checking, tactile detect, sensibility to errors, wearing gloves and easy cleaning.
Task operation properties have dramatic impact on the location and arrangement of
control actuators.

(1) Operation efficiency

High efficiency requirement of task operation means that the control actuators
should be easily detected and reached, so that the control actuators should be arranged
in places close to human body or to the most frequently used controls. Meanwhile, the
efficiency also requires that the control actuators should be arranged in a regular and
orderly way. The number of control actuators around the certain control actuator should
be limited. The distance that need to be completed by hand or foot should be reduced
via putting the control actuators on suitable locations. For instance, in cars, the position
of handbrake is close to the operation lever. It is convenient for driver to move hand
from operation lever to control handbrake, which is very important in emergency
condition. This arrangement can not only reduce the recognizing and judging time, but
also can reduce the possibility of operating error, so as to improve the operation
efficiency [4].

(2) Speed

To satisfy the high requirements of speed, the control actuators are generally
required to be placed in a convenient location, as well as a comfortable position.
Continuous operation would decrease the operation speed gradually if the position of
control actuators causes discomfort to operators. The comfortable position keeps a
suitable distance with human body, neither too far nor too close. Too far from human
body costs longer time to contact control actuator. Too close to human body may not
allow limbs to extent completely and may cause uncomfortable postures. In addition,
appropriate distance between control actuators is needed under the condition of high
speed requirement. Large distance is helpful for avoiding misoperations, but would
increase operation duration time.

(3) Force

Considering force requirement, the determination of control actuators location
should be combined with human limbs movement characteristics. When large opera-
tion force is needed, control actuators should be located in positions centered with
human torso, so that the relative large force can be exerted by operators. These posi-
tions should not only satisfy the requirements of force, but also should not cause
excessive consumption of human body energy.

(4) Visual checking

When the visual detect is needed in operation, operators must observe and operate
the control actuators simultaneously, otherwise mistakes may occur. Control actuators
should be arranged in the field of vision and close to human body, so as to reduce the
time to observe and recognize. Feedback device (if any) should keep appropriate
distance with control actuators. For example, if the feedback device is a display,

Design Factors for the Location and Arrangement 395



the distance between the display and the control actuators should allow operators to
catch the feedback information quickly and clearly. At the same time, the direction of
information display should be consistent with the movement direction of the control
actuators, that is display-motion consistency.

(5) Tactile detect

When there is a requirement of tactile detect in operation, operators’ attention is
usually occupied fully by other things, or the control actuators locate far from the
operators. If the task operation need tactile check, the control actuator should be
arranged in positions easy to be operated and keep a suitable distance with surrounding
control actuators in order to reduce the possibility of misoperation. In other words, the
control actuators should locate within the reachable area of human limbs. There should
be as few as possible control actuators around the target control actuator so as to avoid
misoperation. It is noteworthy that the operators’ hand or foot movement from the
initial position to the target control actuator should not be hampered by other control
actuators. An example is the location of the accelerator and brake pedal in cars. The
two pedals are in a short distance with each other, and there is no other control actuator
between them. Drivers get benefits from this design because their attention are mainly
painted on road, then moving the foot from the accelerator pedal to the brake pedal
primary relies on tactile detection.

(6) Sensibility to errors

The more sensitive to errors, the more important the task operation is. This kind of
task operation is the key factor affecting operational safety. In order to make the
operators to reach and operate control actuators accurately and quickly in emergency,
the control actuators should be located in positions that can be easily observed and
reached by the operator.

(7) Wearing gloves

Hand sensibility decreases and finger becomes thicker when operator wears gloves.
The most concerned problem is misoperation. Enlarging the distance between control
actuators is an effective way to avoid misoperation.

(8) Easy cleaning

Some machines has the requirement of easy cleaning. The control actuators on
these machines should be enlarged, so as to provide enough space for cleaning.

2.2.3 Control Actuators Features
Control actuators features refer to physical features, functions and using environment
of control actuators.

(1) Physical features

Physical properties of the control actuator include the type, color, shape, dimen-
sions and size. In order to lower the visual errors, as well as decrease the recognization
time, the control actuators could be grouped by the principle of similarity according to
type, color, shape or size. If the type of control actuators is different, the proper distance
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between them should be determined by combination with motion way of control
actuators [5]. For example, the distance between knobs and buttons should guarantee
fingers to operate freely without obstacle if these two types of control actuators are used
together.

(2) Functions of control actuators

Functions of control actuators include emergency, switch operation and general
operation. Various functions usually contribute to various locations. It is well known
that control actuators used in emergency should be located in striking and maneu-
verable places so that operators can react quickly and correctly. But for the control
actuators for general operation, because of its less impact on safety and low error
sensitivity, they are just required to be located in human limbs reachable area.

(3) Using environment

Using environment refers to spaces or surfaces for locating and arranging control
actuators. The limitation of space or surface size make the range for locating control
actuators reduced, and the distances between control actuators limited. Locations of
control actuators may be differed when the size of space or surface is different, In this
situation, the location and arrangement of control actuators should be designed with the
consideration of using context, combining with other factors, such as human limbs
motion characteristics and control actuators function.

3 Priority Indexes of the Design Factors

3.1 Method

Many detailed indexes were involved in the three types of factors described above
related with the design of control actuators location and arrangement. In order to find
out the priority indexes, a questionnaire survey was carried out. Total 47 indexes,
which may have influence on control actuators location and arrangement design, were
included in the questionnaire, shown as following.

• Type of control actuators (hand and foot manipulate, voice and eye control)
• Dimensions of control actuators
• Function of control actuators (on/off or start/stop, general control actuators, safety

or emergency device)
• Anthropometric dimensions (anthropometric static dimensions, functional dimen-

sions, limbs reachable area and comfortable area)
• Task operation properties (operation accuracy, speed, force, visual checking, tactile

detect, avoiding interference, friction, wearing gloves and easy cleaning)
• Operation movement characteristics (movement type, movement axis, movement

direction, movement continuity, angle of rotation for continuous rotary, repetitive
movement, duration time, order, static posture holding time, supporting)

• Hand grip characteristics (grip type, hand part of applying force, applying force
method)
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• Grouping (whether to group, frequency of transforming operation between different
groups, distance in group, distance between groups, number of control actuators in a
single group)

• Importance of control actuators
• Using frequency of control actuators
• Correspondence with visual display
• Coding
• Operator habits

The participants were asked to evaluate the importance of each index according to their
experience. A five-point Likert scale was used in the evaluation, ranging from “not
important at all” to “very important”.

3.2 Participants

Total 26 participants coming from machinery company and automobile company
attended the investigation. Their ages were from 26 to 45 years old. Their career
experiences were 3 to 24 years. For their job title, 17 of them were designers of control
actuators, 9 of them were testers of control actuators. The investigation scene is shown
in Fig. 1.

3.3 Results

By the analysis on the investigation data, the top priority indexes for control actuators
location and arrangement were found out. The top priority indexes were regarded as
having larger impact on the location and arrangement, and should be considered firstly
in design period. Besides, the secondary priority indexes were also obtained.

(a) Designers of control actuators              (b) Testers of control actuators 

Fig. 1. Investigation scene
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(1) Operators physical characteristics

All of the indexes in anthropometric dimensions were evaluated as the top priority
indexes, including anthropometric static dimensions, functional dimensions, limbs
reachable area and comfortable area. Besides the anthropometric, operator habits was
also evaluated as the top priority indexes.

For the secondary priority indexes, most of the indexes in hand grip characteristics
were regarded as in this level, including hand part of applying force (finger/palm),
applying force method(normal/tangential direction). In addition, movement type
(linear/rotary), movement axis, and movement continuity (continuous/discrete) of
operation movement characteristics were also considered as secondary priority indexes.

(2) Task operation properties

The top priority indexes were operation accuracy, visual checking, avoiding
interference, and friction. Operation force were considered as secondary priority index.
Other indexes of the task operation properties were evaluated as less important, such as
operation speed, tactile detect, wearing gloves and easy cleaning.

(3) Control actuators features

The top priority indexes were the control actuators type of hand and foot manip-
ulate, the control actuators functions of on/off or start/stop, safety or emergency device,
importance of control actuators. The distance between control actuators with similar
functions or different functions, whether grouped or not, were regarded as the sec-
ondary priority indexes.

All other indexes that not belonged to the top or secondary priority indexes were
evaluated as not priority. Those indexes can be considered later in the design period.

4 Conclusion

Through the literature research related with the design of control actuators location and
arrangement, the three type of main design factors were summarized, including oper-
ators physical characteristics, task operation properties and control actuators features.
According to the investigation of detailed indexes of these design factors, the top
priority indexes were found out, which should be considered firstly in the design
period. These top priority indexes were anthropometric static dimensions, functional
dimensions, limbs reachable area, comfortable area, operation accuracy, visual
checking, avoiding interference, friction, the control actuators type of hand and foot
manipulate, the control actuators functions of on/off or start/stop, safety or emergency
device, importance of control actuators, and operator habits. In addition to the top
priority indexes, the secondary priority indexes were also presented.

The research results are useful for human machine interface designers to compre-
hend the design factors and priority indexes in the design process of control actuators
location and arrangement. What’s more, the design indexes concluded in this paper can
be used to evaluate existing location and arrangement of control actuators with prob-
lems of uncomfortable operation, high rate of misoperation or heavy load of operation.
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It is helpful for checking out the problems in the existing interface and amending the
unreasonability related with location and arrangement of control actuators.
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Abstract. This paper will investigate how the distinct role of the textile
designer can enrich the design process in HCI. It will advocate embodiment as a
design methodology by focusing on a subjective, visceral engagement with
material and physical computing using tacit textiles expertise. This theoretical
premise is explored drawing on the fields of soft robotics, organic user interfaces
and transitive materials for the fabrication of a responsive textile composite. The
research uses a range of theoretical references to support its concepts of design
thinking and computational materiality and deploys the methodological process
of autoethnography as a qualitative system for collecting and evaluating data on
the significance of textile thinking. This research concludes that there are
insights gained from the creative practice experimental methods of textile
thinking in HCI that can contribute to the commercial research and development
field in wearable technology.

Keywords: Material � Expressive surfaces � Aesthetics � Soft composite � Soft
robotics � Wearables

1 Introduction

1.1 Background

The human body and its component parts are, within a consumer electronics cultural
setting, frequently referred to as ‘body real estate’ [1]. It is commodified, objectified
and compartmentalized by companies and research laboratories eager to commercialize
and exploit the ‘hot trend’ of ‘Wearables’ [2] - smart watches, bands and headgear
embedded with sensing capabilities, which quantify, measure and calculate. As an
exhibitor at the International Consumer Electronics Show (CES 14, 15) and Consumer
Electronics Week (CE 13), the author witnessed an emerging commercial interest from
fashion and entertainment organizations seeking convergences. The majority of
‘wearables’ on display face issues of market unacceptability and statistical data
designed in the context of industrial engineering design practices. The consequences, as
exposed by the wearable technology trend of wristwear, are systems that fail to
acknowledge the complexity of being in this world [3].

Technologies acting at the interface of the body in HCI, offer an opportunity to
extend, explore and re-define user-experience. Yet the objectified standardization
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commonly found in a Cartesian-inspired design of human-machine integration can
isolate us within a fixed chain of procedures and overlook opportunities to develop
embodied, sensitive and nuanced methods of expression.

The embodiment theories of Maurice Merleau-Ponty [4] provide an alternative to
René Descartes’ dualism of a radical separation of mind and body – thus offering a
holistic lens to view and design a ‘soft machine’ through the active participation of the
lived body in different stages of the design process. Moreover, digital critic Jaron
Lanier argues in favor of re-designing machines by developing and articulating
self-expression [5].

Since 2010, there have been key developments in the arena of turning wearable
computing into forms that are more expressive. Increasingly, textile designers with an
affinity towards technology and its multi-sensory capabilities are re-branding as
‘Materials-experience designers’, ‘Trans-disciplinary designers’ and ‘Materiologists’ as
ways and means to describe their emerging position. It is within the commercial
wearable technology field itself that we can now interrogate developments. Gaps
identified include a lack of sensory ‘material’ awareness and experimentation. ‘Cute
Circuit’, one of the leading players in expressive wearable technology has found
success as a platform to popular culture through celebrity endorsement and soft elec-
tronics [6]. However, a focus on advancing purely the technology (miniaturization of
LED components embedded into garments) can result in a limited visual and sensory
language. ‘The Unseen’, in contrast, employ a materials-led approach of ‘Material
Alchemy’ experimenting with a range of responsive printed inks, such as heat-sensitive
(thermo chromic), and wind-sensitive (piezochromic) on such natural materials as
feathers and leather [7]. Despite this, the brand defines its practice in opposition to the
computational due to hard, clunky components and mainstream associations with
consumer-led wearable technology.

This paper will position a relationship between both material and computational
practices. Thinking through physical prototyping and reflexive practice is at the core of
the textile designer’s work. Therefore, an engagement with the textile practice allows
the exploration and experimentation of computational design through material,
allowing the maker to express their tacit knowledge. Conversely, the computational,
rather than being just a collection of clunky components used to measure and quantify,
can be applied to ‘textiles thinking’ as a tool for experiential, interactive and aesthetic
capabilities.

Subsequently, novel ways of designing the soft machine are now considered by
contesting user-led design in favor of design through exploration. Firstly, through a
contextual case study of the author’s work on wearable technology and secondly
through a series of small-scale composite experiments in ‘visceral softness.’

1.2 Case Study of the Author’s Work

In its autoethnographic approach, the author’s personal experience as a wearable
technology designer is used as a contextual starting point to position experiential as
opposed to user-led design in HCI (Fig. 1).
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In 2010, the author founded ‘Rainbow Winters’, a brand seeking to express the
emotive and aesthetic expression of technology [8]. The sound-reactive ‘Thunderstorm
Dress’ (2010), as an example, turned the wearer into a living Thunderstorm with an aim
to create ‘visual music’.

John McCarthy et al. introduced the experiential as a type of user experience within
HCI [9]. The ‘visceral’ visual connection to experience, rather than usability, meant
that the prototype reached a wider audience (fashion industry [10] and mainstream
news [11]) than was usually prevalent amongst traditional function-led wearable
technology. The ‘color-sensitive’ Garden dress developed at the Royal College of Art
(2014); Craft-based techniques such as hand printing and embroidery were appropri-
ated alongside a soft circuit, micro-controller and sensor as a method to blend the
physical and the digital.

The physical experience of making each component of the prototype led to new
awareness on the limitations of expression in current technology such as the LEDs and
Electroluminescence, with their one dimensional, emissive and binary expressional
capabilities. Yet, this binary method is alien for textile designers who work in a
distinctive way using explorative, unplanned, non-linear, experimental, unknown and
unforeseen outcomes. The relationship between the senses and arts practice can be
defined by Sarah Pink’s sensory ways of knowing [12].

Could therefore, an inherently subjective and reflective qualitative design
methodology, such as autoethnography, which explicitly seeks to evoke the experience
of the maker, be placed within HCI?

2 Related Work

2.1 Material Lens HCI

Framed within a material lens, this paper intends to translate embodiment as a design
methodology by engaging the human body beyond the conventional screen-pointer

Fig. 1. Left: Thunderstorm Dress, Right: Garden Dress
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interface. The application of computational components to flexible, soft substrates blurs
the boundaries between the physical and the digital, thus transforming our notion of
materiality.

Several researchers have discovered the potential of Soft Materials within HCI [13]
to perform as a convergence tool between the physical and digital. Anna Vallgårda
et al. [14], and Robles and Wiberg [15] articulate a new vocabulary in computational
material design by advocating a material strategy and position aesthetics as a driver for
novel computational materiality [16]. Whilst Frankjaer and Gilgen define the Soft User
Interface [SUI] as technology ingrained within flexible materials [17].

We can, therefore, infer that there is a requirement for design to appropriate its own
material language and methodologies in the research and development process of
advanced materials – especially, if designers may concentrate on attributes such as
form, expression and aesthetic. The Design-Science, Technology, Engineering, Maths
model [D-STEM] proposed by Toomey et al. [18] calls on designers to apply intuitive
and non-intuitive methods in the development of smart materials as part of their
materials toolbox. An experiential understanding of these novel materials gives the
designer new knowledge to understand innate characteristics and affordances [18].
Ylva Fernaeus et al. for example, introduces ‘soft hard-ware’ as ‘electronic compo-
nents, coating, and shells built from soft, malleable materials’ [19].

Under the wider term of ‘Programmable Materials’, the emerging fields of Tran-
sitive Materials [20], Organic User Interfaces [20], and Soft Robotics [21] can redefine
our understanding of both computation and interaction [22].

‘Transitive Materials’ unite physical materials, and their unique and diverse
properties, with the computational [20]. These novel substrates fused with computa-
tional properties offer an opportunity to explore interaction through adaptive surface
properties [23] stimulating both visual and tactile senses, which may not be apparent in
flat interfaces with emissive light changes.

Organic User Interfaces (OUI) can be defined as a user interface with a non-flat
display. Holman et al. use the textiles analogy of knitwear to ask what computers
would look like if designed with a delicate sensibility [24] and explore the physical
materiality of paper as being malleable and possessing haptic, visual cues.

Traditionally robots are comprised of inflexible, hard material and joints. The
emerging field of Soft Robotics uses flexible materials such as soft elastomers
embedded with sensing and actuating properties [25].

Rolf Pfeiffer et al. advocate embodiment as a methodology in bio-robotics;
embodiment becomes an ‘enabler for cognition’ [26], especially as soft robotics use
flexible and soft materials which require manipulation [26]. Further, composite struc-
tures are used as a technique in soft robotics to combine the mechanical properties of
different materials [27]. Pneumatic networks, for example (networks of small channels
in elastomeric materials) [27] can open design opportunities within wearables due to
their flexible and conformable nature.

Until now, soft robotic applications have been limited to function-led products such
as a pneumatic glove for hand rehabilitation [28]. Within the textile domain soft
robotics remains under-explored even though both subjects focus on the innate char-
acteristics of ‘soft’- stretchy, malleable, fluid, tender, manipulated, adaptable, sensorial,
sensation and highly tactile.
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2.2 Textiles Thinking

What assumptions can we challenge for textile design? Its ubiquity and lack of critical
design discourse hide an effective methodology, which is ripe for development, to
re-define user experience within HCI. By moving the machine into the realm of ‘soft’ -
adaptable, shape-shifting and ubiquitous textiles, this paper will pose the question:
‘why does ‘soft’ matter?’

This study is based on the premise that the textile designer can appreciate and
respond to complex emotional and aesthetic influences. Claire Pajaczkowska argues
that an embodied relationship with material stimulates a distinctive type of thinking
[29]. As illustrated by Textile designer, Rachel Phillpott, whose practice is character-
ized as a playful manipulation of materials driven by embodied knowledge with the
potential to expand from an anticipated guideline in creating new inventions [30].

Sensibility within the context of re-defining user-experience has been represented
by McCarthy et al. as sensory fluency [31]. This particular sensitivity to material
experience detailed as delicacy, subtlety, intuition, feeling, responsiveness and per-
ceptiveness, is embedded within the tacit knowledge of the textile designer who makes
use of a range of sensory clues.

Textile theorist Elaine Igoe contests Nigel Cross’s non-acknowledgement of
methods used by designers who have a close understanding and unique relationship
with materials (textiles, fashion, jewellery, ceramics, glass). The designers reviewed by
Cross in developing ‘Designerly ways of thinking’ [32] all share a similar background
(industrial, product, engineering design) and apply user-led design methodologies
which focus on functionality and practical applications. Igoe asserts that the textiles
design process needs to be articulated to validate a critical awareness of its distinctive
type of design thinking with its own ‘specific methodologies’ [33]. This utilization of
tacit textiles knowledge is transformed to create surfaces, which are aesthetic, haptic
and engage directly with the subjectivity of the maker [33].

Textiles sensibility needs to enter a dialogue with HCI to enrich the discourse in
wearable technology and as a method and process of innovation within a growing
commercial arena, which needs further validation. In this light, McCarthy et al. align
with Igoe in placing equal importance on sensation and cognition [31]. Materials can
play an essential part in brand positioning therefore, qualitative perceptual qualities
such as tactility, visual impact and user experience play a role [34]. Donald A
Norman’s framework for analyzing design on an emotional level constitutes the fol-
lowing: Design evokes an emotional response at three different levels: the visceral, the
behavioral and the reflective [35]. Behavioral design relates to functionality and
usability favored by traditional HCI user-experience. The ‘visceral’ relates directly to
our experiential and sensorial experience where the material rules supreme - physical
features (look, feel, sound) prevail (shape, form, physical feel and texture).

Industrial design can find design processes used in the more affective disciplines
such as textiles, fashion and theatrical design challenging. Norman characterizes
emotions as fundamental to fashion [35] yet translating a mood, expression or feeling is
inherently subjective and not quantifiable; film-makers for example do not start out
their process with earnest user studies and insights. Therefore, the nature of industrial
design and the design methods with a pre-disposition towards use and usability mean
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expressive and emotional methods are often overlooked. This user-led approach to
design, which Cross advocates tends to reduce people to grouped commonalities,
which this research argues, would by default, reduce expressional capabilities. Norman
aligns with this approach claiming that user-centered design is not always appropriate
for either visceral or reflective design [35].

2.3 Affect and Visceral Engagement with Material

This research frames the design of the soft machine within the ‘Visceral’ layer of
emotional design as charted by Norman [35]. Visceral is a theme often found in the
context of theater and film for the creation of ‘affect’. Youn-Kyung Lim et al., for their
part, explore emotional experience in interaction design - using Norman’s definition of
‘Visceral’ as ‘perceptually-induced reactions’ which relate directly to our physical
senses [36].

Positioning textiles as an interface for the experiential, can we imagine a ‘visceral
soft system’ that engages our body and its sensory experience: optical, acoustic,
olfactory, tactile, thermal, kinaesthetic, proprioceptive, visceral and cross-modal? An
experiential textiles interface could be described as translating one subjective experi-
ence into another, a human transitional experience. However, in traditional computa-
tion the computer engineers build the tools that are invariably technically driven [37]
and designers/artists are thus limited to using these tools.

Framing the design of the soft machine within the ‘visceral’ layer of emotional
design offers an opportunity for expressive surfaces to be fabricated through pro-
grammable matter. Norman speaks of future machines as layered systems of affect [35].
The textiles designed through ‘visceral softness’ are designed for purpose, to translate a
‘visceral experience’. They cannot be replicated through standard off-the-shelf mate-
rials but go through a range of textile processes by the designer.

Textiles have the potential, within the field of HCI, to offer magical, functional,
ubiquitous, accessible, intimate, curious and multi-dimensional behaviors. McCarthy
et al. for example, re-examine user-experience as felt experience through the concept of
‘enchantment’. They question how designers can use this tool in the design of inter-
active systems within HCI to build affective attachments through the sensuality of the
artefact, a playful regard of material and the potential of its transformational qualities
[31]. Ling Yao et al. have developed a technical framework for pneumatically actuated
composites illustrating for example dynamic texture change and composite sensing
layering [38]. A function-led approach of developing potential application such as a
shape changing mobile is employed. However, the point of departure in this paper is
located within ‘sensory making’ as described by Pink with particular attention to
sensory perception and experience [12]. We build on Yao’s framework by fabricating
interactive pneumatic and fluidic surface design within specific ‘textiles thinking’
methods. Developing the ‘sensory engagement’ layers of the composite through
experimentation with surface design, color, texture and pattern.
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3 Soft Responsive Composite Textile

3.1 Methodology

Through a textile design composite, we can now introduce the term ‘visceral softness’
and advocate an approach that builds the ‘machine’ on the principles of embodied
interaction.

The ground-work for the ‘textile thinking’ experimental process within HCI is laid
out as a detailed set of instructions in the context of Autoethnography, a distinctly
subjective iteration of traditional design thinking models that includes human experi-
ence [39] as well as the embodied experience of materials. We draw on Pink’s notion
that sensory participation is a reflexive and experiential process [12]. By seeking out
directly subjective, tacit knowledge, the author is thus positioned as a researcher and
participant in a method that encompasses human experience, experience of materials, as
well as problem solving.

The instructional method serves to translate tacit textile knowledge into an explicit
and reproducible process. Further, we wish to build on an emerging methodology
within HCI to translate the experiential; Kristina Hook for example uses autoethnog-
raphy as a tool to convert embodied experiences into new knowledge [40].

3.2 Composite Experiments: Visceral Softness

This initial stretchable composite prototype uses off-the-shelf materials as a ‘technology
blue-print’ using a 3 V air motor, 12 V peristaltic pump, sound sensor and proximity
sensor. The composite layers comprise of (1) Active texture and (2) Fluidic Actuation.
To move the composite into an autonomous soft prototype, we propose in the next
iteration to include the layers of (3) soft circuit and (4) battery. The ‘sensory engage-
ment’ layers (active texture and fluid actuation) combine traditional textile craft tech-
niques used in print and mixed media (surface disruption, layering and interruption).

This materials-engaged and explorative method of working builds upon emerging
approaches, which consider the embodied and experiential value within HCI as
opposed to a function-orientated, user-centred approach. Examples include Heekyoung
Jung’s ‘materiality understood through exploration rather than use’ [41, 42], Felicia
Davis’s, ‘research through material’ [42], and Coelho et al. fusion of new technologies
with craft as a basis for manifesting unexpected design opportunities [23].

3.3 Instructional Method for Building a Soft Machine

These instructions have been adapted from the ‘Soft Robotics’ Toolkit, an open-source
resource to contribute to the advancement of soft robotics from the Whitesides
Research Group, Harvard University [43]. In our process, we use a metaphor of
cooking, with a range of options to be adapted for each layer.

Ingredients

• Required materials: silicon (Eco-flex 00-30), 3 V pneumatic mini pump, 12 V
peristaltic pump, 1 mm I.D x 2 mm O.D clear translucent silicone tubing (for fluidic
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layer but size is interchangeable), 1.5 mm I.D x 3 mm O.D polyethylene tubing
(active texture layer), non-woven fabrics Vilene (Lutradur 30 gm).

• Optional materials: silicone pigments, colored powders, fibers (in different colors,
we used fibers also found in applications such as prosthetic make-up, model-making
garden fiber), 3D printed molds for elastomer channels.

• Tools: scissors, pins, cutting knife, metal baking tray, disposable gloves, wooden
stir sticks, soldering iron, latex gloves, mixing/measuring cups.

• Optional: sublimation printer, heat-press, 3D printer for molds.

Step One: Inspiration Devise a mood board (a collection of textures, colors and
images) to capture thoughts, glimpses, nuances and impressions. This experiment used
for example macro-photography to explore surface through organic forms, texture, and
the secret enchantments of the natural world. Textile designers often use found
materials or pictorial experiences to convey a tone or atmosphere and will embed
physical tactile references and unconventional materials into their experimental pro-
cesses to create brand new forms. This mood board will be the blueprint for feeding
into the ‘sensory-engagement’ layers of the composite. Images and thoughts expressed
in a quick, instinctive, visceral manner.

The composition of the mood-board invited a story of interaction to investigate
experiential textiles creating novel interactive expressive surfaces. Suggestive ideas
started to emerge such as skin and water gasping, breathing acoustics, swarm, bass, beat.

Step Two: Electronic System. Assemble the circuit. Inputs: gesture sensor APDS-
9960, electret microphone BOB-09964. Outputs: 3 V pneumatic motor, 12 V peristaltic
pump. Control: Arduino Pro Mini 3.3 V data processor. Power: 9 V batteries (X 2),
step-down voltage regulator D15V35F5S3. We use a sound and proximity sensor but
the sensors can be interchanged depending on the interaction required (Fig. 6).

Step Three: Composite Fabrication

• Sublimation print to a non-woven polyester (Lutradur 30). Heat from a soldering
iron can be used to distress the material and re-imagine surface qualities, structures
and textural qualities.

Fig. 2. Left: Silicon Mixture and ingredients [colored powder, gold-flakes, grass fibers, beads,
yarns]. Middle: Multilayer making process. Right: Multi-layer composite with active texture and
fluid actuation. (Color figure online)
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• Mix part A and part B Ecoflex into a measuring cup equally. Spread a very fine
layer over the printed fabric samples. Cure for four hours.

• Pour a layer of EcoFlex on a baking tray (layer 1), pigments and fibers can be mixed
to create a variety of tensile strengths. Mixed-media layering involves freely
combining any and all kinds of materials that you want to use in creating the
composite. Painterly methods of layering, dripping, pouring, and glazing enable
expressivity and the multi-layer structures evoke a tactile quality where
human-made imprecision is a desired part of the result (Fig. 3).

• Active texture layer: Coat the edges of (layer 1) with a small amount of Ecoflex to
bond and place on the cured printed fabric sample (this forms as an adhesive)
(Fig. 5). Cure for four hours. Use a pin to insert a hole for tubing into layer 1.

• Fluidic layer: fix silicon tubing onto the printed fabric sample with EcoFlex. Here
we use fluids as a display surface as an alternative to compressed air (Fig. 4).

Step Four: Testing. Together with the aforementioned Design-STEM model pro-
posed by Toomey et al., this method calls for designers to assert both a sensory and a
technical fluency in the development of smart materials. In a commercial context this
would mean that the designer, rather than accepting a submissive role in STEM
developments, would instead move ‘to one of active influence and effect from within
this arena’ [18]. ‘Textiles thinking’ is discovered through a direct visceral engagement
with physical materials and experimental technology to uncover subjective capabilities
such as imagination, touch and material manipulation.

Fig. 3. Left: Pouring silicon over grass fibers. Right: Form adapted from Pneu-Net elastomer
channel molds.

Fig. 4. Tests on sound-activated fluid-actuation layer. Composite embedded with grass fibres
and silicon tubing.
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It was interesting to note the difference between the objective methods (assembly of
the circuit) and the subjective methods (mood-board, material experimentation)
(Figs. 2 and 6).

3.4 Future Development

This paper demonstrates an embryonic prototype of a responsive composite textile
interface with active texture and fluidic actuation. Technical limitations include a
reliance on conventional, rigid electronics to connect the sensors and actuators. In
addressing limitations, further development will comprise the integration of soft printed
conductive circuits, assembly of multiple micro-pumps (Mp6 Bartels) [44] and flexible
battery to devise a soft autonomous system suitable for wearable applications (Fig. 6).

Soft, stretchable electronics have been defined by Rus et al. as the next stage in the
growth of soft robotics and material machines [26], which our next development would
hope to exploit.

Further, McCarthy et al. place the concept of ‘enchantment’ within a commercial
context suggesting application such as ‘wearable technology’ [31]. The instructional

Fig. 5. Tests on proximity-sensitive active texture layer. Composite embedded with prosthetic
makeup ‘flesh’ fibers and textile yarns.

Fig. 6. Left: Current prototyping circuit. Right: Next iteration of portable micro-pumps for
wearable applications.
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method on textiles thinking within HCI will be tested on a range of participants with
the aim of informing research and development strategies in wearable technology with
qualitative research data.

4 Conclusion

The results obtained from the literature survey and autoethnographic approach to
designing a soft responsive composite, indicate that this may only be the beginning of a
discourse into how ‘visceral material exploration’ contributes to the design discourse of
Wearables. An evaluation strategy will be constructed to survey key stakeholders
including textile designers, R&D departments and commercial tradeshow platforms
such as CES. Alongside autoethnographic data, this will provide further evidence that
design usability can be expanded to include experience, advocating a material based
approach to constructing the soft machine.
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Abstract. With the development of technology, the electric cookers have
become more and more powerful, more and more complex, then bring new
usability problems, such as difficult operation, unclear of function meaning.
Aiming at these ergonomics problems, this study first proposes to use a com-
bined means of usability testing and EEG to evaluate display interface of electric
cookers. The index system of intelligent electric cooker display interface
ergonomic evaluation is built on questionnaire survey and research on the
related documents. The three chosen intelligent electric cookers are evaluated on
this basis. Consequently, ergonomics problems of electric cooker display
interface are discovered and related proposals for improvement are proposed.
These ergonomic problems, which are found to avoid problems in the design
and redesign process of intelligent electric cooker, provides direction of
designing the electric cooker display interface.

Keywords: Intelligent � Electric cooker � Display interface � Ergonomics �
Evaluation

1 Introduction

With the rapid development of technology, the functions of electric cooker become
more and more, and the operation is more and more complex, then many ergonomics
problems, such as the operation becomes hard, function definition is not clear and so
on, come along. This violates the user’s pursuit of convenient, simple and efficient, it is
a great strike to the user’s interest, also hinders the development of intelligent electric
cooker.

In view of the above problems, it is necessary to make a scientific and reasonable
evaluation on display interface for intelligent electric cooker, thus can provide a ref-
erence for the design and redesign of intelligent electric cooker, and improve
human-computer interaction.
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2 Determination of the Evaluation Method

The usability evaluation is one of the main methods of evaluation for display interface.
There are many traditional usability evaluation methods, such as heuristic evaluation,
usability testing, cognitive walk-through, action analysis, structured and unstructured
interview, and questionnaire survey model. These methods have been widely applied in
many evaluation processes, suitable for variety of interface design and development,
and each has its benefits and drawbacks1.

With the development of cognitive science, physiology and psychology, and so on,
some scholars begin to use the method of cognitive psychophysiology such as eye
movement and electroencephalograph (EEG) technology, to research the usability2.

This study first proposes to use a combined means of usability testing and EEG
technology to evaluate display interface of electric cookers.

This method mainly includes three steps:

1. Determine test plan: It mainly includes establishing the index system, designing the
experiment tasks and settings the experimental process.

2. Evaluation process: Evaluate the evaluation objects according to the test plan.
3. Analyze the results and write reports: Analyze and arrange the results of test, and

write related reports.

3 Establishing the Evaluation Index System

The index of the usability is the evaluation index that reflect the degree of products
available for related users, in the usability research and practice [3]. According to the
view of International Standardization Organization (ISO) and experts in the field that
usability includes three main aspects, which is efficiency, learnability and satisfaction
[4, 5, 6, 7, 8], The index system of intelligent electric cooker display interface, are
constructed, through a questionnaire survey and combining with the existing research
results [9], besides, the characteristics of the three chosen sample electric cooker to be
tested are also taken into account. The index system is shown in Table 1, which O
stands for overall goals, Oiði ¼ 1; 2; � � � ; 7Þ stands for sub-goals, Uk stands for Index
layer.

4 Determination of the Weight for Each Evaluation Index

4.1 G1 Method

This study use the G1 method to determine the weight for each evaluation index of
intelligent electric cooker. G1 method is an improved method which roots in AHP
method and overcomes the defect of the AHP method, put forward by Northeastern
University professor Guo Yajun. The basic principle of this method is sorting all the
index of the same index layer first, according to certain evaluation criteria. Then assign
the importance of adjacent index quantitatively according to the identified method.
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The Weight Factors of each index in the same index layer can be got through calcu-
lating the results of sorting and assignment [10, 11]. For example, if the evaluation
index set of one index layer is u1; u2; . . .unf g, then the steps of the method are:

Sorting the importance of the index. If the importance of index uif g is greater (or not
less) than index uj

� �
, according to some evaluation criteria, marked as fui � ujg.

Experts in the related field are asked to choose the most important index (only one)
in the evaluation index set according to some evaluation criteria. Then choose the most
important index (only one) in the rest index according to the same evaluation criteria.
After n times of choosing, a sole relationship of importance is determined as
formula (1):

fu1 � u2 � � � � � ung ð1Þ

Assigning uk�1 and uk through comparing and judging the importance of them. If
the ratio of the importance of uk�1 and uk , namely wk�1=wk, is as formula (2) shown,
according to the judgement of experts.

wk�1=wk ¼ rk; k ¼ n; n� 1; � � � ; 3; 2 ð2Þ

The assignment of rk can refer to Table 2.

Calculating the weight coefficient wk . The weight coefficient wi for index ui can be
calculated through formulas (3) and (4), according to rk , then the weight coefficients of
all index in the index set fu1; u2; � � � ; ung can be got.

wn ¼ ð1þ
Xn
k¼2

Yn
i¼k

riÞ�1 ð3Þ

wk�1 ¼ rkwk; k ¼ n; n� 1; � � � ; 3; 2 ð4Þ

When the number of experts is more than 16, the weight coefficient of the evalu-
ation objects changes to be stabilized, that is to say the current weight coefficient is
reliable [12]. So this study hired 20 experts, considering the actual situation. The 20
experts gave their own judgment on the same issue at the same time.

Table 2. Reference values of rk

rk Note

1.0 Index uk�1 has the same importance with index uk
1.2 Index uk�1 is slightly more important than index uk
1.4 Index uk�1 is obviously more important than index uk
1.6 Index uk�1 is strongly more important than index uk
1.8 Index uk�1 is extremely more important than index uk
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4.2 The Results and Analysis of Weight Coefficient

According to the result of the research and formulas 3 and 4, it is easy to obtain the
weight of each index, as follows:

fWO1
;Wo2 ;Wo3g ¼ f0:32; 0:33; 0:35g;

fWo11 ;Wo12 . . .Wo14g ¼ f0:24; 0:27; 0:26; 0:23g;

fWo21 ;Wo22 ;Wo23g ¼ f0:34; 0:31; 0:35g;

fWo31 ;Wo32 ;Wo33g ¼ f0:32; 0:33; 0:35g;

fWu11 ;Wu12 ;Wu13g ¼ f0:36; 0:33; 0:31g;

fWo21 ;Wo22 . . .Wo27g ¼ f0:14; 0:15; 0:16; 0:14; 0:11; 0:11; 0:16g;

fWu31 ;Wu32g ¼ f0:52; 0:48g;

fWu41 ;Wu42g ¼ f0:46; 0:54g;

fWu51 ;Wu52 . . .Wu56g ¼ f0:15; 0:17; 0:14; 0:21; 0:20; 0:13g;

fWu61 ;Wu62g ¼ f0:49; 0:51g;

fWu71 ;Wu72 ;Wu73g ¼ f0:36; 0:34; 0:30g:

5 Evaluation Case

5.1 Experiment Device

The experiment proceeded in the usability lab, and the UX office system provided a
whole-process monitor. The EEG data is provided by NeuroEdu device. NeuroEdu
adopts portable brain wave device as the front-end EEG measuring equipment which
can capture the EEG data and other psychological state parameters of subjects. The
equipment is very easy to wear, to use, safe and comfortable, stable and reliable at the
same time. The main indicators to be measured is sentiment index and caution index.
“Caution index” indicates the current “caution indicator” or “concentration level” of
users, and reflects the level of users’ concentration. The mental status, such as upset,
trance, inattention or anxiety will reduce the value of “caution index”. “Sentiment
index” parameter indicates the current “tensity” of users. “Caution index” and “sen-
timent index” indicate the users’ caution index level and sentiment index level with a
definite value among 1-100. If the value is higher than 60, then it indicates that the
subject is in a high level of concentration and tension.
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5.2 Experiment Evaluation Team

The evaluation team is composed of conductor and several reviewers. The conductor
leads the reviewers to perform the pre-set task and evaluate the parameters that need to
be evaluated. Beside this, the conductor needs to record the process of the experiment
also.

The reviewers most are consumers. They can be common consumers or specialists
with professional experience. The common consumers can put forward their subjective
feelings or estimate. And the specialists can give some professional advises.

Nielsen and Landauer find a functional relationship between the number of
usability problems and the number of participants. When there are more than 12
participants, almost all problems could be found13. So in this experiment, the number
of reviewer is 12.

5.3 Evaluation Objects

Considering the characteristics of intelligent electric cooker, this study selects 3 typical
electric cookers, marked as sample 1, sample 2, and sample 3. The buttons on sample 1
and sample 2 are physical buttons, and the buttons on sample 3 are touch buttons.
Sample 1 has 21 adjustable programs. Sample 2 has 20 adjustable programs, and
sample 3 has 12 adjustable programs. Since the versatility and complexity of display
interface for intelligent electric cooker, it isn’t scientific to evaluate on the whole. Thus,
according to the analysis of display interface for intelligent electric cooker, this study
will evaluate from 10 aspects, such as the display interface layout, information read-
ability, etc. As shown in Table 1.

5.4 Evaluation Process

This study uses a method that combined usability test and EEG to evaluate display
interface of electric cookers. The evaluation process can divide into 4 stages.

1. Preparatory stage. In the preparatory stage, the tester need to prepare 3 intelligent
electric cookers and set experiment tasks. According to people`s habits and the
consideration of the characteristics of each selected electric cooker, this study
chooses three typical tasks and one open task for each reviewer. Typical tasks are
stewing, cooking congee, and reservation timing.

2. Reviewers recruit stage. The result of experiment has a great relationship with
reviewers, so the reviewers recruit is very important. The reviewer must have a
certain discernment and experience of using intelligent electronic device.

3. Evaluation stage. This stage is the core of the whole evaluation. It is divided into
three parts. The first part is a preparation for the next parts. After the subjects wear
the NeuroEdu hair band, the conductor open the video monitoring equipment. In the
second part, the conductor introduces the display interface of the three intelligent
electric cookers, and explains the evaluation index system to the reviewers. If the
reviewers have any questions, the conductor has a responsibility to explain and
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demonstrate. In the third part, the reviewers perform the evaluation under the
conductor’s guidance. The reviewers operate the tasks on the usability testing
record chart one by one, then grade the three-class index on the user experience
score chart. The scale of marks is a five-grade marking system. At the same time,
the conductor records the problems during the evaluation and the number that error
appears, etc.

4. Result output and analysis stage. After the evaluation, the tester process the eval-
uation data collected. The data is classified into two kinds, usability data and EEG
data. Usability data contains quantitative data and qualitative data. The quantitative
data includes the reviewers’ grade of three-class index, the time needed to complete
the tasks and the number error appears, etc. The qualitative data includes the
usability problems that reviewers find during the evaluation. The basis of quanti-
tative data is qualitative data. The conclusion made from quantitative data could be
proved by qualitative data; EEG data contains caution index and sentiment index.

6 Analysis of the Results

6.1 Analysis of Usability Results

Analysis of Qualitative Results. By summarizing the usability problems put forward
by reviewers, the three electric cookers can meet the basic needs of people, but still
have some usability problems. For sample 1: the space consistency between display
device and control device doesn’t conform people’s usage habits; and the reservation
timing function is very complex to use. For sample 2: the motion consistency and habit
consistency between display device and control device doesn’t conform to people’s
habits. It causes people don’t know how to operate it. Besides, the color contrast of
background and fonts is not very obvious. The button isn’t sensitive and people can’t
conform the current operation status. For sample 3: the display interface is too small,
and the fonts is not very clear; the variation of screen colors is unreasonable; the
information display doesn’t conform to people’s habits and the functional adjustment is
complex.

Analysis of Quantitative Results. Summarize the time needed to complete the former
3 tasks and the percentage of error, the results shown as the Tables 3, 4, and 5. It can be
seen from the table that sample 1 is superior to sample 2 and sample 3.

According to the score of every index given by reviewers and the relevant index
weight product, the usability score of sample 1, 2, 3 are 4.23, 3.83, and 3.82,

Table 3. The statistical result of the cooking task

Sample
number

Average time needed to
complete the task (s)

Percentage
of error

Mean value of users’
satisfaction score

Sample 1 37.0 0 % 4.2
Sample 2 50.0 17 % 2.9
Sample 3 45.8 8 % 3.0
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respectively. Both users’ satisfaction and usability score can declare the usability
design of sample 1 is better.

Global Analysis. As far as the qualitative results can indicate that sample 1 has less of
usability problems. As far as the quantitative results can indicate that sample 1 has a
higher score and users’ satisfaction score. Sample 2 and sample 3 have a little dis-
tinction. We can draw a conclusion that the number of functions is out of proportion as
usability. More functions don’t mean good usability.

6.2 Statistical Analysis of EEG Results

The EEG results are arranged as Table 6 shown. It is indicated that the usability design
of these 3 electric cookers is good, because the percentage of average value over 60 for
caution index and sentiment index are very low. But, on the other hand, it is indicated
that when subjects operate these three electric cookers, they would feel tense. Because
the percentage of maximum value over 60 for caution index and sentiment index are
very high. Furthermore, the percentage of sample 3’s each index are lower than the
other two sample. It has a relationship with the simple operation program, which could
reduce the mental burden of users.

6.3 Analysis of Global Results

From the usability test result and EEG test result, it can be seen the usability design of
these three electric cookers is relatively good. But there are still some error ratio, and
the users’ satisfaction score is not that high. The user would feel tense during operating
the electric cooker. Therefore, these three electric cookers should do something to
improve their effectiveness, efficiency and users’ satisfaction combining their charac-
ters to make human-machine interaction more friendly.

Table 4. The statistical result of the porridge task

Sample
number

Average time needed to
complete the task(s)

Percentage
of error

Mean value of users’
satisfaction score

Sample 1 36.0 8 % 3.8
Sample 2 36.2 8 % 3.6
Sample 3 38.3 8 % 3.4

Table 5. The statistical result of the making an appointment time task

Sample
number

Average time needed to
complete the task(s)

Percentage
of error

Mean value of users’
satisfaction score

Sample 1 26.9 0 % 3.9
Sample 2 32.4 0 % 3.8
Sample 3 27.8 8 % 3.6
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7 Conclusion

The aim of evaluation is finding the problem and solving the problem. This paper used
a method that combined usability test and EEG to find problems existed in the display
interface of electric cookers. This article is of great significance:

• Using NeuroEdu equipment to evaluate the usability of electric cookers, we can
monitor the changing emotion of subjects during the experiment, and we can
understand the users’ needs, so that we can improve the display interface.

• By using an innovative method that combined traditional usability test and modern
electroencephalograph (EEG), we can find usability problems from both subjective
and objective aspect, and solve these problems to improve the usability of intelli-
gent electric cookers.

• This study provides a direction for the display interface design of intelligent electric
cookers. It makes the target consumers experience the product innovation as early
as possible. This study can shorten the product innovation process, in order to
reduce the defect after the product come into the market, improve the product
quality.
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Abstract. With the development of information technology in recent years,
smart device becomes the most popular topic of product design. Our research
attempted to use smart device product as breakthrough point, choosing myopic
treatment instrument as object to make further exploration. We first made a
prototype design for the myopic treatment instrument. After collecting the
corresponding users data of the prototype, the data was resolved, filtered and
analyzed by the statistical methods. Through the research, we found that smart
device had already made a big influence on product architecture design. The
finding of smart device product oriented to user experience innovation can
provide help and reference for the future design of smart device product.

Keywords: User experience � Smart device � Product design � Data analysis

1 Introduction

Recently, the rapid development of electronic technology leads the product to be
intelligence. Now smart device has become the focus of each product area. In CES
ASIA 2015, smart home and wearable device become the most popular product of
electronics show. After Apple launched the new product “Apple Watch”, other com-
panies joined in the same area one after another, while the concept of “smart home”
also swept the global world. Meanwhile, the World Internet Conference has been held
twice. None of the internet enterprise can avoid the topic of smart device in discussing
the future of the Internet. The major enterprises like Alibaba and Tencent pointed out
that smart device would be the next innovative direction of the Internet. Now smart
device quickly build its own ecosphere by “hardware” plus “service”. And the cus-
tomer which smart device faces to has changed from the young or geek to normal
people. A series of excellent smart devices including smart band, smart watch is
approaching the public life through the good product design. In return, the popularity of
smart device also affects the product architecture.

Figure 1 shows that the number of global internet device increase at a high speed
from 2010. The Internet magnates evaluate the smart devices as the next market of
billions level. With numerous smart devices released, we found that the feature of
combining software and hardware and connectivity made the smart device different
from the traditional industrial product in product design. The traditional product
innovation was driven by technical innovation, but the smart device focused on mining
potential user demand to achieve innovation of user experience.
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2 Related Work

We chose myopic treatment instrument as experiment object as it was different from the
smart glasses. It lacked of typical product and could not be classified as smart glasses.
Unlike the Google Glass or some virtual reality devices, it aimed at the medical cure,
which contains different requirement of appearance and function. According to the
investigation, the myopia rate is about 22 % and in China, almost 4 hundred million
people are myopia and the rate reach up to 33 %, which may even rise. The myopia has
already become a big problem in China. Concerned as a way to prevent or remit
myopia, the myopic treatment instrument is created to focus on the people who are
myopia or may become myopia, especially children in 7 to 18 years old.

Through the market research, we found the most effective method of the treatment
whose theory is to make the visible things away in order to adjust the eye muscles to
release the eyeball. Currently, the treatment instrument based on the theory is quite
simple. It is realized by some mechanical structure and is not smart at all. So we made
some changes on the instrument to intelligentize it. During the transformation, we
conduct some user investigation and depth interview to collect the key point of user
experience, which contains:

• The perspective of existing myopic treatment instrument is negative
• The feature which users most care is medical effect, comfort and appearance.
• Safe, technical, comfortable and portable are the key words that users describe the

ideal instrument.

Fig. 1. Global internet device installed base forecast
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• Users are willing to accept the suggestion sent by the smart device and they believe
it is more correctly than their own experience.

Based on the user research, we made a prototype design (Fig. 2). We set a series of
colors, which user can select their favourite one, to fit the users personalization.
Undertint was used to construct the atmosphere of safety and modernization. The
materials of the prototype include plastic, glass, and rubber. Metal was abandoned
because of its weight can not fit the glasses. Real product may use carbon fiber instead.
The inside part of frame is made of rubber so as to transform to fit different size of head.
The sensors and data acquisition units are packaged on the side and behind so user
would not feel uncomfortable or weird about the structure of the product.

Meanwhile we conceive the interface of application (Fig. 3). It contains the data
collected under different circumstances. According to the commerciality and enjoy-
ment, we engaged the social sharing. The interface can show about the usage and the
result measured by the instrument. It would also estimate the degree of fatigue in order
to give the correct suggestion. The application interface aimed to show the user how
high the degree of myopia and what he should do to relax his eyes.

Fig. 2. Product prototype

Fig. 3. Application interface
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3 Experiment

After we created a model of smart myopic treatment instrument by prototype design,
we need to test its function module and explore the link between smart device and
product architecture. We take an experiment by comparing the prototype and traditional
treatment instrument. Volunteers would take part in two similar test to help us find out
the difference of two instruments. We would observe the usage of two products, obtain
the responsive data collect by sensors. The data mining can help us to acquire the
preference and habit of users, also would contribute the algorithm of suggestion. As the
traditional treatment instrument does not have any sensor, so we would do the statistic
record manually. The research needs several volunteers and the basic requirements are:

• Age 10-18, all genders.
• Myopia degree 100-500.

The experiment requires the volunteers to use two instrument for about one week,
at least once a day and at least 15 min each time. This is because that the therapy of the
instrument requires a long duration to take effect. The data we collect would be divided
into two parts: the measured data and subjective assessment. The measured data means
the data directly collected by the sensors, which can represent the usage of each
volunteer. The subjective assessment is about the opinion from the volunteer of the user
experience that would help us to improve the product.

To analyze the measured data, a SPSS file has been created including all of the
collected data. In the file, we used descriptive statistics and cross-comparison of each
volunteer, including these:

1. According to the statistics, analyze the time and rate of usage of two treatment
instruments.

2. Analyze the change in visual acuity of the single volunteer and judge whether the
suggestion given about using eye is correct and timely.

3. Compare the usage of each volunteer by correlation analysis.
4. Four groups of antonym adjective are digitized before given to each volunteer and

they had to choose the appropriate number that represented their true feelings.
5. According to those analysis, we would do the data mining to obtain the real

requirement of users so that the prototype would get improvement.

4 Results

Figure 4 is the usage of volunteers. In the picture, it shows that both durations are
normal distribution. The median of prototype is 35 and that of traditional instrument is
22. It means that volunteers used the traditional instrument for a much shorter time, just
satisfied the standards of the experiment, but the time of using the prototype is more
than 30 min. It is because that the appearance of the traditional instrument always hints
the user that it is the medical machine and this is the therapy. This is quite oppressive
and make user just want to shorten the therapy, which express clearly on the using time.
On the other hand, the prototype is much more like a normal glasses as it just has two
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more lenses. It is easy for the volunteer to be used to the product. If someone who has
already wear glasses, it would be much easier and cost less time to get started. As we
all known, the time of using has been defined and has a minimum. If the users can not
reach the standard, the effect of the instrument will be greatly reduced. Thus, from this
standpoint, the prototype does much better than the traditional one.

For reasons of timing, we do not get a much detail report of the visual acuity
change. The picture (Fig. 5) shows that the visual acuity change within a narrow range,
although the volunteer is at the age that their visual acuity can change rapidly. We can
not say that the instrument actually prevents or relieve the myopia. As the nuance of the
sight, we also sent the different message including warning and congratulations.
According to the feedback of volunteers, we calculate that more than 80 % of the
suggestions are correct and in time.

We found no significant correlation between the utilization rate and the visual
acuity of each user as they do not have the same usage scenarios (Fig. 6). Someone is
eager to cure the myopia while others do not think it is a big problem. The mentality is
the determining factor that affect the usage of the product. And most people preferred to
take treatment at night. There is less time for them in the morning or afternoon as they
have their jobs to finish. Night is the best time for relax and taking the therapy.

In the antonym section, we use four groups of adjective antonym which includes
“comfortable-uncomfortable”, “portable-ponderous”, “safe-dangerous”, “modern-
vintage”. The volunteers should mark two instruments from 0 to 5 point after they
take the therapy. The higher score the instrument gets, the better performance it shows.
As we can see (Fig. 7), the prototype gets the higher point of comfortable and portable.
Its appearance and materials convince the volunteer that it is the better choice. Both
instruments are believed to be safe because they are recognized to a medical treatment
instrument. We found that the prototype only get a little bit higher score in
“modern-vintage”. The reason might be that the appearance of the prototype is just like

Fig. 4. Usage of the single volunteer

Research on User Experience Driven Product Architecture 429



the normal glasses which could not convince users to be a tech device and they even
did not realize it as a smart device. To sum up, the prototype performs better than the
traditional instrument. Because of the statistics is based on the current volunteers, so it
only represents these volunteers’ opinion and we would consider to expand the number
of participants.

During the analysis, we found that our prototype has a competitive advantage in
traditional treatment instrument. There are several features which make it a
well-designed product:

Fig. 5. Visual acuity change

Fig. 6. OneWay ANOVA analysis
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• The style of the prototype is quite like the normal glasses which can reduce the
learning cost.

• Time of using meets the standard of therapy while the traditional one can not reach,
which means the treatment is much better and more effective.

• The accuracy of the suggestions which the prototype provides failed to achieve our
expectation. The usage scenario sometimes interferes the judgement generated by
existing algorithm. And this is going to be improved.

5 Conclusion and Future Work

In the research, we invited several volunteers to take part in the experiment. We
obtained the data of them by observation and collection. To explore the link between
smart device and product architecture, we conducted the data mining and acquire many
information about our prototype. The whole process led to an conclusion: we thought
that the smart device provided a better user experience to conduct the product design
and we believed that this could lead the revolution of product architecture and user
experience.

First is the diversity of user experience. The model of smart device is the combi-
nation of software and hardware. User can experience the product through the appli-
cation on the mobile phone as well as focusing on the appearance. Designer should pay
more attention on the digital screen as interaction design now does not only means the
operation we do in reality, but also on the website and mobile devices. Taking our
prototype as example, we provide a series of application user interface including test
data, suggestion, social sharing and so on. The well-designed interface can attract the
attention of users, which can maintain user’s dependence on product.

Fig. 7. Antonym analysis
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Secondly, timeliness is a potential key-point of interaction that many designers do
not realize. People always want the initial reactions or feedbacks return from the
product. Just like a conversation, the quick response makes the talk heated and no
response just ends the talk. In the usage of product, some volunteers complain about
that they do not know whether the product is active or what step they have reach. One
way to solve the problem is add guiding lights, but it is quite strange for some wearable
devices because it makes people seem odd or embarrassed, which prompt users stop
using the product any more. The smart device has a smart solution that it sends the
information on the mobile devices which is timely and natural.

Another point is about the accuracy. User experience is measured or estimated by
user interview. One thing has already caused attention that people are not willing to
show their real face to the interviewer. This leads the question that the interviewees
give the answer they really choose or just to fulfill the investigation. Only the expe-
rienced UX designer or interviewer can lead the interview to tell the truth in a relax
environment. However, the smart device avoid this defect because it certainly collect
the data which shows the real usage of one user. Numbers don’t lie, what we need is an
accurate algorithm and enough data. The accuracy will increase as the size of data
grows larger. And then the big data can simulate users’ behavior and habit.

The last one is the persistence. After the product gathers the first batch of users,
customers and company can communicate on the platform created by the smart device.
Based on the data mining, fast iteration is applied to the product. The part which users
are dissatisfied with can be find out and improve quickly while the core competencies
are preserved.

To summarize, we conducted an experiment of smart device focusing on the
myopia treatment instrument. The experiment collected data from volunteers and
conducted the data mining. We not only do the data analysis but also discuss the link
between smart device and user experience. We believed that the smart device could
challenge the traditional user experience and product architecture. Smart device could
provide better user experience than traditional industrial product as it based on the
platform built by the Internet.

During the research, we did not take an experiment with larger scale for the reason
of time and fund. We hope to carry out a larger and longer experiment if possible. The
number of volunteers can enrich the database and make the statistics more accurate.
And the long-term track on the volunteers can not only update the database but also
modify and improve the product prototype.

In the future, we will focus more than the myopia treatment instrument but also
other smart devices. When new smart devices created by the technology companies, we
will choose the typical and general ones to make more test and research. We will pay
attention to the new technology which can be applied to just like augmented reality.
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