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Abstract. Content-centric networks have demonstrated an entirely new
type of network topology, which offers a new way to distribute informa-
tion in the data-driven network. Unlike the TCP/IP network topology,
which is address-driven, content-centric networks do not require any
address. Based on the content-to-consumer paradigm, content-centric
networking architecture was proposed for the content to be provided
efficiently with great convenience to users. As the content-centric net-
work is not address-driven, when a data packet is delivered it cannot be
encrypted with any encryption key of a node. Therefore, data confiden-
tiality in content-centric network is a challenging problem. Motivated to
solve this problem, we introduce a new cryptosystem for content-based
encryption, where the encryption key is associated with the content. We
propose a content-based encryption scheme (CBE), which is proven to be
semantically secure in the random oracle model. We apply the CBE to
construct a secure content delivery protocol in a content-centric network.

Keywords: Content-centric network · Content-based encryption ·
Chosen plain-text security

1 Introduction

In the traditional TCP/IP network, which is address-centric, the data packets
need to tell where the content is. Therefore, the IP packets contain two addresses,
one for the source and the other for the destination host. All the traffic on the
Internet rely on these IP addresses. To address the security of TCP/IP network,
conventional cryptography can be applied. In case of public-key cryptography,
each host is usually equipped with a pair of public and private keys. In traditional
public key infrastructure (PKI), the public key of a host is accompanied with a
certificate. To simplify certificate management in traditional PKI, identity-based
infrastructure [1,4] can also be applied in a TCP/IP network, where the public
key of a host can be its IP address. The problem for the TCP/IP networking is
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that it assumes there is end-to-end physical connectivity. However, end-to-end
connectivity may not ever exist and links (contacts) may not be suitable for
schedules. Therefore, if the target provider is unreachable or unable to provide
the requested content, then the content acquisition in TCP/IP network will fail.

When users acquire a content, which could be a file, a music, a video, etc.,
in a network, they concern what they receive, where the location of the con-
tent might not be important. To replace where with what and to overcome the
inherent problem in the TCP/IP network, the content-to-consumer paradigm
was presented to replace the host-to-host paradigm. Therefore, Content-centric
Networking [8,9,13] or Information-centric Networking [2,11], a new communica-
tion architecture built on named data, was introduced. Content-centric network
has no notion of host at its lowest level, while a packet “address” names con-
tent (not location). In a content-centric network, the content is delivered to the
intended consumers regardless of their addresses [8,9,11,13]. Therefore, it offers
great advantage for content acquisition, as in the content-centric network, the
content-centric mechanism is employed to seek the target content, and any node
which holds the requested contents can provide contents. This is a distinct fea-
ture compared with the TCP/IP network, since in the TCP/IP network, even
if an intermediate node between the source node and the destination node pos-
sesses the requested content, it cannot provide the content because only the
target provider node can provide it [10]. Therefore, the content acquisition cost
and latency might be increased. In the content-centric network, the consumer
node can acquire the content in an optimal manner. The content can be provided
by a nearest node instead of a further node if both nodes possess the content.
Therefore, the content-centric network can greatly reduce the cost of content
transmission.

As the content-centric network is not address-driven, in a public-key setting,
a content cannot be encrypted with the destination node’s public key for the con-
fidentiality of the content. Therefore, different from the TCP/IP networking, the
traditional public key infrastructure cannot be used to best suit content-centric
networking. The ID-based encryption [3,12] is unsuitable for the content-centric
network either. In 1984, Shamir [12] asked for a public key encryption scheme
in which the public key can be an arbitrary string. Their motivation was to sim-
plify certificate management in traditional public key crypto-systems. Boneh and
Franklin [3] proposed the first practical and provably secure ID-based encryp-
tion scheme. In an ID-based encryption, the user’s identity is used as the public
key, which is usually the IP address in a network protocol, and the correspond-
ing private key is extracted from the identity. As in this content-to-consumer
paradigm, there is no notion of host, which means no “IP address” is used,
the ID-based encryption cannot be used for the content-centric network when a
provider node encrypts the content. The conventional symmetric encryption is
neither a good choice to provide the content’s confidentiality in a content-centric
network, since the content provider and the content consumer need to share the
same symmetric key. The obvious issue is key distribution, which requires users’
addresses.
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In this paper, we propose a new notion of content-based encryption, where
the encryption key is directly associated with the content itself, and the cor-
responding private decryption keys, generated by a trusted party, are provided
for the valid users who are potential content receivers. Any user who wants to
acquire the content needs to obtain one of the associated private keys of the con-
tent. With the content-based encryption key, the content provider can encrypt
the content. The ciphertext is then relayed by intermediate nodes to the corre-
sponding consumer who acquires the content. The consumer can decrypt it with
his private decryption key.

To better illustrate the applicability of our scheme to the content-centric
encryption, in the paper, we also construct a secure content delivery proto-
col tailored for the content-centric network. We describe how a content can be
delivered by the content provider and acquired by the consumer and how the
confidentiality of the content is achieved.

Besides the content-centric network, the content-based encryption can be
used in many other content sharing applications, e.g. secure multimedia con-
tent dispatching and selling. The content owner encrypts the content under the
content-based public key. The consumer who has got one of the corresponding
private keys can decrypt it and retrieve the content.

As a note, we noticed that Zhao and Zhuo [14] proposed a content-based
encryption scheme for wireless H.264 compressed videos. However it is not rele-
vant to our notion of content-based encryption.

Our Contribution. We propose a new notion of content-based encryption for
the content-centric network. In this new encryption paradigm, the public encryp-
tion key is directly associated with the content name itself and the private keys
of the content are derived secretly from the content name. The content encrypted
with the public key can be decrypted by any user who holds a valid content-
based private key. We present a concrete content-based encryption scheme and
prove its semantic security under the random oracle model. Significantly, we are
able to show the application of the proposed content-based encryption scheme
when the content is delivered in the content-centric network.

Organization. We provide the definitions of content-based encryption and its
security notion in Sect. 2. In Sect. 3, we introduce the preliminaries and the hard
problem assumption. We then present our first construction CBE and its security
proof in Sect. 4. In Sect. 5, we present an application of our scheme to show how
it works in the content-centric network. We conclude this paper in Sect. 6.

2 Definitions

A content-based encryption scheme E is specified by four algorithms, namely
Setup, Encrypt, Key-Extract, and Decrypt:
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Setup(1λ): it takes as input the security parameter λ and returns the system
parameters params and master-key MK. params are publicly known, while MK is
only known to the Private Key Generator (PKG).

Encrypt(params,C, name): it is a randomized algorithm that takes as input the
public parameters params, a content C and the unique name of the content name
and outputs the ciphertext CT . Each content has a unique content name.

Key-Extract(params,MK, name): it is a randomized algorithm that takes as
input params, master-key MK, the unique name of the content C and outputs a
set of private keys SKi, i = 1, . . . , n̄, for an integer n̄.

Decrypt(params, CT, SKi): it takes as input a ciphertext CT , a private key
SKi, and the public parameters params and outputs the content C.

In the following, we slightly modify the definition of semantic security (IND-
CPA) for a public key encryption scheme [7] and define a new semantic security
model in content-based encryption where the adversary can obtain the decryp-
tion key associated with any content wrt content name namej of her choice (other
than the content name name being attacked).

We say that a content-based encryption scheme E is semantic secure against
an adaptive chosen plaintext attack (IND-name-CPA) if no polynomially bounded
adversary A has a non-negligible advantage against the challenger in the follow-
ing IND-name-CPA game.

Setup: the challenger takes a security parameter λ as input and runs the Setup
algorithm. It gives the adversary the resulting system parameters params and
keeps the master-key MK to itself.

Phase 1: A adaptively issues queries q1, . . . , qm where query qi is one of:
Key Extraction queries 〈namei〉. The challenger responds by running algo-

rithm Key-Extract to generate one private decryption key SKi corresponding
to the public key namei. It sends SKi to the adversary A.

Challenge: once Phase 1 is over, it outputs two equal length contents C∗
0,C

∗
1

on which it wishes to be challenged. The only constraint is that the adversary
did not make any key extraction query of their corresponding content names
name∗

0 or name∗
1 in Phase 1. The challenger picks a random bit b ∈ {0, 1} and

sets CT ∗ = Encrypt(params,C∗
b , name∗

b). It sends the challenge ciphertext CT ∗

to the adversary A.

Phase 2: A adaptively issues queries qm+1, . . . , qt key extraction queries as in
Phase 1. The restriction is that the adversary cannot make any key extraction
query for name∗

b (b = 0, 1).

Guess: finally, A outputs a guess b′ ∈ {0, 1} and wins the game if b′ = b.
We refer to such an adversary A as an IND-name-CPA adversary. We define

adversary A’s advantage in attacking the scheme E as the following function of
the security parameter λ: AdvE,A(λ) =

∣
∣Pr[b′ = b] − 1

2

∣
∣ .
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Definition 1. A content-based encryption system E is semantically secure
against an adaptive chosen plaintext attack if for any polynomial time IND-name-
CPA adversary A the function AdvE,A(λ) is negligible. As shorthand, we say that
E is IND-name-CPA secure.

3 Preliminaries

3.1 Bilinear Maps

Let G and GT be two multiplicative cyclic groups of large prime order p. e :
G × G → GT is a bilinear map which satisfy the following properties:

– Bilinear. For all u, v ∈ G and a, b ∈ Z
∗
p, we have e(ua, vb) = e(u, v)ab;

– Non-degenerate. e(g, g) �= 1, if g is a generator of G;
– Computable. For any u, v ∈ G, e(u, v) can be computed efficiently.

3.2 Complexity Assumptions

The security of our encryption system is based on the truncated decision
augmented bilinear Diffie-Hellman exponent assumption (truncated decision
ABDHE) [6]. The truncated decision n-ABDHE problem is defined as follows.

Let n be an integer and (p,G,GT , e) be a bilinear map group system. Let
g, g′ be the generators of G. For some unknown a ∈ Z

∗
p, given a vector of n + 3

elements (g′, g′(an+2), g, ga, g(a
2), . . . , g(a

n)) ∈ G
n+3 and an element Z ∈ GT as

input, decide whether Z = e(g′, g)(a
n+1) or not.

We define an algorithm B that outputs b ∈ {0, 1} has advantage ε in solving
truncated decision n-ABDHE problem if

∣
∣
∣Pr

[

B(g′, g′(an+2), g, ga, g(a
2), . . . , g(a

n), e(g′, g)(a
n+1))) = 0

]

− Pr
[

B(g′, g′(an+2), g, ga, g(a
2), . . . , g(a

n), Z) = 0
]∣
∣
∣ ≥ ε

where the probability is over the random choice of generators g, g′ in G, the
random choice of a in Z

∗
p and the random choice of Z in GT .

Definition 2. We say that the truncated decision (t, ε, n)-ABDHE assumption
holds in G if no t-time algorithm has advantage at least ε in solving the truncated
decision n-ABDHE problem in G.

4 Construction for Chosen Plaintext Security

We propose a content-based encryption system CBE that is secure against the
chosen plaintext attack. In the construction, we assume each content denoted by
C is associated with a unique identifier denoted by name. The public encryption
key of each content is name, and its private decryption keys are generated based
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on its name. For each content, there is a unique encryption key, but multiple
private decryption keys.

Let G and GT be groups of prime order p, and e : G × G → GT be the
bilinear map. The content-based encryption system CBE works as follows.
Setup. The PKG picks random generators g, h, y ∈ G and a random number
α ∈ Z

∗
p. It sets g1 = gα ∈ G. It also chooses two collision-resistant hash functions

H : G → Z
∗
p and H1 : {0, 1}∗ → Z

∗
p. The public parameters params and the

master secret key MK are given by params = (g, g1, h, y,H,H1), MK = α.

Encrypt. To encrypt the content C ∈ GT using its unique identifier name ∈
{0, 1}∗, the sender generates a random number z ∈ Z

∗
p and computes the

ciphertext CT as follows: U = (g1g−H1(name))z, V = y−z,W = e(g, g)z,
T = C · e(g, h)−z. The sender sends the ciphertext CT = (U, V,W, T ) to the
users.

Key-Extract. For i = 1, 2, . . . , n̄, the PKG generates the secret key SKi for
a content C with the identifier name. The PKG generates a random number
ri ∈ Z

∗
p, and computes Ri = gri , ti = H(Ri), Si = (hyrig−ti)

1
α−H1(name) . For

i = 1, 2, . . . , n̄, the PKG outputs the private decryption key SKi = (Ri, Si), and
sends it to the user Ui.

Decrypt. To decrypt the ciphertext CT = (U, V,W, T ), the user Ui who holds
the decryption key SKi = (Ri, Si), firstly computes ti = H(Ri) and decrypts
the ciphertext to obtain the content: C = T · e(U, Si) · e(V,Ri) · W ti .

Correctness. Assuming the ciphertext is well-formed for name:

e(U, Si) · e(V,Ri) · W ti

= e(gz(α−H1(name)), (hyrig−ti)
1

α−H1(name) ) · e(y−z, gri) · e(g, g)zti

= e(g, h)z · e(g, y)zri · e(g, g)−zti · e(g, y)−zri · e(g, g)zti = e(g, h)z,

as required. Therefore, the content C can be recovered.

Remark. In our construction, the PKG generates multiple different secret keys
corresponding to each content. These secret keys are securely distributed to
multiple users (at registration, for example). An authorized user who holds a
private decryption key can recover the content. In CBE, without the knowledge
of the master key MK, the authorized users cannot collude to generate a new
valid secret key of the same content.

CBE is proved IND-name-CPA secure under the truncated decision n-ABDHE
assumption.

Theorem 1. Assume the truncated decision (t, ε, n)-ABDHE assumption holds
for (G,GT , e). The proposed CBE scheme is (t′, ε′, qn) IND-name-CPA secure
where qn = n − 1, t′ = t − O(tH1 · n2) − O(tH · n) − O(texp · n2), ε′ = ε + 1

p , tH1

is the time required to compute the hash H1, tH is the time required to compute
the hash H, and texp is the time required to compute the exponentiation in G.
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Proof. Assume that A is an adversary that (t′, ε′, qn)-breaks the IND-name-CPA
security of CBE above. We can then construct an algorithm, B, that solves the
truncated decision n-ABDHE problem, as follows. B takes as input a random
truncated decision n-ABDHE challenge (g′, g′an+2

, g, ga, . . . , gan

, Z), where Z is
either e(g, g′)an+1

or a random element of GT . B works as a challenger in the
following procedure.

Setup. B generates a random polynomial f(x) ∈ Zp[x] of degree n. It also
randomly chooses c, x∗ ∈ Z

∗
p. It sets h = gf(a) by computing from g, ga, . . . , gan

.
B sets g1 = ga and y = gc

1g
−cx∗

= gc(a−x∗). It sends the public key (g, g1, h, y)
to the adversary A. Since g, a, c and f(x) are uniformly chosen at random, h
and y are uniformly random, and the public key has a distribution identical to
that in the actual attack.

Hash Query. B can make hash queries of H1 and H, and maintains two hash
lists L1 and L2 correspondingly.

H1-query: B maintains a list L1 of a tuple (namei, xi). The list is initially empty.
Upon receiving a hash query for namei, B looks up the list L1 to find the hash
value xi of namei and returns xi to A. If namei is not on the list L1, B randomly
chooses xi ∈ Z

∗
p and adds a new tuple (namei, xi) to L1. Then B returns xi.

H-query: B maintains a list L2 of a tuple (ri, Ri, ti). The list is initially empty.
Upon receiving a hash query for Ri = gri , B looks up the list L2 to find the hash
value ti of Ri and returns ti to A. If (ri, Ri) is not on the list L2, B randomly
chooses ti ∈ Z

∗
p and adds a new tuple (ri, Ri, ti) to L2. Then B returns ti.

Phase 1. A makes key extraction queries. B responds to a key extraction query
for namei as follows. Firstly B looks up L1 to find a corresponding xi. If xi = a,
B uses a to directly solve the truncated decision n-ABDHE problem. Otherwise,
B randomly chooses ri ∈ Z

∗
p and computes Ri = gri . It makes an H-query

to obtain H(Ri) = ti. Then B sets Si = g
f(a)+acri−x∗cri−ti

a−xi by computing from
g, ga, . . . , gan−1

. B sets the private decryption key for namei as (Ri, Si). This is

a valid secret key for namei, since Si = g
f(a)+acri−x∗cri−ti

a−xi = (hyrig−ti)
1

a−H(namei) ,
as required.

Challenge. A outputs two equal length contents C∗
0,C

∗
1 ∈ GT with unique

identifiers name∗
0 and name∗

1 correspondingly. If x∗ = a, B uses a to solve the
truncated decision n-ABDHE problem directly. Otherwise, B generates a bit
b ∈ {0, 1}, and computes a secret key (Rb = gr∗

, Sb = (hyr∗
g−t∗

)
1

a−x∗ ) for
name∗

b as in Phase 1. Let f2(x) = xn+2 and let F2(x) = f2(x)−f2(x
∗)

x−x∗ , which is a
polynomial of degree n + 1. B sets U∗ = g′f2(a)−f2(x

∗), V ∗ = g′−c(f2(a)−f2(x
∗)),

W ∗ = Z · e(g′,
∏n

i=0 gF2,ia
i

), T ∗ = C∗
b

e(U∗,Sb)e(V ∗,Rb)W t∗ , where t∗ = H(Rb) and
F2,i is the coefficient of xi in F2(x). It returns CT ∗ = (U∗, V ∗,W ∗, T ∗) to A as
the challenge ciphertext.

Let s = (log gg′
)F2(a). If Z = e(g′, g)an+1

, then U∗ = gs(a−x∗) =
(g1g−H(name∗

b ))s, V ∗ = y−s, W ∗ = e(g, g)s and Cb/T ∗ = e(U∗, Sb)e(V ∗, Rb)
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W t∗
= e(g, h)s under randomness s. Since log gg′

is uniformly random, s is uni-
formly random. Therefore, (U∗, V ∗,W ∗, T ∗) is a valid, appropriately distributed
ciphertext to A.

Phase 2. A makes key extraction queries. B responds as in Phase 1.

Guess. Finally, A outputs its guess b′. If b′ = b, B outputs 0; otherwise, it
outputs 1.

Perfect Simulation. When Z = e(g(a
n+1), g′), the public key and challenge

ciphertext issued by B come from a distribution identical to that in the actual
construction. Now we will show that the secret keys issued by B are appropriately
distributed. Let I be a set consisting of a, the hash value H(name∗

b), and the hash
value H(namei) queried by A; observe that |I| ≤ n + 1. As f(x) is a uniformly
random polynomial of degree n, from A’s view, the values {f(ai) : ai ∈ I}
are uniformly random and independent. Therefore, the keys issued by B are
appropriately distributed.

Probability Analysis. If Z = e(gan+1
, g′), then the simulation is perfect, and A

will guess the bit b correctly with probability 1
2 + ε′. Otherwise, Z is uniformly

random, thus the elements (U∗, V ∗,W ∗) are uniformly random and indepen-
dently distributed in G×G×GT . In this case, the inequality W ∗ �= e(U∗, g)

1
a−x∗

holds with probability 1− 1
p . Since r∗ is uniformly random and independent from

A’s view, t∗ is random and independent. When the inequality W ∗ �= e(U∗, g)
1

a−x∗

holds, the value of

e(U∗, Sb)e(V ∗, Rb)W ∗t∗
= e(U∗, (hyr∗

g−t∗
)

1
a−x∗ )e(V ∗, gr∗

)W ∗t∗

= e(U∗, h
1

a−x∗ )e(U∗, y
1

a−x∗ )r∗
e(V ∗, gr∗

)(W ∗/e(U∗, g)
1

a−x∗ )t∗

is uniformly random and independent from A’s view. Therefore,

T ∗ =
C∗

b

e(U∗, Sb)e(V ∗, Rb)W ∗t∗

is uniformly random and independent, and (U∗, V ∗,W ∗, T ∗) can impart no infor-
mation regarding the bit b.

Assume that no H1(namei) equals a (which would only increase B’s success
probability). If Z is randomly sampled from GT ,

∣
∣
∣
∣
Pr[B(g′, g′(an+2), g, ga, g(a

2), . . . , g(a
n), Z) = 0] − 1

2

∣
∣
∣
∣
≤ 1

p
.

When Z = e(gan+1
, g′),

∣
∣
∣
∣
Pr[B(g′, g′(an+2), g, ga, g(a

2), . . . , g(a
n), Z) = 0] − 1

2

∣
∣
∣
∣
≥ ε′.
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Thus, for uniformly random g, g′, a and Z, we have
∣
∣
∣Pr[B(g′, g′(an+2), g, ga, g(a

2), . . . , g(a
n), e(g′, g)(a

n+1)) = 0]

− Pr[B(g′, g′(an+2), g, ga, g(a
2), . . . , g(a

n), Z) = 0]
∣
∣
∣ ≥ ε′ − 1

p
.

Time-Complexity. In the simulation, to respond A’s key extraction queries
for namei, B needs to make n H1-hash query, 1 H-hash query and to com-

pute g
f(a)+acri−x∗cri−ti

a−xi , where f(a)+acri−x∗cri−ti

a−xi
is a polynomial of degree n− 1.

Therefore, each key extraction query needs to compute O(n) exponentiations in
G. Since A makes at most n − 1 such queries, t = t′ + O(tH1 · n2) + O(tH · n) +
O(texp · n2), where tH1 is the time required to compute the hash H1, tH is the
time required to compute the hash H, and texp is the time required to compute
the exponentiation in G.

This concludes the proof of Theorem 1.

By applying a technique due to Fujisaki-Okamoto [5], we can easily convert
the IND-name-CPA secure content-based encryption scheme CBE into a chosen
ciphertext secure content-based encryption system in the random oracle model.

5 Securing Content-Centric Network

We apply our content-based encryption scheme to a content-centric network and
demonstrate the applicability of our scheme for a real-world application.

5.1 Content-Centric Network Architecture

The content-centric network consists of a trusted third party (TTP) and three
types of nodes as shown in Fig. 1:

– TTP: it provides the unique identifier for each content and acts as a pri-
vate key generator (PKG) that generates the private decryption keys for the
content;

– Provider node: it is a node which provides the content uniquely identified by
its name to the other nodes in the network;

– Consumer node: it is a node which is authorized to obtain the content pro-
vided by the Provider node;

– Intermediate node: it is a node resided between a Provider node and a Con-
sumer node, and it aims to forward an Interest sent by a Consumer node or
a Data (here, we refer content as Data) returned by a Provider node.

In Fig. 1, an example of the content-centric network is presented, where C1,
C2 and C3 are the Consumer nodes; E1, E2, E3, E4 and E5 are the Intermediate
nodes; P1 and P2 are the Provider nodes. Note that a Provider node could also
be an Intermediate node or a Consumer node for another content; a Consumer
node could also be a Provider node or an Intermediate node for another content;
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Fig. 1. Content-centric network architecture.

an Intermediate node could be a Provider node or a Consumer node for another
content. Each node has multiple interfaces where the data comes or outputs.
For simplicity, assume all the nodes including the Provider nodes, the Consumer
nodes and the Intermediate nodes have four interfaces denoted as 1, 2, 3 and 4.
Therefore, It allows multiple sources for data and can query them all in parallel.

The content-centric network communication is driven by the consumers of
data. There are three content-centric network packet types, Route Establishing
Request, Interest and Data. A Provider node which holds a content makes a Route
Establishing Request to establish links among the nodes according to the content
identifier. A Consumer node asks for an interested content by broadcasting its
Interest over all available interfaces [9]. Any node which has received the Interest
and has the data that satisfies it can respond with a Data packet (content chunk).
Data is transmitted only in response to an Interest and consumes that Interest [9].

As shown in Fig. 2, the core content-centric network packet forwarding engine
has three main data structures: FIB (Forwarding Information Base), CS (Content
Store, i.e. buffer memory), and PIT (Pending Interest Table) [8]. The FIB is used
to forward Interest packets toward content sources, i.e. the Provider nodes which
have the matching Data. The CS is the same as the buffer memory of an IP
router but it stores the received Data packet as long as possible. The PIT tracks
Interests forwarded upstream toward content source(s), so returned Data can be
sent downstream to its requester(s) [8]. After the PIT entries are used to forward
a matching Data packet, they are erased immediately.

When an Interest arrives at an interface, if there is a matching entry in the
CS, it will be returned from the same interface where the Interest comes. If
there is no matching entry, the PIT is checked for an existing Pending Interest.
If there is already a matching entry, the arrival Interface for the new Interest
is added to the list in the corresponding PIT entry. If there is no already an
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Fig. 2. Content-centric network forward engine model.

existing PIT entry, the FIB table is checked for forwarding information. If there
is a corresponding entry, the Interest is forwarded accordingly, and the Interest
and the arrival Interface are added to the PIT.

In content-centric network, the Data packet is not routed but simply follows
the chain of PIT entries back to the original requester(s).

5.2 Secure Content Delivery in Content-Centric Network

The content-centric network presented in this section is built on our notion of
content-based security for protection of the content. The proposed content-based
encryption is applied to protect the content when it is acquired and transmitted
over the content-centric network.

System Setup. To achieve the content confidentiality, the TTP executes the
following steps to setup the system. It generates the master-key MK and the
public system parameters params; chooses two collision-resistant hash functions
H2 : Z∗

p → {0, 1}l1 and H3 : GT → {0, 1}l2 , where l1, l2 are positive integers.
Then it publishes params and H2, H3, and keeps MK secret.

FIB Establishment. To establish the route among the three types of nodes,
each node maintains a Forwarding Information Base (FIB) where each entry con-
tains two fields: Interface and Identifier, as shown in Fig. 3. The routing estab-
lishment follows the next four steps:
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Fig. 3. FIB establishment.

1. If an original Provider node Px wants to provide the content Ci, it sends the
original name namei of Ci and a unique tag (tagi = H3(Ci)) to the TTP. The
TTP computes Ni = H1(namei‖tagi). The public key of Ci is set as PKi = Ni.
Then the TTP publishes (Ni, namei). The Provider node Px computes the
identifier hi = H2(Ni), and randomly selects a secure symmetric key ki to
compute Ci’s ciphertext ei = SEnc(Ci, ki) and di = Encrypt(ki, PKi) where
SEnc is the symmetric encryption and Encrypt is the proposed content-based
encryption.

2. The Provider node Px generates a route establishing request RER = (hi, Ti)
where hi is the header and Ti is the timestamp. Px forwards the request RER
to nearby nodes.

3. If an Intermediate node (or a Consumer node) receives this RER from interface
j, the Intermediate node (or Consumer node) does the following operations:

If there is no entry for hi in the FIB of the Intermediate node (or Consumer
node), it forwards the received request RER via each interface except the
interface where RER arrived, and adds a new entry [j, hi] in its FIB where
j is the interface the request arrived and hi is the identifier; Otherwise, it
discards the received RER;

4. Repeat Step 3 until all the Consumer nodes in the network receive the RER
with identifier hi and build an entry for hi in their FIBs, as shown in Fig. 3.

Assume that in the content-centric network architecture, the Provider nodes
can provide totally m pieces of contents. Each content Ci (i ∈ [1,m]) is uniquely
identified by hi. As shown in Fig. 3, the Provider node P1 owns content C1 and
it provides (h1,Data1) where h1 is the identifier of content C1 with public key
N1, Data1 = (e1, d1) is the ciphertext of content C1. The Provider node P2 owns
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content C2 and it provides (h2,Data2) where h2 is the identifier of content C2

with public key N2, Data2 = (e2, d2) is the ciphertext of content C2.
As shown in Fig. 3, P1 forwards a Route Establishing Request message RER1 =

(h1, T1) where the header is h1 from all its interfaces to its nearby nodes. P2

forwards a Route Establishing Request message RER2 = (h2, T2) where the header
is h2 from all its interfaces to its nearby nodes.

When the Intermediate node E1 receives RER1 from interface 3, it creates a
new entry [3, h1] where 3 indicates the coming interface and h1 is the identifier
in its FIB, and then it forwards RER1 from all its interfaces except interface
3. Similarly, when the intermediate node E2 receives RER1 from interface 4, it
creates a new entry [4, h1] in its FIB, and then it forwards RER1 from all its
interfaces except interface 4.

When the intermediate node E4 receives RER1 from interface 4, it creates
a new entry [4, h1] in its FIB, and then it forwards RER1 from all its interfaces
except interface 4. Then, when E4 receives an RER1 with the same identifier h1

from interface 3, it discards this request, since there is already an entry for h1

in its FIB.
When the Intermediate node E5 receives RER1 from interface 4, it creates

a new entry [4, h1] in its FIB, and then it forwards RER1 from all its interfaces
except interface 4.

The Consumer nodes C1, C2 and C3 receive the request RER1 from interface
3, 4, 4, respectively, and they create entries [3, h1], [4, h1], [4, h1] in their FIBs,
respectively. With the same approach, the Consumers nodes C1, C2 and C3

receive the request RER2 from interface 3, 3, 4, respectively, and they create
entries [3, h2], [3, h2], [4, h2] in their FIBs, respectively.

Content Acquisition. As shown in Fig. 4, to support content acquisition, all
the Intermediate nodes maintain two tables: a Pending Interest Table (PIT) and
a Content Store (CS). In the PIT, each entry consists of two fields: Interface
and Identifier. Differing from FIB, the interface in PIT is the interface where
the Interest message comes, while the interface in FIB is the interface where the
Route Establishing Request RER comes. In CS, each entry consists of two fields:
Identifier and Data.

If a Consumer node Cy wants to acquire the content Ci identified by hi, it
firstly checks whether hi is in its FIB. If there is an entry for hi, it acquires the
corresponding private decryption key SKi,y from the TTP. The private decryp-
tion key is generated according to the content-based encryption scheme in Sect. 4.
After that the Consumer node Cy acquires the content Ci according to the fol-
lowing steps:

1. Cy checks the entry for hi in its FIB. Assume the entry is [k, hi]. Cy then
forwards an interest message Interest = (hi, T

′
i ) where hi is the header and T ′

i

is the timestamp from the interface k to the nearby nodes;
2. If a node receives this Interest from interface j, the node does the following

operations:
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Fig. 4. Content acquisition.

• If there is no entry [hi, (ei, di)] in the CS of the node, where hi is the
identifier and (ei, di) is the data, the PIT is checked for an Interest entry
with the same identifier. If there is already a matching entry, the arrival
interface for the new Interest is added to the PIT list in the corresponding
PIT entry. Otherwise, a new entry [j, hi] is added in the PIT where j is
the interface the Interest comes and hi is the identifier. The node forwards
Interest from each interface except the interface where Interest comes, and
then Step 2 is repeated;

• Otherwise, the node constructs a response data packet Data = (hi, ei, di)
where the header is hi and the payload is (ei, di), and forwards back Data
from interface j;

3. If a node receives Data from the interface f , it checks if there is an entry
for hi in its CS. If no, creates a new entry [hi, (ei, di)] and adds it to its CS.
Otherwise, the new coming Data is not added to its CS. Then it checks its
PIT. If there is an entry [j, hi] in its PIT, it forwards the response data packet
Data back from the interface j according to the entry in PIT. After that it
removes that entry in its PIT.

4. Repeat Step 3 until Cy receives the response data packet Data. Then, Cy

decrypts di with the private decryption key SKi,y to obtain ki, and decrypts
ei with ki to obtain Ci.

Note that the response data packet Data includes two fields of CS entries, i.e.
Identifier and Data.

In the following, we will give an example. Assume the Consumer node C1

wants to acquire the content with identifier h1. It firstly acquires the corre-
sponding decryption key SK1,1 securely from the TTP. It searches for the entry
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for h1 in its FIB. If there is an entry [3, h1], C1 forwards an interest message
Interest = (h1, T

′
1) where the header is h1 from interface 3. Node E4 receives this

Interest from interface 1. Since there is no entry [h1, e1, d1] in E4’s CS, E4 cannot
provide the data to C1. E4 creates an entry [1, h1] in its PIT. Then, E4 checks
the entry for h1 in its FIB and finds the corresponding entry [4, h1]. E4 forwards
this interest message Interest = (h1, T

′
1) via interface 4. The Intermediate node

E1 receives this interest message Interest via the interface 2. However, there is no
entry [h1, e1, d1] in E1’s CS either. Therefore, E1 also creates an entry [2, h1] in
its PIT. Then, E1 checks the entry for h1 in its FIB and finds the corresponding
entry [3, h1]. E1 forwards this interest message Interest = (h1, T

′
1) via interface 3.

Finally, the Provider node P1 receives the Interest from interface 1.
When P1 receives the interest message Interest = (h1, T

′
1), it constructs the

response data packet Data = (h1, e1, d1) where h1 is the header and (e1, d1) is
the payload. Then, it forwards this response data packet Data via interface 1.
When E1 receives this Data, it adds an entry [h1, e1, d1] in its CS where h1 is
the identifier and (e1, d1) is the ciphertext of the content C1. E1 forwards this
response data packet Data from interface 2 based on its PIT, and then removes
the entry [2, h1] from its PIT. When E4 receives this response data packet Data,
it also adds an entry [h1, e1, d1] in its CS. E4 forwards Data from interface 1
based on its PIT, and then removes the entry [1, h1] from its PIT. Finally, the
Consumer node C1 receives this response data packet Data = (h1, e1, d1), and
it decrypts d1 with the secret key SK1,1 to obtain the symmetric key k1 and
decrypts e1 with k1 to acquire the content C1.

If the Consumer node C2 wants to acquire the content with the identifier h1,
it firstly acquires the corresponding secret key SK1,2 securely from the TTP. It
searches for the entry with the identifier h1 in its FIB. As there is an entry [4, h1]
in its FIB, C2 forwards an interest message Interest′ = (h1, T

′′
1 ) where the header

is h1 via interface 4. Node E4 receives this Interest′ from interface 2. Since there
is already an entry [h1, e1, d1] in E4’s CS, it forwards the response data packet
Data = (h1, e1, d1) via interface 2 directly. Then the Consumer node C2 receives
this response data packet Data = (h1, e1, d1), and it decrypts d1 with the secret
key SK1,2 to obtain the symmetric key k1 and decrypts e1 with k1 to acquire
the content C1.

As the content is encrypted with a symmetric key and the symmetric key is
encrypted under the content-based encryption system, any node without a valid
decryption key cannot decrypt the ciphertext and obtain the content. As the
Intermediate nodes store the ciphertext of the content transmitted via them, if
an Intermediate node wants to acquire the content it can directly decrypt the
ciphertext when it has obtained a valid decryption key. If a nearby Intermediate
node has stored the ciphertext, the Consumer node need not acquire the content
from the Provider node, but from the Intermediate node directly instead.

6 Conclusion

We presented the notion of content-based encryption tailored for content-centric
networks and also defined its security models. We proposed a content-based
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encryption scheme and proved that it is semantic secure in the random oracle
model under the truncated decision ABDHE assumption. We applied our content-
based encryption to protect the content delivered in the content-centric network.
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