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Preface

This volume contains the papers presented at ACISP 2016: the 21st Australasian
Conference on Information Security and Privacy held during July 4-6, 2016, in
Melbourne.

This year we received a record high number of submissions: 176. Each submission
was reviewed by an average of 2.9 Program Committee members. The committee
decided to accept 52 full papers and eight short papers. In addition, we also included
eight invited papers in order to widen the coverage to different areas of cyber security
such as smart cities security and bitcoin security. We would like to extend our sincere
thanks to all authors who submitted their papers to ACISP 2016.

The program included two excellent and informative keynote addresses. One
of them was from Prof. Elisa Bertino, of Purdue University in the USA. Another was
from Prof. Chris Mitchell, of Royal Holloway, University of London in the UK.
Furthermore, our program also included eight invited talks from eight international
well-known researchers in cyber security. They were Prof. Ed Dawson from
Queensland University of Technology, Australia; Prof. Willy Susilo from University of
Wollongong, Australia; Prof. Xun Yi from RMIT, Australia; Prof. Yu Yu from
Shanghai Jiao Tong University, China; Prof. Wenlei Zhou from Deakin University,
Australia; Dr. Surya Nepal from Data61, Australia; Prof. Jinjun Chen from University
of Technology Sydney, Australia; and Dr. Jonathan Oliver from Trend Micro,
Australia.

We would like to thank the 86 Program Committee members (from 22 different
countries) as well as the external reviewers for their volunteer work of reading and
discussing the submissions. We also deeply thank the general chair, Prof. Yang Xiang,
publication co-chairs, Dr. Dong Seong Kim and Dr. Kaitai Liang, publicity chair, Dr.
Nalin Asanka, and the Web chair, Dr. Yu Wang. This conference would not have been
successful without their great assistance. Last but not least, we would like to thank
EasyChair for providing a user-friendly interface for us to manage all submissions and
proceeding files.

July 2016 Joseph K. Liu
Ron Steinfeld
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Abstract. Oblivious Signature-Based Envelope (OSBE) has been
widely employed for anonymity-orient and privacy-preserving applica-
tions. The conventional OSBE execution relies on a secure communi-
cation channel to protect against eavesdroppers. In TCC 2012, Blazy,
Pointcheval and Vergnaud proposed a framework of OSBE (BPV-OSBE)
without requiring any secure channel by clarifying and enhancing the
OSBE security notions. They showed how to generically build an OSBE
scheme satisfying the new strong security in the standard model with
a common-reference string. Their framework requires 2-round interac-
tions and relies on the smooth projective hash function (SPHF) over
special languages, i.e., languages from encryption of signatures. In this
work, we investigate the study on the strong OSBE and make the follow-
ing contributions. First, we propose a generic construction of one-round
yet strong OSBE system. Compared to the 2-round BPV-OSBE, our
one-round construction is more appealing, as its non-interactive setting
accommodates more application scenarios in the real word. Moreover,
our framework relies on the regular (identity-based) SPHF, which can
be instantiated from extensive languages and hence is more general. Sec-
ond, we also present an efficient instantiation, which is secure under the
standard model from classical assumptions, DDH and DBDH, to illus-
trate the feasibility of our one-round framework. We remark that our
construction is the first one-round OSBE with strong security.

Keywords: Oblivious signature-based envelope *+ Smooth projective
hash function * Privacy

1 Introduction

In 2003, Li et al. [25] introduced a new primitive namely Oblivious Signature-
Based Envelope (OSBE), which can be regarded as a nice way to ease the asym-
metrical aspect of several authentication protocols. One motivating scenario for
© Springer International Publishing Switzerland 2016
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OSBE is as follows: Alice is a regular entity without any specific affiliation. She
wants to send a private message to another party (named Bob) if that party
possesses certain credentials, e.g., a certificate produced by an authority. For
example, Alice might be a potential informant and Bob might be an agent of
Central Intelligence Agency (CIA). However, due to the sensitive nature of CIA,
Bob is unwilling, or not allowed, to reveal his credentials. In this case, Alice and
Bob are stuck and no session could be established. OSBE protocols can well
deal with the aforementioned scenario since it allows Alice to send an envelope,
which encapsulates her private message, to Bob in such a way that Bob will be
able to open the envelope and obtain the private message if and only if Bob has
possessed a credential, e.g., a signature on an agreed-upon message from CIA.
In the process, Alice cannot determine whether Bob does really belong to CIA
(obliviousness) and no other party learns anything about Alice’s private message
(semantic security).

Three OSBE protocols were presented in [25]: RSA-OSBE, Rabin-OSBE and
BLS-OSBE. The last two protocols are one-round and derived from Identity-
Based Encryption [8,17] while RSA-OSBE is 2-round with some interesting prop-
erties. Although these protocols satisfy the security requirements of the afore-
mentioned scenario, they implicitly require a secure channel during the execution
to protect against eavesdroppers. The reason is that an adversary may eavesdrop
and replay a part of a previous interaction to impersonate a CIA agent. Par-
ticularly, the Certification Authority who has the signing key can reveal Alice’s
private message by eavesdropping on the communication between Alice and Bob.
To eliminate the dependency on the secure channel for the OSBE, in TCC 2012,
Blazy et al. [7] clarified and enhanced the security models of the OSBE by con-
sidering the security for both the sender and the receiver against the authority.
Their new strong notion, namely semantic security w.r.t. the authority, requires
that the authority who plays as the eavesdropper on the protocol, learns nothing
about the private message of the sender. They showed how to generically build
a 2-round OSBE scheme that can achieve the defined strong security in the
standard model with a common-reference string (CRS), as well as an efficient
instantiation (BPV-OSBE) in the standard model from the classical assumption.

Motivations. Although the work in [7] can achieve stronger security than the
conventional OSBE protocols, we remark that their 2-round framework has some
limitations as follows.

— From a practical point of view, the 2-round OSBE framework requires the
receiver to send his obfuscated certificate/signature to the sender first and
thereafter the sender sends its envelope to the receiver. Despite that this
setting is reasonable in the interaction case, it might be unsuitable for some
application scenarios. For example, in the aforementioned scenario, as an
informant, Alice would prefer to send her envelope directly to the CIA agent,
i.e., Bob, without contacting him in advance, as Alice might be also unwilling
to reveal her identity. However, no one-round OSBE protocol with the strong
security exists in the literature. It is thus desirable to propose an OSBE
protocol that is one-round yet with strong security.
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— Theoretically, the main idea of the generic construction in [7] is to use the
smooth projective hash function (SPHF) on the special language defined
by the encryption of valid signatures. Precisely, the framework requires the
underlying encryption scheme to be semantically secure and the signature
scheme to be existentially unforgeable. Although these schemes are quite
common in reality, the framework does require them to be of some addi-
tional properties when it comes to instantiations. This is essentially due to
the complex special language construction for the SPHF. For example, in
the instantiation (BPV-OSBE) shown in [7], a linear encryption and a re-
randomizable signature is used as the building blocks to achieve the strong
security. Therefore, in some sense, the framework is somewhat not general
due to the above instantiating limitation.

Based on the aforementioned observations, we can conclude that designing
a one-round yet general OSBE framework with strong security is of practical
and theoretical importance. In this paper, we are interested in such an OSBE
protocol that is secure in the standard model from classical assumptions.

Table 1. Comparisons with existing OSBE protocols

Protocols Round | Comp. Comm. Security Assumptions
O.A.|S.S.|SS.A.
RSA-OSBE [25] |2 4E+4M 2ZN+P v v | x* R.O, CDH
Rabin-OSBE [25] | 1 4/P|-E 2|P|-Zn VA Vo x R.O.,QR
BLS-OSBE [25] |1 3E+2P G1+2P Vv Voo x R.O.,BDH
BPV-OSBE [7] 2 12E+8M+-6P | 6G1+P Vv v |V CDH, DLin
Our protocol 1 5E4+3M+2P | 2G1+3Gr+P | |V |V DDH, DBDH
% We use E to denote exponentiation, M the multiplication, P the pairing computation, P

the private message.

b For the column of Security, O.A. denotes the security of obliviousness w.r.t the authority,
S.S. denotes the security of semantic security and S.S.A. denotes the strong security of
semantic security w.r.t. the authority.

¢ For the column of Assumption, R.O. denotes the random oracle assumption.

Our Contributions. In this work, we make the following contributions.

— A Generic One-Round OSBE with Strong Security. We propose a generic
construction of one-round OSBE system of the strong security with a CRS.
Compared to the 2-round framework in [7], our one-round construction is
more appealing, as its non-interactive setting can accommodate more appli-
cation scenarios in the real word. Moreover, our framework relies on the regu-
lar (IB-)SPHF, which can be instantiated from extensive languages and hence
is more general than the work in [7] where special languages, i.e., languages
from encryption of signatures are needed for instantiations.
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— An Efficient Instantiation from Classical Assumptions. An efficient instan-
tiation secure in the standard model from classical assumptions, DDH and
DBDH, is presented to illustrate the feasibility of our generic construction.
As shown in Table 1, our one-round protocol is of the same strong security
as the BPV-OSBE [7] while the protocols in [25] are under the random ora-
cle model and fail to achieve the semantic security w.r.t. the authority. It
is worth noting that, as remarked in [7], the authority in the 2-round RSA-
OSBE protocol can break the scheme by generating the RSA modulus N = pq
dishonestly. In terms of the efficiency, the communication complexity of our
protocol is comparable to that of the BPV-OSBE [7] while our computation
(include both the sender and the receiver) is much more efficient.

Technique Overview. Our central idea is to utilize the conjunction of an
SPHF and an identity-based SPHF (IB-SPHF) for the protocol construction. The
definition of an SPHF [19] requires the existence of a domain X and an underlying
NP language L, where elements of £ form a subset of X, i.e., £ C X. The key
property of SPHF is that the hash value of any word W € L can be computed by
using either a secret hashing key, or a public projection key with the witness to
the fact that W € L (correctness). However, the projection key gives almost no
information about the hash value of any point in X'\ £ (smoothness). Moreover,
we say that the subset membership problem is hard if the distribution of L is
computationally indistinguishable from X'\ £. Similarly, an IB-SPHF [4,9] has the
above properties except that its underlying language is usually associated with
the identity which also acts as the public projection key. The secret (identity)
hashing key is then derived based on the identity using a master secret key. The
IB-SPHF system has formed the backbone of many IBE schemes [9,16,18,21,22],
which, as shown in [8], give rise to the signature scheme. The master secret key
plays as the signing key and each message is viewed as an identity. The signature
is the private key corresponding to the identity.

Our construction deserves further interpretation. Precisely, the receiver owns
a hashing key pair (hk, hp) belonging to the SPHF system while the authority has
a master key pair (msk, mpk) belonging to the IB-SPHF system. The authority
can use msk to issue the receiver a valid signature on any agreed-upon message
(denoted as M), which is viewed as the identity in the IB-SPHF system. The
CRS in our system contains both hp and mpk. To send a message P, the sender
firstly samples two distinct words for the SPHF and the IB-SPHF respectively
and derives the hash value of each word using hp and M (the identity) with their
witnesses to conceal P into the envelope. The sender then sends the two words
with the concealed P to the receiver. Upon receiving the message, the receiver
uses hk and the valid signature (i.e., identity private key) of M to compute
the hash value of the words and thereafter reveals P. One can note that the
correctness of our framework relies on the correctness of the underlying SPHF
and IB-SPHF. The obliviousness is clear in our one-round framework since the
sender does not receive any information from the receiver. The semantic security
is guaranteed by the smoothness and the hard subset membership problem of the
IB-SPHF while the semantic security w.r.t. the authority is due to the underlying
SPHF system.
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Organization. The rest of this paper is organized as follows. We review some
primitives, including the definition of SPHF and IB-SPHF in Sect. 2, and intro-
duce a generic construction of one-round strong OSBE with formal security
analysis in Sect.3. An efficient instantiation of our framework is then given in
Sect. 4. We then conclude our work in Sect. 5.

2 Preliminaries
2.1 Notations and Assumptions

Through this paper, ¢ denotes the security parameter. For a finite set 2, w &0

denotes that w is selected uniformly from (2 while w £ 0 denotes that w is
picked randomly from (2. Let X and Y be two random variables over a finite
domain (2, the statistical distance between X and Y is defined as SD(X,Y) =
Y weo |Pr[X = w] — PrlY = w]|. We say that X and Y are e-statistically

indistinguishable if SD(X,Y) < e and for simplicity we denote it by X =Y.

Definition 1 (Decisional Diffie-Hellman (DDH) Assumption). Let G be
a general cyclic group of prime order p and g1, g2 € G the generators of G. Given
(91, 92), we say that the decisional Diffie-Hellman assumption holds on G if for
any PPT adversary A,

AdVOT(0) = [PrlA(g7", g5') = 1] — PrlA(g7*, g5*) = 1] < negl(¢)

where the probability is taken over the random choices 1,72 kil Z,, and the bits
consumed by the adversary A.

Let G1,Gr be two multiplicative groups with the same prime order p. Let
g be the generator of G; and I be the identity element of Gp. A symmetric
bilinear map is a map e : G; x G; — Gr such that e(u®,v®) = e(u,v) for all
u,v € Gy and a,b € Z,. It is worth noting that e can be efficiently computed
and e(g, g) # I. We assume the existence of a group-generation algorithm BG(1¢)
which takes as input 1¢ and outputs a tuple (G1,Gr,g,e(-,-),p) where G, Gr
are of prime order p.

Definition 2 (Decisional Bilinear Diffie-Hellman (DBDH) Assump-
tion). Let (Gi,Gr, g,e(-,-),p) «— BG(1%). Given D = (g,9%,9%,9%), we say
that the decisional bilinear Diffie-Hellman assumption holds on G if for any
PPT adversary A,

AdvEPH (0) = |Pr[A(D, e(g, 9)™%) = 1] — Pr[A(D,e(g,9)") = 1]| < negl(¢)

where the probability is taken over the random choices x,y,z,T & Zy and the
bits consumed by the adversary A.
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2.2 Smooth Projective Hash Functions

Smooth projective hash function (SPHF) is originally introduced by Cramer and
Shoup [19] and extended for constructions of many cryptographic primitives
[1-3,5,6,10,11,20,23,24]. We start with the original definition.

An SPHF is based on a domain X and an AP language £, where £ contains
a subset of the elements of the domain X, i.e., L C X. An SPHF system over
a language £ C X, onto a set ), is defined by the following five algorithms
(SPHFSetup, HashKG, ProjKG, Hash, ProjHash):

(param, £) « SPHFSetup(1¢) : The SPHFSetup algorithm takes as input a security
parameter ¢ and generates the global parameters param and the description
of an NP language L. All other algorithms HashKG, ProjKG, Hash, ProjHash
implicitly include (£, param) as input.

hk < HashKG : The HashKG algorithm generates a hashing key hk;

hp < ProjKG(hk) : The ProjKG algorithm derives the projection key hp from the
hashing key hk;

hv < Hash(hk, W) : The Hash algorithm takes as input a word W and the hashing
key hk, outputs the hash value hv € Y;

hv « ProjHash(hp, W, w) : The ProjHash algorithm takes as input the projection
key hp and a word W with the witness w to the fact that W € L, outputs
the hash value hv € ).

An SPHF should satisfies the following properties.

Correctness. Formally, for any word W € L with w the witness, we have
Hash(hk, W) = ProjHash(hp, W, w).
Smoothness. For any W/ € X\L, the following two distributions are statis-
$

tically indistinguishable, i.e.,); = Vs, where V; = {(£, param, W’ hp, hv)|hv =
Hash(hk, W’)}, and Vo = {(£, param, W’ hp, hv)|hv & Y}. Precisely, the quan-
tity of AdvEneeth(¢) = > vey | Pry, [hv = v] — Pry, [hv = v]| is negligible.

For cryptographic purposes, we normally requires the AP language L to be
membership indistinguishable, which is formally defined as follows.

Definition 3 (Hard SMP for SPHF). The subset membership problem
(SMP) is hard on (X,L) for an SPHF that consists of (SPHFSetup, HashKG,
ProjKG, Hash, ProjHash), if for any PPT adversary A,

(param, £) «— SPHFSetup(1°);
hk < HashKG; hp < ProjKG(hk);

AdvRSpue(0) =Pr [0/ =b: b & {0,1}; _
Wo & x\c:wh & £
b — A(param, L, hk, hp, W;)
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2.3 Identity-Based Smooth Projective Hash Function

The paradigm of IB-SPHF firstly appeared in [9], where the IB-SPHF is viewed as
an SPHF with trapdoor. It was later shown as an identity-based key encapsula-
tion mechanism (IB-KEM) with some special algebraic properties in [4]. IB-SPHF
and its extensions have been well applied for cryptographic constructions [12-16].

It is worth noting that most, if not all, IB-SPHF systems require the underly-
ing language £ to depend on the projection key, i.e., the identity. To encompass
a broad class of IB-SPHF systems, we associate the language to the identity and
refer Lip C Xjp to the language for an identity ID. An IB-SPHF system over
Lip C Xip, onto a set Y, is defined by the following algorithms (IB-SPHFSetup,
IB-HashKG, IB-Hash, IB-ProjHash):

(param, Lip, (msk, mpk)) «— IB-SPHFSetup(1*) : The IB-SPHFSetup algorithm
takes as input a security parameter ¢ and generates the global parameters
param with the description of an /P language Lip. It outputs the master pub-
lic key mpk and the master secret key msk. The master public key defines an
identity set ZD. All other algorithms IB-HashKG, IB-Hash, IB-ProjHash implic-
itly include (Lip, param, mpk) as input.

hkip < IB-HashKG(ID, msk) : For any identity ID € ZD, the IB-HashKG algorithm
uses the master secret key msk to generates an identity hashing key hkip;

hv « IB-Hash(hkip, W) : The IB-Hash algorithm takes as input a word W and the
identity hashing key hkip, outputs the hash value hv € );

hv < IB-ProjHash(ID, W, w) : The IB-ProjHash algorithm takes as input the iden-

tity ID and a word W with the witness w to the fact that W € Lip, outputs
the hash value hv € Y.

The properties of IB-SPHF are similar to that of an SPHF system, i.e.,

— Correctness. For any values of msk, mpk produced by IB-SPHFSetup and ID €
ID and word W € Lip with w the witness, we have IB-Hash(hk;p, W) =
IB-ProjHash (ID, W, w).

— Smoothness. For any ID € ID and any W' € Xp\Lip, the following

two distributions are statistically indistinguishable, i.e.,); i V>, where
V= {(L, param7mpk, I/V/7 |D,IHUK7 hV|D)|hV|D = IB—Hash(hk|D,W’)}, and
Vo = {(L, param, mpk, W’  ID,HK, hvip)|hvip & Y}. Here HK is the set of
identity hashing key for any identity 1D’ € ZD and ID’ # ID. Precisely, the
quantity of AdviT S (£) = > vey | Pry, [hv = v] = Pry, [hv = v]| is negligible.

Definition 4 (Hard SMP for IB-SPHF). The subset membership problem
(SMP) is hard on (Xip, Lip) for an IB-SPHF which consists of (1B-SPHFSetup,
IB-HashKG, IB-Hash, IB-ProjHash), if for any PPT adversary A,
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hkip < IB-HashKG(ID, msk);

b & {0,1};

Wo i ﬁu); Wi i -XID\ﬁlD}

b o— .AOrevem(‘)(param7 Lip, mpk, ID, Wy)

Adv e sprr(f) = Pr (b = b : —1/2 < negl(¥),

where msk, mpk s produced by 1B-SPHFSetup and Oyeveal () is an oracle that on
input of any id € ID, returns hkq <+ IB-HashKG(id, msk).

3 A One-Round Framework for Strong OSBE

In this section, we first briefly introduce the Oblivious Signature-Based Envelope,
as well as the formal security models. We then show the first generic construction
of one-round OSBE with strong security.

3.1 Oblivious Signature-Based Envelope

An OSBE protocol involves two parties, i.e., a sender S and a recipient R. S
wants to send a private message P to the recipient R so that R can receive
P if and only if he/she possesses a certificated /signature on a predefined mes-
sage M. The formal definition is as follows. We mainly follow the definition in
[25] to accommodate our generic one-round construction which is introduced in
Sect. 3.2. We remark that the new framework captures all the required properties
defined in [7,25].

Definition 5 (Oblivious Signature-Based Envelope). An OSBE scheme is
defined by an algorithm OSBESetup and an interactive protocol OSBEProtocol <
S, R >.

~ OSBESetup(1¢) : The OSBESetup algorithm takes as input the security para-
meter £, generates the global parameters param, and the master key pair
(mpk, msk) for the authority. The receiver R is issued a certificate/signature
o on M by the authority.

— OSBEProtocol < S(M, P),R(M,o) >: The OSBEProtocol is an interactive
protocol between the sender S with a private message P, and the receiver R
with a certificate/signature o. At the end of the protocol, R receives P if o is
a valid certificate/signature on M, otherwise it learns nothing.

The correctness of an OSBE scheme requires that at the end of OSBEProtocol,
the authorized receiver R (who has a valid certificate/signature o on M) can
output P.

Security Notions for Strong OSBE. According to the original definition
[25], in additional to the correctness, an OSBE scheme must satisfy obliviousness
and semantic security. In this work, we are interested in the strong OSBE scheme
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that should also satisfy another two security properties—obliviousness w.r.t. the
authority and semantic security w.r.t. the authority, which are defined in [7].

Obliviousness (w.r.t. the Authority). Below we first briefly describe the
notions of obliviousness and obliviousness w.r.t the authority. The obliviousness
requires that the sender S should not be able to distinguish whether R uses a
valid certificate/signature or not during the protocol execution. The oblivious-
ness w.r.t. the authority requires that the above indistinguishability should also
hold to the authority who plays as the sender or just eavesdrops on the proto-
col. One can easily notice that the latter notion is stronger than the former one
and both of them can be trivially achieved in one-round OSBE schemes, since
S receives no information from R.

We now formally introduce the security notions of semantic security and
semantic security w.r.t. the authority.

Semantic Security. This security is against the malicious receiver. Roughly
speaking, it requires that at the end of the protocol, R learns nothing about
the private input P of S if it does not use a valid certificate/signature on the
predefined message M. The formal security game between the challenge C and
the adversary A is defined as follows.

Setup. C runs OSBESetup(1¢) and sends A the global parameters param.

Query. A can issues the following two queries:

— Sign-Query. On input of M, C returns the valid signature o of M to A.
— Exec-Query. On input of (M,P), C first generates oy of M, runs
OSBEProtocol < S(M, P), R(M,oar) > and returns the transcript to A.

Challenge. A chooses a predefined message M™ which has not been queried for
signature by A, with two challenge message Py, Pi and sends them to C. C

randomly chooses a bit b & {0,1} and runs OSBEProtocol < S(M*, P,), A >.

Query. A continues the query defined above, except that it cannot query M™ for
signature.

Guess. Finally, A outputs b’ as its guess on b and wins the game if b’ = b.

We define the advantage of A in the above game as AdvaSBE(Z) =Pr[b =
b - 1.
Semantic Security w.r.t. the Authority. This security is against the mali-
cious authority. Roughly speaking, it requires that at the end of the protocol, the
authority who plays as the eavesdropper on the protocol, learns nothing about
the private input P of S. The formal security game between the challenge C and
the adversary A is defined as follows.
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Setup. C runs OSBESetup(lz) and sends A the global paramters param with the
master secret key msk.

Query. A issues an Exec query with chosen input (M, P,oa). To answer this
query, C runs OSBEProtocol < S(M, P), R(M,on) > and returns the tran-
script to A.

Challenge. A chooses a predefined message M* with two challenge message

Py, P; and sends them to C. C randomly chooses a bit b & {0,1} and runs
OSBEProtocol < S(M™, Py), R(M™,on=) > which A can access to its inter-
action transcript.

Query. A continues the Exec query as defined above.

Guess. Finally, A outputs b’ as its guess on b and wins the game if b’ = b.

We define the advantage of A in the above game as Adviﬁ’&”é’éority (0) =Pr[b =
b1
Definition 6 (Secure OSBE). An OSBE scheme is secure if it is oblivious
w.r.t. the authority and for any probabilistic polynomial-time adversaries A, both
Adv ose(f) and Adviﬁé“égority(@) are negligible in (.

Remark. One may note that our security notions appear to be different from
[7], where the adversary can access several queries in addition to the original
models [25]. The reason is that our defined OSBE scheme follows the original one
while the work in [7] revised the OSBE framework to accommodate its proposed
construction. However, we insist that our models are essentially as strong as
the notions defined in [7]. The enhanced semantic security (denoted sem) in [7]
allows the adversary to obtain several interactions between the server and the
receiver with a valid certificate/signature while the adversary in our notion is
provided with the access to a so-called Exec oracle which returns the transcript of
the honest interaction with adaptively chosen input (M, P) from the adversary.
It is worth noting that we put no restriction on the Exec query input (M, P)
from A. In particular, A can make query with input the challenge messages, i.e.,
M = M* and P = P,/ P;. Moreover, the Sign query through which A can obtain
the signature of any non-challenge predefined message is also defined in both our
model and the experiment in [7]. Similarly, the adversary in our defined notion
of semantic security w.r.t. the authority can also query the Exec oracle for the
transcripts of any specified interaction. We therefore remark that our defined
models capture the same security properties as those do in [7].

3.2 The Proposed Generic Construction

We present a generic construction of OSBE from the conjunction of an
SPHF and an IB-SPHF. Let SPHF = (SPHFSetup, HashKG, ProjKG, Hash,
ProjHash) be a smooth projective hash function over £ C X and IB-SPHF =
(IB-SPHFSetup, IB-HashKG, IB-Hash, IB-ProjHash) be an identity-based smooth
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projective hash function over Lip C Xjp. Suppose both systems are onto the same
set V. We additionally use a key derivation function KDF for the generation of
a pseudo-random bit-string as the encryption key for the private message. The
generic construction of an one-round OSBE protocol on a predefined message
M and a private message p is as follows.

— OSBESetup(1°) : The OSBESetup takes as input a security parameter £.

e It first generates the individual parameters as SPHFSetup(lé) —
(paramy, £), IB-SPHFSetup(1?) — (parama, Lip, (msk, mpk)). The master
key pair (msk, mpk) is for the authority.

e It generates a key pair (hk,hp) for the SPHF system as HashKG —
hk, ProjKG(hk) — hp. The hash key pair (hk, hp) is produced for the
receiver.

e The authority issues a signature o = hkas (by viewing M as the identity)
as IB-HashKG(msk, M) — hkas. A valid receiver is then given the signature
.

The output global parameters param = (paramy, paramz, £, Lip, mpk, hp). All
the algorithms involved in the protocol OSBEProtocol implicitly include param
as input.

— OSBEProtocol < S(M, P), R(M, o) >: The OSBEProtocol executes as follows:

o S picks Wi «— L, Wy «— L with w1, w2 the witnesses respectively and
computes

V' = ProjHash(hp, W1, w1) @ IB-ProjHash(M, W2, ws),

Q = P @ KDF(V).
S then sends (W1, W2, Q) to R;
e Upon receiving (Wi, W2, Q), R computes,

V' = Hash(hk, W1) @ IB-Hash(hkys, W2),

P' = Q& KDF(V').

3.3 Security Analysis

We show that the generic construction is secure under our defined models.
Theorem 1 (Correctness). The generic OSBE construction is correct.
Proof. Due to the correctness of SPHF and IB-SPHF, we have that
ProjHash(hp, W1, w1) @ IB-ProjHash(M, Wa, w2) = Hash(hk, W1) @& IB-Hash(hkas, W2),
ie., V=V’ and thus P’ = P ¢ KDF(V) @ KDF(V') = P.

Theorem 2 (Obliviousness w.r.t. the Authority). The generic OSBE con-
struction is oblivious w.r.t. the authority.
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Proof. This property is trivial since the protocol is one-round and the server S
receives no information from the receiver R during the protocol execution.

Theorem 3 (Semantic Security). The generic OSBE construction is seman-
tically secure if the SMP is hard on (X, Lar) for IB-SPHF (and under the
pseudo-randomness of KDF ).

Proof. Let A be an adversary against the semantic security of our construc-
tion with advantage AdvfﬁOSBE(ﬁ). We define a sequence of games between the
challenger C and A as follows.

Game Gg. In this game, C simulates as follows.

~ Setup. C runs OSBESetup(1¢) and outputs the global parameter param with
the receiver secret key hk to A. C keeps the master secret key msk itself.

— Query. C answers the query as follows.

e Sign-Query. On input of M from A, C computes I1B-HashKG(msk, M) —
hkas, and then returns hkys to A;

e Exec-Query. On input of (M,P) from A, C randomly picks W; &
L, Wo & Ly with wy,we the witnesses respectively. C then computes
V' = ProjHash(hp, W1, w1) & IB-ProjHash(M, Wy, ws),Q = P & KDF(V)
and then sends (W7, Wa, Q) to A,;

— Challenge. A chooses a predefined message M* that is not issued to the Sign
oracle, with two challenge message Py, P; and sends them to C. C randomly
chooses a bit b < {0,1} and picks W} «— L, W5 «— Ly~ with wi,w} the
witnesses respectively and computes

V* = ProjHash(hp, W, w}) @ IB-ProjHash(M™*, W5, w3), Q" = P,® KDF(V™).

C then sends (W7, W5, Q%) to A,
— Query. C simulates as defined above.
— Output. Finally, A outputs b’ as its guess on b.

We define the advantage of A in game Gy as AdvifOSBE(E). One can note the
definition of game Gy is exactly the original model of semantic security and thus
we have Adv ospe (£) = Adv ospe (€)-

Game Gi. Let game G; be the same game as Gy, except that in the challenge
stage, instead of choosing W & Lar+, C chooses W5 & X \L s+ and computes
V* as V* = ProjHash(hp, W7, wy) @ IB-Hash(hkps+, W5). Due to the hard subset
membership problem and the correctness of IB-SPHF, we have |Advi{OSBE(€) —

Ad"vgzto,ossE(m < AdV%E—SPHF(@-

Game Gs. Let game G5 be the same game as G, except that in the challenge stage,
C computes V* as V* = ProjHash(hp, W}, w}) @ r, where r & Y. Due to the
smoothness of IB-SPHF, we have |AdviﬁOSBE(€) —Advi£OSBE(€)| < AdViRSie (0).
Game Gs. Let game G3 be the same game as Gy, except that C computes Q* =

P, ® R where R & {0,1}!. Due to the pseudo-randomness of KDF, we have
|Adv?¢€OSBE(£) - AdV,gf,OSBE(m < Advil'?KDF(g)'
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Game Gy. Let game G4 be the same game as G3, except that C computes Q* &
{0,1}%. One can note that Adv%‘,OSBE(ﬁ) = Adv%OSBE(E). It is easy to see that A
can only wins with probability at most 1/2 as Q* is independent of b and hence
we have Adv%OSBE(ﬁ) =0.

Therefore, from game Gg,G1,G2,G3 and G4, we have that Advi‘S,OSBE(f) is
negligible, which completes the proof. O

Theorem 4 (Semantic Security w.r.t. the Authority). The generic
OSBE construction is semantically secure w.r.t. the authority if the SMP is hard
on (X, L) for SPHF (and under the pseudo-randomness of KDF ).

Proof Let A be an adversary against the semantic security w.r.t. the authority
of our construction with advantage Advilsggugéo"ty(ﬂ). We define a sequence of
games between the challenger C and A as follows.

Game Gy. In this game, C simulates as follows

~ Setup. C runs OSBESetup(1¢) and outputs the global parameter param with
the master secrete key msk to A. C keeps the hashing key hk itself.
— Query. On input of (M, P,op) from A for an Exec query, C randomly picks

Wi & L, Wy & Ly with wy,wy the witnesses respectively and computes
V' = ProjHash(hp, W1, w1) @ IB-ProjHash(M, Wa, ws),Q = P @ KDF(V). C
then sends (W7, Wa, Q) to A;

— Challenge. A chooses a predefined message M* with two challenge message
Py, P; and sends them to C. C randomly chooses a bit b & {0,1} and picks
Wi — L, WS «— L+ with w], ws the witnesses respectively, computes V* =
ProjHash (hp, Wi, w}) @ IB-ProjHash(M*, W5, w3),Q* = P, ® KDF(V*). C
then sends (W, W5, Q%) to A,

— Query. C simulates as defined above.

— Output. Finally, A outputs b’ as its guess on b.

We define the advantage of A in game Gy as Advi‘iOSBE(ﬁ). One can note the

definition of game Gy is exactly the original model of semantic security and thus

we have Adv%OSBE(f) = Advfibéuégority (0).

Game Gi. Let game G; be the same game as Gy, except that in the challenge

stage, instead of choosing W & L, C chooses W7 Ex \L and computes V* =
Hash(hk, W) @IB-ProjHash(M*, W3, w3). Due to the hard subset membership
problem and the correctness of SPHF, we have |Advvg41’OSBE(€) - Advi‘)’OSBE(f)\ <

Advil,\,/lPPHF(Z)'

Game Go. Let game G5 be the same game as G, except that in the challenge stage,
C computes V* as V* = r @ IB-ProjHash(M™*, W5, w3), where r & . Due to the
smoothness of SPHF, we have |Avag4%OSBE(€) — Adv} osge(f)] < AdvaReeth (p).
Game Gs3. Let game G3 be the same game as G, except that C computes Q* =

P, & R where R & {0, 1}1. Due to the pseudo-randomness of KDF, we have
PR
|AdV,gc€OSBE(£) - AdV,g42,OSBE(€)| < Adv g kpr(£)-
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Game Gy. Let game G4 be the same game as G3, except that C computes Q* &
{0,1}%. One can note that Adv%‘,OSBE(ﬁ) = Adv%OSBE(E). It is easy to see that A
can only wins with probability at most 1/2 as Q* is independent of b and hence

we have AdviﬁOSBE(f) =0.

Therefore, from game Go, G1, G2, G3 and G4, we have that Advff&”é'&ority (0) is

negligible, which completes the proof. a

Based on the results of Theorems 1, 2, 3 and 4, we then have the following
conclusion.

Theorem 5. The generic OSBE construction is secure if both SPHF and
IB-SPHF are over hard subset membership problem (and under the pseudo-
randomness of KDF ).

4 An Efficient Instantiation

In this section, we present a concrete OSBE protocol based on the DDH assump-
tion and DBDH assumption.

4.1 Instantiating the Building Blocks

Due to the space limitation, we briefly describe the instantiations of SPHF and
IB-SPHF from the DDH assumption and DBDH assumption respectively and
refer the reader to the full version for more details.

DDH-Based SPHF. We first introduce the Diffie Hellman language Lpy as follows.
Let G be a group of prime order p and g1, go be the generators of G.
Lon = {(u1,u2)|3r € Zp,s.t., w1 = g7, u2 = g5}

One can see that the witness space of Lpy is Z, and Lpy C G?. Below we show
an concrete SPHF (denoted by SPHFpn) over the language Lpy C Xpy = G2
onto the group Y = G.

SPHFSetup(lZ) : Set param = (G, p, g1, g2);

HashKG : Pick (a1, az2) & Zf,. Output hk = (a1, a2);

ProjKG(hk) : Compute hp = g7 g5?;

Hash(hk, W) : For a word W = (u1,u2), output hv = ujtug?;

ProjHash(hp, W, w) : For a word W = (g7, g3 ), output hv = hp” = (g7 g52)".

DBDH-Based 1B-SPHF. We introduce the language for our instantiated IB-SPHF,
which can be viewed as the backbone of the IBE scheme in [16]. Let
(G1,Gr,g,e(--),p) «— BG(1Y), u,h € Gy,a,B € Z,. For any ID € ID, the
associated language Lip C X|p are,

Lip = {(u1,u2,u3)|32 € Zy,s.t., uy = g°,up = (u'°h)*, uz = e(g,9)"*}

‘X‘lD = {(u17u27u3)|3217 29 € Zp7s't'7 up = gZ17u2 = (uIDh)ZI7u3 = 6(979)522}
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One can see that the witness space is Z;, and Lip C G; x Gy X Gr. Below we
show the resulted IB-SPHF (denoted by ZB-SPHF) over the language L£ip C Xip
onto the group Y = Gr.

IB-SPHFSetup(1) : Let (G1,Gr, g, e(-,-),p) «— BG(1%). Pick u, h & G1,a, 8 & Z,,
set param = (G1,Gr, g, e(-, -), p, u, h), msk = (a, B), mpk = (e(g, 9)*, (g, 9)°)-
The identity set is ZD = Z,.

IB-HashKG(ID, msk) : For ID € Z,, choose t,r & Zp. Output hkp =
(Skla Sk27 Sk5) = (gag—ﬁt(uth)r7g—r7 t);

IB-Hash(hkp, W) : For a word W = (u1,u2,us), output hvp =

3

e(u, sk1)e(us, skg)ugk ;

IB-ProjHash(ID, W, w) : For a word W = (u1,u2,us) = (g%, (u'’h)*, e(g, 9)"%),
outputs hvip = e(g, g)**.

4.2 Concrete OSBE Protocol

Using SPHFpn and IB-SPHJF as instantiation blocks, below we show the
resulted OSBE protocol, where a sender & wants to send a private message
P € {0,1} to a recipient R in possession of a signature (i.e., the identity hash-
ing key) on a message M.

- OSBESetup(lZ) : Let G be a group of prime order p and g1, g2 the generators
of G and set param, = (G, p, g1, g2). Let (G1,Gr,g,e(-,-),p) «— BG(1%), pick
u, h & G1,a, 3 & Zp, set param, = (G1,Gr,g,¢e(-,+),p,u, h) and set msk =
(e, B), mpk = (e(g, 9), e(g,9)").

e Pick (a1, a0) & Z,, compute hk = (a1, as2), hp = g7t g52. Set (hk, hp) as
the receiver key pair.

e For any predefined message M € Z,, choose t,r & Zp and compute its
signature as 0 = hkas = (ski, ska, sk3) = (¢%g P (u™R)", 97", 1)

— OSBEProtocol < S(M, P), R(M, o) >:

e § picks Wy = (a7u/\2) = (9{795)7W2 = (u17u27u3) =
(g%, (wMh)?,e(g,9)??) and computes

V=1(91"92")"elg9,9)"",Q = P & KDF(V).

S then sends (W1, W2, Q) to R;
e Upon receiving (Wi, W2, Q), R computes,

V= (@) - (e(uwr, skr)e(uz, ska)us™),

P' = Q@ KDF(V).
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One should note that in the above concrete protocol, we requires the language
used in our SPHFpy works on the Gp, i.e., the DDH assumption is on G = G.

The correctness of the above protocol is guaranteed by the correctness of
SPHFpn and IB-SPHF while the oblivious w.r.t. the authority is clear due
to the one-round execution. Based on the Theorem 5, we have the following
conclusion.

Theorem 6. The instantiated OSBE protocol is secure under the DDH, DBDH
assumptions (and the pseudo-randomness of KDF ).

Efficiency. Our one-round protocol requires only one flow from the sender S
during the execution. Precisely, in addition to the I-bit string (i.e., Q) for the
masked P € {0,1}!, the communication in our protocol consists of 2 elements
in G; and 3 elements in G and hence is slightly higher than the BPV-OSBE
protocol [7], where 6 elements in G are needed per execution. It is worth noting
that by using a hash function H : G — Gp on the computation of V, i.e.,
letting V' = H((g7"95%)") - e(g, 9)**, we can reduce the communication cost
of our protocol, as the language used by the SPHFpy is now on the smaller
group G, instead of Gr. Regarding the computation cost, we remark that our
protocol is much more efficient that the BPV-OSBE protocol. Particularly, our
protocol mainly requires 5 exponentiation, 3 multiplication and only 2 pairing
computation in total per execution while the BPV-OSBE protocol needs 12
exponentiation, 8 multiplication and 6 pairing computation.

5 Conclusion

In this work, we mainly improved the work from TCC 2012 [7] and presented a
generic construction of one-round OSBE system that is strongly secure with a
common reference string. Compared to the 2-round framework in [7], our one-
round construction is more appealing due to the fact that its non-interactive
setting accommodates more application scenarios in the real word. Moreover,
our framework relies on the (IB-)SPHF, which can be instantiated from extensive
languages and hence is more general than the work in [7] where special languages,
i.e., languages of ciphertexts from signatures are needed for instantiations. An
efficient instantiation, which is secure under the standard model from classical
assumptions, DDH and DBDH, is also shown to illustrate the feasibility of our
one-round framework.
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Abstract. Proxy signature is a useful cryptographic primitive that
allows signing right delegation. In a proxy signature scheme, an original
signer can delegate his/her signing right to a proxy signer (or a group
of proxy signers) who can then sign documents on behalf of the origi-
nal signer. In this paper, we investigate the problem of proxy signature
with revocation. The revocation of delegated signing right is necessary
for a proxy signature scheme when the proxy signer’s key is compro-
mised and/or any misuse of the delegated right is noticed. Although
a proxy signature scheme usually specifies a delegation time period, it
may happen that the original signer wants to terminate the delegation
before it is expired. In order to solve this problem, in this paper we pro-
pose a new proxy signature scheme with revocation. Our scheme utilises
and combines the techniques in the Naor-Naor-Lotspiech (NNL) frame-
work for broadcast encryption, the Boneh-Boyen-Goh (BBG) hierarchi-
cal identity-based encryption and the Boneh-Lynn-Shacham (BLS) short
signature scheme and thereby constructing an efficient tree-based revo-
cation mechanism. The unrevoked proxy signer only needs to generate
evidences for proving that he/she is a valid proxy signer once in per revo-
cation epoch, and the verifier does not need a revocation list in order to
verify the validity of a proxy signature.

Keywords: Proxy signature - Revocation - Hierarchical structure

1 Introduction

Mambo, Usuda and Okamoto introduced the concept of proxy signatures in 1996
[16,17]. In a proxy signature scheme, an original signer is allowed to delegate
his signing power to a designated person called the proxy signer, and then the
proxy signer is able to sign the message on behalf of the original signer.

There are four types of delegation in proxy signature. Mambo et al. [16]
proposed three of them in their seminal work: full delegation, partial delega-
tion and delegation by warrant. In the full delegation, the original signer just
gives his signing key to the proxy signer as the proxy signing key. Thus, the
proxy signer has the same signing ability as the original signer so that the real
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signer of a signature is indistinguishable. To overcome this drawback, partial
delegation was proposed, in which the original signer and the proxy signer work
together to derive the proxy signing key that consists of partial private keys
of the original signer and the proxy signer. Partial delegation is further classi-
fied into proxy-unprotected delegation and proxy-protected delegation [11]. In
proxy-unprotected partial delegation, the original signer can derive the proxy
signing key without the interaction with the proxy signer, but the proxy signer
cannot derive the proxy signing key without the help from the original signer.
In the case of proxy-protected partial delegation, the proxy signing key needs
the contribution of both the proxy signer and the original signer. However, in
the partial delegation, the proxy signer has unlimited signing ability. To conquer
this problem, delegation by warrant has been proposed. The original signer signs
a warrant that certifies the legitimacy of the proxy signer. Kim et al. [10] later
proposed a new type of proxy delegation called partial delegation with warrant
combining advantages of partial delegation and delegation with warrant.

Besides, proxy signature can be categorized into proxy multi-signature
scheme and multi-proxy signature scheme. In a proxy multi-signature scheme
[13,22], a designed proxy signer can generate the signature on behalf of two or
more original signers. In the case of multi-proxy signature scheme [12,21], it
allows a group of original signers to delegate the signing capability to a desig-
nated group of proxy signers.

1.1 Motivation of This Work

In this paper, we focus on proxy signature with revocation. Although there are
many research works on proxy signature, only few of them deal with proxy
revocation. It is necessary to address the problem of proxy revocation in proxy
signature when the proxy signer is compromised. Moreover, in reality, the proxy
signer may also misuse the delegated signing right. In such situations, the origi-
nal signer should have a way to revoke the signing right delegated to the proxy
signer even when the delegation has not expired. One straightforward solution
to address this problem is to let the original signer publish a revocation/black
list and a verifier needs to check the list before verifying a proxy signature. One
limitation of such an approach is that the verifier needs to obtain the latest revo-
cation list before verifying a proxy signature. Another problem brought by this
approach is that a proxy signature generated before the proxy signer is revoked
also becomes invalid. Ideally, such proxy signatures should still be considered
valid since the proxy signer is not revoked when the signature is generated.

In [20], Sun suggested that the revocation problem can be solved by using
a timestamp and proposed a proxy signature which allows the verifier to trace
the proxy signer. However, the proposed scheme has some security issues. As
pointed out in [4], an attacker can easily forge a proxy signature.

Another solution proposed in the literature to address the problem is util-
ising a trusted third party. Das et al. [4] and Lu et al. [15] proposed some
proxy signature schemes with revocation where a trusted third party called the
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authentication server (AS) is used to provide the immediate revocation. How-
ever, a trusted third party is a very strong assumption. Hence, such a solution
is not very practical in real applications.

The third solution that has been proposed by Seo et al. [19] and Liu et al. [14]
is to use a third party called SEcurity Mediator (SEM) which is a partially
trusted online server. In such a solution, the original signer divides the delega-
tion into two parts and gives these two parts to the proxy signer and the SEM,
respectively. When the proxy signer wants to generate a proxy signature, he/she
must get the assistance from the SEM. Thus, the SEM works as a certifier to
authenticate the signing ability of every proxy signer. Such a solution is not prac-
tical either since whenever the proxy signer wants to generate a proxy signature,
he/she needs to contact the SEM which is a bottleneck of the system.

1.2 Our Result

In this paper, we introduce a novel proxy signature scheme with revocation.
Compared with the previous solutions, our scheme has the following advantages.

— Our scheme does not need any third party. In addition, the verifier does not
need to obtain the revocation list in order to verify a proxy signature. Instead
he/she only needs to know the current revocation epoch in order to verify a
proxy signature.

— The original signer can revoke a set of proxy signers in each revocation epoch.
An unrevoked proxy signer only needs to generate once in each revocation
epoch a proof which shows his/her valid proxy signing right.

— Our scheme explicitly includes the revocation epoch in signature verification,
and hence, the verifier only denies signatures generated by a proxy signer
after his/her proxy signing right is revoked. The signatures generated before
revocation will remain valid.

1.3 Outline of Paper

The rest of this paper is organized as follows. Some preliminaries are presented
in Sect.2. The formal security models for our scheme is described in Sect. 3.
The proposed proxy signature with revocation scheme is detailed in Sect. 4. We
analyze the proposed scheme in Sect.5. Finally, some concluding remarks are
given in Sect. 6.

2 Preliminaries

In this section, we provide some background knowledge used in this paper.

2.1 Bilinear Map

Let G and G denote two cyclic multiplicative groups of prime order p and g be
a generator of G. The map e: G x G — G is said to be an admissible bilinear
map if the following properties hold.
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1. Bilinearity: for all u,v € G and a,b € Z,, e(u®,v?) = e(u,v)®.
2. Non-degeneration: e(g, g) # 1.
3. Computability: it is efficient to compute e(u,v) for any u.v € G.

We say that (G, Gr) are bilinear groups if there exists a bilinear map e : GXG —
G as above.

2.2 Complexity Assumptions

Definition 1 (Computational  Diffie-Hellman  (CDH)  problem).  Given
g,9% 9% € G for some unknown a,b € Z,, the computational Diffie-Hellman
(CDH) problem is to compute g*° € G.

Definition 2 (Computational Diffie-Hellman (CDH) assumption). The (t,€)-
CDH assumption holds in group G if no algorithm with running time t has
probability at least € in solving the CDH problem.

2.3 Digital Signature Scheme

A digital signature scheme consists of three algorithms [6]:

Key generation G(1%): it inputs a security parameter k and outputs in poly-
nomial time a pair (pk, sk) of matching public and secret keys.

Signature S;;(m): it produces a signature o < Sq;(m) for a message m using
the secret key sk.

Verification V,;(m,0): it tests whether o is a valid signature for message m
using the public key pk. The algorithm outputs either 1 (valid) or 0 (invalid).

2.4 Security Model for Existential Unforgeability

The de facto security notion is existential unforgeability under adaptive chosen
message attacks [6] which is defined using the following game.

Setup: The challenger runs G. It gives the adversary the resulting public key pk
and keeps the private key sk to itself.

Signing Query (Ogy,): The adversary issues signing queries myq, ..., mq. To
each query m;, the challenger responds by running S to generate a signature o;
of m; and sending o; to the adversary. These queries may be asked adaptively
so that each query m; may depend on the replies to mq,...,m;_1. A database
D¢y to record the messages have been signed.

Output: Finally the adversary outputs a pair (m*,o*). The adversary wins if

o* is a valid signature of m™* according to V and m™ is not among the messages
D¢y appeared during the query phase.
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Definition 3. A signature scheme is (t,q,€) existentially unforgeable under
adaptive chosen message attacks if no t-time adversary Agy making at most
q signing queries has advantage at least € in the above game. For any PPT
adversary Agy involved in the experiment hereafter, we have Advy “™(\) =

Pr[Expt% 7™ (\) = 1] € negl()).

Experiment Expi‘;;ma()\) Oracle Ogyg(m)
(pk, sk) «— Gen(1*); Deyg — 0 o «—Sign(sk,m)
o — Agy " (m) Deys < Deus Um
(m™,0") «— Asu(pk, Ocus) Return o

If Ver(pk,m*,0") =1, and
m* & Dgyg return 1 else return 0

2.5 Boneh-Lynn-Shacham Short Signature Scheme

BLS Short Signature Scheme was proposed in [3]. We use this short signature as
a primitive to provide authentication in our hierarchical revocation algorithm.
Some details of the BLS short signature are given below.

Keygen: The public key is (G, Gr, q,g,y,H1) and secret key is s, where y = ¢°
and H; : {0,1}* — G is a hash function.

Sign: The signature for message m is 0 = h®, where h = H;(m).

Verify: Check whether the equation e(c,g) = e(H1(m),y) holds.
This scheme has been proven to be secure against adaptive chosen-message
attacks in the random oracle model assuming the CDH problem is hard.

2.6 Boneh-Boyen-Goh Hierarchical Identity-Based Encryption

Hierarchical identity-based encryption (HIBE) is a generalization of identity-
based encryption and mirrors an organizational hierarchy. An identity at level
k of the hierarchy tree can issue private keys to its descendant identities, but
cannot decrypt messages intended for other identities. Boneh et al. [2] described
the first HIBE scheme where the size of ciphertext does not depend on the
depth of the receiver in the hierarchy. This HIBE scheme will be modified as
an important part in our hierarchical revocation algorithm. The BBG HIBE
scheme, which has five algorithms, is reviewed below.

Setup: The master public key is (G, G, g, g1, g2, {hi }_,) and master secret key
is g5, where £ is the number of levels in the hierarchy, g1 = ¢® and o € Z,, is a
random number and hg, b1, ..., hy € G.

Keygen: Given master secret key msk and an identity id = (Iy,...,Ix), it
will choose a random numbers r € 7Z, and generate the private key d;q =
(D1,D9, Kiy1, ..., K¢). D1 and Do are decryption keys. (Kgy1, ..., K¢) is the del-
egation part and it is used to derive decryption keys for descendant identities.

k
Dy=g8 - (ho-[[ni)", Da=g", Ki=h]fori=k+1,...L

=1
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Derive: Given the private key d;q and an identity id’ = (I, ..., I, Ix+1) that
is the descendant of id = (Iy, ..., I)), it chooses a random number r € Z, and
outputs a private key d;or = (D1, Dy, K}, ..., Kj) for id'.

k+1
diw = (D1 - K54 (ho - [[ hF)" D2 g Kiyo - By o Ky - 1Y),
1=1

Encrypt: Given the master public key mpk, an identity id = (I3, ...,I;) and
a message m, it outputs a ciphertext C' = (Cp, C1,C3) by choosing a random
number s € Z, and computing the following elements

CO =m: 6(91792)87 Cl = gs7 02 = (ho : h? o .hclld)s'

Decrypt: It returns M = Cj - e(Cy, D1) 7! - e(Cy, Ds).
This scheme has been proven to be selective-ID secure in the standard model
and fully secure in the random oracle model.

2.7 Naor-Naor-Lotspiech Framework for Broadcast Encryption

Naor et al. [18] introduced a subset cover framework for broadcast encryption.
This framework is based on complete subtree (CS) method and subset difference
(SD) method. Halevy and Shamir [7] proposed a new method called layered
subset difference (LSD) to improve the key distribution in the SD method. Later,
Dodis and Fazio [5] pointed out that HIBE schemes can base on the above
methods. In this section, we will briefly introduce the SD method.

The SD method works like a white list and we call it a revocation list in this
paper. Each user is assigned to a leaf node in the tree and given the private keys
of all co-path nodes from the root to the leaf. Let N denote all the users and R
the revoked users. This method will group the valid users (N \ R) into m sets
Skyurs oos Sk um - ach valid user belongs to at least one set, the number of set
m satisfies m < 2|R| — 1. Let T,, denote the subtree rooted at x;.

Tk Tk1J Tkz
Valid proxy signer or

inner node

T,
> Revoked proxy signer
T, Ty, -

All revoked users are under a subtree Revoked users are under different subtrees

Fig. 1. The SD method
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The subset Sk, ., is defined as follows. Ty, is called the primitive root. T,
is called the secondary root, and T,, is a descendant of Tj,. The valid users in
the set Sg, ., consists of the leaves of Ty, that are not in T,,,. Thus, each user
may belong to more than one set.

3 Formal Definitions and Security Models

In this section, we will introduce the syntax of a hierarchical revocation algorithm
and a proxy signature with revocation and their formal security models. Here,
we provide the details of some notations that will be used in this section.

— N is the set of proxy signers, and || is the number of proxy signer.

— R is the set of revoked proxy signers, and |R]| is the number of revoked proxy
signer. R is the set of revoked proxy signers in the revocation epoch t.

~ £ € Z is the maximum level of the tree and |N| < 2°.

id € {0,1}=* is the label value for each node in the tree.

— prefiz(id) € {0,1}=* is the set of label values which are the prefix of id.

— w € Z is a warrant for signing right delegation.

— dia, = (Dij, Di2, Ki 1, ..o, K g—|ia,|+1) is the hierarchical private key for id;.

3.1 Hierarchical Revocation Scheme

This hierarchical revocation scheme is derived from the Boneh-Boyen-Goh hierar-
chical identity based encryption scheme (BBG HIBE) [2] and is an essential part
of our proxy signature with revocation scheme. This scheme keeps a white list to
reject all the revoked proxy signers and the size of this revocation list is O(|R])
since we use the Subset Difference (SD) method in the Naor-Naor-Lotspiech frame-
work [18]. This scheme can be described using the following algorithms.

Setup(1*,1¢): Given a security parameter A and a maximum level ¢ of the
complete binary tree, it outputs the system parameter param, the master secret
key msk and the master public key mpk.

Keygen(w;, pk;, msk,id): Given a proxy signer’s warrant w; and his/her public
key pk;, master secret key msk, the master public key mpk and the label value
id in the tree, it outputs a hierarchical private key d;q, where d;q includes the
decryption key and delegation key as shown in the HIBE scheme reviewed above.

Derive(mpk,id, d;q,id'): Given master public key mpk, a label value id and its
hierarchical private key d;y and a label value id’, which is a descendant of id in
the tree structure, it outputs another hierarchical private key d;q for id’.

Encode(mpk, id,id"): Given master public key mpk, a label value id and another
label value id’ which is a descendant of id, it outputs a encoding value C.

Verify (mpk, w;, pk;,id,C,d;qs): Given master public key mpk, a proxy signer’s
warrant w; and his/her public key pk;, a label value id, an encoding value C
(with regards to id and id’) and a hierarchical private key d;q, it outputs either
1or0.
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Security Model for Hierarchical Revocation Algorithm. We propose a
security notion called key robustness to define the security of our hierarchical
revocation algorithm. The security model is defined using the following game:

Setup: The challenger runs Setup. It gives the adversary the resulting of master
public key mpk and keeps the master private key msk to itself.

Keygen Query (O4,): The adversary issues up to go key generations queries
{(id;, w;, pk;) }I¢,. To each (id;, w;, pk;), the challenger responds by running Key-
gen to generate a result d;q, for (id;, w;, pk;) and sending d;q, to the adversary.
These queries may be asked adaptively so that each query (id;,w;, pk;) may
depend on the replies to (idi,wr,pk1),...,(id;—1,w;—1, pki—1). A database D 4,
records all the messages that have been queried.

Output: Finally the adversary outputs (id*, id*’, w*, C*, pk*, d;,.,) such that C*
is an encoding with regards to id* and id*’. The adversary wins if (id*’, w*, pk*)
or (prefiz(id*"), w*, pk*) has not appeared in any Kengen queries, and (mpk, w*,
pk*,id*,C*,d},.,) can pass the verification.

In the random oracle model, we have an additional oracle called hash
oracle:

Hash Query (O.,,): The adversary issues hash queries {(id;,w;, pk;)}",. To
each (id;, w;, pk;), the challenger responds by returning a random element in the
range of the hash function H;. The same result is returned if the same input is
queried for more than one time.

Definition 4. A hierarchical revocation scheme is (t,qm, qa,€) key robust if no
t-time adversary A making at most qg hash queries and qg keygen queries has
advantage at least € in the above game. For any PPT adversary A involved in
the experiment hereafter, we have Adv'Y™°™(\) = Pr[Expt’Y "™\, ¢) =
1] € negl()).

Oracle O4,, (id,w,pk) |Oracle O, (id, w, pk)
Return M (id, w, pk) Dag + Dag U (id, w, pk)
Return keygen(w, pk, msk,id)

key —robust

Experiment Exp’y A0
(mpk, msk) «— Setup(1?*, lg); Dag — 0
H; — .AOAH (’Ldl, wi,pki); didi «— AOAQ (’Ldz, wi,pk,-)
(id*,id*' ,w*, C*, pk* , diger) — A(mpk, Ouy, Oag)
If Verify(mpk,w*, pk*,id*, C*, diy.) — 1, (id*',w*, pk*) & D g, and
(prefiz(id*),w*, pk*)* & Da, return 1 else return 0

3.2 Proxy Signature with Revocation

In our scheme, there are two parties: an original signer O and a group of proxy
signers P; for i = 1,...,|N]. A proxy signature scheme with revocation can be
described as a collection of the following algorithms:

Setup(l)‘7 1%): Given a system security parameter A\ and a maximum level of
the complete binary tree that defines the maximum number of the proxy signers
IN| = 2¢, it outputs the system parameters ).
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Keygen( 1, YV): Given a system security parameter A and the system parameters
Y, it outputs a pair of public and secret key (pk, sk). The original signer runs
this algorithm to generate its own public pk, and security key sk,. The proxy
signers runs this function to generate its own public pk; and security key sk;.

Delegation (), w;, pk;, pko, sko): Given a system parameters ), the warrant w;
and public key pk; of the proxy signer P; and the public key pk, and secret key
sk, of original signer, it generates the delegated information I;.

Revocation(Y, sk,,t, R¢): Given a system parameters ), the secret key sk,
of original signer, the current revocation epoch ¢ and the set of revoked proxy
signers R, it outputs a revocation list RL; under the revocation epoch t.

Sign(Y, RL;, sk;, I;, M): Given a system parameters ), the revocation list RL;
under revocation epoch ¢, the secret key sk; and delegated information I; of
proxy signer P; and a message M, it outputs a proxy signature o.

Verify (Y, t, pk;, pko, M, 0): Given a system parameter ), the revocation epoch
t, public key pk; of proxy signer, public key pk, of original signer, the message
M and the proxy signature o, it outputs either 1 or 0.

Security Models for Proxy Signature with Revocation. To define the
unforgeability of our proxy signature scheme with revocation, according to the
classification of Huang et al. [8] and their continuing work [9], we divide the
adversaries into the following four types!:

1. Type I: This type of adversary Az has public parameter ), public key of
original signer pk,, and public keys of all proxy signers {pkz}lzﬂ

2. Type II: This type of adversary Azz has public parameter ), public key of
original signer pk,, public keys of all proxy signers {pk;z}llﬂ, and the secret
key of original signer sk,.

3. Type III: This type of adversary Azzz has public parameter ), public key of
original signer pk,, public keys of all proxy signers {pkz}‘zifll7 and secret keys
of all proxy signers {skl}y;q

4. Type IV: This type of adversary Azy has public parameter ), public key of
original signer pk,, public keys of all proxy signers {pkz}lzﬂ, and the secret
key and delegated information of all revoked proxy signers {sk;, I; }icr>.

One can find that if our proxy signature scheme is secure against Type II (or
Type III or Type IV') adversary, our scheme is also unforgeable against Type I
adversary. Below we give the formal security models.

Security Model for Adversary Azz. Adversary Azz represents original
signer, who wants to generate a valid proxy signature without knowing the secret
key of the proxy signer. The security model is defined using the following game:

! In all the security models, we assume that there is only one set of revoked signers
R, for each revocation epoch t;.

2 For achieving the backward security [1], we needs the time stamp server to generate
the time certificate for each proxy signature.
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Setup: The challenger generates |N| + 1 public key and secret key pairs and
assigns them to the original signer and proxy signers. Then it gives the adversary
the system parameter ), the public keys of original signer pk, and proxy signers
{pk:} lﬂ, secret key of original signer sk,, and keeps the secret keys of all proxy

signers {skz}llﬂ to itself.

Signing Query (Ozz,): The adversary issues signing queries {(w;, pk;, M;, t;,
Ri,) Y, where pk; € R;,. The challenger responds by running Delegation algo-
rithm to get delegated information I;, Revocation algorithm to get revocation
list RL;,, and Sign algorithm to get the proxy signature o;. After that, the
challenger sends o; to the adversary. These queries may be asked adaptively so
that each query (w;,pki, M;,t;, R¢,) may depend on the replies to all previous
queries. A database Dzz, records all the information of queries. If pk; € Ry,
the challenger rejects the query.

Output: Finally, the adversary outputs (w*,pk*, M*,t*, R;-,0"). The adver-
sary wins if pk*™ is one of the proxy signer public keys that have been given,
(w*, pk*,t*, Re=, M*) does not appear in Dzz., and (Y, t*, pk*, pko, M*,0*) can
pass the verification.

Definition 5. A prozy signature scheme is (t,q,¢) existentially unforgeable
under Type-II adaptive chosen message attacks if no t-time adversary Azr
making at most q signing queries has advantage at least € in the above game.
For any PPT adversary Azz involved in the experiment hereafter, we have
Advy S (N) = Pr[ExptSy "™ (X, £) = 1] € negl()).

Oracle Ozz4(w, pk, M,t,R¢)
I — Delegation(Y,w, pk, pko, sko); RLi < Revocation(Y, sko,t, R+)
o —Sign(Y, RLy, sk, I, M); Dzzs < Dzzs U (w,pk, M,t,R¢)
Return o

Experiment Exp%y_ "™ (A, Z)N
(Y, pko, sko, {pki, skl}‘lzll) — Setup(1*,1%); Dzzg «— 0
o — A(;IIIS (w, pk, M,t,R¢)
(", pk™, M*, ¢, R, 0") = Azz(V, pho, skoy {Pki i1, Oz25)
If Verify(Y, 1", pk*, pko, M, 0*) = 1, pk* € {pk:}}], and
(w*,pk™, M™,t", R¢+) & Dzzg return 1 else return 0

Security Model for Adversary Azz7. Adversary Ajj; represents proxy sign-
ers, who want to generate the proxy signature without knowing the delegated
information. The security model is defined using the following game:

Setup: The challenger generates |[N| + 1 public key and secret key pairs and
assigns them to original signer and proxy signers. Then it gives the adversary
the system parameter ), the public keys of original signer pk, and proxy sign-
ers {pkl}LﬁL secret keys of proxy signers {skz}llﬂ, and keeps the secret key of
original signer sk, to itself.
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Delegation Query (Ozz7,): The adversary issues up to ¢p delegation queries.
To each (wj, pk;), the challenger responds by running Delegation algorithm to
gain the delegated information I; and the challenger sends I; to the adversary.
These queries may be asked adaptively. A database Dzzz, records all the dele-
gation queries.

Revocation Query (Ozzz, ): The adversary issues up to gr revocation queries
(ti, Ry,). To each query, the challenger responds by executing Revocation algo-
rithm to get the revocation list RL;, for revocation epoch ¢;. Then the challenger
sends RL;, to the adversary. These queries may be asked adaptively. Notice that
we assume there is only one R, for each ;.

Signing Query (Ozzz,): The adversary makes up to gg signing queries to the
challenger. For each (w;,pk;, M;,t;, Rs,) where pk; € R, the challenger gains
the delegated information I; by running Delegation algorithm, runs the Revoca-
tion algorithm to get the revocation list RL;,, and executes the Sign algorithm
to acquire the proxy signature o;. These queries may be asked adaptively. A
database D7z records all the signing queries.

Output: Finally, the adversary outputs (w*, pk*, M*,t*, R¢«,0*). The adversary
wins if pk* is one of the proxy signer’s public keys given, (w*,pk*) has not
been queried to Delegation oracle, (w*, pk*, M*,t*, R4+ ) has not been queried to
Signing oracle, and (Y, t*, pk*, pk,, M*,0*) can pass verification.

Definition 6. A prozy signature scheme is (t,qp,qr,qs,€) existentially
unforgeable under Type-I1II adaptive chosen message attacks if no t-time adver-
sary Azzz making at most qp delegation queries, qr Tevocation queries and
qs signing queries has advantage at least € in the above game. For any PPT
adversary Azzr involved in the experiment hereafter, we have AdvS <" (\) =

Azzz
PrExpt " () = 1] € negl(A).

Oracle Ozzz, (w, pk) Oracle Ozzz5(w, pk, M,t,R¢)
I <« Delegation (Y, w, pk, pko, sko) I «— Delegation (Y, w, pk, pko, sko)
D111y «— D111, U (W, PE) RL: « Revocation(Y, sko, t, R¢)
Return I o «—Sign(Y, RL¢, sk, I, M)

Oracle OIIZR (t7 Rt) DIIIS — DIIIS U (’LU7pk‘, M,t, Rt)
RL¢ < Revocation (), sko,t, R¢) Return o
Return RL;

Experiment Expff\’;;;a A\ 0)

(¥, pko, sko, {phi, ski} ¥]) — Setup(1*,1°); Dzz1p,, Drzzs — 0

Ii — AgIIIIID (wivpki); RL:, — ASJZ{IR (tia th‘)

[ AS;ZI—IS (wi,pki, Mi, ti, Rt7)

(w™, pk™, M™ ,t*, Ry, 0") — Azzz(Y, pko, {pki, Skz}‘,ﬁfL Oz1115, 01175, O1175)
If Verify(Y,t*, pk*, pko, M*,0*) = 1, pk* € {pkz}‘lﬂ,

(w*,pk™) & D111,, and (w™, pk*, M*,t*, R¢») € Dzrzs return 1 else return 0

Security Model for Adversary Azy. Adversary Azy represents proxy signers,
who want to generate the proxy signature when they have been revoked. The
security model is defined using the following game:
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Setup: The challenger generates |N| + 1 public key and secret key pairs and
assigns them to the original signer and proxy signers. Then it gives the adver-
sary the system parameter ), the public keys of original signer pk, and proxy
signers {pkzz}llﬂ, secret keys of proxy signers {skZ}LJZL and keeps the secret key
of original signer sk, to itself.

Delegation Query (Ozy,): The adversary issues up to ¢p delegation queries.
To each (wj;,pk;), the challenger responds by running Delegation algorithm to
gain the delegated information I; and the challenger sends I; to the adversary.
These queries may be asked adaptively.

Revocation Query (Ozy, ): The adversary issues up to ggr revocation queries
(ti, Rt;)- To each query, the challenger responds by executing Revocation algorithm
to get the revocation list RL;, for revocation epoch ¢;. Then the challenger sends
RL;, to the adversary. These queries may be asked adaptively. A database Dzy,,
records all the queries. Notice that we assume there is only one R, for each ¢;.

Signing Query (Ozy,): The adversary sends up to gg signing queries to the
challenger. For each (w;,pk;, M;,t;, Ry,) where pk; € Ry, the challenger gains
the delegated information I; by running Delegation algorithm, runs the Revoca-
tion algorithm to get the revocation list RL,,, and executes the Sign algorithm
to acquire the proxy signature o;. These queries may be asked adaptively. A
database Dty records all the signing queries.

Output: Finally, the adversary outputs (w*, pk*, M*,t*, R¢«,0*). The adversary
wins if pk* € R+, (w*, pk*, M*,t*, R4+ ) has not been queried to Sign oracle, and
(Y, t*, pk*, pko, M*,0*) can pass the verification.

Definition 7. A proxy signature scheme is (t,qp,qr,qs,€)-strongly existen-
tially unforgeable under an adaptive chosen message attack if no t-time adversary
Azy making at most qp delegation queries, qr revocation queries and qs signing
queries has advantage at least € in the above game. For any PPT adversary Azy
involved in the experiment hereafter, we have Adviy” “™(X\) = Pr[Expty T (\) =
1] € negl(\).

Oracle Ozv,, (w, pk) Oracle Ozvys (w, pk, M, t,Ry)
I «— Delegation(w, Y, pk, pko, sko) I — Delegation (Y, w, pk, pko, sko)
Return [ RL: < Revocation(Y, sko,t, R+)

Oracle Ozv, (t, Rt) o «—Sign(Y, RL¢, sk, I, M)
RL¢ < Revocation (), sko,t, R¢) Dzygs «— Dzyg U (w,pk, M,t, Rt)
Dzvgy < D1y, U (L, Re) Return o
Return RL;

Experiment ExpeA“;‘ima A\ 0

(9, pho, sko, {phi, skiyX1) — Setup(1*,1°); Drvy, Dzvg — 0

Ii — Az, (ws, pki)

RLti — 'A(IOSVR (ti7 Rti)

g; < A?‘fvs (wi,pkzi, Mi7 ti, Rti)

(w*, pk™, M* " Re=,0™) — Azv (Y, pho, {phi, ski Y21, Orvpy, Orv , O1v)
If Verify(Y,t*, pk*, pko, M*,0*) = 1, pk™ € Ry~

(w*, pk™, M™,t* , R¢+) & Dzvg return 1 else return 0
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4 The Proposed Scheme

In this section, inspired by the BBG HIBE scheme [2], the NNL framework for
broadcast encryption [18] and the BLS short signature [3], we will construct a
hierarchical revocation scheme. Based on this revocation scheme, we will then
build our proxy signature scheme with revocation.

4.1 Hierarchical Revocation Scheme

Our hierarchical revocation scheme consists of the following algorithms.
Setup(1*, 1Y) — (param, msk, mpk):

— Set system parameter param = (e,G,Gr,g,p).

— The original signer O has (pk,, sk,) = (g%, z,) and each proxy signer P; has
(pki, ski) = (g%, i), where z; € Zy. For each P;, assign a warrant w;.

— Set master secret key msk = sk, and master public key mpk = (pk,, {hi}fzo)7
where hg, h1,...,hs € G.

~ Select a injective function H : {0,1}=¢ — Z* and a hash function H; :
{0,1}* — G.

Keygen(w;, pk;, msk,id) — d;q:
dig = (D1, D2, Ko, ..., K¢_jid+1)
= (Ha(id, wi, pks)™ - (ho - F""D)", g7 By, ooy By gy 4):

Derive(mpk, id, d;q,id = (id, I, ..., 14)) — dia':

H(I;
did’:(DllaD2 HKH-I )

= (Ha(id, w;, pki)* e - (ho - BYCD - pJHI) L ptalyr gry,

Encode(mpk, id, id = (id, I, .., I3)) — C: C = ho - k' - p) . gl

Verify (mpk, w;, pki,id, C,d;q) — {0,1}: Parse d;q» = (D4, D}), return 1 if fol-
lowing equation is true: e(g, D}) = e(pko, H1(id, w;, pk;)) - e(C, D).

4.2 Proxy Signature with Revocation

Our proxy signature with revocation scheme consists of the following algorithms.

Setup(1*,1¢): A € N is a security parameter and N = 2° is the maximum
number of proxy signer. Generate a bilinear map (e, G,Gr,p,g). Choose ran-
domly {h;}{_, from G. Choose a injective functions H : {0,1}=* — Z» and
two hash functions H; : {0,1}* — G (¢ = 1,2). The system parameter
Y= ((evGaGTapvg)?{hi}fzovHleaHQ)'
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Keygen(1*,)): original signer O and each proxy signer P; run the key genera-
tion algorithm to generate their own public key and secret key pair. O generates
(pko, sko) = (x0, g%°) and P; generates (pk;, sk;) = (x4, g**).

Delegation (), w;, pk;, pko, sko): O generates the delegated information I; to P;.

— A warrant w; is an explicit description of the delegation relation.

— O assigns to P; an availabel leaf v; of label (v;). Let zg = €, x1, ..., xp—1,2¢ = v;
be the path from the root € of T to v;. For 7 =0 to £, O does the following.
Consider the sub-tree T, rooted at node z;. Let copath be the co-path
from x; to v;. For each node w €copath,, since x; is an ancestor of w,
(z;) is a prefix of (w) and we denote by wy,...ws, € {0,1}274%1 for some
0 < Uy < ¢, the suffix of (w) coming right after (z;). Choose a random rE€Zy,
and compute

dw = (Dw1s Do 2y Kty —0, 435 -+ Ko )
— (Mg wn,phi) ™ - (ho - R ) o)y
9" Ny, 135 Py
P; gains the delegated information I; = (w;, (v;), {{dw }wecopathxj }fzo).
Revocation(), sk,, t, R:):

— Using the SD covering algorithm, find a cover of unrevoked user set N'\ R; as
the union of disjoint subsets of the form Sk, v, ..., Sk with m < 2-|R|—
— For i =1 to m, do the following.
1. Consider S, ., as the difference between sub-trees rooted at an internal
node x, and one of its descendants x,,. The label of z,,, can be written
as (Ty;) = (k) l|uie, - Ui, ,. Then, compute an encoding of Sy, ., as a
group element:

mUm?

H({z H(uie, ) H(ui,e; o)
Ci = ho - hy D ) e

2. O generates a signature ©; =Sign, (Cy, g') = Ha(C;, gt)Fe.
Return the revocation list RL; which is defined to be
RL; = (t’ R, {<xki>7 <mu'i>7 (Clv @l) :il) .

Sign(Y, RL;, sk;, I;, M): Proxy signer only needs to generate the HIBE decryp-
tion key once in each revocation epoch.

— Using RL;, determine the set Sk, .,, with I € {1,...,m}, that contains the
leaf v; (this subset must exist since pk; ¢ R;) and let xj, and z,, denote the
primary and secondary roots of Sy, ,,. Since xy, is an ancestor of z,,,, we can
write (zy,) = (zk,)||wie, .- ue,, for some ¢4 < ly < £ and with v, € {0,1}
for each k € {¢,...,02}. The proxy signer P; computes an HIBE decryption
key of the form

Oy —01+2

H(
(D, Di2) = (Ha gy wisphi)™ - (o - by g )ity 7Y

Note that (D;1, D;2) can be reused in whole revocation epoch.
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— Compute oy, =Signsk, (M, 2) where 2 = (w;, Tk, , Tu,, D11, Di2, Cl, 6)).
Return the proxy signature o = (£2,0,,).

Verify (Y, t, pk;, pko, M, o): Verifier checks the proxy signature.

1. Check oy, If Verify,,, (M, £2),0,) = 0, return 0.
2. Check O;: If Verify,r, ((C1,g"),0;) = 0, return 0.
3. Check Cy: If e(g, Dy, ) = e(pko, H1(xk,, wi, ki) - €(Cy, Dy, ), return 1. Other-

wise, return 0.

5 Security Analysis

The proposed schemes is secure against Type-II/III/IV adversaries in the ran-
dom oracle model. Please refer to the full version of the paper for the full proofs.

Theorem 1. The hierarchical revocation scheme is key robust assuming that the
CDH assumption holds in G.

Theorem 2. The proxy signature with revocation scheme is secure against
Type-II/I1T/TV adversaries.

6 Conclusions

In this paper, we proposed a new solution for proxy signature with revocation.
Compared with the previous approaches, our solution does not require any third
party. In addtion, the verifier does not need to access the latest revocation list
in order to verify a proxy signature. We also built a novel hierarchical revoca-
tion scheme, which is of independent interest. We proved the security of the
hierarchical revocation scheme and the proxy signature scheme with revocation
against various types of adversaries.

Acknowledgement. The last author of this work is supported by the National Nat-
ural Science Foundation of China (No. 61402184).
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Abstract. A hierarchical key assignment scheme distribute some pri-
vate information and encryption keys to a set of classes in a partially
ordered hierarchy, so that the private information of higher classes can
be employed to derive the keys of classes lower down in the hierarchy.
A hierarchical key assignment scheme for dynamic structures allows to
make dynamic updates to the hierarchy, such as addition, deletion and
modification of classes and relations among them, as well as the revoca-
tion of users.

In this work we analyze security notions for hierarchical key assign-
ment schemes supporting dynamic structures. In particular, we first pro-
pose the notion of key recovery for those schemes. Furthermore, we
extend to such schemes the strong key indistinguishability and strong
key recovery security definitions proposed by Freire et al. for hierarchi-
cal key assignment schemes. Finally, we investigate the relations occur-
ring between all the state-of-the-art security notions for hierarchical key
assignment schemes supporting dynamic structures, showing implica-
tions and separations which hold between such notions. In detail, we
prove that also in the case of dynamic structures, security with respect
to strong key indistinguishability is equivalent to the one with respect to
key indistinguishability.

Keywords: Access control + Key assignment - Dynamic structures -
Dynamic adversary - Strong key recovery + Strong key indistinguishability

1 Introduction

The main aim of the access control management is to provide only authorized
users with the access to certain resources. More precisely, based on their rel-
ative responsibilities and roles, the users of a system are usually grouped into
hierarchies, characterized by some disjoint classes (security classes). Hierarchical
structures find a natural way of application in many different areas.

The use of cryptography to deal with key management issues in hierarchi-
cal structures was first addressed by Akl and Taylor [2], which introduced a
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hierarchical key assignment scheme where each class is provided with a key
that can be employed, together with some public information generated by a
Trusted Authority (TA), to derive the key of any class lower down in the hierar-
chy. Following the seminal work due to Akl and Taylor, many schemes have
been proposed in the literature, each providing different trade-offs for what
concerns the quantity of public and private information, as well as the com-
plexity of key derivation (e.g., [3,4,6,14,16,17,21,24,25,27,29,30,32-35,40]).
Again, other schemes have been proposed, either supporting more general
access control policies [18,20,31,41] or satisfying further time-dependent con-
straints [7,8,15,22,23,28,37-39,42]. However, it is important to remark that
despite many schemes have been proposed in the literature, many of them are
not provided with a formal security proof or have been broken by collusive
attacks [7,19,36,43,44], when some classes collude to calculate a key to which
they cannot access.

The first formalization of the security properties concerning hierarchical key
assignment schemes was made by Atallah et al. [3], which introduced two distinct
notions: security with respect to key recovery and against key indistinguishability.
In particular, the first notion represents the fact that an adversary should not
be allowed to compute a key to which it cannot access, whereas, the second one
denotes that the adversary should not even be allowed to distinguish the real
key from a random string having the same length. More precisely, the model
proposed in [3] enables an adversary which intends to attack a given class in
the hierarchy to access the private information relative to all the users which
cannot access such a class, besides all the public information. Afterwards, several
different schemes satisfying the security notions due to Atallah et al. have been
proposed in [5,7,8,10,12,16,17,21,23-25].

Novel security notions for hierarchical key assignment schemes were intro-
duced by Freire et al. [26]. More precisely, such notions, referred to as security
with respect to strong key recovery and security against strong key indistinguisha-
bility, enable the adversary to compromise a wider set of classes and hence they
represent an improvement of the model introduced in [3]. In detail, in the model
proposed by Freire et al., the adversary, given a target class, can obtain the
private information relative to all the users which cannot access such a class,
besides the public information and encryption keys relative to the classes that
precede the target class in the hierarchy. Finally, Freire et al. proved that the
security provided by the notion of key recovery is weaker than the one provided
by the notion of strong key recovery. Therefore, such notions are separated, that
is, some schemes are secure with respect to key recovery but not with respect
to strong key recovery. However, the authors left as an open question the prob-
lem of clarifying the relations between the notions of security with respect to
key indistinguishability and with respect to strong key indistinguishability. The
equivalence between the notions of security with respect to strong key indis-
tinguishability and with respect to key indistinguishability has been recently
proven in [11]. A similar result was previously shown for the wunconditionally
secure setting [9].
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It is important to remark that all security models proposed so far consider an
operational scenario which is fized and immutable. More precisely, the adversary
is not allowed to make any changes to the hierarchy, which is fixed and chosen at
the time of the attack. It is easy to note that this fact represents an important
limitation, since the existing models are not able to characterize the different
scenarios which may arise in many operating environments.

For example, advances in wireless communication have allowed the devel-
opment of User-Centric Networks (UCNs), which are an abstraction of the
infrastructureless networks. Again, since the Internet of Things (IoT) technology
permits the transfer and sharing of data among things and users, in this highly
dynamic sharing environment the access control is essential to ensure secure
communication. Furthermore, in the context of the smart cities, IoT hubs act
as data aggregators, where a hub can support not only access to infrastructure
data, but also participatory sensing and crowd sourced data where city employ-
ees and citizens contribute directly to the data infrastructure of a city. Another
possible operational scenario is given by Vehicular Ad Hoc Networks (VANETsS).

In order to overcome the above defined limitations, Castiglione et al. [13]
have recently proposed a novel model for hierarchical key assignment schemes
supporting dynamic updates. More precisely, they have extended the notions
of security with respect to key indistinguishability provided by Atallah et al.,
to address the further challenges introduced by the updates to the hierarchy.
Finally, they have proposed a construction which is secure with respect to key
indistinguishability.

In this work we consider security notions for hierarchical key assignment
schemes implementing dynamic structures and the purpose of this work is three-
fold. In particular, we first propose the notion of key recovery for those schemes.
Furthermore, we extend to such schemes the strong key indistinguishability and
strong key recovery security definitions proposed by Freire et al. for hierarchi-
cal key assignment schemes. Finally, we investigate the relations between all
the aforementioned security notions, by illustrating implications and separations
occurring between them. In detail, we show that also for what concerns dynamic
structures, the notion of security with respect to strong key indistinguishability
s equivalent to that against key indistinguishability, thus demonstrating that
the former notion is not stronger than the latter.

The paper is structured as follows: in Sect.2 we introduce some notions
concerning hierarchical key assignment schemes with dynamic updates which
will be used later. In Sect. 3 we investigate the relations between all the security
notions proposed for hierarchical key assignment schemes supporting dynamic
structures, by showing implications and separations. Finally, in Sect.4 we draw
some conclusions.

2 Hierarchical Key Assignment Schemes for Dynamic
Structures

Consider a set of users grouped into several disjoint classes, denoted as security
classes, where a security class can denote a generic entity. A binary relation <
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which partially orders the set of classes V' is defined based on some characteristics
of each class in V. The poset (V, <) is referred to as partially ordered hierarchy.
Given two classes u and v, the notation u =< v indicates that the users in v
can access u’s data. It is easy to note that since v is allowed to access its own
data, then v < wv, for any v € V. The partially ordered hierarchy (V,=) is
usually characterized by a directed graph G* = (V, E*), in which each class
represents a vertex in G*, and there exist an edge from v to w if and only if
u = v. Let G = (V, E) be the minimal representation of the graph G*, i.e., the
directed acyclic graph resulting from the transitive and reflexive reduction of
the graph G* = (V, E*). We remark that the graph G is characterized by the
same transitive and reflexive closure of G*, that is, there exist a path of length
greater than or equal to zero from v to u in G if and only if there exist the edge
(v,u) in E*. Aho et al. [1] showed that every directed graph has a transitive
reduction, which can be computed in polynomial time and is unique for directed
acyclic graphs. From now on, let I denote a family of graphs characterizing
partially ordered hierarchies, e.g., I' could represent the family of the rooted
trees [34], the family of the d-dimensional hierarchies [4], etc. Let I" be a family
of graphs characterizing partially ordered hierarchies and let G = (V, E) be
a graph in I'. For any class v € V, let AY be the accessible set of v in G,
i.e., the set {u € V : there is a path from v to u in G} of classes which can be
accessed by v in G. Similarly, let F¢ be the forbidden set of v in G, i.e., the set
{u € V : there is no path from u to v in G} of classes which cannot access v
in G.

A hierarchical key assignment scheme for a family I' of partially ordered
hierarchies, supporting dynamic updates, has been first introduced in [13] and
is defined as follows.

Definition 1. A hierarchical key assignment scheme for I", supporting dynamic
updates, is a triple (Gen, Der,Upd) of algorithms with the following character-
1stics:

1. The information generation algorithm Gen, carried out by a Trusted Author-
ity (TA), is probabilistic polynomial-time. It takes as inputs the security para-
meter 17 and a graph G = (V, E) in I', and returns as outputs
(a) a private information s, for any class uw € V;

(b) a key k, € {0,1}7, for any class u € V;

(¢) a public information pub.

Let (s, k, pub) be the output of the algorithm Gen on inputs 1™ and G, in which
s and k denote the sequences of private information and keys, respectively.

2. The key derivation algorithm Der, executed by some authorized user, is deter-
ministic polynomial-time. It takes as inputs the security parameter 17, a graph
G = (V,E) in T, two classes u € V and v € AS, the private information s,
assigned to class u and the public information pub, and returns as output the
key k, € {0,1}" assigned to class v.
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It is required that for each class u € V, each class v € AS, each private

information s,, each key k, € {0,1}7, each public information pub which can
be computed by Gen on inputs 17 and G, it holds that

Der(17, G, u,v, 8y, pub) = k.

8. The update algorithm Upd, carried out by the TA, is probabilistic polynomial-
time. It takes as inputs the security parameter 17, a graph G = (V,E) in I',
the tuple (s, k, pub) (generated either by Gen or by Upd itself ), an update type
up, a sequence of additional parameters params, and produces as outputs
(a) a updated graph G' = (V', E'") in I';

(b) a private information s.,, for any class u € V';

(c) akey k., € {0,1}7, for any class u € V';

(d) a public information pub’.

The sequence params, if not empty, is used to generate new keys and secret
information as a consequence of the update type up. We denote by (s', k', pub’)
the sequences of private information, keys, and public information output by
Upd(17, G, s, k, pub, up, params).

The update types we consider are the following: insertion of an edge, insertion
of a class, deletion of an edge, deletion of a class, key replacement, and revoca-
tion of a user from a class. Notice that some types of updates can be seen as a
sequence of other types of updates. For example, the deletion of a class u can be
performed by executing a sequence of edge deletions, one for each edge ingoing u
and outgoing from . On the other hand, the deletion of the edge (u,v) requires
a key replacement operation for the class v. Finally, the revocation of a user
from a class u requires a sequence of key replacement operations. In the above
definition it is required that the updated graph G’ still belongs to the family
I' of partially ordered hierarchies, i.e., only updates which preserve the partial
order relation between the classes in the hierarchy are allowed.

Security with respect to Key Indistinguishability. The notion of security with respect
to key indistinguishability has been extended in [13], to address the additional
security challenges introduced by the algorithm Upd used for handling dynamic
updates to the hierarchy. More precisely, in order to evaluate the security of
a hierarchical key assignment scheme supporting dynamic updates, a dynamic
adaptive adversary ADAPT attacking the scheme has been considered. Such an
adversary can make three different types of operations: performing a dynamic
update, corrupting a class, and attacking a class.

The first type of operation includes all kinds of updates described before.
More precisely, consider an updating oracle U, modeling the behavior of the
TA, which performs the required updates on the hierarchy. At the beginning,
the state of the updating oracle is represented by the tuple (G, s% kO, pub),
where (s%, k%, pub®) is the output of algorithm Gen on inputs 1™ and the ini-
tial graph G. For any i > 0, the (i + 1)-th adversary’s query to the updat-
ing oracle consists of a pair (up’!, params*!), where up't! is an update
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operation on the graph G* and params't! is sequence of parameters associ-
ated to the update, which the oracle answers with the updated graph G**!,
the public information pub’*! associated to G*', and with a sequence of
keys, denoted by old_k?, which have been modified as a consequence of the
update, according to the specification of the algorithm Upd. More precisely, the
updating oracle Ui+ Gi si ki pubi) (-, ), given the query (up™™', params'™'), runs
algorithm Upd(17,G?, s*, k%, pub®, up*™t, params**!) and returns G+, pub*!
and old_k® to the adversary. In the following, we denote by U‘(-,-) the oracle
U Gisi ki pubi) (-5 ). Due to its adaptive nature, the adversary may require a
polynomial number m = poly(|]V],17) of dynamic updates, where each update
is decided on the basis of the answers obtained from the updating oracle at the
previous steps.

The second type of operation is the class corruption, which can be performed
in an adaptive order and for a polynomial number of classes. For any i > 0,
consider a corrupting oracle C*, which provides the adversary with the private
information held by the corrupted classes in the graph G?. In particular, an
adversary’s query to the corrupting oracle C? consists of a class v in the graph
G, which the oracle answers with the private information held by class v in all
graphs G, G!,...,G* (if v belongs to them).

Finally, the third type of operation is the class attack, where the adversary
chooses an update index ¢ and a class u in the hierarchy G* and is challenged
either in computing the key k! or in distinguishing k!, from a random string in
{0,1}7, depending on the security requirement.

In detail, Castiglione et al. have considered a dynamic adaptive adversary
ADAPT = (ADAPT;, ADAPT;) running in two stages [13]. In advance of the adver-
sary’s execution, the algorithm Gen is run on inputs 1”7 and G and outputs the
tuple (s, k, pub), which is kept hidden from the adversary, with the exception of
the public information pub. During the first stage, the adversary ADAPT; is given
access to both updating and corrupting oracles for a polynomial number m of
times. The responses obtained by the oracles are saved in some state information
denoted as history.

After interacting with the updating and corrupting oracles, the adversary
chooses an update index ¢ and a class u in G*, among all the classes in G* which
cannot be accessed by the corrupted classes. In particular, the chosen class u
is such that, for any class v already queried to the corrupting oracle C¢(-) and
any i = 0,...,m, v cannot access u in the hierarchy G*. In the second stage,
the adversary ADAPT, is given again access to the corrupting oracle and is then
challenged either in computing the key k! assigned to u or in distinguishing k,
from a random string p € {0,1}7. Clearly, it is required that the key k! on which
the adversary will be challenged is not included in the sequence old_k*~! of keys
which have been updated in the graph G¢.

Definition 2 (IND-DYN-AD). Let I" be a family of graphs corresponding to par-
tially ordered hierarchies, let G = (V, E) € I" be a graph, and let (Gen, Der, Upd)
be a hierarchical key assignment scheme for I' supporting dynamic updates. Let
m = poly(|V],17) and let ADAPT = (ADAPT;, ADAPT;) be a dynamic adaptive
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adversary that during the first stage of the attack is given access both to the
updating oracle U'(-,-) and the corrupting oracle C'(-), for i = 1,...,m, and
during the second stage of the attack is given access only to the corrupting ora-
cle. Consider the following two experiments:

Experiment Expper -

(
(s,k,pub) «— Gen(17,G) v
(t, u, history) « ADAPle("')’Cl(') (17, G, pub)
d — ADAPTS V(17 ¢, u, history, k')
return d

1",6)

Experiment Expjae-P—0

(
(s,k,pub) «— Gen(17,G) _
(t,u, history) «— ADAPle("')’Cl(')(lT7 G, pubd)
p—{0,1}7
d— ADAPT(;“(F, t, u, history, p)
return d

17, G)

It is required that the class u output by ADAPT, is such that v cannot access u
in the graph G*, for any class v already queried to the corrupting oracle C'(-).
Moreover, it is also required that ADAPTo never queries the corrupting oracle C*(-)
on a class v such that v can access u in the graph G*. The advantage of ADAPT
1s defined as

Adviper ' (17,G) = |Pr(Exppper (17,G) = 1]
— PriExpyer (17, G) =1]|.

The scheme is said to be secure with respect to IND-DYN-AD if for each graph
G = (V,E) in T, the function Adv ey (17, G) is negligible, for each adaptive
adversary ADAPT whose time complexity is polynomial in T.

Notice that if the adversary ADAPT; never queries the updating oracle dur-
ing the first stage of the attack, the above definition reduces to that of security
with respect to key indistinguishability against adaptive adversaries for hier-
archical key assignment schemes with static hierarchies, referred to as IND-AD
in [8]. However, for such schemes, it has been shown that adaptive adversaries
are polynomialy equivalent to static ones, i.e., when the class to be attacked is
chosen in advance to the execution of the scheme.

Security with respect to Key Recovery. Now, we introduce the weaker requirement
of security against key recovery. As done before, we assume the existence of the
oracles U* and C'. We require that the adversary will guess the key k! with
probability only negligibly different from 1/27.

Definition 3 (REC-DYN-AD). Let I be a family of graphs corresponding to par-
tially ordered hierarchies, let G = (V, E) € I" be a graph and let (Gen, Der,Upd)
be a hierarchical key assignment scheme for I' supporting dynamic updates. Let
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m = poly(|V|,17) and let ADAPT = (ADAPT;,ADAPT:) be a dynamic adaptive
adversary that during the first stage of the attack is given access both to the
updating oracle U(-,-) and the corrupting oracle C'(-), for i = 1,...,m, and
during the second stage of the attack is given access only to the corrupting ora-
cle. Consider the following experiment:

Experiment Expieesr (17, G)
(s, k,pub) «— Gen(17,G) _
(t,u, history) «— ADAPle("')’Cl(')(lT, G, pub)
Eb* — ADAPTgi(')(lT,t,u, history)
return kL*

It is required that the class u output by ADAPTy is such that v cannot access u
in the graph G*, for any class v already queried to the corrupting oracle C'(-).
Moreover, it is also required that ADAPTy never queries the corrupting oracle C*(-)
on a class v such that v can access u in the graph G*. The advantage of ADAPT
s defined as

AdvESPN (1T, G) = Prikbr = KL).

The scheme is said to be secure with respect to REC-DYN-AD if, for each graph
G = (V,E) in T, the function AdviessP™(17, G) is negligible, for each adaptive
adversary ADAPT whose time complexity is polynomial in T.

If the adversary ADAPT; never queries the updating oracle during the first
stage of the attack, the above definition reduces to that of security against
key recovery in presence of adaptive adversaries for hierarchical key assignment
schemes with static hierarchies, referred to as REC-AD in [8].

3 Relations Among Security Notions

As mentioned before, Freire et al. strengthened the security notions introduced
in [3] to deal with a wider set of concrete attacks. More precisely, they enable the
adversary to access the encryption keys for all the classes that precede the target
class. In fact, such keys might leak due to usage, e.g., cryptanalysis or misuse
and this may cause a compromise of the private information or encryption key
for the target class. Therefore, the model proposed by Freire et al. provides the
adversary with this further compromise capability.

In the following, we extend the security notions introduced by Freire et al. to
hierarchical key assignment schemes supporting dynamic updates. In our model,
the adversary can access the keys assigned to all the classes in the set P!, which
denotes the predecessors of class u in the graph G*. Let Keys, be an algorithm
that taken as input the encryption keys k! assigned to the classes in G, extracts
the keys k! assigned to all the classes v € P!. We denote by keys, + the output
returned by Keys, (k).
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Security with respect to Strong Key Indistinguishability. The next definition formal-
izes the strong key indistinguishability requirement for hierarchical key assign-
ment schemes supporting dynamic updates.

Definition 4 (STRONG-IND-DYN-AD). Let I" be a family of graphs correspond-
ing to partially ordered hierarchies, let G = (V,E) € I be a graph, and
let (Gen, Der,Upd) be a hierarchical key assignment scheme for I’ supporting
dynamic updates. Let m = poly(|V|,17) and let ADAPT = (ADAPT;, ADAPT5) be
a dynamic adaptive adversary that during the first stage of the attack is given
access both to the updating oracle U(-,-) and the corrupting oracle C'(-), for
i =1,...,m, and during the second stage of the attack is given access only to
the corrupting oracle. Consider the following two experiments:

Experiment Expjraoy. 0P H(17, @)

(s, k,pub) «— Gen(1",G) _

t,u, history) «— ADAPTH )" O (17 Gt pub
1

keysu,t — Keysu(kt)

d«— ADAPTgI(')(lT7 t,u, history, keys, ¢, kL)

return d

Experiment Expjraone 1P=PM=017 G

(s, k,pub) «— Gen(17,G)

t,u, history) < ADAPT Y )¢ O (17 G pub
Y 1

keysy,i — Keysy (k)

p—{0,1}7

d— ADAPTgIH(lT7 t,u, history, keysu,t, p)

return d

We require that the class u output by ADAPTy is such that v cannot access u
in the graph G*, for any class v already queried to the corrupting oracle C'(-).
Moreover, we also require that ADAPTy never queries the corrupting oracle C*(-)
on a class v such that v can access u in the graph Gt. The advantage of ADAPT
1s defined as

AQVERET P (17 G) = |PriBxp{Ee 017, 6) = 1]
~ Pr{BXpIR (17, G) = 1]

The scheme is said to be secure with respect to STRONG-IND-DYN-AD if for each
graph G = (V,E) in I', the function Advipeor 0 P™N(17,G) is negligible, for
each adaptive adversary ADAPT whose time complexity is polynomial in 7.

Security with respect to Strong Key Recovery. Now, we consider the weaker require-
ment of security against strong key recovery for hierarchical key assignment
schemes supporting dynamic updates. As done before, we assume the existence
of the oracles U* and C?. We require that the adversary will guess the key k!,
with probability only negligibly different from 1/27.
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Definition 5 (STRONG-REC-DYN-AD) . Let I' be a family of graphs correspond-
ing to partially ordered hierarchies, let G = (V,E) € I be a graph and
let (Gen, Der,Upd) be a hierarchical key assignment scheme for I’ supporting
dynamic updates. Let m = poly(|V'|,17) and let ADAPT = (ADAPT;, ADAPTs) be
a dynamic adaptive adversary that during the first stage of the attack is given
access both to the updating oracle U(-,-) and the corrupting oracle C'(-), for
i =1,...,m, and during the second stage of the attack is given access only to
the corrupting oracle. Consider the following experiment:

Experiment Expjiraonc REC=PN (17 G
(s,k,pub) < Gen(17,G) _
(t,u, history) — ADAPT )"0 (17 G pub)
keysu,t — Keysu(kt)
kL* — ADAPTS (17, ¢, u, history, keysu.+)
return kL*

It is required that the class u output by ADAPTy is such that v cannot access u
in the graph G*, for any class v already queried to the corrupting oracle C'(-).
Moreover, it is also required that ADAPT, never queries the corrupting oracle C*(-)
on a class v such that v can access u in the graph G*. The advantage of ADAPT
1s defined as

AdvEISRODN (17 Gy — pr{kl* = k).

The scheme is said to be secure with respect to STRONG-REC-DYN-AD if, for each
graph G = (V,E) in T, the function Advioone FEC=DN(7 G is negligible, for
each adaptive adversary ADAPT whose time complexity is polynomial in 7.

Following the same lines as Theorems 4.1, 4.2, 4.3, 4.4 and 4.5 in [11] the next
results can be easily proven.

Theorem 1 (STRONG-IND-DYN-AD=-STRONG-REC-DYN-AD). Let I' be a fam-
ily of graphs characterizing partially ordered hierarchies. If a hierarchical key
assignment scheme for I' supporting dynamic updates is secure with respect to
STRONG-IND-DYN-AD, then it is also secure with respect to STRONG-REC-DYN-AD.

Theorem 2 (STRONG-REC-DYN-AD=A-STRONG-IND-DYN-AD). Let I' be a family
of graphs characterizing partially ordered hierarchies. If there exists a hierar-
chical key assignment scheme for I' supporting dynamic updates that is secure
with respect to STRONG-REC-DYN-AD, then there exists a hierarchical key assign-
ment scheme for I' supporting dynamic updates which is secure with respect to
STRONG-REC-DYN-AD but is not secure with respect to STRONG-IND-DYN-AD.

Theorem 3 (STRONG-REC-DYN-AD=-REC-DYN-AD). Let I" be a family of graphs
characterizing partially ordered hierarchies. If a hierarchical key assign-
ment scheme for I' supporting dynamic updates is secure with respect to
STRONG-REC-DYN-AD, then it is also secure with respect to REC-DYN-AD.
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Theorem 4 (REC-DYN-ADASTRONG-REC-DYN-AD) . Let I be a family of graphs
characterizing partially ordered hierarchies. If there exists a hierarchical key
assignment scheme for I' supporting dynamic updates that is secure with respect
to REC-DYN-AD, then there exists a hierarchical key assignment scheme for I' sup-
porting dynamic updates which is secure with respect to REC-DYN-AD but which
s not secure with respect to STRONG-REC-DYN-AD.

Theorem 5 (STRONG-IND-DYN-AD=-IND-DYN-AD). Let I" be a family of graphs
characterizing partially ordered hierarchies. If a hierarchical key assign-
ment scheme for I' supporting dynamic updates is secure with respect to
STRONG-IND-DYN-AD, then it is also secure with respect to IND-DYN-AD.

Following the lines of Theorem 4.6 in [11] we prove that the notion of secu-
rity with respect to strong key indistinguishability is equivalent to the one
of key indistinguishability, namely, STRONG-IND-DYN-AD is not stronger than
IND-DYN-AD.

Theorem 6 (IND-DYN-AD=-STRONG-IND-DYN-AD). Let I" be a family of graphs
characterizing partially ordered hierarchies. If a hierarchical key assignment
scheme for I' supporting dynamic updates is secure with respect to IND-DYN-AD,
then it is also secure with respect to STRONG-IND-DYN-AD.

Proof. Let I' be a family of graphs characterizing partially ordered hierarchies.
Assume by contradiction that there exists a hierarchical key assignment scheme
X for I' supporting dynamic updates which is secure with respect to IND-DYN-AD
but that is not secure with respect to STRONG-IND-DYN-AD.

As a consequence, there exists a graph G = (V, E) in I" and a dynamic adap-
tive adversary ADAPT = (ADAPT;, ADAPT;) which distinguishes between exper-
iments Expjraore 0PN (17 @) and Expipasye TP P17 @) with non-
negligible probability. We remark that the only difference between such two
experiments is the last input of ADAPT, corresponding to the real key k! assigned
by the scheme X' to class u after the ¢t-th update in the former experiment and
to a random value p € {0,1}7 in the latter. Let ¢(n,17) be the running-time of
ADAPT, where ¢ is a bivariate polynomial. For any i = 1,...,q(n,17), let S; be
an adversary which behaves as ADAPT; until the choice of the key to be attacked.
If the chosen key is equal to k;, then S; continues to follow ADAPT,, otherwise it
outputs 0. The advantage of ADAPT can be written as

a(n,17)
Adv™M(17,G) < Z Pr[ADAPT; chooses k;] - Advg" "™M(17,G).
i=1

Since Advipaoi® ™=PN(17 ) is non-negligible, then there exists at least
an index h, where 1 < h < ¢g(n,17), such that Ade}TLRUNG_IND_DYN(lT, G) is non-

negligible.
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We distinguish the two following cases:

— Case 1: h > n + 1. This case corresponds to the scenario where the key
kp, chosen by the adversary either has been created, due to a class insertion
operation, or has been modified, due to a key replacement operation.

— Case 2: 1 < h < n. This case corresponds to the scenario where the key
kp chosen by the adversary has been assigned to some class in the initial
graph G.

Analysis of Case 1 Assume that the key kj chosen by the adversary either has
been created or has been modified by the t-th update operation, which has
assigned such a key to a certain class v in the graph G*. Thus, attacking the key
ky, corresponds to attacking the class u in the graph G! obtained after the ¢-th
update. Let P! be the set of predecessor of class u in G'. Let (ug, ..., u,,) be the
output of a deterministic algorithm Alg which, on input the set of predecessors
of u, finds a topological ordering of the classes in the subgraph of G* induced
by P.

We remark that the sequence keys,:, taken as input by ADAPT, in both
the experiments EXpSTRDNG IND—DYN— 1(IT G) and ExpSTRDNG IND—DYN—0 17, Q)
contains exactly the keys ki, ,...,k! . Notice that if m = 0 the
sequence keys, : is empty, hence the experlments ExpSTRONG IND—DYN— 1(lT QG)
and ExpSTRONG WD=DYN=0(17 ') correspond  to Expg, "™~ '(17,G) and

Exp IND b= °(1T @), respectively. In this case, since Sy, can distinguish between
the above experiments with non-negligible probability, this implies that the
scheme Y is not secure with respect to IND-DYN-AD, thus leading to a con-
tradiction.

Again, consider the case where m > 0. In the following we demonstrate
how to transform the adversary Sy, into a polynomial-time adversary 8',,,, where
ug € P! which breaks the scheme X with respect to IND-DYN-AD, thus lead-
ing to a contradiction. More precisely, we create two sequences, referred to
as Expt’i,.. Exp1 L and Expi’j&,.. Expu’m+ , respectively, each com-
posed of m + 1 experlments7 all defined over the same probability space, in

which the first experiment of the former sequence, that is Expi’i, is equal to

STRONG—IND—DYN—O

Expg , whereas, the last experiment of the latter sequence, that

STRONG—IND—DYN—1

, is equal to Expg, . For any ¢ = 2,...,m + 1, the

experiment Expu’,t in the former sequence is defined as follows:
Experiment Exp}l?(lr G)
(s,k,pub) < Gen(17,G) _
(t,u, history) — ADAPT ") (17 G pub)
keysi, , < Keys{, (k%)
d— ADAPT(Qj ¢ >(1T, t,u, history, keys?, ;, p)
return d
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The algorithm Keys? returns as output the sequence keysu +, in which the first
q — 1 values are chosen independently at random in {0, 1}T and, if ¢ < m,
the other m — ¢ + 1 values are set equal to the keys of the classes ug, ..., Umn
in the graph G*. Again, for any ¢ = 1, ..., m, experiment Expi”t in the second
sequence is defined as follows:

Experiment Exp>’ 117, G)
(s,k,pub) < Gen(17,G) _
(t,u, history) < ADAPT, “e c1(')(17, G, pub)
keysy'; 2 Keys™™ q“(k )
d «— ADAPTS 0(17 t,u, history, keys.'y 7% k)
return d
where keysm a+2 represents the sequence in which the first m — g+ 1 values are
chosen 1ndependently at random in {0,1}" and, if ¢ > 2, the other ¢ — 1 values
are set equal to the keys of the classes wy,—q42,. .., U, in the graph G*.

Since S; can distinguish with non-negligible probability between Expi’é,

TRONG—IND—DYN— 2,m+1
which corresponds to ExpS RONG— 0 vl

STRONG—IND—DYN— 1

, and Exp,’y ", which corresponds

to Expg, then there exists at least a palr of adjacent experi-
ments, in the sequence of 2m + 2 experiments obtained by composing the two
aforementioned sequences, which can be distinguished by S;, with non-negligible
probability.

We first show that such a pair cannot consist of the two extremal experiments,
namely, the last experiment of the first sequence, that is Exp1 mtl , and the first
experiment of the second sequence, that is Expu’t. Assume by contradlctlon
that Sy, is able to distinguish between Exp1 L and Expi’; with non-negligible
probability. Notice that the only difference between such two experiments is the
last input of Sh, corresponding to a random value chosen in {0,1}” in experi-
ment Exp1 mtl , and to the real key k! in experiment Expi’v,lf. We show how to
create another adversary 8';, breaking the security of the scheme X with respect
to IND-DYN-AD, by using the adversary S;. The adversary S'y,, on inputs 17, ¢, u,
history, and a value «, which corresponds either to the key k!, or to a random
value chosen in {0, I}T, creates the sequence keysm+1 needed for S, choosing
independently at random m elements in {0,1}7. Then, S’j, returns the same out-

put as S, (17, ¢, u, hzstory7 keysmﬂ, a). Clearly, since S, can distinguish between

LmAl and Expu + with non-negligible probability, then S'), can distinguish

IND—DYN— AD 0 IND—DYN—AD—1

Exp,
between Expg/, and Expg,/ with non-negligible probability,
thus breaking the security of the scheme X with respect to IND-DYN-AD. Con-
tradiction. Therefore, the pair of adjacent experiments that S; can distinguish
belongs either to the first sequence or to the second one.

Without loss of generality, assume that the pair of adjacent experiments
Whlch Sh can distinguish belongs to the first sequence and it is composed of
Exput and Exp1 “H for some £ = 1,...,m. We remark that the views of
Sy, in the aforementloned adjacent experiments differ only in one value, corre-
sponding to the key &}, in Expi’ﬁ and to a random value chosen in {0,1}" in
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Expi’ﬁ“. In the following we show how to create an adversary S”,,, which by
using the adversary Sy, is able to break the security of the scheme X with respect
to IND-DYN-AD. More precisely, we show that S”,, can distinguish between the
experiments Expé{q,i:mm_AD_O and Expél/\'f;DYN_AD_l with non-negligible proba-
bility. The adversary 8”,,, on inputs 17, ¢, ug, history and a value «, which
corresponds either to the key k!, or to a random value chosen in {0,1}7, con-
structs the inputs for Sj, as follows:

— Extracts from history the private information stored by corrupted classes.
This can be done since uy € P,, i.e., uy is a predecessor of wu, hence the
classes corrupted for u are also corrupted for uy, and their private information
is stored in history.

— Uses the above private information and « to construct a sequence keysS

u,t?
which corresponds either to keysﬁ’t or to keysﬁftl. More precisely, the first
¢ — 1 elements of keys{ , are chosen independently at random in {0,1}7, the
{-th element corresponds to «, while the other m — ¢ elements, corresponding
to the keys of classes wpi1,...,u, in G, are computed through the private
information of these classes, which are stored in history.

— Furthermore, the final input for Sy, is set equal to a random value p chosen
in {0,1}".

Finally, S”,, returns as output the same output as S,(17,t,u, history,

keysg ,,p). It is easy to note that since S; can distinguish between Exp%

and Expi’ﬁ+1 with non-negligible probability, then S”,,, can distinguish between

Expélﬂ,i;DYN*AD*O and Expél,\],]i;DvaADfl with non-negligible probability, hence
breaking the security of the scheme X' with respect to IND-DYN-AD. Contradiction.

We remark that if the pair of adjacent experiments which can be distinguished
belongs to the second sequence, namely, it is composed of Expi’f5 and Expi’éﬂ7

for some ¢ = 1,...,m, then the proof works similarly to the previous case.

Analysis of Case 2 As done for Case 1, we can show that no adversary S,
where 1 < h < n, distinguishes between experiments Expg?oNG_IND_DYN_O and
EXpS}TlRUNG_IND_DYN_1 with non-negligible probability.

To conclude, we have proven that no dynamic adaptive adversary
ADAPT has non-negligible probability in distinguishing between experiments
Expiaer PPN and Expipaere 0 2! Thus, the scheme is secure with

respect to STRONG — IND — DYN.

In Fig.1 we summarize implications and separations occurring between
security notions for hierarchical key assignment schemes supporting dynamic
updates. Notice that the relations represented by the arrows without label can
be deduced trivially, due to the equivalence between STRONG-IND-DYN-AD and
IND-DYN-AD security notions.
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Thm.5 and Thm. 6
[STRONG — IND — DYN — AD) [IND — DYN — AD

Thm. 2

Thm. 1

[STRONG — REC — DYN — AD]

[REC — DYN — AD

Fig. 1. Overview of the relations occurring between security notions for hierarchical
key assignment schemes supporting dynamic updates.

4 Conclusions

In this paper we focused on hierarchical key assignment schemes for dynamic
structures, i.e., supporting dynamic updates such as insertions/deletions of
classes and relations between classes, as well as key replacements and user
revocations.

In particular, we have first extended to the dynamic setting the existing
security definitions for hierarchical key assignment schemes proposed by Freire
et al., namely, security with respect to strong key indistinguishability and strong
key recovery, by providing the adversary with further attack abilities.

Moreover, we have investigated the relations occurring between the secu-
rity notions for hierarchical key assignment schemes for dynamic structures, by
showing implications and separations which hold between those notions. More
precisely, we have shown that also for what concerns dynamic structures, secu-
rity with respect to strong key indistinguishability is equivalent to that with
respect to key indistinguishability. Therefore, the notion of strong key indistin-
guishability is not stronger than the one with respect to key indistinguishability.
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Abstract. Content-centric networks have demonstrated an entirely new
type of network topology, which offers a new way to distribute informa-
tion in the data-driven network. Unlike the TCP/IP network topology,
which is address-driven, content-centric networks do not require any
address. Based on the content-to-consumer paradigm, content-centric
networking architecture was proposed for the content to be provided
efficiently with great convenience to users. As the content-centric net-
work is not address-driven, when a data packet is delivered it cannot be
encrypted with any encryption key of a node. Therefore, data confiden-
tiality in content-centric network is a challenging problem. Motivated to
solve this problem, we introduce a new cryptosystem for content-based
encryption, where the encryption key is associated with the content. We
propose a content-based encryption scheme (CBE), which is proven to be
semantically secure in the random oracle model. We apply the CBE to
construct a secure content delivery protocol in a content-centric network.

Keywords: Content-centric network - Content-based encryption -
Chosen plain-text security

1 Introduction

In the traditional TCP/IP network, which is address-centric, the data packets
need to tell where the content is. Therefore, the IP packets contain two addresses,
one for the source and the other for the destination host. All the traffic on the
Internet rely on these IP addresses. To address the security of TCP/IP network,
conventional cryptography can be applied. In case of public-key cryptography,
each host is usually equipped with a pair of public and private keys. In traditional
public key infrastructure (PKI), the public key of a host is accompanied with a
certificate. To simplify certificate management in traditional PKI, identity-based
infrastructure [1,4] can also be applied in a TCP/IP network, where the public
key of a host can be its IP address. The problem for the TCP/IP networking is
© Springer International Publishing Switzerland 2016
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that it assumes there is end-to-end physical connectivity. However, end-to-end
connectivity may not ever exist and links (contacts) may not be suitable for
schedules. Therefore, if the target provider is unreachable or unable to provide
the requested content, then the content acquisition in TCP /IP network will fail.

When users acquire a content, which could be a file, a music, a video, etc.,
in a network, they concern what they receive, where the location of the con-
tent might not be important. To replace where with what and to overcome the
inherent problem in the TCP/IP network, the content-to-consumer paradigm
was presented to replace the host-to-host paradigm. Therefore, Content-centric
Networking [8,9,13] or Information-centric Networking [2,11], a new communica-
tion architecture built on named data, was introduced. Content-centric network
has no notion of host at its lowest level, while a packet “address” names con-
tent (not location). In a content-centric network, the content is delivered to the
intended consumers regardless of their addresses [8,9,11,13]. Therefore, it offers
great advantage for content acquisition, as in the content-centric network, the
content-centric mechanism is employed to seek the target content, and any node
which holds the requested contents can provide contents. This is a distinct fea-
ture compared with the TCP/IP network, since in the TCP/IP network, even
if an intermediate node between the source node and the destination node pos-
sesses the requested content, it cannot provide the content because only the
target provider node can provide it [10]. Therefore, the content acquisition cost
and latency might be increased. In the content-centric network, the consumer
node can acquire the content in an optimal manner. The content can be provided
by a nearest node instead of a further node if both nodes possess the content.
Therefore, the content-centric network can greatly reduce the cost of content
transmission.

As the content-centric network is not address-driven, in a public-key setting,
a content cannot be encrypted with the destination node’s public key for the con-
fidentiality of the content. Therefore, different from the TCP/IP networking, the
traditional public key infrastructure cannot be used to best suit content-centric
networking. The ID-based encryption [3,12] is unsuitable for the content-centric
network either. In 1984, Shamir [12] asked for a public key encryption scheme
in which the public key can be an arbitrary string. Their motivation was to sim-
plify certificate management in traditional public key crypto-systems. Boneh and
Franklin [3] proposed the first practical and provably secure ID-based encryp-
tion scheme. In an ID-based encryption, the user’s identity is used as the public
key, which is usually the IP address in a network protocol, and the correspond-
ing private key is extracted from the identity. As in this content-to-consumer
paradigm, there is no notion of host, which means no “IP address” is used,
the ID-based encryption cannot be used for the content-centric network when a
provider node encrypts the content. The conventional symmetric encryption is
neither a good choice to provide the content’s confidentiality in a content-centric
network, since the content provider and the content consumer need to share the
same symmetric key. The obvious issue is key distribution, which requires users’
addresses.
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In this paper, we propose a new notion of content-based encryption, where
the encryption key is directly associated with the content itself, and the cor-
responding private decryption keys, generated by a trusted party, are provided
for the valid users who are potential content receivers. Any user who wants to
acquire the content needs to obtain one of the associated private keys of the con-
tent. With the content-based encryption key, the content provider can encrypt
the content. The ciphertext is then relayed by intermediate nodes to the corre-
sponding consumer who acquires the content. The consumer can decrypt it with
his private decryption key.

To better illustrate the applicability of our scheme to the content-centric
encryption, in the paper, we also construct a secure content delivery proto-
col tailored for the content-centric network. We describe how a content can be
delivered by the content provider and acquired by the consumer and how the
confidentiality of the content is achieved.

Besides the content-centric network, the content-based encryption can be
used in many other content sharing applications, e.g. secure multimedia con-
tent dispatching and selling. The content owner encrypts the content under the
content-based public key. The consumer who has got one of the corresponding
private keys can decrypt it and retrieve the content.

As a note, we noticed that Zhao and Zhuo [14] proposed a content-based
encryption scheme for wireless H.264 compressed videos. However it is not rele-
vant to our notion of content-based encryption.

Our Contribution. We propose a new notion of content-based encryption for
the content-centric network. In this new encryption paradigm, the public encryp-
tion key is directly associated with the content name itself and the private keys
of the content are derived secretly from the content name. The content encrypted
with the public key can be decrypted by any user who holds a valid content-
based private key. We present a concrete content-based encryption scheme and
prove its semantic security under the random oracle model. Significantly, we are
able to show the application of the proposed content-based encryption scheme
when the content is delivered in the content-centric network.

Organization. We provide the definitions of content-based encryption and its
security notion in Sect. 2. In Sect. 3, we introduce the preliminaries and the hard
problem assumption. We then present our first construction CBE and its security
proof in Sect. 4. In Sect. 5, we present an application of our scheme to show how
it works in the content-centric network. We conclude this paper in Sect. 6.

2 Definitions

A content-based encryption scheme £ is specified by four algorithms, namely
Setup, Encrypt, Key-Extract, and Decrypt:
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Setup(17): it takes as input the security parameter A and returns the system
parameters params and master-key MK. params are publicly known, while MK is
only known to the Private Key Generator (PKG).

Encrypt(params, C,name): it is a randomized algorithm that takes as input the
public parameters params, a content C and the unique name of the content name
and outputs the ciphertext CT. Each content has a unique content name.

Key-Extract(params, MK, name): it is a randomized algorithm that takes as
input params, master-key MK, the unique name of the content C and outputs a
set of private keys SK;, i =1,...,n, for an integer 7.

Decrypt(params, CT, SK;): it takes as input a ciphertext CT, a private key
SK;, and the public parameters params and outputs the content C.

In the following, we slightly modify the definition of semantic security (IND-
CPA) for a public key encryption scheme [7] and define a new semantic security
model in content-based encryption where the adversary can obtain the decryp-
tion key associated with any content wrt content name name; of her choice (other
than the content name name being attacked).

We say that a content-based encryption scheme £ is semantic secure against
an adaptive chosen plaintext attack (IND-name-CPA) if no polynomially bounded
adversary A has a non-negligible advantage against the challenger in the follow-
ing IND-name-CPA game.

Setup: the challenger takes a security parameter A as input and runs the Setup
algorithm. It gives the adversary the resulting system parameters params and
keeps the master-key MK to itself.

Phase 1: A adaptively issues queries ¢, . .., ¢ Where query g; is one of:

Key Extraction queries (name;). The challenger responds by running algo-
rithm Key-Extract to generate one private decryption key SK; corresponding
to the public key name;. It sends SK; to the adversary A.

Challenge: once Phase 1 is over, it outputs two equal length contents C;, C}
on which it wishes to be challenged. The only constraint is that the adversary
did not make any key extraction query of their corresponding content names
namej or namej in Phase 1. The challenger picks a random bit b € {0,1} and
sets CT* = Encrypt(params, C;, name;). It sends the challenge ciphertext CT*
to the adversary A.

Phase 2: A adaptively issues queries ¢m+1,---,G: key extraction queries as in
Phase 1. The restriction is that the adversary cannot make any key extraction
query for namej (b=0,1).

Guess: finally, A outputs a guess b’ € {0,1} and wins the game if b’ = b.

We refer to such an adversary A as an IND-name-CPA adversary. We define
adversary A’s advantage in attacking the scheme £ as the following function of
the security parameter A: Advg 4(\) = ’Pr[b’ =0 — 1.
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Definition 1. A content-based encryption system & is semantically secure
against an adaptive chosen plaintext attack if for any polynomial time IND-name-
CPA adversary A the function Adve a(\) is negligible. As shorthand, we say that
& is IND-name-CPA secure.

3 Preliminaries

3.1 Bilinear Maps

Let G and Gp be two multiplicative cyclic groups of large prime order p. e :
G x G — Gr is a bilinear map which satisfy the following properties:

~ Bilinear. For all u,v € G and a,b € Zj, we have e(u?, v?) = e(u,v)?;
— Non-degenerate. e(g, g) # 1, if g is a generator of G;
— Computable. For any u,v € G, e(u,v) can be computed efficiently.

3.2 Complexity Assumptions

The security of our encryption system is based on the truncated decision
augmented bilinear Diffie-Hellman exponent assumption (truncated decision
ABDHE) [6]. The truncated decision n-ABDHE problem is defined as follows.
Let n be an integer and (p,G,Gr,e) be a bilinear map group system. Let
9,9’ be the generators of G. For some unknown a € L, given a vector of n + 3

elements (g’,g'(anw),g,g“,g(a2), ...,y € G"3 and an element Z € G as
input, decide whether Z = e(¢/, g)(anﬂ) or not.

We define an algorithm B that outputs b € {0, 1} has advantage ¢ in solving
truncated decision n-ABDHE problem if

an+2 a aZ an an+1
‘Pr[lﬁ’(gﬂg’( ),0,9%9 ), ..., e(g’, 9) )))20}

ant? o a2 o
—Pr[B(g’,g’( ),9,9%, 9", ..., g )7Z)=0”Z€

where the probability is over the random choice of generators g,¢’ in G, the
random choice of @ in Z; and the random choice of Z in Gr.

Definition 2. We say that the truncated decision (t,e,n)-ABDHE assumption
holds in G if no t-time algorithm has advantage at least € in solving the truncated
decision n-ABDHE problem in G.

4 Construction for Chosen Plaintext Security

We propose a content-based encryption system CBE that is secure against the
chosen plaintext attack. In the construction, we assume each content denoted by
C is associated with a unique identifier denoted by name. The public encryption
key of each content is name, and its private decryption keys are generated based
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on its name. For each content, there is a unique encryption key, but multiple
private decryption keys.

Let G and Gp be groups of prime order p, and e : G x G — G7 be the
bilinear map. The content-based encryption system CBE works as follows.
Setup. The PKG picks random generators g, h,y € G and a random number
a € Zy. It sets g1 = g € G. It also chooses two collision-resistant hash functions
H : G — Zj; and Hy : {0,1}* — Z;. The public parameters params and the
master secret key MK are given by params = (g, ¢1,h,y, H, H1), MK=«a.

Encrypt. To encrypt the content C € Gp using its unique identifier name €
{0,1}*, the sender generates a random number z € Zj and computes the
ciphertext CT as follows: U = (gig~fi(meme)z vV = =2 W = e(g,9)?,
T = C-e(g,h)"%. The sender sends the ciphertext CT = (U,V,W,T) to the

users.

Key-Extract. For i = 1,2,...,n, the PKG generates the secret key SK; for
a content C with the identifier name. The PKG generates a random number
r; € Zy, and computes R; = g, t; = H(R;), S;= (hy”g_“)m. For
i =1,2,..., 7, the PKG outputs the private decryption key SK; = (R;, S;), and
sends it to the user Uj.

Decrypt. To decrypt the ciphertext CT = (U, V, W, T), the user U; who holds
the decryption key SK; = (R;, S;), firstly computes ¢; = H(R;) and decrypts
the ciphertext to obtain the content: C =T - e(U, S;) - e(V, R;) - Wi,

Correctness. Assuming the ciphertext is well-formed for name:

C(U, Sl) . G(V, Rz) . Wti

— e(‘qz(o‘_l—ll(r"ame))7 (hyr7g_t7) a—Hll(name)) . e(y_z7g7'i) . e(g’ g)Ztﬂi
=e(g,h)* - e(g,y)*" - e(g,9) %" - e(g,y) """ - e(g,9)*" = e(g,h)?,

as required. Therefore, the content C can be recovered.

Remark. In our construction, the PKG generates multiple different secret keys
corresponding to each content. These secret keys are securely distributed to
multiple users (at registration, for example). An authorized user who holds a
private decryption key can recover the content. In CBE, without the knowledge
of the master key MK, the authorized users cannot collude to generate a new
valid secret key of the same content.

CBE is proved IND-name-CPA secure under the truncated decision n-ABDHE
assumption.

Theorem 1. Assume the truncated decision (t,e,n)-ABDHE assumption holds
for (G,Gr,e). The proposed CBE scheme is (t',€',q,) IND-name-CPA secure
where ¢, =n—1, ' =t —O(ty, n?) — Oty -n) — Otesp - n?), & =+ %, to,
18 the time required to compute the hash Hy, ty s the time required to compute
the hash H, and teqy is the time required to compute the exponentiation in G.
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Proof. Assume that A is an adversary that (',¢’, g, )-breaks the IND-name-CPA
security of CBE above. We can then construct an algorithm, B, that solves the
truncated decision n-ABDHE problem, as follows. B takes as input a random
truncated decision n-ABDHE challenge (¢’, g’a"+2,g, g%, ..., g%, Z), where Z is
either e(g, ¢’ )a"Jrl or a random element of Gp. B works as a challenger in the
following procedure.

Setup. B generates a random polynomial f(z) € Z,[z] of degree n. It also
randomly chooses ¢,z* € Z,. It sets h = ¢/@ by computing from g, g%, ..., 9% .
B sets g1 = g% and y = gfg~°® = ¢g°(®=*"), Tt sends the public key (g, g1, h,y)
to the adversary A. Since g, a, ¢ and f(z) are uniformly chosen at random, h
and y are uniformly random, and the public key has a distribution identical to
that in the actual attack.

Hash Query. B can make hash queries of H; and H, and maintains two hash
lists L1 and Lo correspondingly.

Hi-query: B maintains a list L; of a tuple (name;, ;). The list is initially empty.
Upon receiving a hash query for name;, B looks up the list L; to find the hash
value x; of name; and returns x; to A. If name; is not on the list Ly, B randomly
chooses z; € Z;, and adds a new tuple (name;, x;) to Ly. Then B returns z;.

H-query: B maintains a list Ls of a tuple (r;, R;, t;). The list is initially empty.
Upon receiving a hash query for R; = g™, BB looks up the list Lo to find the hash
value t; of R; and returns ¢; to A. If (r;, R;) is not on the list Ly, B randomly
chooses t; € Z; and adds a new tuple (r;, R;,t;) to Lo. Then B returns ¢;.

Phase 1. A makes key extraction queries. B responds to a key extraction query
for name; as follows. Firstly B looks up L; to find a corresponding z;. If z; = a,
B uses a to directly solve the truncated decision n-ABDHE problem. Otherwise,
B randomly chooses r; € Z; and computes R; = g¢"*. It makes an H-query

fla)+acr;—x*cr;—t;

to obtain H(R;) = t;. Then B sets S; = g a=w; by computing from
g,9%, ... ,g“nfl. B sets the private decryption key for name; as (R;, S;). This is

fla)tacr;—z*cr; —t;

1
a valid secret key for name;, since S; = g a=w; = (hy"ig~ti)a—Hlame)
as required.

Challenge. A outputs two equal length contents Cj,C; € Gp with unique
identifiers namej and name] correspondingly. If 2* = a, B uses a to solve the
truncated decision n-ABDHE problem directly. Otherwise, B generates a bit
b € {0,1}, and computes a secret key (R, = ¢" ,S, = (hy’“*g_t*)ﬁ) for
name; as in Phase 1. Let fo(z) = 272 and let Fy(z) = %ﬁ(r*)’ which is a
polynomial of degree n + 1. B sets U* = ¢/2(@)—f@") =+ = g—c(f2(a)=f2(z7))
W* =27 elg [[lg™), T* = e(U*,Sb)e(CXl}*,Rb)Wt“ where t* = H(R,) and
F; is the coefficient of * in Fy(x). It returns CT* = (U*, V*, W*,T*) to A as
the challenge ciphertext.

Let s = (logg? )2, 1f 7 = e(g’,g)anﬂ7 then U* = g%e=2") =
(grg~Hemes))s, Ve = ==, W* = e(g,9)* and Co/T* = e(U*, Sp)e(V", Ry)
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W' = e(g,h)* under randomness s. Since log g9  is uniformly random, s is uni-
formly random. Therefore, (U*,V*, W* T*) is a valid, appropriately distributed
ciphertext to A.

Phase 2. A makes key extraction queries. B responds as in Phase 1.

Guess. Finally, A outputs its guess b'. If ¥ = b, B outputs 0; otherwise, it
outputs 1.

Perfect Simulation. When Z = e(g(“n+1),g’ ), the public key and challenge
ciphertext issued by B come from a distribution identical to that in the actual
construction. Now we will show that the secret keys issued by B are appropriately
distributed. Let Z be a set consisting of a, the hash value H(name; ), and the hash
value H(name;) queried by A; observe that |Z| < n+ 1. As f(z) is a uniformly
random polynomial of degree n, from A’s view, the values {f(a;) : a; € T}
are uniformly random and independent. Therefore, the keys issued by B are
appropriately distributed.

Probability Analysis. If Z = e(¢® ,¢’), then the simulation is perfect, and A
will guess the bit b correctly with probability % + ¢’. Otherwise, Z is uniformly
random, thus the elements (U*,V* W*) are uniformly random and indepen-
dently distributed in G x G x Gp. In this case, the inequality W* # e(U*, g)ﬁ
holds with probability 1— %. Since r* is uniformly random and independent from

n+1

A’s view, t* is random and independent. When the inequality W* # e(U*, g) =
holds, the value of

e(U*, Sp)e(V*, R)W*' = e(U*, (hy" g~ )a=s )e(V*, g™ YW*"
P w o —Lo\p* x ot * * —L\t*
= c(U", he=")e(U™,y===)" e(V*,g" )(W" /e(U", g)=== )"
is uniformly random and independent from A’s view. Therefore,

G

T = .
e(U*, Sp)e(V*, Ry) W+

is uniformly random and independent, and (U*, V*, W*, T*) can impart no infor-
mation regarding the bit b.

Assume that no Hj(name;) equals a (which would only increase B’s success
probability). If Z is randomly sampled from Gr,

a7l+2 a a2 a” 1 1
‘PY[B(g/?g/( )agag 7g( )779( )72)20]_2‘§p
When Z = e(g™""" . g/),
n+2 2 n ].
HWWﬂW+%mfy“%~y“%@mJ25.
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Thus, for uniformly random g, ¢’, @ and Z, we have

n+2 ((12)

PrB(g, """ ),9,9% 9", ..., 9 el 9)!

an+l)

) = 0]

e “ o2 o 1
),0,9% 9", ..,g"), Z2) =0]| > — -

—~ Pr[B(¢, 4"
P

Time-Complexity. In the simulation, to respond A’s key extraction queries
for name;, B needs to make n Hj-hash query, 1 H-hash query and to com-

Ia)yraer;—eler;—t; fla)+acri—x*cr;—t; . .
pute g a—=; , where " is a polynomial of degree n — 1.

Therefore, each key extraction query needs to compute O(n) exponentiations in
G. Since A makes at most n — 1 such queries, t = ' + O(ty, -n?) + Oty -n) +
O(teap - nz)7 where tp, is the time required to compute the hash Hj, ¢ is the
time required to compute the hash H, and t¢,;, is the time required to compute
the exponentiation in G.

This concludes the proof of Theorem 1.

By applying a technique due to Fujisaki-Okamoto [5], we can easily convert
the IND-name-CPA secure content-based encryption scheme CBE into a chosen
ciphertext secure content-based encryption system in the random oracle model.

5 Securing Content-Centric Network

We apply our content-based encryption scheme to a content-centric network and
demonstrate the applicability of our scheme for a real-world application.

5.1 Content-Centric Network Architecture

The content-centric network consists of a trusted third party (TTP) and three
types of nodes as shown in Fig. 1:

— TTP: it provides the unique identifier for each content and acts as a pri-
vate key generator (PKG) that generates the private decryption keys for the
content;

— Provider node: it is a node which provides the content uniquely identified by
its name to the other nodes in the network;

— Consumer node: it is a node which is authorized to obtain the content pro-
vided by the Provider node;

— Intermediate node: it is a node resided between a Provider node and a Con-
sumer node, and it aims to forward an Interest sent by a Consumer node or
a Data (here, we refer content as Data) returned by a Provider node.

In Fig. 1, an example of the content-centric network is presented, where Cf,
Cs and Cj are the Consumer nodes; Fy, Ey, F3, E4 and E5 are the Intermediate
nodes; P; and P, are the Provider nodes. Note that a Provider node could also
be an Intermediate node or a Consumer node for another content; a Consumer
node could also be a Provider node or an Intermediate node for another content;
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- Consumer Intermediate Provider
node node node

Fig. 1. Content-centric network architecture.

an Intermediate node could be a Provider node or a Consumer node for another
content. Each node has multiple interfaces where the data comes or outputs.
For simplicity, assume all the nodes including the Provider nodes, the Consumer
nodes and the Intermediate nodes have four interfaces denoted as 1, 2, 3 and 4.
Therefore, It allows multiple sources for data and can query them all in parallel.

The content-centric network communication is driven by the consumers of
data. There are three content-centric network packet types, Route Establishing
Request, Interest and Data. A Provider node which holds a content makes a Route
Establishing Request to establish links among the nodes according to the content
identifier. A Consumer node asks for an interested content by broadcasting its
Interest over all available interfaces [9]. Any node which has received the Interest
and has the data that satisfies it can respond with a Data packet (content chunk).
Data is transmitted only in response to an Interest and consumes that Interest [9].

As shown in Fig. 2, the core content-centric network packet forwarding engine
has three main data structures: FIB (Forwarding Information Base), CS (Content
Store, i.e. buffer memory), and PIT (Pending Interest Table) [8]. The FIB is used
to forward Interest packets toward content sources, i.e. the Provider nodes which
have the matching Data. The CS is the same as the buffer memory of an IP
router but it stores the received Data packet as long as possible. The PIT tracks
Interests forwarded upstream toward content source(s), so returned Data can be
sent downstream to its requester(s) [8]. After the PIT entries are used to forward
a matching Data packet, they are erased immediately.

When an Interest arrives at an interface, if there is a matching entry in the
CS, it will be returned from the same interface where the Interest comes. If
there is no matching entry, the PIT is checked for an existing Pending Interest.
If there is already a matching entry, the arrival Interface for the new Interest
is added to the list in the corresponding PIT entry. If there is no already an
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Content Store (CS) Interface 1
nterrace

hy A8xhs5fu...
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Interface 2
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2 h;
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1 hy
2 h, T

oA

Interface 4

Fig. 2. Content-centric network forward engine model.

existing PIT entry, the FIB table is checked for forwarding information. If there
is a corresponding entry, the Interest is forwarded accordingly, and the Interest
and the arrival Interface are added to the PIT.

In content-centric network, the Data packet is not routed but simply follows
the chain of PIT entries back to the original requester(s).

5.2 Secure Content Delivery in Content-Centric Network

The content-centric network presented in this section is built on our notion of
content-based security for protection of the content. The proposed content-based
encryption is applied to protect the content when it is acquired and transmitted
over the content-centric network.

System Setup. To achieve the content confidentiality, the TTP executes the
following steps to setup the system. It generates the master-key MK and the
public system parameters params; chooses two collision-resistant hash functions
Hy : Z; — {0,1}* and Hj : Gy — {0,1}!2, where [,ly are positive integers.
Then it publishes params and Hs, Hs, and keeps MK secret.

FIB Establishment. To establish the route among the three types of nodes,
each node maintains a Forwarding Information Base (FIB) where each entry con-
tains two fields: Interface and Identifier, as shown in Fig. 3. The routing estab-
lishment follows the next four steps:
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Fig. 3. FIB establishment.

. If an original Provider node P, wants to provide the content C;, it sends the

original name name; of C; and a unique tag (tag;, = H5(C;)) to the TTP. The
TTP computes N; = Hy(name;|tag;). The public key of C; is set as PK; = N;,.
Then the TTP publishes (N;,name;). The Provider node P, computes the
identifier h; = Ha(N;), and randomly selects a secure symmetric key k; to
compute C;’s ciphertext e; = SEnc(C;, k;) and d; = Encrypt(k;, PK;) where
SEnc is the symmetric encryption and Encrypt is the proposed content-based
encryption.

The Provider node P, generates a route establishing request RER = (h;, T;)
where h; is the header and T; is the timestamp. P, forwards the request RER
to nearby nodes.

If an Intermediate node (or a Consumer node) receives this RER from interface
Jj, the Intermediate node (or Consumer node) does the following operations:

If there is no entry for h; in the FIB of the Intermediate node (or Consumer
node), it forwards the received request RER via each interface except the
interface where RER arrived, and adds a new entry [j, h;] in its FIB where
j is the interface the request arrived and h; is the identifier; Otherwise, it
discards the received RER;

Repeat Step 3 until all the Consumer nodes in the network receive the RER
with identifier h; and build an entry for h; in their FIBs, as shown in Fig. 3.

Assume that in the content-centric network architecture, the Provider nodes

can provide totally m pieces of contents. Each content C; (i € [1,m]) is uniquely
identified by h;. As shown in Fig. 3, the Provider node P; owns content C; and
it provides (h1, Data;) where hy is the identifier of content C; with public key
Ny, Data; = (e1,d;) is the ciphertext of content C;. The Provider node P» owns
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content C, and it provides (hs, Datay) where hs is the identifier of content Cy
with public key N3, Datay = (ep,d>) is the ciphertext of content Cs.

As shown in Fig. 3, P; forwards a Route Establishing Request message RER; =
(h1,T1) where the header is hq from all its interfaces to its nearby nodes. P,
forwards a Route Establishing Request message RERy = (ha, T5) where the header
is ho from all its interfaces to its nearby nodes.

When the Intermediate node F4 receives RER; from interface 3, it creates a
new entry [3, h1] where 3 indicates the coming interface and hq is the identifier
in its FIB, and then it forwards RER; from all its interfaces except interface
3. Similarly, when the intermediate node Fsy receives RER; from interface 4, it
creates a new entry [4,hq] in its FIB, and then it forwards RER; from all its
interfaces except interface 4.

When the intermediate node Ej4 receives RER; from interface 4, it creates
a new entry [4, hi] in its FIB, and then it forwards RER; from all its interfaces
except interface 4. Then, when F, receives an RER; with the same identifier hy
from interface 3, it discards this request, since there is already an entry for hy
in its FIB.

When the Intermediate node Es receives RER; from interface 4, it creates
a new entry [4, hi] in its FIB, and then it forwards RER; from all its interfaces
except interface 4.

The Consumer nodes C7, Cy and Cj3 receive the request RER; from interface
3, 4, 4, respectively, and they create entries [3, h1], [4, h1], [4, h1] in their FIBs,
respectively. With the same approach, the Consumers nodes Cy, C5 and Cj
receive the request RER, from interface 3, 3, 4, respectively, and they create
entries [3, hal, [3, ha], [4, ho] in their FIBs, respectively.

Content Acquisition. As shown in Fig. 4, to support content acquisition, all
the Intermediate nodes maintain two tables: a Pending Interest Table (PIT) and
a Content Store (CS). In the PIT, each entry consists of two fields: Interface
and Identifier. Differing from FIB, the interface in PIT is the interface where
the Interest message comes, while the interface in FIB is the interface where the
Route Establishing Request RER comes. In CS, each entry consists of two fields:
Identifier and Data.

If a Consumer node C, wants to acquire the content C; identified by h;, it
firstly checks whether h; is in its FIB. If there is an entry for h;, it acquires the
corresponding private decryption key SKj; , from the TTP. The private decryp-
tion key is generated according to the content-based encryption scheme in Sect. 4.
After that the Consumer node Cy acquires the content C; according to the fol-
lowing steps:

1. Cy checks the entry for h; in its FIB. Assume the entry is [k, h;]. Cy then
forwards an interest message Interest = (h;,T}) where h; is the header and T}
is the timestamp from the interface k£ to the nearby nodes;

2. If a node receives this Interest from interface j, the node does the following
operations:
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Fig. 4. Content acquisition.

o If there is no entry [hy, (e;,d;)] in the CS of the node, where h; is the
identifier and (e;, d;) is the data, the PIT is checked for an Interest entry
with the same identifier. If there is already a matching entry, the arrival
interface for the new Interest is added to the PIT list in the corresponding
PIT entry. Otherwise, a new entry [j, h;] is added in the PIT where j is
the interface the Interest comes and h; is the identifier. The node forwards
Interest from each interface except the interface where Interest comes, and
then Step 2 is repeated;

e Otherwise, the node constructs a response data packet Data = (h;, e;,d;)
where the header is h; and the payload is (e;, d;), and forwards back Data
from interface j;

3. If a node receives Data from the interface f, it checks if there is an entry
for h; in its CS. If no, creates a new entry [h;, (e;,d;)] and adds it to its CS.
Otherwise, the new coming Data is not added to its CS. Then it checks its
PIT. If there is an entry [f, h;] in its PIT, it forwards the response data packet
Data back from the interface j according to the entry in PIT. After that it
removes that entry in its PIT.

4. Repeat Step 3 until Cy receives the response data packet Data. Then, C)
decrypts d; with the private decryption key SKj; , to obtain k;, and decrypts
e; with k; to obtain C;.

Note that the response data packet Data includes two fields of CS entries, i.e.
Identifier and Data.

In the following, we will give an example. Assume the Consumer node Cy
wants to acquire the content with identifier h;. It firstly acquires the corre-
sponding decryption key SK; ; securely from the TTP. It searches for the entry
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for hy in its FIB. If there is an entry [3,h;], Cy forwards an interest message
Interest = (hy,T]) where the header is h; from interface 3. Node Ej receives this
Interest from interface 1. Since there is no entry [h1, e1,d;] in Ey4’s CS, E4 cannot
provide the data to Cy. E4 creates an entry [1,h;] in its PIT. Then, E, checks
the entry for by in its FIB and finds the corresponding entry [4, h1]. E, forwards
this interest message Interest = (hy,7T7) via interface 4. The Intermediate node
E receives this interest message Interest via the interface 2. However, there is no
entry [hi,e1,d;] in Ey’s CS either. Therefore, Ey also creates an entry [2, hi] in
its PIT. Then, E; checks the entry for i in its FIB and finds the corresponding
entry [3, hy]. E; forwards this interest message Interest = (hy,T]) via interface 3.
Finally, the Provider node P; receives the Interest from interface 1.

When P receives the interest message Interest = (hy,T}), it constructs the
response data packet Data = (hy,e1,d;) where hy is the header and (eq,d;) is
the payload. Then, it forwards this response data packet Data via interface 1.
When E; receives this Data, it adds an entry [hy,e1,d;] in its CS where hy is
the identifier and (e, d;) is the ciphertext of the content C;. E; forwards this
response data packet Data from interface 2 based on its PIT, and then removes
the entry [2, hq] from its PIT. When Ej receives this response data packet Data,
it also adds an entry [h1,e1,d;1] in its CS. E4 forwards Data from interface 1
based on its PIT, and then removes the entry [1, h;] from its PIT. Finally, the
Consumer node C receives this response data packet Data = (hy,e1,d;), and
it decrypts d; with the secret key SK; i to obtain the symmetric key k; and
decrypts e; with k; to acquire the content Cj.

If the Consumer node C; wants to acquire the content with the identifier hq,
it firstly acquires the corresponding secret key SKj o securely from the TTP. It
searches for the entry with the identifier h; in its FIB. As there is an entry [4, hy]
in its FIB, Cy forwards an interest message Interest’ = (hy, T}’) where the header
is hq via interface 4. Node E, receives this Interest’ from interface 2. Since there
is already an entry [hi,e1,di] in Ey’s CS, it forwards the response data packet
Data = (hy,e1,d;) via interface 2 directly. Then the Consumer node C5 receives
this response data packet Data = (hq1,e1,d1), and it decrypts d; with the secret
key SKj 2 to obtain the symmetric key k; and decrypts e; with k; to acquire
the content C;.

As the content is encrypted with a symmetric key and the symmetric key is
encrypted under the content-based encryption system, any node without a valid
decryption key cannot decrypt the ciphertext and obtain the content. As the
Intermediate nodes store the ciphertext of the content transmitted via them, if
an Intermediate node wants to acquire the content it can directly decrypt the
ciphertext when it has obtained a valid decryption key. If a nearby Intermediate
node has stored the ciphertext, the Consumer node need not acquire the content
from the Provider node, but from the Intermediate node directly instead.

6 Conclusion

We presented the notion of content-based encryption tailored for content-centric
networks and also defined its security models. We proposed a content-based
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encryption scheme and proved that it is semantic secure in the random oracle
model under the truncated decision ABDHE assumption. We applied our content-
based encryption to protect the content delivered in the content-centric network.
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Abstract. In threshold encryption, the secret key is shared among a set
of decryption parties, so that only a quorum of these parties can decrypt
a given ciphertext. It is a useful building block in cryptology to distribute
the trust of the secret key as well as increase availability. In particular,
threshold Paillier encryption has been widely used in various security
protocols, such as e-auction, e-voting and e-lottery. In this paper, we
present the idea of designing provably secure threshold Paillier encryp-
tion using hyperplane geometry. Compared with the existing schemes
that are based on polynomial interpolation, our work not only renovates
the threshold Paillier cryptosystem using a different mathematical struc-
ture, but also enjoys some additional benefits: (1) our proposed method
avoids the technical obstacle of computing inverses in the group whose
order is unknown; (2) it gains computational advantages over Shoup’s
trick and it can be used as a general building block to design secure and
efficient threshold cryptosystems based on factoring.

1 Introduction

Public key encryption is a key ingredient in cryptology. It allows anyone to encrypt
some message using the public key, while only the party who possesses the corre-
sponding secret key can recover the message. Paillier encryption [14] is an exam-
ple of public key encryption that enjoys the additive homomorphic property: the
encryption of the sum of multiple messages equals to the product of the encryp-
tion of individual ones, and the computation can be carried out with encrypted
data without knowledge of the secret key. Hence, Paillier encryption can be found
in many applications where computing with encrypted values is required.

However, in many cases, the ability to perform decryption gives too much
power, and it is desirable to distribute this power. Threshold encryption is just
a solution for these cases. In (¢, n)-threshold encryption, the public key is made
public and a trusted dealer shares the corresponding secret key among n decryp-
tion parties. A given ciphertext encrypted using the public key can only be
decrypted if more than ¢ of these parties work together. But less than ¢ parties
© Springer International Publishing Switzerland 2016
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are unable to perform the decryption. Moreover, threshold encryption can be
used even if some parties are corrupted and they violate the protocol. A general
requirement is that the minority corrupted parties are unable to prevent hon-
est parties from recovering the plaintext. Hence, threshold encryption could not
only prevent some dishonest parties from learning the underlying plaintext, but
also increase the availability of the cryptosystem.

1.1 Previous Works

Threshold cryptosystem was first introduced by Desmedt and Frankel in [6]. In
that paper, a threshold ElGamal encryption was proposed, and it was pointed
out that designing threshold RSA encryption is much more difficult because of
the “interpolating over Zy(y) problem” (N is the RSA modulus and ¢ is the
Euler’s totient function). That is, anyone who wants to recover the plaintext
by interpolating the decrypted shares will encounter the technical obstacle of
computing inverses in the group whose order is unknown.

The first attempt to address this problem was also proposed by Desmedt and
Frankel [7]. Their solution, followed by Santis et al. [18] and Gennaro et al. [11],
extends the ring of integers modulo ¢(N) to a different algebraic structure, so
that the inverses can be disclosed safely. A different solution was proposed by
Frankel et al. [10], followed by Rabin [16], and their strategy is to introduce an
extra layer of secret sharing.

However, the above solutions to the “interpolating over Zy () problem” are
impractical, since they have introduced a lot of interaction and complexity. A
much simpler and elegant solution to this problem was introduced by Shoup [19]
in Eurocrypt 2000. His trick is to multiply a constant value A = n! with each of
the Lagrange coefficient when interpolating the decrypted shares, where n is the
number of decryption parties. Because A will be a multiple of the denominator
in all Lagrange coefficients, there is no need to compute inverses in the group
whose order is unknown. From then on, Shoup’s trick [19] has become the de
facto standard for designing threshold cryptosystems based on factoring. For
example, Fouque et al. have extended the Pailler encryption [14] to its threshold
version [9], and Damgard et al. have proposed a generalised threshold Paillier
encryption [5], both works are based on Shoup’s trick.

Nowadays, threshold Paillier encryption has become a popular building block
in cryptology, and it has been widely used in various security protocols, such as
e-auction, e-voting and e-lottery, in which computation needs to be performed
with encrypted data and the power of the secret key needs to be distributed [1,
12,13,17].

1.2 Owur Contributions

In this paper, we revisit the research of threshold Paillier encryption, and ren-
ovate this technique using a different mathematical structure. We show that
provably secure threshold Paillier encryption also can be designed using hyper-
plane geometry. And compared with the existing solutions that are based on
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polynomial interpolation, our proposed scheme has two additional benefits: (1)
it avoids the technical obstacle of computing inverses in the group whose order
is unknown (2) it gains computational advantages over Shoup’s trick and it can
be used to reduce the computational cost in existing threshold cryptosystems
based on factoring.

1.3 Outline of the Paper

The rest of this paper is organised as follows: the system model and security
definitions are described in Sect. 2. Some basic tools are reviewed in Sect. 3. The
proposed threshold Paillier encryption is described in Sect.4, and its security
analysis and efficiency analysis are presented in Sect.5. Finally, we conclude in
Sect. 6.

2 System Model and Security Definitions

A threshold encryption cryptosystem is consisted of the following five algorithms:

— KeyGen: the key generation algorithm takes as input a security parameter x,
the number of decryption parties n (n > 1), the threshold number ¢ (1 <
t <n) and a random string z. It outputs a public key pk, a set of secret key
shares {s1,s2,...,8,}, and a number of verification keys v, {v1,va,...,v,}.

— Enc: the encryption algorithm takes as input the public key pk, a random
string « and a plaintext m. It outputs a ciphertext c.

— PartDec: the partial decryption algorithm takes as input the public key pk, a
ciphertext ¢, an index 7 (1 <14 < n) and the corresponding secret key share
s;. It outputs a decryption share ¢; and a proof p; that proves the validity of
partial decryption.

— Veri: the verification algorithm takes as input a ciphertext ¢, an index i (1 <
1 < n), the verification keys v, v;, the decryption share ¢; and its proof p;. It
output 1 if the proof is valid, and otherwise L.

— Comb: the combining algorithm takes as input the public key pk and any
subset of ¢ valid decryption shares. It outputs the plaintext m.

2.1 System Model and Communication Model

There are three types of players in our proposed protocol: a trusted dealer D, a
set of n decryption parties and an adversary A. We assume that all these players
can be modelled as probabilistic polynomial time (PPT) Turing machines.

Among these n decryption parties, we assume that there exists ¢t honest ones.
The corrupted parties are controlled by the adversary A, and these parties can
be coerced by A to surrender their private information or violate the protocol
in any way. Note that in order to prevent corrupted parties from decrypting the
plaintext, it is required that n —t¢ < ¢. In this paper, we assume that n = 2¢ — 1.
Moreover, we assume that the adversary A is static: A chooses which parties to
corrupt at the beginning of the protocol.
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About the communication channels, we assume that there exists a private
channel between the dealer and every decryption party. The adversary is unable
to tamper or intercept the information send through this channel. And we assume
that all players can access to some authenticated broadcast channel.

In a high level, our proposed protocol works as follows:

1. In the initialisation phase, the trusted dealer D uses the KeyGen algorithm to
generate the public key, secret key shares and verification keys. The public
key pk and all the verification keys v, {v1, va, ..., v, } are made public through
the broadcast channel. And D sends the secret key shares to the decryption
parties using the private channels.

2. To encrypt a message, anyone can implement the Enc algorithm using the
public key pk.

3. To decrypt a given ciphertext ¢, each decryption party uses her secret key
share s; and the PartDec algorithm to generate a decryption share c¢; along
with a proof p; that proves the validity of ¢;. Each party broadcasts the pair
(ci,pi). Note that the proposed protocol is non-interactive, and we do not
require that all parties broadcast this pair simultaneously.

4. Now, anyone can use the verification keys v, v; and the Veri algorithm to check
whether the partial decryption ¢; is valid or not.

5. Finally, any subset of ¢ valid decryption shares can be collected to recover the
plaintext using the Comb algorithm.

2.2 Security Definitions

In order to provide a rigorous security analysis for our proposed protocol, we
use the following security definitions:

Correctness: if there exists ¢ honest decryption parties, a threshold encryption
cryptosystem can decrypt a ciphertext and output the correct plaintext, even in
the presence of some adversary who has full control of ¢ — 1 corrupt decryption
parties.

Threshold Semantic Security: this definition was first defined by Fouque
et al. in [9], and it is an extention of the semantic security definition for non-
threshold encryption. Consider the following game G:

— G1: The adversary A chooses t — 1 decryption parties to corrupt. A can force
them to surrender their private information, and A has full control of their
behaviour for the rest of the game.

— G2: The trusted dealer D runs the KeyGen algorithm to generate the keys. The
public key pk and all verification keys v, {v1,vs,...,v,} are broadcasteded,
and each decryption party receives her secret key share. The adversary A
learns the secret key shares hold by the corrupted parties.

— G3: The adversary A has access to a partial decryption oracle. For example,
A can encrypt a message m and input its ciphertext ¢ into the oracle. Then,
the oracle returns n decryption shares of ¢, along with proofs of their validity.
A can use this oracle as many times as she likes.
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— G4: The adversary A issues two messages mg and m; in the message space,
and sends them to an encryption oracle. This oracle randomly selects a bit b,
encrypts the message my, and returns its ciphertext ¢ to A.

— G5: Again, the adversary A uses the partial decryption oracle as many times
as she likes. The requirement is that A cannot use ¢ to query the partial
decryption oracle.

— G6: The adversary A outputs a bit o'.

The adversary’s advantage is defined to be the absolute difference between
1/2 and the probability that b = b". A threshold encryption is said to be threshold
semantic secure if for any PPT adversary A, her advantage of running the game
G is negligible.

3 Basic Tools

In this section, we briefly review some basic tools that are used in our proposed
protocol.

3.1 Blakely’s Secret Sharing

In (t,n) Blakely’s secret sharing [2], the secret is treated as some coordinate
of a point in a t-dimensional space. Each of the n parties is given a different
t-dimensional hyperplane in the space. And all these hyperplanes intersect at
this point. When ¢ parties work together, they can solve a system of equations
to retrieve the secret. But less than ¢ parties are unable to learn any information
about the secret. Blakely’s secret sharing works as follows:

— Initialisation phase: to share a secret z = a;, a dealer selects ¢ — 1 random
values {as,as,...,a;}. Then, the dealer generates an n x ¢t matrix M and
broadcasts it. It is required that any ¢ rows of M will form a ¢ X ¢ invertible
matrix Mg.

— Share generation phase: the dealer generates a linear system of equations
8 =bj1a1 + bipas + ...+ bas for i =1,2,...,n, where b; ; is the (4, j)-th
entry of M. Then, the dealer sends these secret shares s; to each party using
the private channels.

— Secret reconstruction phase: if any subset of ¢ parties reveal their secret
shares, the secret z can be recovered. Without loss of generality, suppose
the vector of secret shares § = [s1, 8a,...,s¢] is revealed. Then, the vector
a = la1,as,...,a;] can be reconstructed as al = Mgl - 87, Note that to
recover the secret z = aq, only the first row of Mgl needs to be computed.

3.2 Paillier Encryption

The Paillier encryption [14] works as follows: let N = pg be an RSA modulus,
where p, g are large primes. Let g be an integer of order a multiple of N modulo
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N2 ie. g = (1+N)*BY for some a € Zy and 3 € Z%. The public key is (g, N),
and the secret key is the Carmichael function A = lem((p — 1), (¢ — 1)).

To encrypt a message m € Zy, we randomly choose x € Z}; and compute the
ciphertext ¢ = ¢z mod N2. It is obvious that the Paillier encryption enjoys
the additive homomorphic property. To decrypt ¢, we compute

L(c* mod N?)

— AC MOCH ) od N
" L(g* mod N?) e

where the function L(-) takes as input from the set Sy = {u < N?ju = 1
(mod N)} and computes L(u) = (u—1)/N.

To see why the decryption works, we first show that for any value a € Z3,,
we have a* =1 (mod N). Suppose there exists a value t such that, for any value
a € Z3, we have a' =1 (mod N). This implies that a’ =1 (mod p) and o’ =1
(mod q). Because p and ¢ are both primes, according to Fermat’s little theorem,
this holds only if p — 1 and g — 1 are both divisors of ¢. Therefore, the smallest ¢
satisfying this requirement equals A. For similar reasons, we also have ¢*V =1
(mod N?) for any value a € Z}.. Moreover, recall that g = (1 + N)*g" for
some a € Zy and 3 € Z};, the following two equations always hold:

N or  (T+ NN mod N?) =1  (1+aAN)—1
L(g” mod N*) = N = ~ = a\
L((g™2™)* mod N?) = L(g™* mod N?) = ma\

L(c* mod N?)

Hence, if given the secret key A, the plaintext can be retrieved as

L(c* mod N?)
=——————~mod N
" L(g* mod N2) o
The semantic security of the Paillier encryption is based on the decisional
composite residuosity assumption (DCRA) that distinguishing N*? residues from
non-N"*" residues modulo N? is infeasible for PPT adversaries.

3.3 Proof of Equality of Discrete Logarithms

The Chaum-Pedersen protocol [4] can be used to prove the equality of discrete
logarithms. Let p, ¢ be two large primes such that ¢|p — 1. We denote G, as the
subgroup of Z; with order g. Let g and h be two generators of G,. We can prove
that the values y = ¢* (mod p) and ¢ = h* (mod p) have the same exponent
value x without revealing it. The proof works as follows:

— The prover P randomly chooses a value r € Zg4, she then sends U = g"

(mod p) and V = A" (mod p) to the verifier V.

— V sends a random challenge e € Z, back to P.

— P computes z = r 4+ xe mod ¢, and sends z to V.

— V accepts the proof if g* = Uy® (mod p) and h* = Vt¢ (mod p). Otherwise,
she rejects the proof.
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The correctness of the above protocol is obvious. Special soundness holds because
for two accepting conversations with the same first move (U,V,eq,21) and
(U,V, ea,22), where e; # es, the witness x that satisfies y = ¢* (mod p) and
t = h* (mod p) can be extracted as © = (21 — 22)/(e1 — e2) (mod ¢). Honest
verifier zero-knowledge holds because for any random values e € Z; and z € Z,,
the fabricated tuple (g*y~¢, h*t~¢, e, z) will be an acceptable conversation, and
its distribution is perfectly indistinguishable from a real proof.

The above protocol can be made non-interactive using Fiat-Shamir heuris-
tics [8]. Moreover, as shown in [3,15], the proof of equality of discrete logarithms
can be extended to work in the cyclic group of squares in Z}.., where N = pq is
the RSA modulus.

4 Our Proposed Scheme

Our proposed threshold Paillier encryption based on hyperplane geometry works
as follows:

Key Generation Algorithm KeyGen:

The trusted dealer D first chooses two large safe primes p = 2p’ + 1 and ¢ =
2¢' + 1. Define N = pg and A = p’q’. D also chooses two random values o € Zy
and 3 € Z%, and sets g = (1+ N)*BY mod N2. D then chooses a random value
v in Zy. Now, the public key pk is a triple (g, N,0), where § = aXy mod N,
and the corresponding secret key is Ay. Note that the use of safe primes ensures
that ged(N, ¢(N)) = 1, where ¢ is the Euler’s totient function. And this further
implies that the function f(z,y) = (1 + N)*y" mod N? is a bijection from
L X Ly to L.

As follows, D chooses an n X t matrix M:

b1 b ... by
b1 b2 ... bay

bpibp2 ... bnt

It is required that any ¢ rows of M will form a ¢ x ¢ invertible matrix Mg.
Moreover, D sets a; as the secret key a1 = Ay, and chooses t — 1 random values
{az,as,...,a;}. Then, D computes the secret shares s; = a1b; 1 + agb; 2 + - +
aib;y fori =1,2,...,n.

Finally, D selects the verification key v as a generator of ) 2 which is a cyclic
group of squares within Z%;, and the order of Qn2 is AN. The other verification

keys are calculated as v; = v% mod N2 for i = 1,2,...,n.
Now, D broadcasts the public key pk = (g, N, 6), the matrix M, and the verifi-
cation keys v, {v1,va,...,v,}. And D sends the secret key shares {s1, $2,...,5,}

to the corresponding decryption parties privately.
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Encryption Algorithm Enc:
To encrypt a message m € Zy, anyone can randomly select € Z}, and compute
the ciphertext ¢ = g™z mod N?2.

Paritial Decryption Algorithm PartDec:
Given a ciphertext ¢, each decryption party partially decrypts it. For example,
the ith party P; uses her secret share s; to compute the decryption share ¢; =
c?** mod N2. She also generates a non-interactive proof p; to prove that ¢ and
v have been raised to the same power s;. The reason to use ¢? instead of ¢ is to
ensure that the value used is a square in Z%..

The proof works as follows: let H be some collision-resistant hash function.
P; randomly selects a value r, computes ¢’ = ¢2",v' = v". Then, the proof p; is
a pair (z,e), where e = H(c?,v,¢;,v;,¢',v") and z = s;e + r. P; broadcasts the
decryption share ¢; as well as its proof p;.

Verification Algorithm Veri:

To verify whether the proof p; is valid, anyone can check the equation e =
H (% v, ¢i,v;,c*c; ¢ v7v; ) using the verification keys v and v;. If p; is valid, ¢;
is a correct decryption share of c.

Combining Algorithm Comb:

Without loss of generality, we assume that the parties with indexes 1,2,...,t
are honest and their published proofs are valid. If the corresponding rows are
selected from the matrix M, we get a ¢t X t matrix Mg:

b171 bl,g . bl,t

b2,1 bg’g . bg’t
Ms = ) )

bt71 bmg PN bt,t

Denote M5 as the adjoint matrix of Mg, with the (¢, j)th entry as d; ;. Then d; ;
is the value (—1)**J times the determinant of the matrix obtained by deleting the
jth row and ¢th column of Mg. Note that the adjoint matrix can be computed
without division. Hence, our proposed protocol could avoid the technical obstacle
of computing inverses in the group whose order is unknown. Now, anyone can
recover the plaintext m using these decryption shares {c1,co,...,c:} as:

¢
1
m = L(H ¢ mod N?) x —— mod N
bl 2020

where (2 is the determinant of Mg.

5 Security and Efficiency Analysis

In this section, we analyse the security properties and the computational cost of
our proposed threshold Paillier encryption scheme.
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5.1 Security Analysis

Correctness. We first show that the above protocol achieves the correctness
property: if there exists ¢t honest decryption parties, the correct plaintext will be
recovered even in the presence of ¢ — 1 corrupt decryption parties.

Note that the group @ 2 is defined as the subgroup of the squares in Z%;., and
its order is AN. The number of generators of @ 2 is $(AN), and the probability
that a randomly chosen square in Z};, to be a generator of () y is extremely high,
roughly 1—1/+/N. Hence, the proof of equality of discrete logarithms works with
very high probability. In other words, if any corrupt decryption party publishes
invalid decryption share, the validity proof cannot pass the verification algorithm
Veri. Moreover, based on the assumption that ¢ decryption parties are honest,
there will exist at least ¢ valid decryption shares. Without loss of generality, we
denote {c1,ca,...,¢t} as a set of ¢t valid decryption shares. Then, the plaintext
m can be recovered because:

L(ﬁ ¢;% mod N?) = L(¢2Xi=1%791 mod N?)
i=1
2 mod N?)
g™z mod N?)
1+ N)2mQaM . (ﬁ2m97)>\N . (mQQV)AN mod N2)
14 N)2m2eM mod N?)
= 2maly
m - 2020

Hence, the combining algorithm Comb will return the correct plaintext m.

Threshold Semantic Security. We use reduction to show that the above
protocol achieves threshold semantic security. Assume that there exists a PPT
adversary A who can break the threshold semantic security of our proposed
protocol with some non-negligible probability. Then, we prove that, using A as
a subroutine, an attacker B can be constructed in polynomial time that breaks
the semantic security of the original Paillier encryption [14]. In order to invoke
A as a subroutine, the attacker B must simulate all information that A views
in the threshold protocol. And A should not be able to distinguish between a
simulated conversation and a real run of the protocol.

Theorem 1. In the random oracle model, the threshold Paillier encryption
based on hyperplane geometry achieves threshold semantic security against static
adversaries under the decisional composite residuosity assumption.

Proof. To break semantic security of the original Paillier encryption, the attacker
B runs a game with the challenger. Firstly, B is given the public key (g, V). Then,
B chooses two messages mg and my from the plaintext space, and sends them
to the challenger who then randomly chooses a bit b and returns the encryption
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of my to B. B guesses which message has been encrypted. Now, we show that in
order to invoke A as a subroutine, B can simulate A’s view in the game G.

— G1: The adversary A chooses t — 1 decryption parties to corrupt. Without
loss of generality, we denote these parties as Py, Ps, ..., Pi_1.

— G2: The attacker B generates an n x t matrix M such that any ¢ rows of M will
form an invertable ¢ x t matrix Ms. The (¢, j)th entry of M is denoted as b; ;.

B randomly chooses o’ € Zy, (' € Z}; and computes g’ = g% B mod N2.

B also randomly selects § € Zy and t — 1 values s1, Sa,...,S:—1 in the range
{0,1,...|N?/4] — 1}. Moreover, B randomly selects a value w € Zy and
sets v = ¢’ mod N?. Hence, v is a square in Z%,. For i = 1,2,...,t — 1,
B computes v; = v* mod N2. The other verification keys v;, where j =
t,t+1,...,n, can be calculated as follows: define a t x ¢ matrix A as
1 0 ... 0
6171 6172 bli

A= ba1 bao ... bay

bi—1,1bi—12 .. b1y

Hence, we have A - [ay,a2,...a;]7 = [a1,51,...51])7. Denote \;; as the
(i,4)th entry of A=1. For k = 2,3,...,t, we have

t—1 _
v = (val)kk,l . H(Usi))"“*"“ = (1 + 2wéN) Ak,1 H Ak,i+1 (mod N?)
i=1 i=1
Therefore, for j =t,t+1,...,n, we can compute

t
= (14 2wON)bi H )bisk mod N?

Finally, the attacker B sends the matrix M, the public key (¢’, N, ), the ¢t — 1
secret key shares s1, 89, ...,8:—1, and the verification keys v, vy, vs,...,v, to
the adversary A.

— G3: B simulates the partial decryption oracle and answers A’s decryption
queries. If A encrypts a message m and asks B to decrypt its ciphertext

¢ = ¢z mod N2. B will compute ¢; = ¢?% for i = 1,2,...,t—1. The other
decryption shares c;, where j =¢,t+1,...,n, can be calculated similarly as
in the above step: for k = 2,3,...,t, we have
t—1 t—1
e (e L I_I(CQS")’\’“'+1 = (1 +mON)? w1 . l_lc?’"’i+1 (mod N?)
i=1 i=1

Therefore, we can compute

t
= (1+moN)*> - [ (c***)** mod N*
k=2
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for j = t,t 4+ 1,...,n. Next, B need to generate proofs for these decryp-
tion shares. If B knows s;, the proof p; is generated in the standard way as
described in Sect. 3.3. Moreover, in the random oracle model, the attacker 15
has full control of the hash function, and B can answer a hash query using
any value of her choice, as long as she returns consistent output if the same
input is queries multiple times. Hence, B can fabricate the other proofs that
she has no knowledge of their secret shares. This is done by defining the value
of the random oracle at H(c?, v, ¢;, v;, c**c; ¢, v*v; ) to be e. Now, B returns
the n decryption shares (c1, ca, . .., ¢,) along with their proofs (p1,ps2,...,pn)
to A.

— G4: In this step, B first waits for A to select two messages mg and my from
the plaintext space. Once receiving these two values, B forwards them to the
challenger. The challenger then randomly selects a bit b, encrypts m; using
the original Paillier encryption and returns its ciphertext ¢ to B. Now, B
computes ¢ = ¢® mod N2 and sends ¢ to A.

— Gb: This step is similar as in step G3. The additional requirement is that A
is not allowed to use ¢’ to query the partial decryption oracle.

— G6: A outputs a bit ¥, and B forwards b’ to the challenger.

It is clear that the above simulation can be carried out in polynomial time.
The remaining task is to prove that a simulated conversation is indistinguishable
from a real run of the protocol. Because no information has been simulated in
the steps G1 and G6, and the step G5 just repeats G3. We only need to show that
the adversary A can not distinguish the simulated information from the step G2
to the step G4.

— Indistinguishability of information in G2: In this step, the same matrix
M can be reused. Both g and ¢’ are uniformly distributed within the set of ele-
ments whose order is a multiple of N. 6 is uniformly distributed in Zy. Hence,
the matrix M and public key (¢’, N, 0) follow exactly the same distribution
as in the real protocol. The secret key shares are randomly distributed in
{0,1,...,Zxn — 1} in the real protocol. In the simulation, they are randomly
distributed in {0, 1,... | N2/4] —1}. Although there is some gap between these
two sets, their statistical distance is O(n~'/2) that cannot be distinguished
by PPT adversaries. The simulated verification keys v, vy, vs, ..., v, are ran-
domly distributed in the cyclic group of squares within ZY., and they cannot
be distinguished from real ones. Hence, the simulated information in this step
is statistically indistinguishable from a real run of the protocol.

— Indistinguishability of information in G3: In this step, the simulated
decryption shares (1, ca, ..., c,) follow the same distribution as those in the
real protocol. Both of them are randomly distributed in the cyclic group of
squares within Z},,. Moreover, the simulated proofs (p1,pa, . . ., pn) also follow
the same distribution as those in the real protocol. Hence, the simulated
information in this step is indistinguishable.

— Indistinguishability of information in G4: In this step, the ciphertext c
and the modified ciphertext ¢ = ¢® mod N2 are both randomly distributed
in Zx2. Hence, they are indistinguishable.
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5.2 Efficiency Analysis

In this part, we analyse the computational cost of our proposed protocol and
compare it with some existing works in the literature that are based on polyno-
mial interpolation, e.g. [5,9]. The analysis is divided into two parts. In general
cases, we do not restrict the selection of the matrix M as long as any ¢ rows of it
can form an invertible matrix Ms. Moreover, we discuss the use of Vandermonde
matrix. And we show that our work is more efficient than Shoup’s trick in this
special case.

— In general cases: In the KeyGen algorithm, the major difference between
our work and the existing works is how to compute the secret shares. In [5,9],
this is done by evaluating a t—1 degree polynomial. Using Horner’s algorithm,
its computational complexity is O(t), where ¢ is the threshold. In our work,
the complexity of this task is also O(¢). In both our work and the existing
works, the Enc, PartDec and Veri algorithms are similar. While in the Comb
algorithm, [5,9] use polynomial interpolation, and their computational com-
plexity is O(t?). In our work, the heavy load is to compute the adjoint matrix
of a t x t matrix. More precisely, because only the first row of the adjoint
matrix needs to be calculated, our computational complexity is also O(t?).
Hence, our work is as efficient as the existing works in general cases.

— Using Vandermonde matrix: In this case, the technical details of our work
will be very similar as in those existing work. When recovering the secret
using the decryption shares, our work also can be considered as polynomial
interpolation. The reason that our work avoids the “interpolating over Zg )
problem” is that a constant value {2 has been multiplied with each of the
Lagrange coefficient during interpolating, where {2 is the determinant of the
t x t matrix Ms. Note that in Vandermonde matrix, 2 = HZJ:LKJ' (a;i —aj).
It is clear that 2 is a divisor of [[;',_, ;_;(a; —a;) = t!(n—1)!. Since t!(n—1)!
further divides A = n!, 2 is a non-trivial divisor of A. We have to note
that during polynomial interpolation, the modulus of the exponent part is
unknown, so the exponent value cannot be reduced. Therefore, compared
with Shoup’s trick [19], a smaller exponent value in our work not only saves
some computational cost, but also requires less storage in the register during
computation. Actually, §2 is the least common multiple of the denominator in
the Lagrange coefficients. Hence, our work can be regarded as optimization
of Shoup’s trick and it also can be used to improve the existing threshold
cryptosystems that are based on factoring.

6 Discussion and Conclusion

In this paper, we propose a threshold Paillier encryption cryptosystem using
hyperplane geometry. We have proved that it is correct and it achieves thresh-
old semantic security in the random oracle model. Compared with the existing
schemes based on polynomial interpolation, our work does not suffer the technical
obstacle of computing inverses in the group whose order is unknown. Moreover,
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it is more computationally efficient than Shoup’s trick and it can be used as
a general building block to design secure and efficient threshold cryptosystems
based on factoring.
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Abstract. Cloud computing makes it easy for people to share files any-
where and anytime with mobile end devices. There is a privacy issue
in such applications even if the files are encrypted. Specially, the public
keys or identities of the receivers will be exposed to the cloud server or
hackers. Group Encryption (GE) is designed to achieve anonymity of the
receiver(s). The existing GE schemes are all realized in the public key
infrastructure (PKI) setting, in which complicated certificates manage-
ment is required to ensure security. It is observed that GE is especially
appealing to institutions which usually have their own closed secure user
management system. In this paper, we propose a new concept, referred
to as identity-based group encryption (IBGE), which realizes GE in the
identity-based cryptography setting. In the IBGE, a private key genera-
tor (PKG) designates each user a secret key associated with his identity;
and the user can register his identity as a group member to a group
manager without leaking his secret key. Then anyone can send confiden-
tial messages to the group member without leaking the group member’s
identity. However, the group manager can trace the receiver if a dispute
occurs or the privacy mechanism is abused. Following this model, we pro-
pose the first IBGE scheme that is formally proven secure in the standard
model. Analysis shows that our scheme is also efficient and practical.

Keywords: Group encryption - Identity-based + Knowledge proof

1 Introduction

With cloud storage, now it is easy for people to share private files anywhere and
anytime with smart mobile devices. To protect the files, it is usually suggested that
© Springer International Publishing Switzerland 2016
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one encrypts the files before uploading to the cloud. However, even with encryp-
tion, the receivers’ identity information will be exposed to the cloud server and
hackers, which may raise social engineering attacks. Many cryptographic schemes
have been proposed to achieve user privacy. Among them, group signature [7]
allows a sender to issue a signature on behalf of the group while concealing his iden-
tity within a group of legitimate users. Group signature schemes were introduced
by Chaum and van Heyst [7] and developed by Boyen, Waters, Kiayias, Yung and
Groth [6,12,15]. Group encryption [14] is the encryption analogue of group sig-
natures and achieve different security goals. Specifically, a GE allows a sender to
send a ciphertext to a receiver whose identity is hidden within a group of certi-
fied users. A group manager (GM) issues the certificates to these users and make
them become the legitimate group members. In GE schemes, a public authority
can identify the receiver if a need arises. GE schemes were motivated by multiple
applications such as Ad-Hoc access structure group signature, secure oblivious
retriever storage and anonymous trusted third parties. GE schemes were intro-
duced by Kiayias, Tsiounis and Yung [14] and further developed in a line of works
[9,16,21].

A majority of GE schemes are based on Public Key Infrastructure (PKI).
This leads to some drawbacks of GE schemes. First, GE could be implemented
in classified organizations. These organizations have their own closed secure user
management system. They do not have to use a PKI as a component, which
comes from an open environment. A problem of PKI-based GE schemes is obvi-
ous. If the Certificate Authority (CA) is occasionally offline, then the certificates
can not be updated and the GE scheme will fail to work.

Moreover, in public-key cryptosystems user’s public key is a random string
unrelated to his identity. When a sender wants to send a message to a receiver,
he must obtain the receiver’s public key authenticated by the trusted Certificate
Authority. So the problems with the PKI-based GE schemes are the high cost
in authenticating and managing the public keys, and the difficulty in managing
multiple communities.

It seems appealing to use IBE schemes to replace the PKI-based public-
key encryption in GE. In this way, the variant of GE will be suited to the closed
environment and works more efficiently. Identity-based cryptosystems were intro-
duced by Shamir in 1984 [22]. Its main idea is that the public keys of a user can
be easily derived from arbitrary strings corresponding to his identity informa-
tion such as name, telephone number or email address. A Private Key Generator
(PKG) computes private keys from a master secret key and distributes them to
the users participating in the scheme. This eliminates the need for certificates
that have been in a traditional PKI system. Identity-based systems may be a
good alternative for PKI-based systems from the viewpoint of efficiency and
convenience.

1.1 Owur Contribution

Motivated by the above scenarios, we propose a new cryptographic primitive
called identity-based group encryption (IBGE). We first contribute the model
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and security notions of IBGE. We then construct a concrete identity-based group
encryption scheme and prove its related security properties.

IBGE involves five parties, a group manager (GM), a group of legitimate
users, a sender, a verifier and a private key generator (PKG). IBGE consists of
the six procedures. They are parameter generation procedure, group key genera-
tion procedure, user key generation procedure, encryption procedure, decryption
procedure and trace procedure.

Besides correctness, we define two security notions in IBGE. The first prop-
erty, called anonymity and semantic security against chosen-identity and chosen-
plaintext attacks, protects the users from a hostile environment where the
attacker may want to extract information about the message and extracting
information about the receiver’s identity. The second property, i.e., traceability,
ensures that the tracking is reliable and the prevention of collusion attacks. We
formally define the adversary models to capture the realistic attacks.

We design a concrete IBGE scheme in a modular way. In order to get an effi-
cient and practical scheme, we use three primitives, i.e., a public-key encryption
scheme which satisfies CCA2 security, an IBE scheme which satisfies anonymity
and semantic security, and a zero-knowledge proof which satisfies special prop-
erties. Our proposal is the first scheme with anonymity and semantic security
under chosen-identity and chosen-plaintext attacks, as well as traceability.

We prove the security of our concrete IBGE scheme according to our security
notions. And we give the analysis of probability as well as time complexity.
Then we prove that the identity of the real receiver can be traced correctly. Our
IBGE is fully functional identity-based group encryption scheme proven secure
in standard model. IBGE can also be used for a fundamental component of other
cryptosystems.

1.2 Related Work

Kiayias, Tsiounis and Yung provided the conception of Group Encryption [14]
and a modular design including zero-knowledge proofs, digital signature schemes,
public-key encryption schemes with CCA2 security and key-privacy and commit-
ment schemes. They showed an efficient instantiation by using Paillier’s cryp-
tosystem [20], a modification of the Cramer-Shoup public-key cryptosystem [8].
And their GM scheme requires an interaction between the sender and a verifier
using a Y _-protocol, but using Fiat-Shamir paradigm [11] the interaction can be
removed. Cathalo, Libert and Yung [9] proposed a group encryption with non-
interactive realization in the standard model. Independently, Qin, Wu, Susilo,
and Mu [21] considered a similar primitive called Group Decryption. The Group
Decryption has non-interactive proofs and short ciphertexts. Libert, Yung, Joye,
and Peters proposed a traceable GE [16] which can trace all the ciphertexts
encrypted by a specific user without abolishing the anonymity of the others.
The notion of custodian-hiding verifiable encryption was proposed by Liu,
et al. [17-19]. A sender can encrypt a message using a public key chosen from a
public key list but the recipient is anonymous. But there is no group manager to
manage the potential receivers. Their notion is designed for Ad-Hoc applications.
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A ciphertext has to contain the public key list of potential receivers. In the case
of dispute, no group manager can reveal the identity of the real receiver.

Identity-based cryptosystems were introduced by Shamir [22]. Boneh,
Franklin [3,4] proposed a fully functional IBE scheme. This scheme’s security
based on computational Diffie-Hellman assumption and it has chosen ciphertext
security in the random oracle model. Boneh, Franklin also gave the definition
of chosen-ciphertext security and chosen-plaintext security of an IBE scheme as
well as a concrete IBE system. Groth presented an IBE scheme [12] that is fully
secure in the standard model and provided an efficient solution to the problem
of achieving anonymous IBE without random oracles.

2 Preliminaries

2.1 Bilinear Groups

Let p be a large prime. G,G, Gr are three cyclic groups of prime order p. g, g
are generators of G, G respectively. We say that G, G are bilinear groups if there
is a bilinear map e : G x G — Gy that satisfies the following properties [1,2]:

— Bilinear. We say a map e : G x G — G is bilinear if e(u®, @%) = e(u, @) for
allu e G,ieG,a,beZ,.

— Non-degenerate. If g, § are generators of G,G respectively, then e(g, j) is a
generator of Gr.

— Computable. There is an efficient algorithm to compute e(u, @) for all u €
G,u € G.

The bilinear group defined above [10] is asymmetric, since G and G are
distinct cyclic groups. An asymmetric bilinear map can be constructed using
curves described by Barrrto, Naehring [5]. We use bilinear groups as a black
box. If G = G, the group is a symmetrical bilinear group. In this paper, our
IBGE scheme relies on the symmetrical bilinear group.

2.2 Complexity Assumptions

Our IBGE scheme’s security is based on decisional augmented bilinear Diffie-
Hellman exponent (decisional ABDHE) assumption [12].

First, we review the -BDHE problem: Given a vector of 2¢ + 1 elements

(gl7g7 ga7ga27 "'7gaq7gaq+27 "'7ga2q> E G2q+1

as input, output (g, ¢')*"" € Gr. Since the term ¢’ is missing in the input,
it is intractable to compute e(g, ¢')*"" .

The definition of the -ABDHE problem is almost identical: given a vector
of 2q + 2 elements

r rdt? 2 +2

q
g,9" .9.9%9% ,....9% .9

ol

29 2q+2
e g® ) € GPTT
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)™ € Gp. Since the term ¢ ' is missing in the input,

as input, output e(g, ¢’
it is intractable to compute e(g,g’)aﬁl, even though the term ¢’"" is added.
We will use a truncated version of the -ABDHE problem, in which the terms
(gaq+2, - ga2q) are omitted from the input, because of this version of -ABDHE
problem is more useful for our concrete IBGE scheme.
The truncated g-ABDHE problem: given a vector of ¢ elements

/

(¢, d"  9.9% 9%, ... g"") € G

as input, output e(g,g’)O‘q+1 € Gp. The truncated g-ABDHE problem is hard if

the -ABDHE problem is hard, since the input vector of truncated q-ABDHE is
less than -ABDHE. A has advantage € in solving truncated g-ABDHE if

1?12 2

PrlA(d, g 9,97 0% 1 0") = e(ggr1,9))] = €

where the probability is over the randomly chosen g, g’ ki3 G, the randomly
chosen a & Zy, and the randomly chosen bits by A.
We use g; and ¢} to denote g* and ¢’*". Now, it is easy to define the decisional

version of truncated q-ABDHE. An algorithm B that outputs b € {0,1} has
advantage € in solving truncated decision -ABDHE if

| PT[B(g/7g;+27g3glv "'7gtI76(gq+1vg/)) = O] - Pr[B(glvgz,]-‘rQ?gmgl?"’7g¢Z7Z) = 0] |> €

where the probability is over the randomly chosen g, g’ & G, the randomly

chosen a & Zy, the randomly chosen Z & G and the randomly chosen bits of
B. We refer to the distribution on the left as Pagpgr and the distribution on
the right as Rappue-

Definition 1. We say that the decisional version of truncated (t,¢,q)-ABDHE
assumption holds in G if no t-time algorithm has advantage at least € in solving
the decisional version of truncated q-ABDHE problem in G.

2.3 Proof of Knowledge

Let R = (z,w) be a NP relation, namely we can verify whether (z,w) € R
in polynomial time. We say that z is input and w is the witness of x. P
is a polynomial time prover with the input (z,w) € R. V is a polynomial
time verifier with the input z. We consider a three-step protocol between P
and V. P selects a random r, then computes ¢t = Commitment(z,w;r) and
sends t to V. V selects a random ¢ from an appropriate domain and sends ¢
to P, we consider this procedure as Challenge. Finally, P responds V with
s = Response(x,w,c;r). V computes a bit b = Check(z,t,c,z). We require
that Commitment, Challenge, Check are polynomial time algorithms. A > -
protocol is made up of Commitment, Challenge, Response and satisfies com-
pleteness, correctness, soundness with knowledge extraction and honest-verifier
zero-knowledge.
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Completeness. Completeness is achieved if Pr[(P,V)(z) = 1|(z,w) € R] >
1 — p(k), where pu(k) is a negligible function. This means that if (z,w) € R,
V will accept with probability at least 1 — u(k). (P,V)(x) means the output
of the system when the input is x.

Correctness.Correctness is achieved if Pr[(P,V)(z) = 1|(z,w) ¢ R] < u(k),
where P is a dishonest prover. This means that if (z,w) ¢ R, V will accept
with probability at most (k).

Soundness with knowledge extraction. We consider a polynomial time algo-
rithm, called Extractor. Extractor plays the role of ¥V and interacts with P.
If the input (z,t,x, z, ¢, 2") satisfies Check(z,t,c, z) = Check(z,t,c',2') =1,
then Extractor(z,t,xz,z,c, 2") will output a witness that satisfies (z,w) € R.
This means P indeed has the knowledge.

Honest-verifier zero-knowledge. We consider a polynomial time algorithm,
called Simulator. For all (z,w) € R and ¢ the following two distributions are
indistinguishable. The first one is (x, , ¢, z) which V can obtain by interacting
with P. The second one is (z,t,c,2") which Simulator can obtain by com-
puting. That is to say a proof transcript can be produced by a polynomial
time with the same probability distributions.

Modelling IBGE

3.1 The IBGE System

IBGE involves five parties, a GM who administers the group and traces the
receivers when it is necessary. A group of legitimate users who receive messages
from senders anonymously, a sender who might be one of the group members or
not and has secret messages to be sent to the legitimate members, and a verifier
who can prove the encrypted identity and the identity that forms IBE ciphertext
are identical, and a PKG who can issue the private keys to the users. The PKG
can quit from an IBGE scheme after the execution of ParaGen and UKGen, but
the GM should be always online to manage the group and trace the receiver
when disputes occur. IBGE consists of the following procedures.

(Params, MSK) < ParaGen(\). This is a polynomial time algorithm which
takes as input a security parameter A, outputs the system parameter Params
and a master-key M SK. It is operated by PKG.

(PKgum, SKaym) — GKGen(Params). This is a polynomial time algorithm
which takes as input system parameter Params, outputs the group public
key and private key (PKga, SKaa). It is operated by GM.

(SKrp) < UKGen(Params,ID, MSK). This is a polynomial time algorithm
which takes as input system parameter Params, user’s ID and MSK, out-
puts the user’s corresponding private key SK;p. It is operated by PKG. Each
user can register his identity as a group member to GM. GM maintains the
ID list I = {IDq,...,ID;}.

(C) « Encryption(M, Params, ID, PK¢gpr). This is a polynomial time algo-
rithm which takes as input a message M in the structured message space,
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system parameter Params, the intended group member’s I D, and group
public key PK g, outputs a final ciphertext C' in the ciphertext space. It is
operated by the sender.

(M) « Decryption(Params,C, SKrp). This is a polynomial time algorithm
which takes as input system parameter Params, ciphertext C', user’s private
key SK;p, outputs the message M in the message space. It is operated by
the receiver.

(ID) «— Trace(C,SKgn). GM first verifies if the verifier V outputs 1, then
verifies the correctness of the encryption of I D. If both of them are correct,
GM runs a polynomial time algorithm takes as input ciphertext C' and group
private key SKgyps, outputs the ID of the receiver.

Definition 2. We say that an IBGE scheme is correct if the following correct-
ness game return 1 with overwhelming probability.

U

We use this notation to denote a two-party protocol
(output a|output g) — (A(input ), B(input g))(common — input).

Run ParaGen(\), the algorithm outputs system parameter Params and
MSK.
Run GKGen(Params), the algorithm outputs group public key and private
key (PKGM, SKGM)
Run UKGen(ID, M SK), the algorithm outputs the user’s corresponding pri-
vate key SK;p.
Run Encryption(M,ID, PKgay), the algorithm outputs C.
Verify if
((M # Decryption(SKrp,C)) V ({done|0) —
<P(S, n, ID), V>(010, 01179, g1,92, 93, kl, kg, 1/}, l, t, v,w, d)) = 0)
V(ID # Trace(SKaum, C))

return 0 else return 1.

3.2 Adversarial Models

In following games, adversary A can adaptive query a series of oracles. These
oracles are maintained by a challenger. In anonymity and semantic security game,
the adversary can only adaptive query the Extract oracle. In traceability game
the adversary can adaptive query all of the following oracles.

Extract oracle. The adversary queries the oracle with user’s I D, obtains the
user’s corresponding private key SKp.

Corruption oracle. The adversary queries the oracle with a PKgps. The chal-
lenger responds with the corresponding secret key SKqayy.

Encryption oracle. The adversary queries the oracle with (PKgas, ID, M).
The challenger responds with the corresponding ciphertext C'.

Decrypt oracle. The adversary queries the oracle with a valid ciphertext C for
decryption. The challenger responds with the corresponding message M.
Trace oracle. The adversary queries the oracle with a valid ciphertext C. The
challenger responds with the identity I D of the real receiver.
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3.3 Security Notions of IBGE

Anonymity and Semantic security. In order to protect the message secu-
rity and the receiver’s identity from attack, we propose the following definition.
When the ciphertext can not reveal information of the message, we say that the
cryptosystem is semantic secure. When the ciphertext can not reveal informa-
tion of the identity of the receiver, we say that the cryptosystem is anonymous.
Now, we consider the combination of these two notions.

Definition 3. We say that an IBGE scheme has anonymity and semantic secu-
rity against chosen-identity attacks and chosen-plaintext attacks (ANO-IND-
CIA-CPA) if no polynomially bounded adversary A has non-negligible advantage
in the following game.

Setup. The challenger builds the system. It takes as input security parame-

ter A and runs the algorithm ParaGen(\) which outputs system parameter

Params and master-key MSK. It gives the adversary Params but keeps

MSK to itself.

Phase 1. The adversary can adaptively issue extraction query of (ID;) using

Extract oracle, then obtains the user’s private key SKip,.

Challenge. After Phase 1, adversary chooses two identities I Dg, I D1 and two

equal length plaintexts My, M;. The only restriction is that the two identities

did not appear in any private key extraction query in Phase 1. Challenger

chooses a random bit b € {0,1} and a random bit ¢ € {0,1}, and sends the

ciphertext C' = Encryption(Param, I Dy, M.) to adversary.

— Phase 2. It is similar to Phase 1. The two constraints are I D; # I D and can
not query Trace oracle.

— Guess. The adversary outputs b’ € {0,1} and ¢/ € {0,1}. The adversary

wins the game if b=V Ac= (.

We define adversary A’s advantage with security parameter A in ANO-IND-CIA-
CPA game as Adv(A\) =|Prlb =V Ac=c]— 1.

Traceability. In order to prevent adversary from colluding with others in IBGE,
we give the following definition. GM has capacity to trace the real receiver when
disputes occur.

Definition 4. We say that an IBGE scheme is traceable if no polynomially
bounded adversary has non-negligible probability to win in the following game.

— Setup. The challenger builds the system. It takes as input the security para-
meter A and runs the algorithm ParaGen(\) which outputs system parameter
Params and master-key MSK. It gives the adversary Params but keeps
MSK to itself.

— Inspect phase. The adversary can adaptively query all the oracles defined
above and controls the prover P in the zero-knowledge proof.

— Output. The adversary outputs a valid ciphertext C*. The adversary wins
if the group manager outputs a wrong identity of the recipient.
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4 The Proposal

4.1 High Level Description of the Scheme

In this section, we provide a bird-view of our IBGE scheme. The scheme involves
three building block, i.e., an IBGE scheme with ANO-IND-ID-CPA security, a
public-key encryption with CCA2 security, a zero-knowledge proof with specific
properties. In a high level our scheme works as follow.

First, a GE scheme should protect identity of the receivers from being leaked
since the attacker may extract the receivers’ identity then obtain the total con-
stituent of the group. So, our IBGE scheme should achieve the anonymity of the
receivers. We employ an identity-based encryption with ANO-IND-ID-CPA secu-
rity [13] to produce the IBE ciphertext. This IBE ciphertext has anonymity and
semantic security against chosen-identity attacks and chosen-plaintext attacks.
We use —s - ID to blind the identity to ensure the anonymity of our scheme.

Second, our IBGE scheme needs traceability to identify the real receiver’s
identity if the need arises. But traditional IBE schemes do not have this property.
We employ public-key encryption with CCA2 security to encrypt the identity of
the anonymous recipient to achieve traceability. The encrypted identity is a part
of the resulting ciphertext. GM can trace the receiver by decrypting this part
of ciphertext. We use the Cramer-Shoup public-key cryptosystem [8] to encrypt
the identity. Because the public-key cryptosystem satisfies CCA2 security, the
encrypted identity can not been tampered.

Third, in order to show that the encrypted identity and the identity that
forms IBE ciphertext are identical, we link the identity-based encryption with the
public-key encryption using a zero-knowledge proof with correctness, complete-
ness, soundness with knowledge extraction and honest-verifier zero-knowledge.
This zero-knowledge proof indicates that the IBE ciphertext has not been tam-
pered as well as the ciphertext is well-formed. That is to say the zero-knowledge
proof makes our scheme achieve CCA2 security.

The IBE scheme achieves the anonymity and semantic security of IBGE
according to our security definition. The public-key encryption and zero-
knowledge proof ensure the traceability. The primitives above meet the require-
ments of a secure IBGE scheme.

4.2 A Concrete IBGE Scheme

Now we are ready to describe our IBGE scheme. It works as follows.

ParaGen. Let a user’s identity be ID € Z,,. Let G, Gr be two groups of order p,
and let e : G x G — G be a bilinear map. Let G be an Abelian group of order

p in which the DDH problem [8] is hard. PKG chooses random g,hﬁG and
random o & Zy. 1t sets g1 «— g® € G. The program chooses random g2, g3, ¢ EG

and a universal one-way hash function H. The system parameters and private
master-key are given by Pramas = (g,91,h,92,93,t, H), MSK = .
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GKGen. This procedure chooses random 1, xs2,y1, Y2, zﬁZp, then computes
w=g5'g5%,d = g3 g5*,1 = g5. Group public key and secret key are PK¢gy =

(923937,“} dalaH) and SKGM = (x17x27y17y232)‘

UKGen. Let a user’s identity be ID € Z,, PKG chooses random r ﬁZp, and
calculates the user’s private key SK;p = (r,hrp), where hyp = (hg”)l/(o"“j).
The user can register his identity as a group member to GM.

Encryption. This encryption procedure can be divided into two sub-procedures.

1. Message encryption. Given plaintext M € Gp, the member’s identity ID €
Z,, the procedure chooses random s £Zp, then it computes the ciphertext
Cr=(g597°"P,e(g,9)*, M - e(g,h)~*) = (Cio, C11, Ch2).

2. Member’s identity encryption. Given member’s identity ID € Z,, the pro-

cedure chooses random nﬁZp then it computes k1 = g3,k = g5,¢ =
I"tIP e = H(ky, ko, v),v = w"d"¢. The ciphertext is Cy = (ky, kg, 1, v).

The sender sends the ciphertext C' = (C7,C3) to the anonymous recipient.

Zero-knowledge proof. We construct a zero-knowledge proof which can prove
the encrypted ID and the ID that forms the IBE ciphertext are identical. It
proves the IBE ciphertext has not been tampered as well as the ciphertext is
well-formed. This is an interactive protocol between the sender (prover) and a
verifier. We denote the protocol by

Cio =gig *"P,C11 = e(g, 9)°, }

ZK < s,n, 1D D
klzggkaZ.gng:lnt ’,U:,wndne

This zero-knowledge proof is difficult to constructed directly. We convert this
zero-knowledge proof into an equivalent one as follow.

Cro=gig %P, C11 = e(g,9)°, k1 = g5 k2 = g5,
ZK < s,n,ID W =1"tP v =wd", A=9y%, A=A A,
Al — lnS7A51 _ t—s~ID7k, _ kf,k _ g;w

The 3-move protocol is as follows.

@I

1. Prover randomly chooses integers 5,ID,7n and computes Cio =
gig =P, Cn = e(g,9)% k= g8, ks = g5, = I"'P5 = w'd™ A =
V5, A = A1 Ay, A = Z"S,Agl = 751Dk = ki, k = ¢g5° then sends these
to verifier.

2. The verifier challenges the prover with a random c € Z,.

3. The prover responses with 11 = § 4+ ¢s mod p,ro = 7 + cn mod p,r3 =

ID+c¢-ID mod p,ry = —5ID —c-s-ID mod p,rs = a5 + ¢ - ns mod p.

4. The verifier checks that ™ L Acf_l,k{l L Kk ve(g, g)™ < C$,Ch1, g?
Kk, gy = ka’z, (wd)2 £ pep,iratrs Loy glign £ ChpC, 1
AQI(A Dyeirs = ASAy, gy = Z k¢k. The verifier outputs 1 if all checks hold;
otherwise it outputs 0.

[~ I~
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This zero-knowledge proof is an interactive protocol. It can be converted
into a non-interactive protocol using a hash function H . Specifically, the sender
can compute E(Cl,02,6_'10,6_'11,151,152,1;,17,A,Al,ffg,Agl, k) = c. In this way,
the sender no longer needs to interact with the GM during encryption. But the
resulting ciphertext is C' = (C, Cs, C3), where the C3 = (r1,72,7r3,74,75).

Decryption. Input ciphertext C = (C1,C3), where C; = (Cig,C11,C12) and
user’s private key SKrp = (r, hyp). Output plaintext M = Cy5-e(Cho, hrp)CT;.

Receiver Tracing. Group manager can trace the receiver as follows.

1. If zero-knowledge proof’s verifier outputs 1, then the procedure executes step
2, else returns “reject”.

2. The procedure outputs t/P = ¢ /k%. For all ID; € I, compute t/P¢ and test
tIDi L 4ID qf 41D — 41D G\ outputs ID, else returns “reject”.

Correctness of Our Scheme. We show that the above scheme is correct. We

first verify that the ciphertext can be decrypted correctly.

e(Cho, hip)Ciy = e(g* =P /(=D g=r /(= IDe (g, )" = e(g, h)*.

The receiver can decrypt because it possess an (a — I D)-th root of h. When this
is paired with an (« — ID)-th root of ¢g*, the receiver obtains e(g, h)*.
We then verify that the receiver can be traced correctly. Since k1 = g5, ko =
g%, we have kT'k3? = gy™gy™ = w". Similarly, we have k{'k¥*> = d" and
# =" The test k' TV k5>T¥2 = ¢ will pass. The output is /2 = /1"
Regarding security, the following theorems guarantee that our IBGE scheme
satisfies semantic security, anonymity and traceability in the standard model.

The proofs are provided in Appendix A.2 and A.3.

Theorem 1. Our IBGE scheme satisfies (t',¢',qrp) ANO-IND-CIA-CPA secu-
rity assuming the truncated decision (t,e,q) — ABDHE assumption holds for
(G,Gr,e), where g =qip + 1,/ =t — O(tewp - ¢*), € = € +2/q, tewp is the time
required to exponentiate in G.

Theorem 2. Our IBGE scheme satisfies traceability.

4.3 Efficiency

In Table1, we denote 7, as one multiplication operation time in G and Gr,
Te as one exponent operation time in G and Gr, 7, as one pairing operation
time in G and Gr, 7, as one multiplication operation time in G, 7. as one
exponent operation time in G. e(g,g),e(g,h) can be pre-computed. We note
that the ciphertext can be divided into two parts. One is computed in G with
size 3, another one is computed in G with size 4.

The storage complexity and computational complexity of our schemes are

constant. Table 1 shows that our scheme is efficient.
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Table 1. Efficiency of Our IBGE Scheme

PKga Size 5 SKanm Size 5

SKip Size 2 Ciphertext Size |7

ParaGen Time 3Te + 27¢ GKGen Time 2Tm + 5Te

UKGen Time Tm + 27e Encryption Time | 2(Tm + Tm) + 47 + 67
Decryption Time | 27, + Te + 7p | Trace Time Te

5 Conclusion

We formalized a new cryptographic primitive, referred to as identity-based group
encryption which is more efficient and convenient than PKI-based group encryp-
tion. It allows a sender to send a ciphertext to any group member and the
receiver of the ciphertext remains anonymous. The group manager can trace the
identity of the receiver if the need arises. We propose a concrete construction
of identity-based group encryption which achieves anonymity, semantic secu-
rity and traceability. Our scheme has constant complexity in computation and
communication.
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A Proofs of Security

In this section, we prove the following zero-knowledge properties and two security
properties of our scheme.

A.1 Zero-Knowledge Properties

Lemma 1. The protocol ZK{s,n,ID|C1y = gig=*1P,C11 = e(g,9)%, k1 =
g5 ke = gi 1 = 1"tIP v = w"d"¢} is a Y. -protocol.

Proof. 1t is straightforward to validate the Correctness and Completeness of the
knowledge proof protocol.

Soundness with knowledge extraction: We construct an extractor who plays
the role of the verifier. The extractor interacts with prover two times. Because the
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responses of the extractor are ¢, ¢/ (¢ # '), respectively, it obtains two equations

1T1

r1 = 5+csmod p and 7] = §+¢'s mod p. It is easy to get that s =

The extractor can obtain n,ID,s - ID and ns in the same way.
Honest-verifier zero-knowledge: We will construct a simulator S as following

steps. A simulator will play the role of the prover and interact with verifier.

mod p.

1. S chooses random 6_'10,6_’11,/2:1,152,1;,17,/_1,/_11,14_12,/_1271,15. It sends them to
verifier.

2. S receives ¢ from verifier, then chooses random T1,72,73,T4,75 € Zp and
computes new Cio, C11, k1, k2, 1,7, A Al,AQ,A2 k.

3. S mter—
acts with verifier again. It sends new Cho,Ci1, k1, ko, 1,0, A A17A2,A Lk
to verifier.

4. & receives c from verifier, then sends 7, 7r2,73,74, 75 € Z,, to verifier.

Let the output of verifier be {C_'u)7 C_’ll, /;‘1, ]2'2, 1;, v, A, /_11, /_12, A;l, E‘, C,T1,T2,
rs3, 74,75}, and it is uniform random. Let the output of S
be {Cfy, Chy, ki Ky o', A AL A AR ey e ek e, L}, and it is also
uniform random. We say that this protocol is perfect zero knowledge.

Equality of Identity: Let Cio = gig~ ™ ID A5 U= ¢=sID' ID #+ ID'.
Prover chooses —5 - ID,,—5-1Dy,ID; # ID, (1f ID1 = IDy, since gj'g™ =
C10C5y, t™ = A2 (A31)e, we obtain 74 = —3ID; + (—s - ID)c mod p,ry =
—5ID5+ (—s-ID")c mod p,ID = ID'), then computes Cyg = gig~* P, A;!
t=5ID2  grigrs — C,C%, and ™+ = Ay'(A31)¢ both hold, if and only if
—5IDy + (—=s - ID)c = —5IDy + (—s - ID')c mod p holds. This means that
c = %. This equation holds if and only if the verifier chooses this ¢
exactly. But the probability is negligible.

A.2 Proof of Theorem 1

Proof. Suppose A is an (t',¢’,q;p) ANO-IND-CIA-CPA adversary against our
scheme. We construct a simulator B solves the truncated decision -ABDHE
problem. B takes as input (¢, 9y, 9,91, -9g, Z), where Z = e(gq41,9') or a
random element of Gr.

Setup. B generates a random polynomial f(x) € Zy[z] of degree ¢. It let h =
g7(®) and computes h from (g, g1, ..,gq)- It sends public parameters (g, g1, h)
to A.

Phase 1. A adaptively queries Extract oracle. B responds as follows. If
ID = «a, B can solve the truncated decision -ABDHE immediately. Other-
wise, let Frp(x) = (f(z) — f(ID))/(x — ID) be the (¢ — 1)-degree polyno-
mial. B let (f(ID),g"P(®) be the user’s secret key (r, hyp). Since gFrp(®) =
g (@) =FUD)/(a=ID)) — (pg=TUID)Y1/(@=ID) "gecret key (r, hyp) is valid of ID.

Challenge. A outputs two identities 1Dy, I D1 and two messages Mg, M;. The
restriction is that the two identities did not appear in any secret key extraction
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query. Note that if € {IDg, I D}, B can solve the truncated decision -ABDHE
immediately. Otherwise, B chooses bits b,c¢ € {0,1}, and computes secret key
(ry, hrp,) for 1Dy same to phase 1.

Let fo(z) = 2972 and let Fy 1Dy = (f2(x) — f2(IDy))/(x — IDy), which is
a polynomial of degree of ¢ + 1. B sets

q .
Cro = g/~ 2UP) 0y = 7. e(gl»Hng’IDb’iab)»Cu = M./e(C1o, hip,)C1}
i=0

where Fy 1p, ; is the coefficient of 2 in Fy 1p,(z). It sends C; = (C19,C11, C12)
as the ciphertext to be challenged.

Let s = (logg g/)FQJDb(Oé). If 7 = e(gq+1,g')7 then CIO = gs(a_IDb),Cll =
€(g,g)s, and MC/C12 = 6(010, hIDb)Clnf = e(g,h)s, We let Cl = (0107011,012)
be an effective ciphertext of identity I D, as well as message M, under random
value s.

Phase 2. A adaptively queries Extract oracle as in phase 1. The restriction is that
the two identities did not appear in any private key extraction query. Besides,
the adversary .4 can not query Trace oracle.

Guess. Finally, adversar A outputs guesses b/, ¢’ € {0,1} of b,c. f ¥ = bAd =¢
B outputs 1 else 0.

The analysis of probability and time complexity is as follow.

Analysis of probability. If Z = e(g,+1,¢) the simulation is perfect. Adversary
A can guess the bits (b,c) correctly with probability § + ¢/. Otherwise, Z is
uniformly random, so (C1g, C11) is a uniformly random and independent element
of (G, Gr). When this happen, the inequalities

C1 # e(Cig, g)V/ @ 1P0) Oy # e(Cho, g) M/ (@7 1P1)

both hold in the same time with probability 1 — 2/p. When the two inequalities
hold,

e(Co, hip,)CYs = e(Cho, (hg™™) Y (@I
— €(Cr0, )P (C11 fe(Cro, )/ @12

is a uniformly random and independent value from the view of adversar A,
because of 7, is a uniformly random and independent value from the view of
adversar A. So, Co is uniformly random and independent. C; will not reveal
any information of the bits (b,c¢). Assuming that no queried identity equals
@, it is easy to see that | Pr[B(¢',g;12,9,91,9¢:Z) = 0] — 1< % when
(9’5 944295915+, Gq, Z) is sampled from Rappupr. To the contrary, we can see
that | Pr[B(g’, 9442,9, 915,94, Z) = 0] — 7[> ¢ when (9594129591599 Z)
is sampled from Papppyg. Thus, we have that

| PT[B(9/,9;+2,g,g1, ooy Ggs e(gq+1,g’)) =0
2
—Pr(B(g g2 9,91, 90 2) = O] |2 € = =
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Analysis of Time Complexity. In the simulation procedure, the overhead of
B is computing ¢g¥72(®) in order to response A’s extraction query for the ID,
where Fyp(x) is polynomial of ¢ — 1 degree. Every computation requires O(q)
exponentiation in G. A makes at most ¢ — 1 queries, thus ¢t = ¢’ + O(tesp - ¢2).

A.3 Proof of Theorem 2

Proof. Setup is same as the above proof. In inspect phase adversary can adapt-
ability query all of the oracles. The challenger will respond adversary. The adver-
sary will choose a group public key PK(,, = (92,93, w’,d’,l', H') and obtain
secret key are SK(,, = (1,25, y1, Y5, 2'). Adversary will choose an identity 1D
and obtain use’s private key SKrp, as well as an other ID’. Adversary com-
putes C] using ID and computes C4 using I D’. Thus, adversary outputs a valid
ciphertext C' = (C}, C4) which the GM can not trace correctly if and only if

c= % (Part 5.1). But the probability is negligible.
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Abstract. Edit distance, also known as Levenshtein distance, is a very
useful tool to measure the similarity between two strings. It has been
widely used in many applications such as natural language processing and
bioinformatics. In this paper, we introduce a new type of fuzzy public key
encryption called Edit Distance-based Encryption (EDE). In EDE, the
encryptor can specify an alphabet string and a threshold when encrypting
a message, and a decryptor can obtain a decryption key generated from
another alphabet string, and the decryption will be successful if and only
if the edit distance between the two strings is within the pre-defined
threshold. We provide a formal definition and security model for EDE,
and propose an EDE scheme that can securely evaluate the edit distance
between two strings embedded in the ciphertext and the secret key. We
also show an interesting application of our EDE scheme named Fuzzy
Broadcast Encryption which is very useful in a broadcasting network.

Keywords: Edit distance - Fuzzy encryption - Dynamic programming -
Viete’s Formulas

1 Introduction

Measuring the similarity between two strings is an important task in many appli-
cations such as natural language processing, bio-informatics, and data mining.
One of the common similarity metrics that has been widely used in the above
applications is the Edit Distance (a.k.a. Levenshtein distance), which counts the
minimum number of operations (namely, insertion, deletion, and substitution)
required to transform one string into the other. In this paper, we investigate a
challenging problem of building fuzzy public key encryption schemes based on
edit distance.

Our work is motivated by an open problem raised by Sahai and Waters in
[21], where the notion of Fuzzy Identity-Based Encryption (IBE) was proposed.
The Fuzzy IBE scheme introduced in [21] can be regarded as the first Attribute-
Based Encryption (ABE) scheme with a threshold access policy. To be more
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precise, it allows to use a private key corresponding to an identity string I’ to
decrypt a ciphertext encrypted with another identity string I if and only if the
“set overlap” between I and I’ (i.e., |[INI’|) is larger than a pre-defined threshold.
One of the open problems raised in [21] is to construct fuzzy encryption schemes
based on other similarity metrics.

We should note that edit distance is very different from the “set overlap”
distance used in Fuzzy IBE. For example, consider the biometric identity appli-
cation of Fuzzy IBE described in [21], given two strings I = "ATCG" and
I' = "GACT", we have [INI'| = 4 (i.e., the distance is 0). However, the edit
distance between I and I’ is 3. It is easy to see that the order of the alphabets
in those strings will affect the edit distance, but not the set overlap distance.
This simple example shows that to a certain extent edit distance provides better
accuracy than the set overlap distance in measuring the similarity of two strings.
As another example, given an encryption string I = “admirer” and a threshold
distance d = 1, for edit distance, we can allow a decryption key associated
with I’ = "admirers” to decrypt the message; while for set overlap distance, we
can have some totally unrelated anagrams of I, such as I’ = “married”, whose
corresponding secret key can also decrypt the message. Due to the difference
between the two distances (or similarity metrics), we cannot easily extend the
technique used in [21] to construct a fuzzy encryption scheme for edit distance.
Also, in order to distinguish our fuzzy encryption scheme based on edit distance
from the Fuzzy IBE proposed in [21], we name our new encryption scheme Edit
Distance-based Encryption (or EDE, for short).

1.1 This Work

In this paper, we introduce the notion of Edit Distance-based Encryption (EDE),
formalize its security, and propose a practical scheme in the standard model.

Edit distance can be measured in polynomial time using different techniques,
such as dynamic programming or recursion. However, in an EDE scheme, the
two strings I and I’ are embedded in the ciphertext CT and the user secret key
S K, respectively. Hence, the problem becomes how to measure the distance of
I and I’ using CT and SK. We observe that the most important operation in
the edit distance algorithms is the equality test between two alphabets I[z] and
I'[y]. Based on this observation, our proposed EDE scheme uses bilinear map [6]
to solve this issue. We illustrate our idea using the following example.

Suppose we have two strings I = “ATTGA" and I' = "AGTA”. We first
encode each alphabet as a group element. Then in the encryption process, we
create a randomized vector I = (A®,T° T° G* A®) using the same random
number s. Similarly, we create another randomized vector I’ = (A", G",T", A")
in the key generation process. Then we apply bilinear map to conduct equality
test between I and I’ using the two vectors I and I’ which are included in the
ciphertext and the secret key respectively. The crux of the idea is illustrated in
Fig. 1. In order to deal with the threshold problem, we apply the technique of
Viete’s formulas [22] to solve the problem. In the encryption process, we create
a vector d = (1,2,...,d,0,...,0) for the threshold distance d and embed the
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vector d in the ciphertext. Also, based on the edit distance d’ between I and I’,
we create another vector d’ = (1,2,...,d, %, ..., *) where x denotes the wildcard
(i.e., don’t care) symbol. Then based on d and d’, we ensure that the decryption
can be successful if and only if d’ < d. Also, we overcome the issue of malleability
by using the composite order group in constructing the EDE scheme. We prove
that our proposed scheme is selectively secure under the L-composite Decisional
Diffie-Hellman (L-cDDH) assumption.

AT T G A°
ol1(2(3]|a|s[— M@)

. Insertion Costs
A"1(0|1|2|3|4
Grl2|1]1)2]2131L, o(TS,g") = e(G", g%)
T"[{3|2(1|1(2]|3
A" |43 |2|2 2 Edit Distance

M(mn) =d
T M(i,0) - .
Deletion Costs e(Ts,g") = e(T", g°)

Fig. 1. Edit distance evaluation using bilinear map

We also show an interesting application of our EDE scheme named Fuzzy
Broadcast Encryption (FBE), which is very useful in broadcasting networks. An
FBE scheme allows the encryptor (i.e., message sender) to specify a set of receiver
identities during the encryption process, and a user can decrypt the message if
and only if the minimum edit distance between his/her identity and all the
identities chosen by the encryptor is below a threshold that is also specified by
the encryptor during the encryption process.

1.2 Related Work

Since the seminal work of Sahai and Waters [21], many Attribute Based Encryp-
tion (ABE) schemes with the threshold access structure have been proposed
(e.g., [5,8,9,11]). In [9], Goyal et al. extended the work of Sahai and Waters to
construct more expressive Key-Policy (KP) ABE where the access structure is
defined via a tree of threshold gates. Bethencourt et al. [5] proposed the first
Ciphertext-Policy (CP) ABE using the same access structure. Under the motiva-
tion of reducing the ciphertext size, which is linear in the size of the encryption
attribute set in most of the existing ABE schemes, Herranz et al. [11] proposed
a constant-size ABE scheme for the threshold access structure, which is essen-
tially the same as the set overlap distance metric used in Fuzzy IBE [21]. In [§],
Ge et al. proposed another constant-size ABE scheme with the same threshold
access structure but under a relatively weaker assumption. As of independent
interest, some interesting fuzzy encryption techniques have been proposed in the
literature, such as [15-17].

Another type of fuzzy identity-based encryption is the Wildcarded IBE (or
WIBE for short) proposed by Abdalla et al. [1-3]. A WIBE allows wildcard
symbols to appear in an identity string used in the encryption process, and the
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wildcard positions will be ignored when measuring the equality of two identity
strings. Another notion that is similar to WIBE is the Hidden Vector Encryption
(HVE) [12,14,18,19,22], which also allows wildcards to appear in either the
encryption string or the key generation string. However, both WIBE and HVE
are based on the fuzzy equality test between two strings, which is different from
the problem we aim to solve in this paper.

There are also a few works on the privacy-preserving edit distance evaluation
between two strings [4,7,13,20,23]. These works mainly focused on finding the
edit distance of two (perhaps encrypted) strings in a privacy-preserving manner,
and hence is completely different from this work.

2 Preliminaries

2.1 Edit Distance

Consider a finite alphabet set A whose elements are used to construct strings.
Let Z; , Zp and Zg be finite sets of integers. Let the function I : A — Z be
the insertion cost function, i.e., I(a) is the cost of inserting the element a € A
into a given string. Similarly, define the deletion cost function as D : A — Zp so
that D(a) is the cost of deleting the element a € A from a given string. Finally,
define the substitution cost function S : Ax A — Zg so that for a,b € A, S(a,b)
is the cost of replacing the element a by the element b in a given string.

Given two strings of length m and n, denoted by X € A™ and Y € A"
respectively, consider the sequence of insertion, deletion and substitution oper-
ations needed to transform X into Y and the corresponding aggregate cost of
the transformation.

Definition 1. The edit distance between X and Y is defined as the minimum
aggregate cost of transforming X into Y.

The general definition of edit distance given above considers different weights
for different operations. In this paper we will consider a simpler definition which
is given below.

Definition 2. For all a,b € A, let I(a) = D(a) =1, S(a,b) = 1 when a # b,
and S(a,a) = 0. Then, the edit distance is defined as the minimum number of
isertion, deletion and substitution operations required to convert X into Y.

Dynamic Programming for Edit Distance. Let X = X; X5...X,, € A™ and
Y =Y1Y52...Y,, € A" be two strings. We use M (7, j) to denote the edit distance
between the two sub strings X; X5...X; and Y1Y5...Y; . The problem of finding
the edit distance between X and Y can be solved in O(mn) time via dynamic
programming [10], which will be used in our scheme.

Let M(0,0) =0. For 1 <i<m,1 <j <mn, define M(¢,0) = > I(xy), and
k=1

M(0.5) = Dl
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Then, the edit distance M (m,n) is defined by the following recurrence rela-
tion for 1 <i¢<m,1 <j<mn: M(ij)=min{M(G—1,7)+D(Y;),M(i,j—1)+
I(X0), M(i— 1,5 — 1) £ S(X;, Y;)}.

2.2 The Vieéte’s Formulas

Consider two vectors: v = (vy,v2,...,v1), 2 = (21,%2,...,21) where ¥ con-
tains both alphabets and wildcard symbols (*) and 7 only contains alpha-
bets. Let J = {j1,...,7,} C {1,...,L} denote the wildcard positions in v
Then according to [22], the statement (v; = z; Vv; = * for ¢ = 1...L) can be
expressed as:

>oow[-n=>=]l6-7 (1)

i=1,4¢J jeJ i=1  jeJ

Expand [] (i—j) = Y. Ai*, where )\, are the coefficients dependent on .J, then
j€T k=0
(1) becomes:

L n L
Sou[JG—5)=> ) i (2)
i=l,i¢J jEJ k=0  i=1

To hide the computation, we choose random group element H; and put
v;,%; as the exponents of group elements: H;*,H;'. Then (2) becomes:

L v TT. i n L n
I a0 e = T (O] .

i=1,i¢J k=0 i=1
Using the Viéte’s formulas we can construct the coefficient Ag in (2) by: A,_x =
(—1)* > JirJis - - Jix, 0 < k < n. where n = |J|. For example,

1<i1<ia<...<ip<n
if we have J = {j1,jo,j3}, the polynomial is (z — j1)(z — j2)(z — j3), then
Az = 1,00 = —(j1 +j2 + J3), \r = (juje + Jijs + Jaja), Ao = —jijajs-

2.3 Bilinear Map on Composite Order Groups
and Its Assumption

Let p, g be two large prime numbers and n = pq. Let G, Gy be cyclic groups of
order n. We say e : G x G — G is bilinear map over composite order groups if e
satisfies the following properties: (1) Bilinearity : e(u®,v®) = e(u®, v?) = e(u,v)?®
for all u,v € G and a,b € Z,; (2)Non-degeneracy : e(g,g) # 1.

Let G, and G, be two subgroups of G of order p and g, respectively. Then
G =Gy, x Gy, G = Gr ) x G q. We use g, and g, to denote generators of G,
and G, respectively. It is easy to see that e(hy, hy) = 1 for all elements h, € G,
and hq € Gq since e(hy, hq) = e(gs,gl) = e(g?, g**) = e(g,g)**** = 1 for a
generator g of G.
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The Decisional L—cBDHE assumption:

+2 L

R R R L L 2
Letg‘lhh(_(%figq<_Gq7a(_ZnaZ:(gp»gqahag;w'wg;v agg 7"'7.9;Y
T =ce(gp,h)* , and R« Gr,

),

We say that the decisional L—cBDHE assumption holds if for any probabilistic
polynomial-time algorithm A:|Pr[A(Z,T) = 1] — Pr[A(Z, R) = 1]| < e(k), where
e(k) denotes an negligible function of k.

3 Edit Distance Based Encryption

An Edit Distance Based Encryption (EDE) scheme consists of the following four
probabilistic polynomial-time algorithms:

e Setup(1™, X): on input a security parameter 1", an alphabet X, the algorithm
outputs a public key PK and a master secret key MSK.

e Encrypt(PK, v, M,d): on input a public key PK, a message M, a vector
7 € X" and a distance d, the algorithm outputs a ciphertext CT.

e KeyGen(MSK,Z'): on input a master secret key MSK, a vector 7 € X™,
the algorithm outputs a decryption key SK.

e Decrypt(CT,SK): on input a ciphertext CT and a secret key SK, the algo-
rithm outputs either a message M if EditDistance(v’, @) < d, or a special
symbol L.

Security Model. The security model for an EDE scheme is defined via the
following game between an adversary A and a challenger B.

e Setup: The challenger B run Setup(1”,Y) to generate the PK and MSK.
PK is then passed to A.

e Query Phase 1: The challenger answers all private key queries for a vector
0 by returning: sk, «— KeyGen(MSK, 7).

e Challenge: A submits two equal-length messages My and M, a target vector
7 € Y™ and threshold 7 such that Edit Distance(v'*, @) > 7 for any vector
@ that has been queried in Phase 1. The challenger then flips a coin 3 «
{0, 1} and computes the challenge ciphertext C* « Encrypt(PK, v, Mg, 1),
which is given to A.

e Query Phase 2: same as Query Phase 1 except that EditDistance
(v'*,@) > 7 for any vector o queried in this phase.

e Output: A outputs a bit 3’ as her guess for S3.

Define the advantage of A as Advi F(k) = |Pr[8 = 3] —1/2|.

Selective Security. In the selective security model, the adversary A is required
to submit the target vector v'* € X™ and threshold 7 before the game setup,
and A is only allowed to make private key queries for any vector @ that satisfies
EditDistance(v*, @) > 7 throughout the game.
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4 Edit Distance Based Encryption Scheme

In this section, we introduce our EDE scheme, which is based on the Dynamic
Programming [10] algorithm for calculating edit distance.

— Setup(1™, X): The setup algorithm first chooses L = poly(n) as the maximum
number of length of a word that would appear in the encryption and key
generation. It then picks large primes p, ¢, generates bilinear groups G, G of
composite order n = pg, and selects generators g, € Gy, g, € G,. After that,
generate:

v0,v4,b0, 9, fyw, h1,...,hp,u1,...,uL €g Gp,xl,...,mL,x’l,l...,x’L €r ZT},
v =05 = R, v = (V)P v = (Vh)TE by = byt b = b E
Ry, Ry Rugs- s Rugy Rugse o Ry,
Rboa---7RbL;Rh1a-~-7RhLaRu1a-~-7RuL EGq,
G:gRng:fRfvyze(gv‘*}):

V():’U()Rvo,...,VL :'ULRvLaVO/:'UE)RU{)»-H»V[,,:U/LRU'LyBOZbORbow--a
BL :bLRbL7H1 :thhU...,HL = hLRhL;Ul :ulRul,...7UL Z'LLLRUL,

and set the public key and secret key as:

Algorithm 1. Edit distance evaluation via dynamic programming

input : CT,SK
output: d’, pos

leny =n+ ljlen, =m+1;
Creat cost[len,]; Creat newcost[len,]; Creat pos[2][];
//setup two arrays to store the position matching pos[0][] for vector v, pos[1][] for

vector z;

for i «— 0 to len, do
| cost[i] = i;

end

k= 0;

for j — 1 to len, do
newcost[0] = j;
for i — 1 to len, do
// matching current letters in both strings
match = (e(Kz,ngifl) == 6(01, K31j,1))?0 01 (1);
// store the i match in array pos[0], j match in array pos[1]
if i ¢ pos|0], 5 ¢ pos[1] then
| pos[0][k + +] =4, pos[l][k + +] = j, ;
end
// computing cost for each transformation
replace = cost[i — 1] + match;insert = cost[i] + 1; delete = newcost[i — 1] + 1;
// keep minimum cost
newcost[i] = Math.min(Math.min(cost —insert, cost — delete), cost — replace);

end

// swap cost-newcost arrays

swap|] = cost; cost = newcost; newcost = swap;
end

// return the cost for transforming all letters in both strings and array list pos
including pos[0], pos[1]
return cost[len, — 1], pos;
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PK ={Y,G,F,(Vo,...,VL),(V{§,...,V}]),(Bo,...,Br),(H1,...,Hy),(U1,...,UL)},
MSK ={g, f,w, (vo,...,vL), (vg,...,v} ), (bo,...,br), (h1,...,hL), (u1,...,ur)}.

— Encrypt(PK, 7 = (v1,...,vn,) € X™,M,d): On input the public key

PK, a vector ¥ = (v,...,v,,) with n; < L, it first generates for

each alphabet v; a vector &; = (v;,1,...,1;), and expands T to v =
—

(v1,v2,...,Vpy,---,11) and sets d = (1,...,d,04+1,...,0r). Then choose

S €R L, and 2y, 2y, Z3, L4, Zs €r Gy, and compute:

L
Co=MY*,C1 =G*Z,Cy = F75,C5,;, = (V; [] H;")*Zs,
=1

i=1 =

L L _ L .
Ci= (Vg TLHY)® - Za, Cs g = (V{(Bi, TLO)% ) (11 (Hy)»7"))* - Zs.
j=1
Set the ciphertext as: CT = (nl, C’()7 Cl, 02, {0371'}?:11, 04, {{05,k,t}£:0}£:0)~
- KeyGen(MSK,Z = (z1,...,2m) € X™): Given a key vector z =
(#1,- .-, 2m), it generates y; = (z;,1,...,1y) for each alphabet z;, and creates

o =(1,2,...,L) and expands Z to Z = (21,22, %m,.-.,1r). Then choose
71,72 €R Zyn, and compute:

L
K, = gr17K2 _ gr27K3,i — (Ui H hi-“j)rz,
j=1

L
Ki0,0 =w(vy [ h;1)"2
i=1

L L
L L Kaox = (bo [T (u")(v; [T A7) )™
((bo TT (uf")(wh IT A7) F™ 1 i=l
L - Kane = (by [ u8)i(v) [T A7)
Kino = (b [T @i 0 T )™ |
o 2
L oL, L e
L L Kare = (0o [1@f)™" (o) [T h}7))m
Kiro = (O [L7)™ @ T1 05707 i=1 i=1
o 1

(t = 1,...,L). Then set the wuser secret key as SK =
(m, K1, Ko { K12y {{Kaka i tHio)-

— Decrypt(CT, SK): The decryption algorithm first executes the dynamic pro-
gramming algorithm for edit distance by following Algorithm 1 which returns
a distance d’ = cost[len, — 1], the matching indices array pos[0][] for ¥ and
pos[1][] for Z'. It sets 7 = L —d’, and applies the Vitte’s formulas to compute

o for the index set

2, = {L\{pos[0][0], ..., pos[0][d — 1]}} = {w1,...,wr_a},
then

r_p = (—1)k Z Wiy Wiy -+ wyy, (0< k < 7), (3)

1<i1<i2<... <1 <T
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e for the index set

0. = {I\{pos1][0] . posUd' — 11} = {o, .. on_a),
then
@T,k:(—l)k Z Wi, Wiy - - - Wiy, (OSI{?ST),
1<i1 <ip<...<ip <T

e for the threshold index set

‘]:{jla"'va}Withjlzd/+1,...,jT:L

then

&Tfkl = (_1)k Z ji1ji2 BN ‘jik (O < k < T)'

1< <ip <. <ip <7

Then recover M as:

e(Ka,Cy) - e(K1,Cy) [T (K, I1 Cg,tk,t)dk
k=0 =0
M = - (.

T T _1

IT e(IT K75 . CLO%0 )2

k=0 t=0

Correctness. In Algorithm 1:

L B L g
e(g™, (Vi T] H/")*Zs) = e(G* Z, (v; TT hY)™).
Jj=1 j=1

L L
e(g,vi)2e(g, [T hi)* = e(g,v:)*"2e(g, T] hi)*"

j=1 j=1

We then illustrate an example:

Input: “AAGTA”, “AAAGG”
Output:
—d =2
— pos =< pos[0][], pos(1][] >, with pos[0][] = {1, 2}, pos[1][] = {1,2}

In message recovery:

Co =M -e(g,w)’

L
e(K2,Ca) = e(g™, (Vo [ [ H")® - Za)
=1

L
s’rg | | v; 57'2
g7UO 97 h’ ‘
i=1

e(K1,C2) = e(g"™, F°Z2) = e(g, f)°"

111
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T T L L

L ik it ;

He WO HC?M W= T elg=, [TV (Be JTW) ) [ (Hy) 7))ty
k=0 t=0 i=1 j=1

T T - -

o tgoztat kgo “k 571 tgo at 1}::0 zhay [

=e(gvh) 7 elgbo) wm ]

=1
sry ioat 1‘[ (i—dy) L, vjsry i{l(m—wt)kéoak
e(g,ui) agag He 97 agag
T T - 1 L T T L "
[T e K% Cromo)™ = e(™® vy [ T(h )% TT((L [ (oo [ T(wa)™*)
k=0 t=0 =1 k=1 t=1 =1
L
([Lny= ey praote, 6o 2,)
j=1
L
= e(g,w)%e(g,v0)*"?e(g, [ [(h7)")
=1
T wpa, 3 a b3 z
re £ evar oo o £ ar T oo
e(g, o) a0 e(g, bo) @0do 11
i=1

T . — T ~
srizj I (i—wy) X ay
t=1 k=0

, _ L
_#=0 k=1 =1
o ) [T eg.hy) “ot0

5 Security Analysis for the Proposed EDE Scheme

Theorem 1. Assume that the Decisional L—cBDHE assumption holds, then for
any PPT adversary, our EDE scheme is selectively secure.

Let B denote the algorithm to solve the Decisional L—cBDHE prob-

lem. B is given a challenge instance Z,T’ of the problem, where Z =
L+2 al+t

L 2L . .
(9> 9as s G- 95 595 »---95 ) and T' is either T = e(gy,h) or
R €r Grp. B simulates the game for A as follows:

e Init: A submits a target vector ©* € X", and target threshold 7. Let_?) =
(1,...,7,7+1,...,L) denote & vector of length L. We denote ind( d) =
{1 <i< L|dz = 0} and ind(d) = {1 < i < L|d; # 0}, and ind(d )|¢

{z€md(d)|j <i< o}

o

S
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e Setup: In this phase, B generates:

v, ¥, 00,00, b0, g, fL Ry, .. R U, u) ERGP,xl,...,xL,J/:’l,...,ac’L GR,Zn,
v =05t un = ugtvh = ()T, v = (0))TE by = bot, .. b = by,
Ry, Ry, Ry, Rugy s Ruyy Rugs o Ry s Ry ooy Ry Ry ooy R s Rugs
R“/L ER Gq,

G =g,Ry, F = gyRy.Y = elgg. 95" 97,

Vi=g"" Ry, V{ = gp°"' Ry, with t =1,..., L,

Bi=g I o8 4Ry, withk=1,...,L,

—

keind(d) ‘
H, = g Ry, {U; = gﬁgfam_lRug}iemd(gy {U; = gfo‘;Ru;}iem(g)
The corresponding master secret key components are: g = g, f
ghohi = gy = a5 Yy (= G oy v = 0 =
vy, with t=1,... Lby = b3t T[] g2 "%, with k=1,..., L. Notice

icind(d)
that the master key component w is g;j‘Hl*a'Y. Since B does not have gng,
B cannot compute w directly.

e Query Phase 1: A queries the user secret key for a string z =

(21,22, - - -, Zm ) under the constraint that EditDistance(v’*,Z’) > 7. Assume
EditDistance(v*, Z) = o and denote @ = (1,2,...,0,0,...,0) and
-

d =(1,2,...,7,0,...,0). Note that since o > 7, there exists at least one

—

position ¢ such that d; = 0 and o; # 0. Let ¢ € ind(d) be the smallest
integer such that o4 # dg. B simulates the user key generation process as
follows:

L D L . L 0. S

Kyo,0 =w(og [T Ri")™(bo TT (ui*))™ (vg IT h5)™ ™

=1 1= =1

aL+1+ay (Ué 4 h;m)rz (gzo H ggLJrlfz‘di 71_1 (gui_aIA»l—i)o_i
i=1 icind(d) ind(3)

hj J )rl frl

~
=

o

IT (9")7)" (vh
ind(a) J
L L
g™ e wh T ) ()7 (v T1 k7Y £
i=1 i=j

1

where X = Em(ﬁ’) a"+1_idi +bo+ Y inacs) (Ui — alti=Hg, —I—Eind(?)‘ugai.
Since gz (ui — a0y + 3y wioi = = Ygnaey o o +

Zle uto;, and recall o; = d; for i € W(E’)Vf‘l and o4 # dy. Hence, we
have:

X =Y macaye o TN di = o) + L, wioi +bo = oA, £ 307 wion +y
where Ay = (dg — 04). Then we choose 7,4 randomly in Z,,, and set 71 =

)
f‘; + ri,r9 = r5. Then K4, can be represented as:
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P
L+1 L - Ltl-dp, 4L =+
Ki00 = gs +a~/(v6 H(hi)wl)rQ .(g 4 =1 Ui ) Ay
i=1
—_a? —_a?
L - o ! a? 1
A 1 A 1
(vg _H k7)) Se T f S0
—_a?
L+1, altl=%n L wloy A—+r]
_ gp L+1 +0'v(v H h L)rz Lgoe + (9; ¢)ri(g§:1=1 uz%) a, 1
5, ¢+T1

. “+r
w A 1 A
(wp TL A7) P e
j=1
T VNTRE RTINS P IEING - S
= (@§ TL )% - (g5 gyt T R g T )y R R
i=1 j=1

Then we simulate T}, with k,¢ # 0 as:

L L Lo
Tapa = ((or T (u 7)) (vg IT B )™

i=1 j=1
@ T g I (et e
peind(d)|L, ¢em(?)|£+1
(%)) % H iy
¢€ind(7T)
Y1 :(21317"'31L)
Next, it generates for each alphabet in Z2’: { ..., , then

Ym :(Zm715"'71L)

L ’
computes Kz, = (v; H h{“)2. Other elements in the key can also be simu-

lated: K1 = g™ —g + Ky =g

Challenge: A sends two message My, My to B. The challenger then flips a
coin 3 «+ {0,1}.

xy = (v,1,...,1L)
First, B generates for each alphabet in 7*: < ..., , then
T, :(’Um,l,...,lL)
generates 21, Za, L3, 24, Zs il G, and sets:

L
/ " vorit 3 Wi
Co= My -T"-e(gy,h),Cr =hZ1,Co = h¥Z5,C3,; = h =1 Zs,
L L L
vp+ > hiv} bz, ) w)d;i* 4] 2 v;h;jt
Ci=h = Zy,Cspe=h = = Zs

where h = g for some unknown c € Z,. B returns the challenge ciphertext

CT* = (n1,C1,C, {Cs,: 1121, Cay {{C5 kot Himo } o)
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to A. If T/ = T = e(gp, h)* 1, then:

cyaltl! a  c\y altl e a  y\e c
Co = Mb'e(gpvgp) 'e(gngp) :Mb‘e(gpagp ) 'e(gp,gp) =M Y
Ci=(g;) Z1 =G 21,Co = (g;)" - Zo = F° - Z3,

L
) Uowr‘ri ey voxi+j2=:1 R . Lo e e
Csi=(g5) 77 Zs = (gp )Zs = (Vi [ [ H,7) - s,
j=1
Iy i Rt /+§: hlo* L
v jvg v iVi v}
=) B = () B = G 2
i=1
by, i u'.d-;’ikJr’Ui i vrhf gt by, i “,'d”‘kJrU; XL: vihGit
Cs.k,t = (gp) =t =7y = ((9») =t =10 s,
L K L -t
= (VB [Ty )T H) ) 2.
i=1 j=1

the challenge ciphertext is a valid encryption of M. On the other hand, when
T" is uniformly distributed in Grp, the challenge ciphertext is independent
of b.

e Query Phase 2: Same as Phase 1.

e Guess: A output ¥’ € {0,1}. If ¥’ = b then B outputs 1; otherwise outputs 0.

If ' = 0, then the simulation is the same as in the real game. Hence, A will have
the probability % + € to guess b correctly. If ¥’ = 1, then 7" is random in Gry,
then A will have probability % to guess b correctly.

Therefore, B can solve the Decisional L—cBDHE assumption also with
advantage e. O

6 Extension - Fuzzy Broadcast Encryption (FBE)

We demonstrate an extension of the proposed EDE scheme to achieve Fuzzy
Broadcast Encryption. To illustrate how the scheme works, let’s consider the
following example. Suppose we encrypt a message under a keyword vector
W = {Labour Party, Defence Unit} and a threshold distance d = 2. Subsequently,
people who have the attributes related to the keyword w = Labor Party or
w’ = Defense Unit can decrypt the message since the minimum edit distance
between w (w’, respectively) and all the keywords in W is 1, which is less than
the threshold d = 2.

6.1 Definition

A Fuzzy Broadcast Encryption (FBE) scheme consists of the following four prob-
abilistic polynomial-time algorithms:

e Setup(1™, X): on input a security parameter 1", an alphabet X, the algorithm
outputs a public key PK and the corresponding master secret key MSK.
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o Encrypt(PK, M, W = (wi1,4,,Wa,,...,Wk1,) € X", d): on input a public
key PK, a list of k keywords W = (w1, wa,,...,Wk,,) in which each
keyword w;;, has [; characters, and a threshold distance d, the algorithm

outputs a ciphertext CT'.

e Key Gen(MSK,w € X™): on input the master secret key MSK and a

keyword w of length m, the algorithm outputs a secret key SK,,.

e Decrypt(CT,SK,): on input a ciphertext CT with keywords W

(w1,5,, W21y, - - -, Wk, ) and a secret key SK,, with keyword w, the algorithm

outputs M if Min{EditDistance(w; ;,,w)}*_, < d, or L otherwise.

6.2 FBE Scheme

Below we present a FBE scheme based on our EDE scheme.

— Setup(1™, X): The setup algorithm is generated similar to the original EDE

scheme.

— Encrypt(PK,W = (w11, w215, ..,Wr1,,), M,d): On input the public key
PK, alist of k keywords W = (w1,1,, w2, .., Wk ;,,) in which each keyword
w1, has l; alphabets, it first generates for each alphabet w; ; in keyword w; ,

a vector

r11 = (wu,l,...,lL),.u,iBlll = (w11171,~~~71L)7

LTpr1 = (wkll, 1,. -y 1[,)7 N ’wkllfe = (wk/lk,,l,. .oy 1L)~

Algorithm 2. Multi-keyword Edit Distance Evaluation via Dynamic
Programming

input : CT,SK
output: distance d’, index pos,,, array pos[2]]]
Create Array[len(W)]; Create pos[2][]; Create Array < pos > aPos;
for 0 — 1 to len(W) do
len, =ng + 1l;len, = m+1;
Creat cost[len,|; Creat newcost[len,|;
for i — 0 to len, do
| cost[i] = i;
end
k=0;
for j — 1 to len, do
newcost[0] = j;
for i +— 1 to len, do
match = (e(K1,C3,9,i—1) == e(C1,K3,;-1))?70: 1;
if i ¢ pos[0],j ¢ pos[1] then
| pos[0][k + +] = i, pos[l][k + +] = j, ;
end
aPos.add(pos);
cost — replace = costli — 1] + match; cost — insert =
cost[i] + 1; cost — delete = newcost[i — 1] + 1;

newcost[i] =

Math.min(Math.min(cost — insert, cost — delete), cost — replace);
end
swap[] = cost; cost = newcost; newcost = swap;

end
Arraylt + +] = cost[len, — 1]; Refreshpos;

end
return Min(Array(]), pos., = index[Array[i] == Min(Array[])], pos = aPos[pos];
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Define

w1 = (U}u,wLQ,...,lel,...,lL),

.

Wi = (wkq,wk/g,...7wk/’lk,,...,1L),
and d = (1,...,d,0441,...,0r). Then choose s €r Z,, and Z1, Zs, Zs3,
Z4, Zs €r Gy, and compute:

cn

L
Co=MY? Cy=G*Z,,Co = F°Z5,C35; = (V; H "N Z,

L L

Cas = (Vg H H5)* - Za, Cs s = (V{(Bi TLU) ) (TT (Hj)vs9"))* - Zs.
=1 i=1 j=1

Set the ciphertext as: CT = ({I;}5_,, Co, C1,Ca, {{Cs.5.: 5_ Yoo, {Cus}E_ |,

{{{CS,k,é,t}ﬁzo}lg:l}tL:O)-

KeyGen(MSK,w = (@1,...,%,) € X™): given a keyword w of length

m, it generates y; = (w;,1,...,1y) for each alphabet w;, and creates
=(1,2,...,L) and expands w to @ = (21,22, ..., 2Zm,---, 1r). Then choose
71,72 €R Zyn, and compute:
L
Ki=g",Ky=g" K3, = (v H hiv)re
j=1

Lo
Kao,0 = w(v) I] hy*)"2 L Lo g 4
i= oy ot
L=t Lo Kao,6 = (bo [T (u7")(vg IT h;7)7 )™
((bo ‘1:[1(”?1‘))(”6 ,1:[1 hy 7)) ot - o
L L Kaa,e = (b1 IT(uf®) (v; T] By 7 )7 )"
Ka,0 = (b1 TT (uj®)*(vg TI h; 7y ’ i=1 j=1 )
i=1 j=1 .

ey

T Lol ity
. Kape =00 @7 @) T Ry 7))

Kipo = (br T ()™ (g 1 hy7)"™ = i=1
i=1 j=1

fort = 1,..., L. Then set the secret key as SK = (m, K1, Ko, {K3,}7,,
{Kuamttizotzo)-

Decrypt(CT, SK): The decryption algorithm first executes the dynamic pro-
gramming algorithm for edit distance by following Algorithm 2 which returns
a minimum distance d’, the index pos,, of the corresponding keyword w in W,
the matching indices array pos[0][] for w and pos[1][] for w. It sets 7 = L —d’,
and applies the Viete’s formulas to compute

We then set a,_g, dr—k, G-k similar to (3), (4), (5).

Then recover M as:

e(KQ) 04,1)0511;) : e(Kl? 02) ( H 5 k,posw, )
M = T ° CO.
(H K0 Cr°)
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Theorem 2. Assume that the Decisional L—cBDHE assumption holds, then for
any PPT adversary, our FBE scheme is selectively secure.

We give the security definition in the full version since the limited space. The
security proof follows that of Theorem 1 and is omitted here.

7 Conclusions and Future Work

We introduced a new type of fuzzy public key encryption in this paper. Our
new encryption scheme, called Edit Distance-based Encryption (EDE), allows
a user associated with an identity or attribute string to decrypt a ciphertext
encrypted under another string if and only if the edit distance between the two
strings are within a threshold specified by the encrypter. We provide the formal
definition, security model, and a concrete EDE scheme in the standard model.
We also showed an extension of our EDE scheme for fuzzy broadcast encryption.
We leave the construction of an anonymous EDE scheme, which implies a Fuzzy
Public-key Encryption with Keyword Search scheme to preserve the privacy of
the matching keyword by the dynamic programming algorithm.
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elling of genomic data (PRIGENDA, No. 13283250), the Academy of Finland.

References

1. Abdalla, M., Birkett, J., Catalano, D., Dent, A.W., Malone-Lee, J., Neven, G.,
Schuldt, J.C.N.; Smart, N.P.: Wildcarded identity-based encryption. J. Cryptol.
24(1), 42-82 (2011)

2. Abdalla, M., Caro, A.D., Phan, D.H.: Generalized key delegation for wildcarded
identity-based and inner-product encryption. IEEE Trans. Inf. Forensics Secur.
7(6), 1695-1706 (2012)

3. Abdalla, M., Catalano, D., Dent, A.W., Malone-Lee, J., Neven, G., Smart, N.P.:
Identity-based encryption gone wild. In: Bugliesi, M., Preneel, B., Sassone, V.,
Wegener, I. (eds.) ICALP 2006. LNCS, vol. 4052, pp. 300-311. Springer, Heidelberg
(2006)

4. Atallah, M.J., Kerschbaum, F., Du, W.: Secure and private sequence comparisons.
In: ACM Workshop on WPES, pp. 39-44 (2003)

5. Bethencourt, J., Sahai, A., Waters, B.: Ciphertext-policy attribute-based encryp-
tion. In: 2007 IEEE Symposium on Security and Privacy (S&P 2007), pp. 321-334
(2007)

6. Boneh, D., Franklin, M.: Identity-based encryption from the weil pairing. In: Kilian,
J. (ed.) CRYPTO 2001. LNCS, vol. 2139, pp. 213-229. Springer, Heidelberg (2001)

7. Cheon, J.H., Kim, M., Lauter, K.: Homomorphic computation of edit distance.
Cryptology ePrint Archive, Report 2015/132 (2015)

8. Ge, A., Zhang, R., Chen, C., Ma, C., Zhang, Z.: Threshold ciphertext policy
attribute-based encryption with constant size ciphertexts. In: Susilo, W., Mu, Y.,
Seberry, J. (eds.) ACISP 2012. LNCS, vol. 7372, pp. 336-349. Springer, Heidelberg
(2012)



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Edit Distance Based Encryption and Its Application 119

Goyal, V., Pandey, O., Sahai, A., Waters, B.: Attribute-based encryption for fine-
grained access control of encrypted data. In: 13th ACM Conference on Computer
and Communications Security, CCS 2006, pp. 89-98 (2006)

Gusfield, D.: Algorithms on Strings, Trees and Sequences. Cambridge University
Press, New York (1997)

Herranz, J., Laguillaumie, F., Rafols, C.: Constant size ciphertexts in thresh-
old attribute-based encryption. In: 13th International Conference-PKC 2010,
pp- 19-34 (2010)

Tovino, V., Persiano, G.: Hidden-vector encryption with groups of prime order. In:
Galbraith, S.D., Paterson, K.G. (eds.) Pairing 2008. LNCS, vol. 5209, pp. 75-88.
Springer, Heidelberg (2008)

Jha, S., Kruger, L., Shmatikov, V.: Towards practical privacy for genomic com-
putation. In: 2008 IEEE Symposium on Security and Privacy (S&P 2008),
pp. 216-230 (2008)

Katz, J., Sahai, A., Waters, B.: Predicate encryption supporting disjunctions, poly-
nomial equations, and inner products. In: Smart, N.P. (ed.) EUROCRYPT 2008.
LNCS, vol. 4965, pp. 146-162. Springer, Heidelberg (2008)

Liang, K., Liu, J.K., Wong, D.S., Susilo, W.: An efficient cloud-based revoca-
ble identity-based proxy re-encryption scheme for public clouds data sharing.
In: Kutylowski, M., Vaidya, J. (eds.) ESORICS 2014, Part I. LNCS, vol. 8712,
pp. 257-272. Springer, Heidelberg (2014)

Liang, K., Susilo, W.: Searchable attribute-based mechanism with efficient data
sharing for secure cloud storage. IEEE Trans. Inf. Forensics Secur. 10(9),
1981-1992 (2015)

Liang, K., Susilo, W., Liu, J.K.: Privacy-preserving ciphertext multi-sharing con-
trol for big data storage. IEEE Trans. Inf. Forensics Secur. 10(8), 1578-1589 (2015)
Park, J.H.: Efficient hidden vector encryption for conjunctive queries on encrypted
data. IEEE Trans. Knowl. Data Eng. 23(10), 1483-1497 (2011)

Phuong, T.V.X., Yang, G., Susilo, W.: Efficient hidden vector encryption with
constant-size ciphertext. In: Kutylowski, M., Vaidya, J. (eds.) ESORICS 2014,
Part I. LNCS, vol. 8712, pp. 472-487. Springer, Heidelberg (2014)

Rane, S., Sun, W.: Privacy preserving string comparisons based on levenshtein
distance. In: 2010 IEEE WIFS, pp. 1-6 (2010)

Sahai, A., Waters, B.: Fuzzy identity-based encryption. In: Cramer, R. (ed.)
EUROCRYPT 2005. LNCS, vol. 3494, pp. 457-473. Springer, Heidelberg (2005)
Sedghi, S., van Liesdonk, P., Nikova, S., Hartel, P., Jonker, W.: Searching keywords
with wildcards on encrypted data. In: Garay, J.A., De Prisco, R. (eds.) SCN 2010.
LNCS, vol. 6280, pp. 138-153. Springer, Heidelberg (2010)

Wang, X.S., Huang, Y., Zhao, Y., Tang, H., Wang, X., Bu, D.: Efficient genome-
wide, privacy-preserving similar patient query based on private edit distance. In:
22nd ACM CCS 2015 (2015)



Proxy Re-encryption with Delegatable
Verifiability

1(™) and Rongxing Lu?

Xiaodong Lin
! Faculty of Business and Information Technology,
University of Ontario Institute of Technology, Oshawa, ON L1H 7K4, Canada
xiaodong.lin@uoit.ca
2 School of Electrical and Electronic Engineering,
Nanyang Technological University, 50 Nanyang Avenue, Singapore, Singapore
rxlu@ntu.edu.sg

Abstract. Proxy re-encryption is a public key encryption technique
that allows a proxy to perform re-encryption without exposing the cor-
responding plaintext. As a result, proxy re-encryption has increased util-
ity, and can be used in a number of fields including cloud computing. In
previous proxy re-encryption schemes, a proxy is assumed to follow the
protocol explicitly. However, this is far from the norm, and the assump-
tion is not always true, especially in cloud computing where public cloud
is considered untrusted. In this paper, we investigate the verifiability
of the re-encryption process. Specifically, we first formalize the proxy
re-encryption with delegatable verifiability and its corresponding secu-
rity model. Then, we propose the first proxy re-encryption scheme with
delegatable verifiability. Finally, security proofs of the proposal are also
formally given in the proposed security models.

Keywords: Proxy re-encryption - Delegatable verifability - Trust level

1 Introduction

Proxy re-encryption [6] is a special type of public key encryption that allows
proxies with re-encryption keys to perform transformations on ciphertexts, while
proxies are unable to access the corresponding plaintexts. Due to this useful
property, proxy re-encryption has been found very useful, and can be applied to
various scenarios where dynamic ciphertext format is required, e.g., cloud and
fog computing [19,20,22]. In previous proxy re-encryption schemes, a proxy is
assumed to be semi-trusted, i.e., the proxy would follow the protocol exactly, and
execute the specified re-encryption steps. However, this assumption is not always
true in all proxy re-encryption based applications. For instance, in a cloud storage
applying proxy re-encryption [19,20,22], the cloud plays the role of the proxy
in proxy re-encryption. Cloud servers, in their efforts to perform computations
quickly and inexpensively, may skip on re-encryption steps, for example, in order
to save computing resources for other transactions. It is therefore quite likely that
© Springer International Publishing Switzerland 2016

JK. Liu and R. Steinfeld (Eds.): ACISP 2016, Part IT, LNCS 9723, pp. 120-133, 2016.
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best practices are overlooked. Obviously, proxy re-encryption, while secure with
a trusted proxy following the protocol explicitly, can fall apart when the proxy
is dishonest and cannot be trusted. A natural question arises “how can the users
trust that the cloud performs re-encryption correctly?”

To the best of our knowledge, there are no proxy re-encryption schemes
explicitly dealing with the verifiability problem. In this paper, we would like to
take this for the first step. In particular, we define verifiable proxy re-encryption
and its corresponding security models. In layman’s terms, we say a re-encryption
process is performed correctly if and only if the original ciphertext and re-
encrypted ciphertext can pass the verification. Additionally, with any source
authentication, the validity of re-encrypted ciphertext can be verified. Simi-
lar with the verifiability in outsourced computation [4,10,17], there are three
kinds of verifiability which vary by the verifier: public, private, and delegatable.
After evaluating the previous proxy re-encryption schemes, we find that some
existing proxy re-encryption schemes satisfy public verifiability, others hold pri-
vate verifiability. However, there are no available delegatable verifiability. As we
know, the delegatable verifiability is more powerful than its counterparts, since
it can be easily converted into others by revealing the verifiable key or not.
Hence, proxy re-encryption schemes with delegatable verifiability have wider
spectrums of applications. In this paper, we focus on the design of proxy re-
encryption scheme with delegatable verifiability, and propose the first such proxy
re-encryption scheme along with security proofs in our proposed security models.

1.1 Related Work

One common way to divide proxy re-encryption schemes is according to the
allowed re-encryption directions with one re-encryption key: if the re-encryption
can be proceeded in both directions with the same re-encryption key, it is bidi-
rectional; otherwise, it is unidirectional. The schemes proposed by Blaze et al.
[6] and Ateniese et al. [3] are the first bidirectional and unidirectional proxy re-
encryption scheme, respectively. These two schemes are CPA-secure, but cannot
supply the verifiable functionality.

The first CCA-secure bidirectional proxy re-encryption scheme is proposed
by Canetti and Hohenberger [8]. Surprisingly, their scheme can provide public
verifiability. Given one original ciphertext (A, B,C, D, E) and one re-encrypted
ciphertext (A’, B',C’, D', E’) in the CHO7 scheme, one can easily decide whether
they can yield the same plaintext by checking the validity of the two ciphertexts
and the following equalities: A = A', C =C', D= D', E = F’, and e(B, pks) =
e(pki1, B'), where pky, pky are the underlying public keys, and e(-,-) is a bilinear
map. Similarly, the first RCCA-secure unidirectional proxy re-encryption scheme
due to Libert and Vergnaud [16] can also supply the public verifiability by only
checking the validity of the two ciphertexts and the same elements in the two
ciphertexts.

The first CCA-secure unidirectional proxy re-encryption scheme is proposed
by Shao and Cao [18]. However, the SC09 scheme only provides private verifi-
ability. This is because the check factor (exponent r) can be computed if and
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only if the corresponding plaintext is obtained. Similar with the SC09 scheme,
Chow et al. [9] proposed a more efficient CCA-secure unidirectional proxy re-
encryption scheme by using the Fujisaki-Okamoto technique [11]. Hence, their
scheme also supports private verifiability. Later on, several other CCA-secure
unidirectional proxy re-encryption schemes are proposed [13], however, only a
few of them support verifiability.

Till now, many other proxy re-encryption schemes with some special prop-
erties are proposed, such as conditional proxy re-encryption [21], proxy re-
encryption with invisible proxy [14], attribute-based proxy re-encryption [15],
identity-based proxy re-encryption [12], and anonymous proxy re-encryption [2].
Nevertheless, only a few of the CCA-secure schemes provide verifiability.

To the best of our knowledge, there is no existing proxy re-encryption scheme
supporting delegatable verifiability.

1.2 Paper Organization

The remainder of this paper is organized as follows. In Sect. 2, the definition and
security models of proxy re-encryption with delegatable verifiability are intro-
duced. In Sect. 3, we first present a generic construction for proxy re-encryption
with delegatable verifiability and give the security proofs. In what follows, we
give an extension of delegatable verifiability. At last, we conclude the paper in
Sect. 5.

2 Preliminaries

2.1 Definitions for Single-Hop Unidirectional Proxy Re-Encryption
with Delegatable Verifiability (PREDV)

Definition 1 (Single-hop Unidirectional PREDV). A single-hop unidirec-
tional PREDV scheme PREDV is a tuple of probabilistic polynomial time (PPT)
algorithms (KeyGen, VKGen, RKGen, Enc, ReEnc, Dec, Ver):

~ KeyGen(1*) — (pk, sk). When inputting a security parameter \, the key gen-
eration algorithm KeyGen outputs the public/private key pair (pk,sk) of a
user. This algorithm is performed by the user who is the corresponding owner
of the generated key pair.

— VKGen(sk) — vk. When inputting a private key sk, the verification key gen-
eration algorithm VKGen outputs the wverification key vk. This algorithm is
performed by the user who holds the private key sk.

- RKGen(skq, pks) — rki 2. When inputting a private key ski and a public key
pko, the re-encryption key generation algorithm RKGen outputs a re-encryption
key rky 2. This algorithm is performed by the user who holds the private key
Skl .

— Enc(pk,m) — C. When inputting a public key pk, and a message m from the
message space M, the encryption algorithm Enc outputs a ciphertext C under
the public key pk. This algorithm is performed by an encryptor.
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- ReEnc(rki12,C1) — Ca. When inputting a re-encryption key rkio2 and a
ciphertext Cy, the re-encryption algorithm ReEnc outputs a re-encrypted
ciphertext Cy under the public key pks or a special symbol L. This algorithm
is performed by the proxy holding the re-encryption key rki .

— Dec(sk,C) — m. When inputting a private key sk and a ciphertext C, the
decryption algorithm Dec outputs m in the message space or a special symbol
L. This algorithm is performed by the decryptor who holds the private key sk.

- Ver(Cy,Cq,vk) — 0 or 1. When inputting an original ciphertext Cq, a re-
encrypted ciphertext Co, and a verification key vk, the verify algorithm Ver
outputs 1 if Cy and Cs are corresponding to the same plaintext; or 0 otherwise.

Correctness. For any message m in the message space M, (pko,skq) «—
KeyGen(1), and (pky, sk1) < KeyGen(1*) the following conditions must hold:

Dec(sk;, Enc(pk;, m)) = m,

Dec(skq, ReEnc(RKGen(sk1, pka), Enc(pky,m))) = m,
and

1, if m=m';

Ver(Enc(pki, m), ReEnc(RKGen(ski1, pkz2), Enc(pki, m’)), VKGen(skz)) = {0 it m £ m’

Remark 1. Compared with previous definitions for single-hop unidirectional
proxy re-encryption [3,16], our definition additionally has the content related
to verifiability: algorithms VKGen and Ver, and the third requirement of correct-
ness.

2.2 Security Models for Single-Hop Unidirectional PREDV

Replayable Chosen-Ciphertext Security for Single-Hop Unidirectional
PREDYV. In most of the previous unidirectional proxy re-encryption schemes,
there are two formats of ciphertexts. One is for original ciphertexts, and the other
is for re-encrypted ciphertexts. Hence, there are two cases in this definition.

The challenge ciphertext is an original ciphertext.

Setup: The challenger C sets up the system parameters according to the security
parameter (11).
Phase 1: A issues queries ¢1, - - ,¢n, where query g; is one of:

— Public key generation oracle Op: C runs KeyGen(1*) to generate a new
key pair (pk, sk), gives pk to A and records (pk, sk) in Table T)y. For all
other oracle queries which involves pk;, we require that (pk;, sk;) can be
found in Ty, otherwise the oracle just returns L.

— Private key generation oracle Og: When inputting pk;, C returns sk;, or
L if it does not exist in Tpy.
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— Verification key generation oracle O,;: When inputting pk;, C returns
vk; = VKGen(sk;).

— Re-encryption key generation oracle O,,: When inputting (pk;, pk;),
where pk; # pk;, C returns rk; ; = RKGen(sk;,pk;) and records it in
Table T, .

— Re-encryption oracle O,.: When inputting (pk;, pk;, C;), where pk; # pk;,
C returns C; = ReEnc(RKGen(sk;, pk;), pk;, C;). Note that A can ask the
oracle to return the corresponding re-encrypted ciphertext generated by
a previous re-encryption key or a new re-encryption key.

— Decryption oracle Og..: When inputting (pk;, C;), C returns Dec(sk;, C;).

— Verify oracle Oyer: When inputting (pk;, Cs, pkj, Cj), C returns
Ver(C;, Cj,vk;), where vk; is corresponding verification key of pk;.

These queries may be asked adaptively, that is, each query ¢; may depend
on the replies to g1, - ,q;i_1.

Challenge: Once A decides that Phase 1 is over, it outputs two equal length
plaintexts mg, m1 from the message space M, and a public key pk*™ on which
it wishes to challenge. There are two restrictions on the public key pk*, (i)
pk* has not appeared in any query to Og; (ii) if (pk*, %) has appeared in
any query to O,, then % should not appear in any query to Og. C picks
a random bit b € {0,1} and sets C* = Enc(pk*,mp). It sends C* as the
challenge to A.

Phase 2: Same as Phase 1 but the challenger will output L in the following
cases.

— Ogk: We have the two natural restrictions inherited from the challenge
phase: pk; = pk*, or (pk*,pk;) has been queried to O,. Additionally,
we do not allow query pk; when (pk*, pk;, C*) has been queried to O,,.
Similar concerns for O, and O,. below.

— Oy pk; = pk* and pk; has been queried to Ogy.

— Ope: (pks, C;) = (pk*, C*) and pk; has been queried to Og.

— Ogec: pk; = pk* and Dec(sk*, C;) € {mg, m1}.

Guess: Finally, the adversary A outputs a guess b’ € {0, 1} and wins the game
if b="b’.

The advantage Advieeny (\) is defined as |[Pr[b = b’] — 1/2|. The scheme
PREDV is said to be RCCA-O secure if all efficient adversaries A specified as

above, the advantage Advieen’(\) is negligible.

The challenge ciphertext is a re-encrypted ciphertext.

Phase 1: Identical to that in the challenge original ciphertext case.

Challenge: Once A decides that Phase 1 is over, it outputs two equal-length
plaintexts mg, m; from the message space, and two public keys pk, pk*
on which it wishes to be challenged. The public key pk* has not been
queried to Ogg. The challenger picks a random bit b € {0,1} and sets
C"™ = ReEnc(rk,Enc(pk,mj,)), where rk is a re-encryption key from pk to
pk*. It sends C'" as the challenge ciphertext to A.
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Phase 2: Almost the same as that in Phase 1 but with the following constraints:
if pk; = pk* in Og, or (pk;, C;) = (pk*,C"") in Ogee, C returns L.
Guess: Identical to that in the challenge original ciphertext case.

The advantage Advices®()\) is defined as |[Pr[b = b’] — 1/2|. The scheme
PREDV is said to be RCCA-R secure if all efficient adversaries A specified as
above, the advantage Advhsey (M) is negligible.

Remark 2. Compared with the previous RCCA security model for single-hop
unidirectional proxy re-encryption [16], our model additionally allows the
adversary to issue queries to Oy, and Oyer.

Private Verifiability for Single-Hop Unidirectional PREDYV. This secu-
rity model guarantees that without the corresponding verification key, the veri-
fiability remains private.

Phase 1: Identical to Phase 1 of the RCCA-O game for single-hop unidirectional
PREDV.

Guess: Once A decides that Phase 1 is over, it outputs a public key pk*, and an
original ciphertext C* under public key pk, on which it wishes to challenge.
There are two restrictions on the public key pk*, i.e., pk*™ has not appeared
in any query to Ogi or Oy. C picks a random bit b € {0,1}. If b = 1, C com-
putes C'* = ReEnc(rk, C*), where rk is the re-encryption key corresponding
to the delegation from pk to pk*; otherwise, C chooses a random value from
the space of re-encrypted ciphertexts and sets it as C'*. At last, C sends C'*
as the challenge to A.

Phase 2: Almost the same as that in Phase 1 but with the following constraints:
if pk; = pk* in Oy, or Oyg, or (pky, C;) = (pk*,C"™) in Ogee, C returns L.
Guess: Finally, the adversary A outputs a guess b’ € {0, 1} and wins the game

if b="b.

The advantage Advpszy(\) is defined as |Pr[b = b’] — 1/2|. The scheme
PREDV is said to be VK secure if all efficient adversaries A specified as above,
the advantage Advpepy(A) is negligible.

3 Owur Proposal

As we mentioned above, some of previous proxy re-encryption scheme are pub-
licly verifiable and RCCA-secure, such as the scheme in [16]. In this section, we
will make use of this kind of proxy re-encryption (denoted as PREPV) and CCA-
secure public key encryption (denoted as PKE) to propose a generic construction
of proxy re-encryption with delegatable verifiability. The details of the proposed
PREDV are as follows. For clarification, we will use ~ and ~ to denote the output
of algorithms of PREPV and PKE, respectively.
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— KeyGen: When inputting the security parameter 1%, the user runs
PREPV.KeyGen(1*) — (pk, sk) and PKEKeyGen(1*) — (pk, sk), and sets the
public key pk and private key sk as (pk, ];I;) and (sk, gl;), respectively.

— VKGen: The verification key of the user is sk which will be sent to the verifier.
That is, vk = k.

— RKGen: When inputting a private key sk; = (ski, gEl) and a public key pks =
(pks, };EQ), the user holding the private key sk; runs PREPV.RKGen(sky, pky) —
rk1,2, and sets the re-encryption key 7k o as (%1,2,]/%2).

— Enc: When inputting a message m from the message space of PREPV and a
public key pk = (ﬁ,;t/)l;), the encryptor runs PREPV.Enc(pk, m) — C, and sets
C=0C.

— ReEnc: When inputting an original ciphertext C' under public key pk; =
(}Tkl,@l) and a re-encryption key rk;o = (ﬁl’g,ﬁz), the proxy hold-
ing the re-encryption key rkio runs PREPV.ReEnc(rk;»,C) — C' and
PKE.Enc(];EQ,é/) — C. At last, the proxy sets C' = C. Note that in this
algorithm, we simply assume that c belongs to the message space of PKE,
which can be realized by the hybrid encryption method.

— Dec: Since there are two kinds of ciphertexts, we have two cases in this algo-
rithm.

e If the ciphertext is an original ciphertext C', the decryptor can get the
message m by simply running PREPV.Dec(sk, C).

e If the ciphertext is a re-encrypted ciphertext C’, the decryptor firstly
gets c by running PKE.Dec(gl;, ("), and then obtains the message m by
running PREPV Dec(sk, C' ).

— Ver: When inputting an original ciphertext C, a re-encrypted ciphertext
C’, and verification key vk, the verifier firstly gets gets c by running
PKE.Dec(vk,C"), and then performs PREPV.Ver(C, 6/).

Correctness. The correctness of the above PREDV can be easily obtained by the
correctness of PREPV and PKE. Hence, we omit it here.

Security Analysis. Now we will show that the above PREDV is secure in the
sense of our proposed security definitions.

Theorem 1. The proposed PREDV is RCCA-O secure only if the underlying
PREPV is RCCA-O secure.

Proof. We show that if there exists an adversary A that can break the RCCA-O
security of the proposed PREDV, we can build an algorithm B that can break the
RCCA-O security of the underlying PREPV by using A. In particular, B will act
as a challenger with A to play the following RCCA-O security game.

Setup: B sets up the system parameters according to the security
parameter (17).
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Phase 1: B responds A’s queries as follows.

— Opk: B runs PKE.KeyGen(1%) to generate a new key pair (];%,g%), and
queries its own public key generation oracle O for PREPV to obtain a
public key pk in PREPV. After that, B records (pk, sk) = ((1%,};%), (—, EE))
in Tpg, and returns pk to A.

— O When inputting pk; = (]Tki,;)l;i), B searches the corresponding gl;i
in Tpr, and queries its own private key generation oracle O, for PREPV to
obtain a private key sk; corresponding to pk; in PREPV. At last, 15 returns
(Ei,gl;i) as the private key sk; to A.

— Oyk: When inputting pk;, B searches the corresponding 5121 in Tpx, and
returns it to A. P

— O,x: When inputting (pk;,pk;) = ((pk;,pk;), (pk;,pk;)), B queries its
own re-encryption key generation oracle O, for PREPV to obtain a re-
encryption key rk; ; corresponding to the delegation from pk; to ]Tkj in
PREPV. At last, B returns (ﬁm,@j) as the re-encryption key rk; ; to A.

- Ore: When inputting (pki, pk;, Cy), where
(pki, pk;) = ((ﬁi,z/)@i), (ﬁj,ﬁj)), B queries its own re-encryption oracle
O, for PREPV to obtain a re-encrypted ciphertext c corresponding to
(piki,pikj, C;) in PREPV, and then computes the re-encrypted ciphertext
C’ by running PKE.Enc(;Ej,él). At last, B returns C’ to A.

— Ogec: When inputting (pk;, C;), B finds the tuple in Tp correspond-
ing to pk;. If C; is a re-encrypted ciphertext, B obtains 62 by running
PKE.Dec(EEi,C’i), and then queries its own decryption oracle Oge. for
PREPV to obtain a message m corresponding to (1)7:2,5;) in PREPV. If
C; is an original ciphertext, B simply queries Oge. for PREPV to obtain a
message m corresponding to (pk;,C;) in PREPV. At last, B returns m to
A.

— Oyer: When inputting (pk;, C;, pk;,C;), B finds the tuple in T, corre-
sponding to pk;, and obtains 6;- by running PKE.Dec(EEj, C;). After that,
B returns the result of PREPV.Ver(Ci,ég) to A.

Challenge: Once A decides that Phase 1 is over, it outputs two equal length
plaintexts mf, mj from the message space M, and a public key pk* =
(]Tk*,g/)?) on which it wishes to challenge. B queries its own challenge oracle
for PREPV with (m, mf,]%*) to obtain its challenge original ciphertext c.
At last, B returns C" as the challenge ciphertext to A.

Phase 2: Same as Phase 1 but with the restrictions specified in the RCCA-O
security game.

Guess: Finally, the adversary A outputs a guess b’ € {0,1} that is also the
guess for B.

It is easy to see that only if A outputs the right guess in Guess Phase, so
does B. Hence, we obtain this theorem. a
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Theorem 2. The proposed PREDV is RCCA-R secure only if the underlying
PREPV is RCCA-R secure.

Proof. Similar with the proof of Theorem 1, we show that if there exists an
adversary A that can break the RCCA-R security of the proposed PREDV, we
can build an algorithm B that can break the RCCA-R security of the underlying
PREPV by using A. In particular, B will act as a challenger with A to play the
following RCCA-R security game.

Setup: B sets up the system parameters according to the security
parameter (1).

Phase 1: B responds A’s queries as that in Phase 1in the proof of Theorem 1.

Challenge: Once A decides that Phase 1 is over, it outputs two equal length
plaintexts mg, m} from the message space M, and two public keys (pk, pk*) =
((ﬁ,@),(ﬁc*,z/)%*)) B queries its own challenge oracle for PREPV with
(mg, m3, pk, 1Tk*) to obtain its challenge re-encrypted ciphertext 6/*. At last,
B runs PKE.Enc(g/JE*,él*) to obtain the final challenge ciphertext C’*, and
sends it to A.

Phase 2: Same as Phase 1 but with the restrictions specified in the RCCA-R
security game.

Guess: Finally, the adversary A outputs a guess b’ € {0,1} that is also the
guess for B.

Like the proof of Theorem 1, only if A outputs the right guess in Guess Phase,
so does B. Hence, we obtain this theorem. a

Theorem 3. The proposed PREDV is SV secure only if the underlying PREPV is
SV secure.

Proof. Similar with the proof of Theorem 1, we show that if there exists an
adversary A that can break the SV security of the proposed PREDV, we can build
an algorithm B that can break the SV security of the underlying PREPV by using
A. In particular, B will act as a challenger with A to play the following SV
security game.

Setup: B sets up the system parameters according to the security parameter
(1M).

Phase 1: B responds A’s queries as that in Phase 1 in the proof of Theorem 1.

Challenge: Once A decides that Phase 1 is over, it outputs one message m* from
the message space, and two public keys pk§ = (ZTk;,];E;),pk’f = (g?k:;,@i)
on which it wishes to be challenged. B queries its own challenge oracle for
PREPV with (m*, pky, pk, ) to obtain its challenge ciphertext C", and sends it
to A as the challenge ciphertext C*.

Phase 2: Same as Phase 1 but with the restrictions specified in the SV security
game.
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Output: Finally, the adversary A outputs a re-encrypted ciphertext C'* satisfy-
ing Ver(C*,C"",vk}) = 1 and Dec(sk}, C’") # m*. B first runs Dec(gzi, c"™)
to obtain a re-encrypted ciphertext C’ of PREPV. According to the correct-
ness of PREDV and PREPV, we have that Ver(C*, 6/) = Ver(C", 6/) =1 and

Dec(sk17 ) # m*. Hence, ¢’ is a valid output for B’s SV security game, and
B wins the game.

Hence, we obtain this theorem. a

Theorem 4. The proposed PREDV is PV secure only if the underlying PKE is
CCA secure.

Proof. To prove this theorem, we will show that if there exists an adversary
A that can break the PV security of the proposed PREDV, we can build an
algorithm B that can break the CCA security of the underlying PKE by using .A.
In particular, B will act as a challenger with A to play the following PV security
game.

Setup: B sets up the system parameters according to the security
parameter (11).
Phase 1: B responds A’s queries as follows.

— Opk: B runs PREPV.KeyGen(1) to generate a new key pair (pk, sk), and
decides the value of # € {0,1} with the probability Pr[f = 1] = ¢. If
6 = 1, B runs PKE.KeyGen(1*) to generate a new key pair (EE;E), and
records (pk, sk, 0) = ((pk, pk), (sk, sk), 1) in Tpr. If @ = 0, B queries its
own key generatior/l\ oracle for PKE to obtain a public key ];E, and records
(pk, sk, 0) = ((pk, pk), (sk,—),0) in Tpx. At last, B returns pk to A.

— Og: When inputting pk; = (]Tk“;z;EL B searches the tuple in T, corre-
sponding to pk;. If # = 1, B returns the corresponding (%Z,EE) to A. If
0 = 0, B outputs failure and aborts the simulation.

— Ouk: When inputting pk; = (]EZ,];EZ), B searches the tuple in Ty corre-
sponding to pk;. If 8 = 1, B returns the corresponding EE to A. If § = 0,
B outputs failure and aborts the simulation.

- O When
inputting (pk:, pk;) = ((pk;, pk;), (pk;, pk;)), B scarches the tuple in Tpy
corresponding to pk;, and returns (PREPV.RKGen(@i,pikj),];Ej) to A.

— Ore: When inputting (pk;, pk;, C;), B firstly queries O,y with (pk;, pk;)
to obtain the corresponding re-encryption key rk; ;, and then returns the
result of PREDV.ReEnc(rk; j,C;) to A.

— Odec: When inputting (pk;, C;), B finds the tuple in T, corresponding to
pk;. If C; is a re- encrypted ciphertext, B obtains C’ by querylng its own
decryption oracle with (pk; C;), and returns PREPV.Dec(sk;, c, ;) to AL Tf
C; is an original ciphertext, B can simply return PREPV.Dec(sk;, C;) to A.
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— Oyer: When inputting (pk;, C;, pk;,C;), B finds the tuple in T, corre-
sponding to pk;, and obtains 6;- by querying its own decryption oracle

with (];Ej, Cj;) After that, B returns the result of PREPV.Ver(C;, 5;) to A.

Challenge: Once A decides that Phase 1 is over, it outputs a public key pk* =
(ﬁ*,@*), and an original ciphertext C* under public key pk = (M,ISE)
B finds the tuple in T, corresponding to pk;, if 6 = 1, then B outputs
failure and aborts the simulation; otherwise, B continues to do the fol-
lowing steps. B runs PREPV.ReEnc(PREPV.RKGen(sk, pk*), C*) to obtain a re-
encrypted ciphertext T for PREPV, and chooses a random value R from the
re-encrypted ciphertext space of PREPV. After that, B queries its own chal-
lenge oracle with (6/,]%,;1/92*) to obtain a ciphertext C. At last, B sends
returns C as the challenge ciphertext C'* to A.

Phase 2: Same as Phase 1 but with the restrictions specified in the PV security
game.

Guess: Finally, the adversary A outputs a guess b’ € {0,1} that is also the
guess for B.

It is easy to see that only if A outputs the right guess in Guess Phase without
abort event, B also outputs the right guess for its own CCA security game. To
complete the proof of Theorem 4, we need to calculate the probability that B does
not abort in the simulation. Assume that A issues a total of g, verification key
generation queries and qg; private key generation queries. Then the probability
that B does not abort in phases 1 or 2 is §9v+*%*, Regarding the probability in
Challenge Phase, it is 1 — §. Hence, the probability that B does not abort in
the simulation is §9v++9:x (1 — §). Similar with that in [7], this probability is at
least 1/e(1 + qui + qsi). If A breaks the PV security of the proposed PREDV with
advantage €, then we have that B breaks the CCA security of the underlying
PKE with advantage €/e(1 + qui + ¢sk)- O

4 Proxy Re-encryption with Fine-Grained Delegatable
Verifiability

In the proposed PREDV, once the verification key vk is given out, the verifier
has the verifiability on all ciphertexts all the time. This situation is not desired
in many cases. For example, there is always a possibility that the user wants
to revoke the verifying right at some point, or the user wants to delegate the
verifiability according to the intending verifier’s attributes, or the user wants
to delegate the verifiability per ciphertext. All of these demand the fine-grained
delegatable verifiability. Fortunately, by modifying the PREDV scheme proposed in
Sect. 3, we can have the proxy re-encryption scheme with fine-grained delegatable
verifiability.

To obtain the fine-grained delegatable verifiability, we require attribute-based
encryption (denoted as ABE) [1,5] instead of public key encryption. The details
are as follows.
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— KeyGen: When inputting the security parameter 1%, the user runs PREPV.
KeyGen(1*) — (pk, sk) and ABE.KeyGen(1*) — (n?ﬁf, T@), and sets the pub-
lic key pk and private key sk as (pk, TEp\k) and (sk, n/lgc), respectively.

— VKGen: The verification key vk is ABE.Ext(nZD\k,@,A), where A is the
attribute set of the intending verifier.

— RKGen: When inputting a private key sk; = (&1,@1) and a pub-
lic key pko (pky, mpks,), the user holding the private key sk; runs

PREPV.RKGen(sk1, mpk,) — 7k12, and sets the re-encryption key rkj» as
(Em,mpkz)

— Enc: Identical to that in PREDV.

— ReEnc: When inputting an original ciphertext C under public key pk; =
(ﬁl,@l) and a re-encryption key rky o = (ﬁl’g,@Z), the proxy hold-
ing the re-encryption key 7kj2 runs PREPV.ReEnc(ﬁLQ, ) — C' and
ABE.Enc(]/JEQ,é/,P) — 6, where P is the delegation policy of the verifia-
bility. At last, the proxy sets C' = C.Asin PREDV, we simply assume that c
belongs to the message space of ABE, which can be also realized by the hybrid
encryption method.

— Dec: Since there are two kinds of ciphertexts, we have two cases in this algo-
rithm.

e Identical to that in PREDV.

e If the ciphertext is a re-encrypted ciphertext C’, the decryptor firstly
gets c by running ABE.Dec(vk,C"), and then obtains the message m by
running PREPV.Dec(sk, 61).

— Ver: When inputting an original ciphertext C, a re-encrypted ciphertext C’,
and verification key vk, the verifier firstly gets c by running ABE.Dec(vk, C"),
and then performs PREPV.Ver(C,C').

Correctness and Security Analysis. The definitions of proxy re-encryption
with fine-grained delegatable verifiability can be proposed as those in Sect. 2,
and the analysis of correctness and security of the above proxy re-encryption
scheme can be obtained by the same method used in Sect.3. Hence, we omit
them here.

5 Conclusions

In this paper, we explicitly investigated the problem on how to verify the re-
encryption process in the proxy re-encryption schemes. We divided the verifi-
ability into three types: public, private, and delegatable. We found that with
some slight modification, some of existing proxy re-encryption schemes can sup-
port public verifiability, others can support private verifiability. However, none
of them provides delegatable verifiability. On the other hand, delegatable verifia-
bility is more powerful than other types of verifiability, since it can be converted
into others by publishing the verification key or not. The first proxy re-encryption
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scheme with delegatable verifiability along with its security proofs are proposed
in this paper. At last, we extended the concept of delegatable verifiability, named
fine-grained delegatable verifiability, which allows users to delegate the verifia-
bility in a fine-grained way.

The proposal in this paper can only achieve the RCCA security even if the
underlying PREPV is CCA secure, since the adversary with the verification key can
always modify the re-encrypted ciphertext without changing the corresponding
plaintext or losing the validity of the ciphertext. Therefore, in future work, it is
interesting to design a new method to obtain the delegatable verifiability without
losing the CCA security.
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Abstract. Motivated by tampering attacks in practice, two different but
related security notions, termed complete non-malleability and related-
key attack security, have been proposed recently. In this work, we study
their relations and present the first public key encryption scheme that
is secure in both notions under standard assumptions. Moreover, by
exploiting the technique for achieving complete non-malleability, we
give a practical scheme for the related-key attack security. Precisely,
the scheme is proven secure against polynomial functions of bounded
degree d under a newly introduced hardness assumption called d-
modified extended decisional bilinear Diffie-Hellman assumption. Since
the schemes are constructed in a direct way instead of relying on the non-
interactive zero knowledge proof or signature techniques, they not only
achieve the strong security notions but also have better performances.

Keywords: Public key encryption - Complete non-malleability
Related-key attack - Chosen-ciphertext attack

1 Introduction

Public key encryption (PKE) is one of the most basic and widely deployed cryp-
tographic primitives, the security of which has been formalized in terms of various
security goals and attack scenarios. The de facto standard security of PKE is
the notion of indistinguishability against chosen-ciphertext attacks (IND-CCA),
which was proved in [5] to be equivalent to that of non-malleability against
chosen ciphertext attacks (NM-CCA) [13]. Roughly speaking, the later notion
demands that it is difficult for an adversary, given a challenge public key pk and
a ciphertext ct of some message m sampled from a distribution of her choice,
to produce a relation R and a ciphertext ct’ of message m’ that is related to m
through R.

Whilst already sufficient for many applications, IND-CCA/NM-CCA secu-
rity is not strong enough for high-level systems where users may be allowed to
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issue keys on-the-fly. Motivated by constructing non-malleable commitments [15]
on top of PKE, Fischlin [14] introduced the notion of complete non-malleability
against chosen ciphertext attacks (CNM-CCA). This is a stronger flavor of NM-
CCA security, where the adversary is additionally allowed to tamper with the
public key. Accordingly, the current goal of the adversary is to produce a cipher-
text under the tampered public key such that the encrypted message is related
to the challenge one via a more general relation which also takes the public keys.
As shown in [14], CNM-CCA security is powerful, but it also turns out that such
PKE is extremely hard to construct in the plain model without random oracles.

With focus on high-level applications, the CNM-CCA security considers such
attackers that have the ability to tamper with the public key. The recent pop-
ular side-channel attacks [3,8,10,17,18] demonstrated that the attackers, given
physical access to a cryptographic hardware device, may also be able to tamper
with and induce modifications to the internal secret state of the device. When
an attacker launches a tampering attack on the key stored in a cryptographic
device, she can subsequently learn partial secret information by observing the
outcome of the cryptographic primitive under this modified key, which is usually
referred to as related-key attacks (RKAs).

The theoretical treatment of RKAs was initiated by Bellare et al. [6], where
they captured RKAs by a class ® of efficiently computable functions termed
related-key derivation (RKD) functions and formally defined the RKA-security
with respect to (w.r.t) ®. In general, the security against RKAs captured by ®
(®-RKA security) requires that the standard security of a cryptographic prim-
itive hold even against such attackers that observe the outcomes of the crypto-
graphic primitive under modified keys ¢(sk) for all ¢ € ®.

In fact, these two notions are somewhat related to each other, both of which
are defined by allowing attackers to tamper with the keys to gain extra attacking
advantages. Although they are well-studied separately, there is no work showing
the relationship between them. In light of the fact that encryption schemes
used in complex scenarios may suffer from both kinds of tampering attacks, we
initiate the study of their relations and the design of efficient PKE schemes that
are secure against these types of attacks.

1.1 Related Works

CNM-CCA SECURITY. In order to comprehend the notion of CNM-CCA secu-
rity introduced in [14], Ventre et al. [28] revisited it recently. Following the
comparison-based approach [5], they introduced a game-based definition, which
is always believed to be much more convenient to work with than the simulation-
based version [14]. Moreover, they showed the reachability of their definition in
the standard model via two different approaches: the first is based on the non-
malleable non-interactive zero knowledge (NM-NIZK) proofs in the common ref-
erence string setting and the other is under the assumption that oracle queries
are issued sequentially in the interactive setting. However, these solutions are
mostly feasibility proofs than practical realizations, and they left the efficient
design of CNM-CCA secure schemes open.
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Later, under the game-based definition, Libert et al. [23] put forward two effi-
cient constructions of CNM-CCA secure PKE in the common reference string
setting. The first built on the selective identity-based encryption (IBE) [9] and
a general one-time signature is inspired by the Canetti-Halevi-Katz (CHK) par-
adigm [11]. Its security is established in the standard model under the standard
decisional bilinear Diffie-Hellman (DBDH) assumption. The other is based on the
lossy trapdoor functions [25], which is more general but suffers from long cipher-
texts compared to the first. Almost concurrently, another concrete CNM-CCA
secure PKE scheme [2] was presented by employing the techniques of Waters’ IBE
[29] and certificateless encryption [1]. This scheme was actually proven secure
in the standard model under a stronger security notion called indistinguisha-
bility against strong chosen ciphertext attacks (IND-SCCA) [2], which implies
CNM-CCA security. Due to Waters’ hash, however, it suffers from long public
parameters. Most recently, a lattice-based CNM-CCA secure scheme [27] was
presented under the similar framework [23]. Another relevant work is [31] where
the authors studied related public key attacks by showing a practical attack on
the EIGamal-based multi-recipient encryption system and initially introduced
the notion of security against such attacks, which in some sense is relevant to
CNM-CCA security but with different security goals.

®-RKA SECURITY. RKA-security was pioneered by Bellare et al. [6], where they
mainly investigated the RKA security of symmetric primitives. Following this
work, the notion was also extended to public settings [4,7,12,20,24,26,30,31]
such as PKE, IBE and key-encapsulation mechanisms (KEM). Previously, most
of the works could only achieve RKA security against limited RKD functions
such as linear functions. To resist a larger class of tampering attacks, a recent
research focus has been to construct cryptographic primitives that are secure
against a broader class of RKD functions.

In 2012, Bellare et al. [7] studied how to achieve RKA-security beyond the
linear barrier and presented a generic framework through IBE. Specifically, by
extending Waters’ IBE [29] they presented a RKA-secure scheme against poly-
nomial functions of bounded degree d, and reduced its security to the d-extended
DBDH (d-EDBDH) assumption. Most recently, Qin et al. [26] and Fujisaki et al.
[16] managed to achieve RKA-security against even richer RKD function classes.
In addition, there are some other relevant works that can realize RKA-security
beyond the linear barrier, e.g., the continuous non-malleable code [19].

For various primitives including IBE, signature and KEM, all recent works
[7,16,19,26] can achieve RKA-security against polynomial (of bounded degree)
or even richer RKD functions directly. For the basic primitive PKE, however,
almost all of them realized its RKA-security via one of the following approaches:
the first is by the KEM/DEM framework [7], where a RKA-secure PKE follows
directly from RKA-security of KEM and one-time CCA security of DEM, and
the other is by the CHK transformation [4,7], where a RKA secure PKE can
be derived from any RKA-secure IBE, as shown in [7,16,26]. This approach can
realize the RKA-security of PKE against the same RKD function classes as IBE,
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but also inherits the same shortcomings of the underlying IBE such as long public
parameters due to Waters’ hash. Moreover, as analyzed in [21] the transformation
always brings some unnecessary computation/communication redundancy.

1.2 Motivations and Our Contributions

To resist different kinds of powerful attacks in practice, many strong security
notions are well-studied separately. CNM-CCA security captures such attack-
ers in high-level systems that have the ability to tamper with the public keys to
obtain extra advantages, while RKA-security captures similar tampering attacks
on the internal secret state of cryptographic implementations. Initially motivated
by the similarities between them and the fact that cryptosystems in real life may
suffer from both kinds of attacks, in this work we try to study their relations
and construct efficient encryption schemes that are secure against both types of
attacks. Specifically, we first present a practical PKE based on [22] and prove it
CNM-CCA and RKA secure in the standard model under the standard assump-
tions. For the CNM-CCA security, similar to [27] it follows the idea in [23]:
conceal some escrow keys in the common reference string and use them to prop-
erly decrypt the ciphertexts output by the adversary. Our construction, however,
is different from previous works in that it avoids using the generic NIZK or sig-
nature techniques. For RKA-security, it is inspired by the observation that the
simulator in the proof of CNM-CCA security needs to be capable of decrypting
ciphtertexts encrypted under arbitrarily adversarial chosen public keys. Thus, we
can reduce the process of related-key decryption queries to the strong decryption
capability of the simulator if the corresponding public keys can be successfully
derived from the queried RKD functions and the public information. Further
following this rough idea, we simply extend the key generation algorithm of the
previous scheme and present a practical RKA-secure PKE against polynomial
functions of bounded degree in a direct way, instead of following the indirect
approaches mentioned before. To prove its security, we introduce a new hard-
ness assumption called d-modified extended decisional bilinear Diffie-Hellman
assumption, which is simplified from the d-EDBDH assumption in [7], and then
reduce the security to this relatively weak assumption.

2 Preliminaries

Notation. We use « to denote the security parameter. For a finite set S, s «+ .S
denotes the operation of sampling s from S uniformly at random. For a dis-
tribution M, we use m «— M to denote the action of sampling an element m
according to the distribution. For a randomized algorithm A(-), we denote by
a — A(-) the operation of running the algorithm and obtaining a as its output.
PPT and negl(x) denote the abbreviation of probabilistic polynomial time and
some negligible function in x respectively.
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2.1 Hardness Assumptions

Definition 1 (CDH Problem). Let G be a multiplicative group of prime order
p, the computational Diffie-Hellman (CDH) problem is given (g, g%, g") to com-
pute g*°, where the elements g € G and a,b € Zy are chosen independently and
uniformly at random. Given a random instance (g, g%, g°), the advantage for any
PPT adversary B is defined as: Advg 2" (k) = | Pr[B(g, 9%, ¢*) = g*].

We say that the CDH assumption holds if for any efficient adversary B, its
advantage Advg’gH(ﬁ) is negligible in k.
Definition 2 (--mEDBDH Assumption). Let G and Gr be two multi-
plicative groups of prime order p, and e : G x G — Gp be an efficiently
computable map such that e(g®, h®) = e(g,h)*® for all g,h € G,a,b € Zy
and e(g,h) # lg, whenever g,h # lg. For some integer d € N, the
d-modified extended decisional bilinear Diffie-Hellman (d-mEDBDH) prob-
lem is to distinguish the ensembles {(g,g“,g“z, e ,gad,gb,gc,e(g,g)“bc)} from
{(g7g“,g“2,--- ,g“d,gb7gc,e(g7g)z)}, where the elements g € G and a,b,c,z €
Z, are chosen independently and uniformly at random. Formally, the advan-
tage for any PPT distinguisher D is defined as: Adv%ﬁf@IT)BDH(K) =

| Pr[D(g’ga’gaz’ T ’gad7gb7 gc’ e(gvg)abc) = 1]_ Pr[D(gv ga7 ga27 T v.gad7 gba 907
e(9:9)°) = 1]I.

We say that the d-mEDBDH assumption holds if for any efficient distin-
guisher D, its advantage Adv%"f(';?%?BDH(n) is negligible in K.

We remark that our d-mEDBDH problem is simplified from the d-EDBDH
problem [7], which additionally contains the elements (g(“Q)b, e ,g(“d)b)7 so its
hardness can be easily reduced to the latter. More precisely, if there exists an
efficient algorithm D that can break our hardness assumption, then it is easy
to design an efficient algorithm D’ to break the d-EDBDH assumption: given
a random d-EDBDH instance, D’ only needs to discard the extra elements
(g(“2)b, e ,g(ad)b) and then invoke D with the left part. Hence, our construction
is based on a weaker assumption compared to [7]. Specially, it is the standard
DBDH assumption when d = 1.

Definition 3 (Collision-Resistant Hash). A hash function H : U — V is
called collision-resistant if for any PPT algorithm B, it holds that Advg% (k) =
Prjv/ #u AN HW') = H(u)|u, v’ — B(H)] < negl(k).

2.2 Security Definitions

In general, a public key encryption scheme consists of a tuple of polynomial time
algorithms (Setup, KeyGen, Enc, Dec). As in [30], we think of the cryptographic
system as having the following components: algorithms (code), public parame-
ters, public/secret key pairs. Of these, only the public and secret keys are subject
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to tampering attacks. The public parameters generated in Setup are system-wide
and independent of users. In practice, these parameters can be hardwired into a
device in implementations.

For the completely non-malleable security, we will use the game-based def-
inition [28]. Before going ahead, we first recall an important ingredient named
complete relation, which is considered in both the simulation-based [14] and the
game-based definition [28]. A complete relation R is an efficient (probabilistic)
algorithm, which takes as input a message m, two public keys pk and pk*, a
vector of ciphertext ct* encrypted under pk* and the corresponding plaintext
vector m* (i.e., the decryption of ¢t*), and finally outputs a boolean value 0/1.

Definition 4 [23,28]. Let PKE=(Setup, KeyGen, Enc, Dec) be a public key
encryption scheme. For any k € N and adversary A = (A1, Az), we define

AdUECA (5) = [PrlBxpt G () = 1] — Pr{ExptQREEA () = 1]

where Exptil}l\é'ECCA'O (k) and Exptal}l\é'ECCA'l(n) are defined as below.

EXptCNM CCA- O(Ii). EXptCNM CCA- 1(:%).

pp < Setup(1”), (pk, sk) < KeyGen(pp) | | pp < Setup(1”), (pk, sk) < KeyGen(pp)
(M, st) — AT**") (pp, pk) (M, st) — A7) (pp, pk)

m «— M, ct = Enc(pk, m) m,mm «— M, ct = Enc(pk, m)

(R, pk™, et”) — A7 (st, M, pp,pk,ct) | | (R, pk*, ct™) — AT (st, M, pp, pk, ct)
return 1 iff 3 m™ such that return 1 iff 3 m™ such that

(et™ = Enc(pk™, m™))A (et™ = Enc(pk™, m™))A

(ct §é ct™ V pk # pk™)A (ct ¢ ct™ Vv pk # pk™)A

(m* £ L) (m* £ L)

(R(m m”, pk,pk*, ct*) = 1) (R(1n, m™, pk, pk™, ct*) = 1)

In the above, Dy (+) denotes the decryption oracle, which A is permitted to
query even after the challenge phase but except for ct. The message distribution
M is deemed valid if |m| = |m/| for any m,m’ with non-zero probability in M.
The condition m™* # 1 means that there exists at least one valid ciphertext in
ct”, i.e.; at least one of the messages in m* is different from L.

Definition 5 (CNM-CCA Security). The scheme PKE is said to be
CNM-CCA secure if for any PPT adversary A, its advantage Advﬁl\g\ﬁECCA( )
is negligible.

In the following, let us recall the RKA security of PKE, which is parameter-
ized by a family ® of RKD functions. Assuming the secret key space is S, the
RKD function is always defined as an efficiently computable map on S, such
as the affine function class @5 = {Pabtapesc With ¢qp = a - sk + b and the
polynomial function class ®p.p(d) = {Pq}qeskqz) of bounded degree d, where
SK is a finite field as in [7].
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Definition 6 [4,30]. Let PKE=(Setup, KeyGen, Enc, Dec) be a public key
encryption scheme and A = (A1, As) a PPT adversary. For any k € N and
related-key derivation function family ®, we define

Adv B (v) = [PrExptipce (x) = 1] - 1/2],

where the experiment EXptj:&I((é(/ﬁ) is defined as:

Exptpie (1):

pp < Setup(1”), (pk, sk) «— KeyGen(pp)
(mo, ma, st) — ATP0 (pp, pk)
B« {0,1}, ct* «— Enc(pk, mp)

B ARKPRC (gt o)

return (3 = 3).

In the experiment, the adversary is given access to a related-key decryption
oracle, denoted by RKDg (-, ). Normally, each query to this oracle consists of
a related-key derivation function ¢ € ® and a ciphertext ct. In response to such
query (¢, ct), the oracle returns Dec(¢(sk),ct). After the challenge phase, the
adversary is still allowed to query the related-key decryption oracle RKDgy(, -)
even for ct*, but with the restriction that (¢(sk), ct) # (sk, ct*).

Definition 7 (P-RKA Security). The encryption scheme PKE is called
®-RKA secure if for any PPT adversary A, its advantage Advi:ﬁ%ﬁ(n) 18
negligible.

3 CNM-CCA and RKA Secure PKE

Our construction is derived from Lai et al.” IND-CCA secure PKE scheme [22].
In order to achieve CNM-CCA security, we first extract from their public key a
common reference string, in which we could perfectly hide an escrow key and use
it to deal with the ciphertexts encrypted under new public keys. Put differently,
the ciphertexts (under the new public key) could be correctly decrypted in the
security proof by employing the escrow key together with the new public key,
instead of using the corresponding secret key. To this end, we also need to include
the public key into the inputs of hash function.

To simultaneously achieve RKA security, our main idea is to exploit the magic
decryption capability of the simulator in the CNM-CCA security to answer the
related-key decryption queries. To this goal, we should be able to derive the
corresponding public keys from the queried RKD functions and the public infor-
mation, which we could realize by relying on the property of key-malleability.
Additionally, to resist such kind of attacks (¢(sk) # sk, ct*) we have to make
the secret key as partial input of the hash function.

So, to achieve the above goals at the same time, we take the public key
as partial input of the hash in encryption and uses the secret key to calculate
the hash in decryption. More concretely, our construction PKE comprises the
following algorithms (Setup, KeyGen, Enc, Dec):
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Setup(1%): given a security parameter 1”, generate cyclic groups G, G of prime
order p, which are endowed with an efficiently computable map e : G x G —
Gr. Next, choose random elements g, g1, u, v, w € G and a collision-resilient
hash function H : {0,1}* — Z,. At last, set and output the common reference
string crs = (1, G, Gr, e, g, g1, u, v, w, H).

KeyGen(crs): given the common reference string crs, choose a random « € Z,
and then set the secret key sk = a and the public key pk = g©.

Enc(pk,m): given pk and a message m € Gr, choose random r,s € Z, and
compute the ciphertext components C7, Cy, Cs as follows:

Ol = gr7 02 = e(pkagl)r -m, C3 = (utvsw)T’

where t = H(pk, Cy,C5). At last, return the ciphertext ¢t = (Cy, Cs, Cs, s).

Dec(sk, ct): given sk and ct = (C4,Cs,Cs,s), compute t = H(g**, C1,Cy) and
check if e(Cy,u'vsw) = e(g,Cs). If false, return L; otherwise, output the
plaintext m = Cy/e(Cy, g1)°F.

Remark 1. If we only consider the CNM-CCA security, just using public key
to compute the hash in both encryption and decryption (i.e., H(pk,C1,C5)) is
actually sufficient. However, it is easy to find that the scheme in this case still
suffers from the related-key attacks, which demonstrates the separation of these
two notions. To further make it immune to such attacks, we instead calculate the
input pk of hash with the secret key in decryption, which also implicitly plays
the role of pk for CNM-CCA security in this construction. By this way, we can
achieve both the CNM-CCA and RKA securities simultaneously.

4 Security Proofs

In this section, we analyze the CNM-CCA security and the RKA security of
our construction successively. First, we give the analysis of CNM-CCA security,
which is formulated in Theorem 1. In the security proof, we have to deal with two
types of ciphertexts: the ones in the decryption query, which are generated under
the challenge public key pk, and those in the adversary’s final output, which are
generated under the adversarial chosen public key pk*. In case pk* = pk, the
security can be analyzed in a similar way as in [22]. On the other hand, we
should be able to properly decrypt the ciphertexts under pk* without using its
corresponding secret key. To achieve this goal, the essential idea is to implicitly
conceal in the common reference string an escrow key, by which these ciphere-
texts could be correctly opened in the simulation even without any knowledge
of the associated secret key. The details are shown in the following.

Theorem 1 (CNM-CCA Security). The PKE scheme proposed above is
CNM-CCA secure under the CDH and DBDH assumptions and the collision-
resistance of H. More precisely, for any k and PPT adversary A, it holds that
Adv QRN (k) < 2Advg Ry (k) + AdogPE (k) + 2Advg BEE (k) + 2(q + 1) /p,
where q denotes the number of ciphertext produced by A including the decryption
queries as well as the elements of his final output ct*.
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Proof. The proof is conducted via a sequence of games. Hereafter, we use Suc; ()
to denote the event that the challenger outputs 1in the i-th game Game;(53).

Gameg((): This is the real game of the definition. Particularly, given the com-
mon reference string crs and the public key pk, the adversary A starts to
issue the decryption queries, which could be answered by the challenger using
the secret key sk. In the challenge phase, the adversary submits a challenge
query for a plaintext distribution M of her choice. Then, the challenger chooses
mg,my «— M, computes C; = g", Cy = e(pk,g1)" - mg, C5 = (u'v°w)", where
r,s < Z, and t = H(pk,C4,C>), and returns the ciphertext ct = (C4, C2, Cs, s).
The adversary continues to query the decryption oracle for any ciphertext but
ct. Finally, A outputs a possibly new public key pk*, a ciphertext-vector ct*
and the description of a relation R. At this point, the challenger invokes an all
powerful oracle that computes a* such that pk* = ¢®", and exploits the corre-
sponding secret key sk* = a* to decrypt ct*, i.e., m* = Dec(sk™, ct*). After
that the challenger uses m* to evaluate the relation R(mg, m*, crs, pk, pk*, ct*)
and check if m* # L. If all these conditions hold, the challenger outputs 1,
otherwise 0. Obviously, we have Adv%\g\é‘ECCA(K) = | Pr[Sucy(0)] — Pr[Sucy(1)]].

Game; (): This is identical to the above game except for the treatment of the
ciphertexts (including the decryption queries and the elements of ¢t*) output
by the adversary after the challenge phase. For such a ciphertext ct’, it is with
respect to a public key pk’ which is either pk or a new adversarial chosen public
key pk*. Without loss of generality, we assume that pk’ = go‘/ for some o' € Z,
and thus the associated secret key is sk’ = /.

In this game, an additional rule is introduced for the process of such cipher-
texts. More concretely, the challenger now computes ¢ = H (gSk/,C{,Cé) =
H(pk',C},Cy)' and checks if (pk’,C},C%) # (pk,C1,C2) but ¢ = t. If so, the
challenger aborts. Otherwise, it continues to verify the validity of ct’ and decrypts
it as before.

Obviously, this game is identical to the above unless that (pk’,Ci,C%) #
(pk,C1,Cs) and t' = t happens. However, if this occurs we would find a collision
of H. Thus, due to the collision-resistance property we get that | Pr[Suci(8)] —
Pr[Suco(3)]| < Advg Ty (k).

Game;(3): This game is the same as the previous, expect for the introduction
of a new rejection rule for the process of the ciphertexts generated after the
challenge phase. Specifically, the ciphertext ct’ = (C], C4, C4, ') in this game is
processed as follows:

- (C1,C%) = (C1,Cs): return L.
- (C1,C%) # (C1,Co): decrypt it as previous.

! Note that for any element pk’ in public key space G of our construction, there exists
a corresponding private key sk’ € Z,, satisfying pk’ = gSkI7 so all elements of G are
admissible public keys. Hence, the value H(gSk/,C’{,Cé) can be always computed
using pk’ even without knowing sk’.
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From the above we can see that Game, is identical to Game; unless the
adversary could generate a valid ciphertext ¢t/ = (C1,C%,C%,s") such that
(C1,C%) = (C1,C5). For simplicity, we denote this event by Valid. Thus we
have | Pr[Suca(8)] — Pr[Suci(8)]| < Pr[Valid].

Lemma 1. Under the CDH assumption, the adversary cannot generate a valid
ciphertext (C1,CY, C4, ") satisfying (C1,Ch) = (C1,Ca) except with a negligible
probability. More precisely, Pr[Valid] < Advgfé{(n) +1/p.

Gamegs((): This game is almost the same as the above, except for the way of
generating crs. In particular, the challenger at the beginning randomly chooses
Ty Ty Yu, Yoo Y € Ly and sets u = g1g¥*,v = g7" g%, w = g7 g¥v, instead of
randomly picking u, v, w from G.

Clearly, crs generated in this way is identically distributed to the original
from the view of the adversary’s point. Thus, we get Pr[Sucs(3)] = Pr[Suca(8)].

Gamey(3): The only difference of this game from Games(3) is that the cipher-
text is generated in a different way. Precisely, the ciphertext ¢t = (C1, Cs, Cs, s)
in this game is generated in the following way:

1. Choose mg, m; «+— M and a random 1 «+ Z,.
2. Compute C; = g",C> = e(pk,g1)" - mpg and t = H(pk, C1, Cs).
3. Set s = —(t + xy) /2, and Cy = (gtVuTs¥oTvw)r,

It is easy to verify that the ciphertext ct is well-formed and properly-distributed.
Thus we have Pr[Sucs(8)] = Pr[Sucs(5)].

Game;(3): This game is identical to the previous except for the treatment of the
ciphertexts produced by the adversary, including those submitted to the decryp-
tion oracle and the elements of its final output ct*. Specifically, the ciphertext
ct’ = (C1,C%,C4, s") is treated as follows.

For the ciphertext ct’ queried before A receiving the challenge ciphertext ct,
the challenger first computes t' = H(g**, C';’l, Ch) = H(pk, C1, C%) and checks the
validity of ¢t’, which ensures that ¢} = ¢" and C4 = (u' v¥ w)" for some ' by
using the pairing. If invalid, it outputs L. Otherwise, checks if ¢ + sz, +x,, = 0.
If so, the challenger aborts. Otherwise, it randomly chooses v € Z, and computes

ey 1 = ph~Evutsvotyw) /(48" a0 tzw) (s )7,
dow = ph /(42 g0,

Let 7' = v — gos55» then we have dep 1 = g% (uv¥'w)"" and dep o = g,
from which the challenger could in turn get e(C1, g1)* = e(C1, der 1) /e(C5, dev 2)
and recover the plaintext by evaluating C%/e(C1, g1)%.

For the ciphertext ct’ appearing after the challenge phase, the challenger
first computes ¢ = H(pk', C}, C4) = H(g**', C},C}), where pk’ is the associated
public key with ¢t/ and sk’ is the corresponding secret key satisfying pk/ = g**".
Then it checks whether (C7,C%) = (C,C3) and proceeds as follows:
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1. (C1,C%) = (C1,C3): return L.
2. (C1,C4) # (C1,C5): in this case t' # t. Verify if ¢t’ is valid, if not return L.
Otherwise, check if s’ = s and proceed as below:
— s’ # s: check whether t' + s'z, + z, = 0. If so, the challenger aborts;
otherwise, recover the plaintext as above. More precisely, the challenger
first randomly chooses v € Z,, and computes

’ ’ ’ ’ ’ ’
degr 1 = ph/=Evutsyotye) /(48" 20 tzw) (4t s )7,
deyr 0 = pk/_l/(t/""s/xv"l‘xw)g'y.

Let v/ =~ — ﬁ, we have dey 1 = gSk/ (utlvs/w)'yl and dey 2 = g'yl.
Then the challenger could get e(CY, g1)%* = e(C’17 et 1 1)/e(C%, deyp 2) and
recover the plaintext by computing C4/e(C}, g1)**

— &' = s: in this case t' + sz, + x, # 0 holds, so the ciphertext can be
decrypted similarly.

From the above, we know that unless the challenger aborts, the decryption
oracle is perfectly simulated and the final output (pk*,ct*) is also perfectly
treated as if it were directly decrypted using the associated secret key sk*. In
the following, we denote this event by abort.

By the simulation we know that abort happens only when t' + s'z, + x,, = 0
holds. From the setup of crs, it is easily observed that the values z, and x,, are
blinded using v, and y,, respectively, and so they are initially hidden from the
adversary A. When A queries the decryption oracle for ¢’ = (C1,C%,C4%, '),
the challenger returns either L if ct’ is invalid or the encrypted message. More
precisely, it answers in the following way:

1. If e(C}, ut v¥'w) # e(g, C4), where ' = H(g**,C%,C%), it returns L.
2. Otherwise, it computes dp 1 = g (u' v¥ w)? and depy 2 = g7, and returns
Ch - e(Chy ey 2)/e(Cs dutr 1) = Ch/e(Ch, g1)"

Thus, the adversary could not get any information about either z, or x,, from
these queries. After seeing the challenge ciphertext ct, the adversary gets the fact
that t + sz, + x,, = 0. However, there are exactly p possible and equally likely
pairs (x,, x,,) satisfying this equation. So, the probability that ¢’ + s'x, +z, =0
is at most 1/p. Considering that the adversary produces at most g ciphertexts
including the decryption queries as well as the elements of ct*, the probability
that ¢’ + s’x, + 2, = 0 holds for at least one ciphertext is at most g/p.
Therefore, we have that | Pr[Sucs(8)] — Pr[Sucs(5)]| < Pr[abort] < ¢/p.

Gameg(3): This game is essentially the same as the above except that both the
crs and ct are generated using the DBDH tuple (g, g%, ¢°, g%, e(g, g)*¢), where
a,b,c «— Z,. In particular, the challenger randomly chooses x,, Tw, Yu; Yv, Yuw €
Zy, and sets g1 = g’ u = gbg¥u v = g*%v g¥ ,w = gP%w g¥» and pk = g°.
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For the challenge ciphertext ct = (C1, Cq, C3, s), it is generated as follows:

1. Choose mqg, m1 «— M.
2. Let Cy = g°, Cy = e(g, 9)™° - mg and compute t = H(pk, C1,Cy).
3. Set s = —(t + xy)/zy and C3 = (g©)Wutsyvtyu,

Clearly, this game is identical to the above, so we have Pr[Sucs(8)] =
Pr[Sucs(5)].

Gamer(3): In the final game, the message mg is perfectly hidden by a random
element e(g, )%, where z « Z,.

Lemma 2. Under the DBDH assumption, Gamerz(3) is computationally indis-
tinguishable from Gameg(3). More concretely,

| Pr[Sucz(8)] — Pr[Sucs(8)]] < Advgfé?éi (k).

By assuming the correctness of Lemmas 1 and 2, the proofs of which will be
given in the full version, and combining all the probabilities before, we get that

Adv (ke (k) = | Pr[Suco(0)] — )]l

< | Pr[Suco(0)] — Pr[Sucr(0)]] + | Pr{Suer(0)] — Pr[Suer(1)]
+| Pr[Su07(1) Pr[Sucy(1)]|

< 2Advg Ry (k) + 2Advg P (k) + 2Advg BEE (k) +2(q + 1) /p.

Pr[Suco(1

Note that e(g, g)* perfectly hides mg, so we have Pr[Sucz(0)] = Pr[Sucz(1)]. O

Second, we give the analysis of RKA security, which is formulated in Theo-
rem 2. In the simulation, we need to properly deal with the related-key decryp-
tion queries of the form (¢, ct). To this end, we should be able to (1) check if
@(sk) = sk and (2) open the ciphertext ¢t under ¢(sk) both without knowledge
of the secret key sk. For the first task, we accomplish it by relying on the property
of key-malleability. As to the second, we decrypt the ciphertext by exploiting
the malleability property and the escrow keys concealed in the common reference
string, which is inspired by the proof of CNM-CCA security.

Theorem 2 (-RKA Security). The PKE scheme proposed above is @y -
RKA secure under the CDH and DBDH assumptions and the collision-resistance

of H. More precisely, for any K, ¢ € Purr and PPT adversary A, it holds that

Adv A“,L,QERKA( ) < Advg Py (k) + AdvgPE (k) + AdvRFRE (k) + (q+1) /p, where

q denotes the number of related key decryption queries made by A.

5 ®,0y(d)-RKA Secure PKE

As shown before, we can achieve RKA security by exploiting the key-malleability
and the strong decryption capability of the simulator for CNM-CCA security.
Following this way, we further give a direct and efficient construction of ®,0;, (d)-
RKA secure PKE by simply extending the algorithm KeyGen of the previous
construction, the details of which are as follows.
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Setup(1%): given a security parameter 17, generate cyclic groups G,Gr of
prime order p, endowed with a bilinear map e : G x G — Gp. Next,
choose random elements g,¢g;,u,v,w € G and a collision-resilient hash
function H : {0,1}* — Z,. Finally, output the common reference string
crs = (1°,G,Gr, e, 9,91, u, v, w, H).

KeyGen(crs): given crs, choose a random « € Z, and compute 7 = ¢g®. Finally,
set the secret key sk = a and the public key pk = (7r,g‘3“2,g°‘37 e ,gad) for
positive integer d.

Enc(pk, m): given pk and a message m € Gr, choose random elements r, s € Z,,
and compute the ciphertext components Cq, Cy and C3 as follows:

Ci=g", Co=e(m g1)" -m, C3 = (u'v°w)",

where t = H(w,Cq,Cs3). At last, return the ciphertext ct = (Cy, Cs, Cs, s).

Dec(sk, ct): given sk and ct = (Cy,Cy, C3, s), first compute t = H (g%, Cy,Cs),
and then check if e(Cy,ulvsw) = e(g,Cs). If false, return 1; otherwise,
output the plaintext m = Cy/e(Cy, g1)**.

Remark 2 Similar to [7], the elements g"‘2,ga3, cee ,gad is mainly to assist in
achieving key-malleability for ®,.,(d). In fact, they are not used in the actual
system but for the proof of RKA-security.

Theorem 3 ($-RKA Security). The PKE scheme proposed above is ®pop (d)-

RKA secure under the CDH and d-mEDBDH assumptions and the collision-

resistance of H. More precisely, for any k and PPT adversary A, it holds that
®pory-RKA m

Adv "pie (1) < Adv Ty (k) + Advg 7! (k) + Advg @7 P (k) + (0 + 1) /p,

where q denotes the number of related-key decryption queries made by A.

We remark that the proof of Theorems2 (and 3) is inspired by that of The-
orem 1. The main difference for the proof is that ¢?(**) will play the role of pk’.
Note that ¢?(*%) can be seen as a transformed public key with the corresponding
secret key ¢(sk). For lack of space, we will give the detailed proofs in the full
version.

6 Performance Analysis

In this part, we give a detailed performance analysis of our constructions and a
brief comparison with the related works. In the comparison, we use [-]; and [] to
denote PKEs derived from the related work [-] by the KEM/DEM approach and
CHK transformation respectively. Regarding the KEM/DEM approach, we write
SE=(&,D) to denote an one-time CCA-secure symmetric encryption, where £
and D denote the encryption and decryption algorithm respectively. In addition,
we use Sig=(G, S, V) to denote the one-time signature used in the CHK transfor-
mation, where G outputs a signing and verification key pair (sksig, vk) and S gen-
erates a signature o < S(sksjg, m) for a given message m. For the instantiation of
[26], we use the efficient IBE in [9] and denote the continuous non-malleable key
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derivation function used in the conversion by KDF = (K.G,K.S, K.E), where K.G
outputs public parameters pp, K.S generates a derivation key and a correspond-
ing public key pair belonging to S; X Sz, and K.E calculates a pseudorandom
key. The detailed analysis is summarized in Table 1.

Table 1. Performance Analysis and Comparison with Related Works

Scheme pk® ciphertext KeyGen Enc Dec CNM | @®-RKA
LY[23] |G| +IGp| | 2|G|+|Gp|+vk+o expil 2exp] +expa+S 3pr+2expy +V vV X
BF[2] 2|G|+|Gp| 2|G|+|Gr| 2expy 2pr+2exp] +expa 3pr+4expy vV X
Sect. 3 IGI+IGp| | 2IGI+|Gp|+IZp] expy 2expj +expg 3pr+3expy v D5
Sect. 5 d|G|+ |G| 2|G|+|Gp | +1Zp | dexpi 2expi +expag 3pr+3expy X (I’puly(d)
BPT[7]? |G| 2|G|+ct expq 2exp +expy+E 3pr+3expy +D - @ ofr
BPH (7] | (2d — 1)[G| | 2(G|+|Gp|+vkto | (2d-1)expy 2expy+expy+S 2pr+4expy +V - 2oty (d)
QLT [26] | |G| + |82l | 2IG|+|Cp|+vk+o | expy +KS+KE | 2expy+expp+S | 2pr+3expy +KE+V — P oty (D)
FX[16]; 2(G| 4IG|+et 3expy 2expy +expy+E | Tpr+2expy+D - el @
FX[16]o 2|G| 4|G|+|Gp | +vk+o 3exp 2expy4expy+S 6pr+3expy +V - @Zoly(d)

@ identical to other works, the pairing operation e(pk, g1) in our scheme could be pre-computed and put into

the public key; ?: for comparison, the KEM in [7] is adapted into the symmetric pairing setting; n: the bit-

length of a user’s “identity” /the output-length of H; ct: the ciphertext of the symmetric encryption SE; | - |: the
size of an element in a group or a finite set, e.g., |G|; “expy”: an exponentiation operation over G (some of the
exponentiations are actually multi-exponentiation); “expp”: an exponentiation operation over Gp; “pr”: a bilinear
+

pairing operation; ®f

(d): a family of RKD functions beyond polynomials of bounded degree d.

It is easy to observe from the table that our construction in Sect.3 not only
have a comparable performance to the related works in [2,23] and [7];, but also
achieves CNM-CCA security and RKA security simultaneously. As to the RKA
security, it is clear that our direct construction in Sect.5 is more efficient than
[7]2, but secure against a less broad function class than [16,26]. We left the
direct and efficient constructions of PKE with CNM-CCA security and/or RKA
security against larger function classes as future work.

7 Further Discussion

As remarked in Sect.3, CNM-CCA security cannot imply RKA security. How-
ever, it gives a new way to design practical RKA secure PKE schemes, as indi-
cated by our constructions. From the proofs we can see that the magic decryption
capability of the simulator for CNM-CCA security plays an important role for
realizing RKA security. Thus it is a natural question that under what conditions
the CNM-CCA secure PKE can be generically converted into RKA-secure PKE.

On the other hand, our construction in Sect.5 also demonstrates that RKA
security does not imply CNM-CCA security. Actually, given a challenge cipher-
text ct for pk, the adversary can output such a public key and ciphertext pair
(pk*, ct* = ct) where pk* # pk but with the same 7. Obviously, ct* is a valid
ciphertext of m* = m under pk*. To avoid such trivial attacks, an easy way is
to take the whole pk as the input of H in encryption and accordingly use sk to
calculate it in decryption. However, it still cannot be proved CNM-CCA secure
like Theorem 1, because pk* chosen by the adversary may be not well-formed



148 S.-F. Sun et al.

and thus the corresponding secret key does not exist. Intuitively, to achieve
CNM-CCA security, we have to enforce the adversary to output a valid pk*.
From the above discussion, we know that these two notions are somewhat
related to each other, but they are completely separated. Thus, it remains inter-
esting and meaningful to find general methods to achieve both kinds of securities.

8 Conclusion

In this work, we present the first efficient public key encryption scheme which
achieves CNM-CCA security and RKA-security simultaneously. Thus it provides
a stronger security guarantee for the complex application scenarios. Relying on
the strong decryption capability implied by CNM-CCA security, we further give
a practical RKA-secure public key encryption scheme in a direct way. Based
on the newly introduced hardness assumption, it can be proven secure against
polynomial functions of bounded degree.
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Abstract. In a secure data sharing system, the keyword search over
encrypted files is a basic need of a user with appropriate privileges.
Although the traditional searchable encryption technique can provide the
privacy protection, two critical issues still should be considered. Firstly, a
cloud server may be selfish in order to save its computing resources, and
thus returns only a fragment of results to reply a search query. Secondly,
since different keys are always used for different document sets, making a
search query over massive sets and verifying the search results are both
impractical for a user with massive keys. In this paper, we propose a
scheme named “verifiable searchable encryption with aggregate keys”.
In the scheme, a data owner need only distribute a single aggregate key
to other users to selectively share both search and verification privileges
over his/her document sets. After obtaining such a key, a user can use it
not only for generating a single trapdoor as a keyword search query, but
for verifying whether the server just conducts a part of computing for the
search request. Then, we define the requirements of the scheme and give
a valid construction. Finally, our analysis and performance evaluation
demonstrate that the scheme are practical and secure.

Keywords: Cloud storage - Data sharing - Verifiable searchable
encryption

1 Introduction

With the proliferation of demands for personal data storage conveniently, the
outsourced data storage technology becomes widely used in the wake of the
arrival of the cloud computing paradigm [1]. A group of file owners always want
that their sensitive files could be securely shared with each other via a cloud
server. In addition, an owner would like to authorize others several appreciate
© Springer International Publishing Switzerland 2016
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privileges like retrieving files over a subset of his/her. Beside the storage, today’s
commercial outsourcing storage systems, such as Dropbox and Sycany, provide
more or less other services to satisfy clients’ sharing requirements. For the key-
word search mentioned above, the searchable encryption (SE) technology [2,3]
is proposed to ensure the privacy and confidentiality while the server performs
search operations. Then, the public-key encryption with keyword search (PEKS)
schemes [4-6] can be adapted to various scenarios on the cloud.

However, sometimes sharing the search privilege over massive document sets
is not easy for their owner. In a traditional PEKS scheme, for confidentiality and
efficiency considerations, different keys are always used for different document
sets, so that the number of keys the users hold will scale with the number
of document sets they can retrieve. Thus, the sharing will naturally involve
transmission and key management troubles which are difficult to process for
mobile devices. Moreover, for some commercial reasons and hardware restrictions
in the peak period, a public cloud server may tend to save its computation or
bandwidth. That means, it executes only a fraction of search operations honestly
instead of the whole, and then returns the corresponding results. Thus, users
probably receive just a part of the search results. It is very essential to add
the verification mechanism to PEKS schemes. To ensure the keyword privacy,
only the users who hold appropriate verification tokens can verify the results
over related document sets. What is worse, the number of tokens used for the
verification is also considerable while the user finishes the search over massive
document sets.

In this paper, the semi-honest-but-curious server [7], who may execute only a
fraction of honest search operations, is set as a computationally bounded adver-
sary. And we propose a verifiable scheme called verifiable searchable encryption
with aggregate keys (VSEAK) for data sharing systems to fight against it. In
the scheme, the search keys and verification tokens, which is used over a sub-
set of a owner’s document sets, are aggregated to one single key. Therefore, in
our proposed scheme, to selectively sharing the search privileges of documents,
the owner can only send them a single aggregate key instead of massive keys
for both the search and verification. Thus, each user only needs to generate a
single aggregate trapdoor of a keyword by such a key to perform the keyword
search, and then execute the verification by the same key. Somewhat similar to
the most existing searchable encryption schemes for the group sharing [8-10],
the proposed scheme also set several auxiliary values as public for reducing the
repeated calculations and pass some tasks to the server securely. The contribu-
tion summarized as follows:

1. We give some requirements of multi-key PEKS scheme in an outsourced data
sharing system. Then, we propose a scheme that enables each authorized
user to confidentially retrieve encrypted documents selectively shared by a
document provider using a single aggregate key, and to verify the results
using the same key.
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2. We give a concrete construction which can meet the requirements. In the
construction, we design an algorithm to generate a single aggregate key for
both search and verification.

3. We also conduct related performance evaluation. The evaluation confirms
that the scheme is practical for applications.

1.1 Related Work

Multi-user Search Encryption for Data Sharing. Boneh et al. [4] intro-
duced the public key searchable encryption based on the identity-based encryp-
tion, and there is a rich literature on both symmetric searchable encryption (SSE)
schemes [2,3] and PEKS schemes [5,6,11]. Under the multi-user setting [10,12],
data owners always want to share their documents with a group of authorized
users, and each user who has the search privilege can provide trapdoors of a
keyword to perform the search over the shared documents.

For confidentiality considerations, different keys are always used for different
documents in data sharing systems during both searching and decrypting. Thus,
in most cases of the access control [13], the main problem is how to control
which users can access which documents, whereas how to reduce the number of
shared keys and trapdoors is not considered. Zheng et al. [14,15] proposed the
attribute-based keyword search scheme, which allows a data owner to control
the search privilege according to some access control key- or ciphertext-policy.

Verifiable Searchable Encryption. A threat model was considered by
Chai et al. [7], in which there is a computationally bounded adversary called
semi-honest-but-curious server. Such an adversary satisfies: (1) the server is a
storage provider who neither modifies nor destroys the stored documents; (2)
the server tries to learn the underlying plaintext or sensitive information from
stored documents; (3) the server may forge a fraction of the search outcome as
it may execute only a fraction of search operations honestly.

Some approaches about the verifiable keyword search over plaintext have
been conducted in [16,17], which is not suitable for the threat model. In the
PEKS setting, the keyword search has some requirements like other verifiable
computations [18]. Note that, to ensure the keyword privacy, the access con-
trol of the verification [19,20] should be achieved. The Bloom filter is used by
Zheng et al. [14] to verify whether a keyword really exists in a document set.

Key-aggregate Method. To reduce the number of distributed data encryption
keys in a data sharing system, Chu et al. [8] proposed the key-aggregate encryp-
tion (KAE) scheme that allows a set of documents encrypted by different keys
to be decrypted with a single aggregate key. In addition, such a method of the
aggregation can be also applied in the group keyword search [9]. Aiming at the
challenge of reducing keys, a PEKS scheme for sharing privileges conveniently
is proposed to generate an aggregate key, by which the user can perform the
keyword search over each encrypted document set in the key’s scope. Therefore,
the key-aggregate method allows the efficiently delegating of both decryption
and search privileges in a group. This is the main inspiration of our study that
the verification privileges of several document sets can also be aggregated.
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1.2 Organization

The rest of the work is organized as follows: In Sect. 2, we state some preliminar-
ies. Section 3 describes the problem statement, the framework of our scheme, and
the definition of requirements. In Sect. 4, we give the concrete construction and
some analyses. And Sect. 5 reports the performance evaluation. Finally, Sect.6
concludes the work with a discussion.

2 Preliminary

In this section, we review some basic assumptions and cryptology concepts which
will be needed later in this paper.

2.1 Complexity Assumption

Bilinear Map. A bilinear map is a map e : G Xx G — G; with the following
properties:

1. Bilinearity: for all u,v € G and a,b € Z, we have e(u®,v®) = e(u,v)*.

2. Non-degeneracy: e(g, g) # 1.

3. Computability: there is an efficient algorithm to compute e(u,v) for any

u,v € G.

Bilinear Diffie-Hellman Exponent Assumption. The [-BDHE proble2m in
G is stated as follows. Given a vector of 2] + 1 elements (h,g,ga,g(“ ).
L g@) g™ L g@™) e (G*)%F! as input, output e(g,h)@") € Gi. An
algorithm A has advantage ¢ in solving I-BDHE in G if Pr[A(h, g, g%, ¢, - -
l 1+2 21 +1

.7g(a)7g(a )’...79(04 )):e(g(a )7h)} ZE'

Definition 1. The (I,e)—BDHE assumption holds in G if no algorithm has
advantage more than € in solving the [— BDHE problem in G.

2.2 Bloom Filter

A m-bit Bloom filter can be seen as an array of m bits, which are all initialized

as 0. In this structure, k independent hash functions Hi, - - -, Hx with the same
range {0, --,m — 1} is designed for verification. In the generation step, for each
element s € S = {s1,-- -, s,}, each H;(s)-bit of the array is set to 1, where

1 < j < k. In the verification step, the value of the H;(s)-bit can determine
whether an element s belongs to S or not. If the value is 0, it is certain that
s ¢ S; otherwise, s € S with a high probability. Assume that the hash functions
are perfectly random, the false-positive rate is (1 — (1 — 2)kn)k ~ (1 —e=kn/m)k,
Note that & = (In2)m/n hash functions will lead to the minimal false-positive
rate (0.6185)m/n. A m-bit Bloom filter includes two algorithms:

1. BFGen({Hy, -, Hi}, {s1, -, sn}): This algorithm generates a m-bit Bloom
filter BF by hashing a data set S = {s1,- -+, s,} with {Hy, -, Hi}.

2. BFVerify({H.,- - -, Hi}, BF,s): This algorithm returns 1 if s € S, and 0
otherwise.
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Fig. 1. Keyword Search in a verification scenario

3 Proposed Scheme

3.1 Problem Statement

There is a common scenario that several data owner as a group of a social circle
would like to share some confidential private data with each other via a public
cloud storage service. With a approach of the traditional PEKS scheme with
the verifiable mechanism, a data owner Alice encrypts her document sets and
their keywords, and then uploads them. Imagine that Bob is one of the closest
member who wants to obtain retrieving and verification privileges on a part of
those sets. As shown in Fig. 1(a), Alice is assumed to have massive document sets
{docs;}_,. Without loss of generality, we suppose that Alice try to selectively
share a subset S(|S| = m) of her document sets. In this case, Alice has to send
all {k;}™, along with all {vk;}™; to Bob, where the search key k; and the
verification token vk; are used for the document set docs;. To search over S,
for each target document set in .S, Bob need generate a target trapdoor of one
keyword w. And then, he submits all trapdoors to the cloud server. Also, to verify
the results, Bob must using massive verification tokens. When m is sufficient
large, the key distribution and storage as well as the trapdoor generation will be
too hard for Bob’s device, which basically defies the purpose of using the cloud
storage and computing.

In this paper, we propose the VSEAK scheme which partly applies the app-
roach of key aggregation to a verifiable scenario as shown in Fig. 1(b). The scheme
pass most computation and storage burdens to the cloud server without loss of
the privacy. In above scenario with VSEAK, Alice only needs distribute a sin-
gle aggregate key, instead of {k;}, and {vk;}™,, for both the keyword search
and verification. And Bob only needs to generate a single aggregate trapdoor
and submit them, instead of {T'r;},, to the server. Moreover, Bob can using
the only one key during verifying. That is to say, in VSEAK, the delegation of
appreciate privileges can be achieved by selectively sharing a single aggregate
key (Fig.2).
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Fig. 2. Framework of verifiable searchable encryption with aggregate keys

3.2 Framework

A verifiable searchable encryption with aggregate keys scheme VSE =
(ParamGen, KeyGen, Encrypt, Share, Trapdoor, Retrieve, Verify) is
composed of seven algorithms as follow:

1.

ParamGen(1*, n) — params: Based on the security parameter A and the
maximum possible number n of document sets which belongs to a data owner,
this algorithm is run by the system to set up the scheme. It outputs the public
system parameter params which can be stored in the cloud server.
KeyGen — (pk, sk): The indeterminate key generation algorithm is run by
the data owner to generate a random key pair (pk,sk). The public key pk is
used for encrypting keywords, and the secret key sk for sharing is kept private
by the owner.

Encrypt,; (i, W;) — (4;, CW;): On input of the keyword group W; of the
i-th document set, this algorithm is run by the data owner to encrypt all
keywords in W;. This algorithm will generate and outputs the ciphertext
group CW; of W;, along with a public auxiliary value 4A;. Then, A; and CW;
are stored in the cloud server.

Share,(S) — ak: Using his/her secret key sk, the data owner runs this algo-
rithm to generate and output an aggregate key ak for sharing. The user who
holds such a key is allow to perform both the keyword search and verifica-
tion over each i-th document set where ¢ € S. Thus, the owner can securely
distribute ak to others to share corresponding privileges over S.
Trapdoor,,(w) — Tr: this algorithm is run by the user who holds an aggre-
gate key ak to generate and output an aggregate trapdoor T'r. Then, the user
should submit T'r and S to the server for a search query with keyword w.
Retrieve(Tr, S, {CW;}, {A;}) — (RST, PRF): The cloud server run the
retrieve algorithm which consists of two steps Direct and Test. Through the
Direct step, the input aggregate trapdoor T'r is transform to several T'r; for
each 7 € S. Each T'r; is an actual trapdoor for the keyword search operation
over the i-th document set. Using a T'r;, the server performs Test to determine
whether the ciphertext of the keyword is cw where cw € CW;. After finishes
all operations, the algorithm first outputs a result set RST which consists
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of each rst; where i € S. A rst; is a result over the i-th document set, and
contains each identity of the set’s document where the queried keyword is
existed. Note that a rst; could be empty. The algorithm also outputs a proof
set PRF which is for the following verification and consists of each pr f; where
1€S.

7. Verify,.(w, S, RST, PRF) — ACC": After receive a result set RST which
has any empty member, this algorithm is run by the user who holds an aggre-
gate key ak to verify whether each “empty” is true or caused by a selfish
behaviour. If S is out of the scope of the key ak, then the output is L. Using
ak, the algorithm takes the document sets S, the set RST, and a proof set
PRF as input, then outputs a set ACC of acc; where i € S. A bit acc; is 1
if the verification proofs that the keyword w exists in the i-th document set,
and 0 otherwise. Note that the user will reject a rst; if the corresponding acc;
is 1, and accept otherwise.

3.3 Requirement Definition

The VSEAK scheme introduced in the previous section provides guidance to
designing a concrete construction. Further, a valid VSEAK construction must
satisfy several functional, security, and efficiency requirements.

The correctness enables a user to generate desired trapdoors for any given
keyword for searching encrypted document sets, and accepts with large proba-
bility if all the three parties are honest. The query privacy allows that the user
may ask an untrusted cloud server to search for a sensitive word without reveal-
ing the word to the server. The controllability of the scheme means that the
adversary cannot search for an arbitrary word and verify its existence without
the data owner’s authorization.

Definition 2 (CORRECTNESS). A VSE is correct if it satisfies that if
for any document sets S and keyword w, (pk,sk) «— KeyGen, (4;,CW,;) —
Encrypt,,(i,W;), ak «— Share(S), Tr — Trapdoor,,(w), (RST, PRF) «—
Retrieve(Tr, S,{CW,;},{A;}), ACC — Verify,,.(w, S, RST, PRF), and 1) one
document doc; of i-th set in S contains the keyword w, then j € rst;; or 2) no
document of i-th set in S, then acc; is 1 with large probability.

Definition 3 (QUERY PRIVACY). AVSE is query private if it satisfies that
if for any keyword w and adversary A running in PPT, (pk, sk) — KeyGen, (A;,
CW;) — Encrypt,, (i, W;), ak — Shareg (S), and T'r — Trapdoor. (w), then
the Pr[A(params, pk, S, Tr,{CW;},{A;}) = w] is negligible.

Definition 4 (CONTROLLABILITY). A VSE is controllable if it satis-
fies that if for any keyword w in any j-th keyword group W; (pk, sk) «—
KeyGen, (A;, CW;) «— Encrypty (i, W;), ak — Shareg,({1,...,5 — 1,j +
1,...,n}), Trapdoor,,(w), (RST,PRF) «— Retrieve(Tr,{j},{CW,},{4;}),
and ACC — Verify,,(w,{j}, RST, PRF), then RST is empty and ACC is L.
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The compactness of the scheme is to ensure the size of the aggregate key to be
independent of the number of document sets to be shared. For the effectiveness,
the time to generate a trapdoor and verify results must be smaller than the time
to retrieve over the appreciate document sets.

Definition 5 (COMPACTNESS). A VSEAK scheme VSE is compact if for
any m where S = {docs;}*,, Shares;(S) outputs a single aggregate key which
is fized-length.

Definition 6 (EFFECTIVENESS). A VSE is effective if for any keyword
w and valid S, the time required for Trapdoor,;(w) plus the time require for
Verify..(w, S, RST, PRF) is o(T), where T is the time required to retrieve.

4 Construction

4.1 Overview

In our construction, in order to generate an valid single aggregate key instead
of original massive keys, the aggregate key should be created by embedding the
owner’s secret key and the operation scale. Then, for a user, it is very easy to
generate an aggregate trapdoor about keyword w using the key. To meet the
effectiveness, we pass most actual trapdoor generating tasks to the cloud server
without loss of the privacy, and thus the server can finish retrieving correctly.
Moreover, the aggregate key can be also used as a token to verify the search
results. In this construction, we choose the Bloom filter as a verification tool.

4.2 Design of the Scheme

Based on the scheme described in Sect. 3.2, we propose a concrete construction
as follows.

1. ParamGen(1*, n) — params:
The system will run this algorithm to initialize system parameters as follows:

— Generate a bilinear map group system B=(p, G, G1, e(,-)), where p is the
order of G and 2* < p < 2*M 1.

— Set n as the maximum possible number of documents which belongs to a
data owner;

— Pick a random generator g € G and a random a € Zp, and computes
gi=g"*) eGfori= {1,2,--,n,m+2,---,2n};

— Choose a one-way hash function Hy: {0,1}* — G;

— Choose m as the maximum length of Bloom filters;

— Choose k independent universal hash functions; H1, ---, H;, which are used
to construct a m-bit Bloom filter, and let another one-way hash function
Hy: Gi — {0,1}™ be a secure pseudo-random generator.

The output is the system parameters params = (B, (¢, 91, ", ns Gn+2, -, 92n),
Ho, Hla {Hia t 7H]/{;})
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2. KeyGen — (pk, sk):
Each data owner runs this algorithm to generate his/her key pair. It chooses
a random vy € Z,, and outputs:

pk=g", sk=".

3. Encrypt,i(i, W;) — (4;, CW,):
This algorithm takes as input the file index i € {1,...,n}, and:
— randomly chooses a t € Z,, as the actual searchable encryption key k; of
this document set;
— generates a Bloom filter for this document set’s keyword set W; by com-
puting:
BF;, = BFGen({H}, - -, H..},W,);

— randomly chooses a M € G; and generates a public auxiliary value 4A;
associated with the owner’s himself/herself for k; and M by computing:

c1 = Qt,C2 = (U : gi)t7
cs = Hi(M)® BF;,ca =M -e(g1,9n)";

— for each keyword w in this set’s keyword set W;, computes its ciphertext
cw as:
cw = e(g, Ho(w))" /e(g1, 92)"-

Finally, The algorithm outputs (4;, CW;).

4. Share,,(S) — ak:
For any subset S C {1, ---,n} which contains the indices of document sets, this
algorithm takes as input the owner’s secret key sk and outputs the aggregate
key ak by computing:

ak = Mesgit ;-
5. Trapdoor,;(w) — Tr:
Using the ak, the user runs this algorithm to generate a trapdoor of keyword

w. All document sets which are relevant to the aggregate key ak are also
relevant to the trapdoor. The algorithm computes and outputs:

Tr = ak - Hy(w).

6. Retrieve(Tr, S, {CW;}, {A;}) — (RST, PRF):
The two steps are designed as follow, and each A; has its (c1, ca, c3, ¢4).
Direct(Tr, i, S) — Tr;:
This step is to produce a actual trapdoor for the document set with index
i € S. The trapdoor T'r; is generated by computing:

Tr; =Tr - pub;

where pub; = Iljes j#ign+1—j+i-
Test(Tr;, cw, A;) — 0:
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This step is to test whether the ciphertext cw is encrypted from the queried
keyword w whose the i-th actual trapdoor is T'r; from the Direct. Judge

cw == e(Tr;,c1)/e(pubg, c2)

where puby = Iljcsgn+1—j, to decide whether d is true or false.
Taking keyword ciphertext sets {CW;} and auxiliary sets {A;} of S, the
Retrieve algorithm executes as follow:

— For each i € S, compute T'r; — Direct(Tr, i, S);

— For each i € S, compute

p1 = ¢4 - e(pub;, c1)/e(pubo, c2),

and set pa = c1, p3 = c3, and prfi = (p1, p2, p3);
— Reset the set RST, and for each i € S, compute rst;:
for each keyword ciphertext cw € CW;, compute ¢ «— Test(Tr;, cw,
A;), and add the identity of the corresponding document to rst; if § is
true.
Finally, the algorithm outputs a pair of set (RST, PRF') indicating the search
result and proof over each document set in S. In this scheme, for efficiency
consideration, the PRF and series of pub for the set .S can be computed only
once.
7. Verify,,(w, S, RST, PRF) — ACC:
This algorithm takes as input the set S, the testing keyword w, and the
received pair (RST, PRF'), and then executes:
— For each i € S, compute acc;:
compute M’ = py - e(ak, p2);
recover the i-th Bloom filter by computing:

BF] = H{(M') @ ps;

once there is any BF] cannot be recovered, break and output L;
verifies the keyword w’s existence:

acc; — —BFVerify({Hj, - -, H.}, BF},w).

The algorithm outputs AC'C which is a set of acc;.

4.3 Analysis

We assume that the public cloud is “semi-honest-but-curious” (described in
Sect. 1.1). We also assume that the authorized users may try to access data
either within or out of the scopes of their privileges. Moreover, communication
channels involving the public cloud are assumed to be insecure naturally.

Theorem 1. The proposed construction is correct.
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Proof: Theorem 1 is equivalent to the correctness (described in Sect.3.3) of
both the keyword search function and the verification function. After receiving
the submitted single trapdoor T'r, the cloud server can execute VSEAK. Retrieve
algorithm to conduct the test on each keyword group. We can see that:

e(ak - Hjes jzignt1-j+i - Ho(w),g")
e(HjES.gnJrl*jv (v- gi)t)

_ elak,g") - e(Iljes j#ign+1-j+i - Ho(w), g")

B e(HjEsgnJrl*j’ gSkt) ’ e(njesg"+1*j’ (9:)")

_ e(Tjes,jrignri—jvi - Ho(w), ¢") _ eUljes jzign+1-j+i ") - e(Ho(w), g")

e(Tr;, c1)/e(pubg, ca) =

e(Ijcsgny1—j,(9:)t) e(Iljcsgnii—jyir9t)
ty e(Tjesgnti—jtirg)
_ o)) T elHo(w)g) _ e(How)g) _ )
G(Hj€sgn+1—j+ivgt) e(gn+1vgt) e(glagn)t

So, the user with the aggregate key can perform a successful keyword search.
To get a Bloom filter, the user can decrypt corresponding ciphertext of the
i-th document in the S via the aggregate key. For correctness, the M is get by:

p1 - e(ak - pa) = cq - e(ak - pub;, c1)/e(pubg, c2)
cy-elak - Mjes jzignyi—jvir9")  ca-e(ak,g") - e(Iljes j£ignt1-j+ir ')

e(Iljesgnyi—j, (v - g:i)t) B e(Iljesgnyi—j, (v - g:i)t)
- e(ak,g") - e(Iljes j#iGn+1—j+i, 9") _ e(Iljes,j#i9n+1—j+ir 9')
e(Ijesgnt1-5,9°%) - e(ILjesgnt1-5, (9:)t) e(Iljesgny1—j,(9:)t)
Ce(ITjesgnt1—jrirg")
_ G4 e(HjGSJ#ign#»l*jJrivgt) _ 4 Je(gn+1,gi)
e(Iljesgn+1—j+ir 9') e(Iljesgn+1—j+irg")
M - , t M - t
_ M -e(gr g:) _ e(gl,g?) Y @)
e(gn+1,9") e(91,9n)

After get M, the user can easily recover the Bloom filter BF; from the third
component of A; by computing: BF; = H1 (M) & cs.

Finally, the existing of w can be verified via the algorithm BF Verify, and
thus whether the server just perform a part of search operations is known. So,
the user with the aggregate key can perform a successful verification. O

Theorem 2. The proposed construction is controllable.

Proof: The controllability (described in Sect. 3.3) can be derived from the fol-
lowing lemmas: O

Lemma 1. FEven the cloud server colludes with a malicious authorized user,
they are unable to perform any keyword search and result verification over any
document out of the scope of his/her aggregate key.

Proof: In the case of collusion, an attacker A may have the knowledge of both
a curious cloud server and a malicious authorized user. This kind of attacker
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may try to perform keyword search over a document not in the scope of his/her
aggregate key. From the Eq. 1, we can see that if puby is generated by a wrong
set S’, the expression e(ak, g*) will be equal to the expression e(pubg,v') (that is
e(HjesgnJrl,j,gSkt))7 and they cannot cancel out of the equation. So, the pub;
must be computed by the same set S of the aggregate key. Based on the above-
mentioned fact, after receiving the single trapdoor T'r, the attacker may take
a target set S’ as the input of VSEAK.Retrieve.Direct step to generate the
actual trapdoor, but for the reason that puby must be computed by the set .5,
such that the VSEAK.Retrieve.Test step will output false for any document
set with index i ¢ S.

The verification controllability is similar. The Eq. 2 shows that if pubg is gen-
erated by a wrong set S’, the expression e(ak, g') will be equal to the expression
e(pubg,v?), and they cannot cancel out of the equation to get M. Thus, the
attacker may take the indexi’ of a document set in the target set S’ as the input
of VSEAK.Verify algorithm to test what keyword exists in such a document,
but for the reason that puby must be computed by the set S, such that the
VSEAK.Verify algorithm will output the wrong result for any document set
with index i ¢ S. O

Lemma 2. An attacker is unable to produce the new aggregate key for any new
set of documents from the known aggregate key.

Proof: A malicious user A that owns an aggregate key ak of a set of document
sets S from an owner, always tries to generate a new aggregate key for the set S’
(S” ¢ S) of the same owner. To achieve the goal, A should compute the value of
gfL’fH_j for any j € S’. Although A has obtained the ak = Hjesgfjil_j, he still
cannot get any multiplier from the product, and each multiplier is protected by
the owner’s secret key sk. According to the assumption in Sect. 2.1, A is unable
to generate the new key. O

Theorem 3. The proposed construction can achieve the goal of query privacy
(described in Sect. 3.3).

Proof: The cloud server can obtain the stored keyword ciphertexts and auxiliary
values {4;}. A malicious authorized user, who can have an aggregate key ak with
privileges over a set of documents of an owner. Theorem 3 can be deduced from
the following lemmas: O

Lemma 3. An attacker is unable to determine a keyword in a query from the
submitted trapdoor nor the VSEAK. Retrieve. Direct step.

Proof: Since an attacker A4 wants to determine a keyword in a query after getting
the submitted trapdoor Tr=ak - Hyp(w), A must guess the aggregate key ak to
succeed. In the view of A, the public information is (1) the system parameters
params and the set S. However, to obtain the ak, for each j € S, the attacker
A must compute the gffo ;- Because sk is the owner’s secret master key, whose
leakage is not considered, A can only have a negligible probability to get it.
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Alternatively, the VSEAK.Retrieve.Direct step executing in cloud server only
involves a product of some public information, i.e., Tr; = T Iljcs j£iGn+1—j+i-
Since multipliers are all public, this algorithm provides no help for the attacker
to determine a keyword in the trapdoor. Above all, a successful attack cannot
be launched in this case. O

Lemma 4. An attacker is unable to determine a keyword in a document from
the stored keyword ciphertexts and the related public information.

Proof: The curious server A could try to learn something from the stored
encrypted data. With the knowledge of params, (c1,ca,cs,c4), and cw, A may
try to launch three kinds of attacks as follows:

1. Retrieve the value of ¢ from the known c¢; or cy. However, the discrete loga-
rithm problem means A cannot compute the value of ¢ in this case.

2. Compute the value of e(gi,gn)!. Notice that A can get the value of
e(g, Ho(w))* by computing e(ci, Ho(w)), so when he gets the value of
e(g1,gn)t, he will determine whether keyword w is in the cw of the target
document set. To obtain e(gi,g,)!, A will compute e(c1,gn+1). However,
because params is missing the term ¢,411 = ganﬂ, the attacker A cannot
finish this computation. In fact, this result is ensured by the assumption of
the intractability of BDHE problem.

3. Reveal the content of a document via the verification function. However, such
an attack is not feasible. First, retrieving the value of BF; from the known
c3 is very hard while H; is good enough for application. Moreover, the above
fact prevents retrieving the value of M from the known cy.

As a result, A cannot learn any useful content from the stored information. O

Remark. Our construction clearly achieves constant-size keyword ciphertexts,
trapdoors, and aggregate keys.

5 Performance Evaluation

5.1 Overview

Since the performance is highly dependent on the basic cryptographic operations
in the pairing computation, we use two cryptographic libraries: (1) jpbe library
is to implement cryptographic operations running in mobile smartphone; (2) pbe
library is to implement cryptographic operations running in computer. Since
the generation algorithms of the aggregate key and the trapdoor only contain
operations on G, we choose the Type-A pairing to speed up them. In addition, we
adopt MD5 to implement hash functions in each Bloom filter for the verification.
The two different platforms are: one is in Java on Samsung G3502U phone with
Android OS 5.0, the other is in C++ on Computer of Intel(R) Core(TM)i5-
3337U CPU @ 1.80 GHZ with Windows7 OS.

There are some useful experiment results [21,22] about pairing computation.
Table 1 lists the average time of pairing computation in each platform. Obviously,
in computers, the average times of pairing and pow computation are much faster.
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Table 1. Execution times of type A pairing computation (ms)

Pairing | pow(in G) | pow(in G1)
Mobile Devices | 487 244 72
Computer 10.0 12.9 1.6

5.2 Evaluation of VSEAK Algorithms

Considering that the algorithms and their steps including VSEAK.ParamGen,

VS

EAK.Retrieve.Direct and VSEAK.Retrieve.Test are only run in the cloud

server, only the execution times in computer are tested. As shown in Fig. 3, we
can see that:

1.

The execution time of VSEAK.ParamGen is linear in the maximum number
of document sets belonging to one owner, and when the maximum number
grows up to 30000, it is reasonable that VSEAK.ParamGen algorithm only
needs 397s.

The execution time of VSEAK.Encrypt is linear in the number of keywords
in a document set, and when the number grows up to 4000, VSEAK.Encrypt
algorithm only needs 166 s in computers, but 8018 s in mobile devices.

The execution time of VSEAK.Share is linear in the number of shared doc-
ument sets, and when the number grows up to 15000, VSEAK.Share algo-
rithm only needs 200s in computer, but 3610s in mobile devices. Because
the KASE.Share always runs along with the VSEAK.Encrypt, it is not
suggested to be executed in the mobile devices.

100000

Mastmum nurberof docurment ets " Number ot keywords Nurmber of shared docament ses
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Gen

Time cost (ms)

g

Time cost (ms)
z & & £
Time cost (ms)

o600 7 B0 70000 T o oo 0000
t

T w0 o T w0 1o ) o
Number of document sets Number of keyword ciphertexts Number of document sets

(d) Time cost of Direct (e) Time cost of Test (f) Time cost of Verify

Fig. 3. Time cost of VSEAK algorithms
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4. The execution time of VSEAK.Retrieve.Direct is linear in the number of
document sets. In fact, the mathematical operation in VSEAK.Retrieve.
Direct is the ¢ multiplication in G, where ¢ is the index of a document set
in someone subset of a owner’s. When the number grows up to 10000, it will
take 235s.

5. The execution time of VSEAK.Retrieve.Test is linear in the number of key-
word ciphertexts. In fact, the mathematical operation in VSEAK.Retrieve.
Test is pairing computations. When the number grows up to 30000, it will
take 701s.

6. In order to reduce the error of Bloom filter, we assume that there are about
1000 keywords in each document, and set & = 30. The execution time of
VSEAK.Verify with one keyword w is linear in the number of document
sets. In fact, the main repeatedly mathematical operation in VSEAK.Verify
is running the BF Verify algorithm to test whether w is in each keyword
group. When the number grows up to 10000, the algorithm only needs 16.4s
in computer, but 316 s in mobile devices.

6 Conclusion

Considering two practical problem of privacy-preserving data sharing system,
we propose the scheme of verifiable searchable encryption with aggregate keys
(VSEAK) and give a concrete construction. By reducing the number of both
keyword search keys and verification tokens, our proposal is remarkably facili-
tates client-side users. Finally, our evaluation of the performance demonstrates
the construction’s efficiency. Our future work is to design an algorithm to reduce
the number of trapdoors and auxiliary values under the multi-owners setting.
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Abstract. Public key encryption with keyword search (PEKS) provides
an elegant mechanism for a user to identify the specific encrypted data.
PEKS protects data against disclosure while making it searchable. In
this paper, we propose a new cryptographic primitive called public key
encryption with authorized keyword search (PEAKS). In PEAKS, key-
words are encrypted with one public key and users without corresponding
secret key need authorization from the authority to search keywords. We
present a concrete PEAKS construction which allows the authority to
authorize users to search different keyword sets. The proposed scheme
features with the constant-size authorized token, independent of the size
of keyword set size, which cuts down bandwidth consumption consider-
ably. This property makes our PEAKS quite useful when the authorized
token needs to be frequently updated with time for security purpose.
The semantical security against chosen keyword attack and trapdoor
unforgeability are formally proved.

Keywords: Encrypted keyword search - Public key encryption : Low
bandwidth

1 Introduction

Efficient data retrieval and data mining become more difficult with coming of big
data era. One of the instructive methods is that the user downloads and decrypts
all the encrypted data to search for his interested one. This method could
consume considerable communication bandwidth and computational resources.
Another way is that the user employs a server to execute the decryption oper-
ation with the secret key and return target data. However, this method could
compromise data privacy.

Boneh et al. [5] introduced the notion of public key encryption with keyword
search (PEKS) to search encrypted data. PEKS solves the above problems and
avoids complicated key management of symmetric searchable encryption [22].
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In PEKS, a sender uploads the encrypted data with the searchable ciphertext.
The user produces the trapdoor associated with some keyword to the server for
searching. Then the server returns corresponding encrypted data to the receiver
when the keyword in trapdoor is identical to that in searchable ciphertext.

The searchable ciphertext of PEKS is generated using a specific user’s public
key and only one entity (secret key owner) can search. In the scenario of an enter-
prise, many employees are required holding the search right over the encrypted
keyword based on the enterprise’s public key. By PEKS, each employee has to
be given the enterprise’s secret key to create trapdoors. This trivial solution suf-
fers from key abuse and also has limitations. For example, each employee might
be at a different access level and can only search some keywords. The possible
solution is that the authority (i.e. manager) keeps the enterprise’s secret key
and authorizes the certain search right to each employee. The authority sets an
authorized keyword set to each employee, who can search the keywords given in
the authorized keyword set. A potential solution is to allow the authority to gen-
erate the authorized token for each authorized keyword. For security purpose,
each authorized token only works for a short time interval and the authority
needs to re-authorize a token for an online employee when the time expires. The
process needs to be repeated for each online employee at a new time interval.
Unfortunately, this approach could consume significant bandwidth. How to effec-
tively authorize the keyword search becomes an important problem needed to
be addressed.

Contribution. The contributions of this paper are twofold. First, we propose
a new notion named public key encryption with authorized keyword search
(PEAKS). In PEAKS, keywords are encrypted with one public key and users
without corresponding secret key need authorization from the authority in order
to search keywords. Each authorization process is conducted by the authority
by issuing an authorized token to the user and updates with time. The autho-
rized user can then search authorized keywords. Second, we construct a provably
secure PEAKS scheme which allows the authority to authorize users to search
different keyword sets. Authorization process features with the constant-size
authorized token independent of the authorized keyword set size. The user can
generate the trapdoors for the keyword in this authorized keyword set. The suc-
cess of a test process relies on: trapdoor freshness, trapdoor authorization and
keyword consistency. We formally prove the semantic security against chosen
keyword attacks and trapdoor unforgeability.

1.1 Related Work

Song et al. [22] initiated the research on symmetric searchable encryption (SSE),
which fails to provide encrypted data sharing to/from other entities. When shar-
ing data, SSE needs to distribute the secret key to users, which is subjected
to complicated key distribution/management. SSE have many improvement in
performance [9,10,16].



172 P. Jiang et al.

Boneh et al. [5] introduced the notion of PEKS to address above weaknesses
and presented a concrete scheme. In their scheme, the sender creates the search-
able ciphertext using a keyword and user’s public key. The user creates a trap-
door using his secret key and keyword and provides the trapdoor to the server
for searching. The server returns the corresponding encrypted data to the user
only when the keyword in the trapdoor matches the keyword in the ciphertext.

Many PEKS variants have been proposed to improve PEKS since its intro-
duction. Public-key encryption with conjunctive keyword search (PECKS)
schemes [2,3,7,17-19] were proposed to improve the query expressiveness.
Combinable multi-keyword search using PECKS were achieved in [2,17,18].
Bethencourt et al. [3] presented a public-key encryption scheme with conjunctive
keyword range search. Boneh and Waters [7] applied a novel technique named
hidden vector encryption (HVE) to achieve conjunctive, range and subset key-
word search. Sedghi et al. [19] utilized wildcards to develop the scalability and
expression of searching query. PEKS schemes with extensional keywords [1,8§]
were presented to enhance the database system usability. Abdalla et al. [1]
constructed a public key encryption with temporary keyword search (PETKS)
scheme based on the universal transformation from anonymous identity-based
encryption (AIBE) to PEKS to guarantee consistency. Camenisch et al. [8] pro-
posed the public key encryption with oblivious keyword search (PEOKS) and
constructed an authorized private information retrieval (PIR) scheme based on
PEOKS. However, PEOKS employed computationally expensive commitment
and zero-knowledge proof (ZKP), and their proposed scheme needed the user to
download the entire database, which are inefficient and impractical. Data search
schemes based on attribute-based encryption (ABE) [21,23,25] were proposed to
benefit data search control. Sun et al. [23] designed the attribute-based keyword
search scheme with user revocation for multi-user and multi-contributor sce-
nario. Zheng et al. [25] constructed a verifiable attribute-based keyword search
(VABKS) scheme to solve the server’s faithful searching verification. Shi et al.
[21] also presented an ABE-based searchable encryption to support fine-grained
search and access control. These schemes focused user identity/attributes con-
trol but not keyword control, and keyword privacy would be compromised if
directly replacing attribute with keyword. Proxy re-encryption with keyword
search (PRES) [12,20,24] was proposed to allow a proxy server to execute the
test function and the delegation decryption, which combined the primitives proxy
re-encryption (PRE) and PEKS. The authorization based on the keyword was
not considered in these PRES schemes.

The generation of short keys have been investigated in some public key
encryption schemes [6,11,13-15]. These methods cannot be directly applied to
the authorized key for searching due to keyword privacy and trapdoor genera-
tion. Therefore, how to achieve constant size authorized token and reduce the
bandwidth consumption is a challenging problem during authorization.

Organization. The remainder of the paper is organized as follows. In Sect. 2,
we describe the authorized keyword search system with relevant definitions. A
PEAKS construction with constant size authorized key is given in Sect. 3 and its
security is formally proved in Sect. 4. Finally, we conclude the paper in Sect. 5.
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2 Problem Formulation

2.1 System Model

A PEAKS system involves Sender, Server, Authority and User as illustrated in
Fig. 1. There is only one public/secret key pair (pk, sk) in the system and pk is
published.

— Sender. It uploads the encrypted data and encrypted keyword to the server
for storage and index, where the stored data is possibly available for all system
users.

— Authority. It acts as a manager in the system and keeps sk secret. It re-
authorizes the online user at a new time by issuing a new authorized token.

— User. It generates the trapdoor for some authorized keyword and submits it
to the server for searching, where only authorized user can generate a valid
trapdoor.

— Server. It executes verification for authorization and keyword matching oper-
ation, and decides whether to return the corresponding data to the user. It is
honest-but-curious, executing the searching operation honestly but inferring
the keyword from encrypted keyword curiously.

{taken/ = Authorize(sk, W/,t)J

]
. B

T 20

B B o» O

% PEKS LLHM il % token
|y S User. )
Sender Q/ Server g; s:erl Ne) Authority
S D

. (sk)

~e

[ PEKS = Encrypt(pk,w) }

[T: Trapdoor (token,, w") }

Fig. 1. PEAKS system.

Workflow. A PEAKS system generally provides data indexing service for regis-
tered users, where no collusion among users is considered. The uploaded data
from the sender includes encrypted data for sharing and encrypted keyword
PEKS for indexing. The sender generates the searchable ciphertext PEKS
with pk and a specific keyword w. To obtain searching right, the user needs the
authorization from the authority. The authority authorizes different keyword set
to different users, where some online user User; is authorized the keyword set
W;. For authorized time ¢, the authority produces the authorized token token;
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using sk, W;,t. Then the authorized user generates the trapdoor with token and
w’, where w’ € W, and submits the trapdoor T to the server. When the received
T is verified to be freshly authorized and matches PEK S, the server returns the
corresponding encrypted data to the user.

2.2 Algorithm Definitions
Definition 1. A PEAKS scheme consists of the following algorithms.

Setup(lk). Taking as input the security parameter 1%, it outputs the system
public key and secret key (pk, sk).

Authorize(sk, W, t). Taking as input the secret key sk, an authorized keyword
set W and the authorized time t, it outputs the authorized key ak with its
signature o. Then the authorized token is denoted as token = (ak, o,1).

Encrypt(pk, w;). Taking as input the public key pk and the keyword w;, it outputs
a searchable ciphertext PEKS.

Trapdoor(pk, token, w}). Taking as input the public key pk, the authorized token
token and the keyword w; € W, it outputs a trapdoor T. Then the trapdoor
tuple is denoted as TT = (T, 0,t).

Test(pk, PEK S, TT,t'). Taking as input the public key pk, the searchable cipher-
text PEKS, the trapdoor tuple TT and the trapdoor-received time ¢/, if ¢t/ < t,
o can be accepted and w; = w}, it outputs 1; otherwise, it outputs 0.

Correctness. The correctness of public key encryption with authorized key-
word search must satisfy that for system paramters (pk,sk), token token «—
Authorize(sk, W,t), ciphertext PEKS <« Encrypt(pk,w;), trapdoor TT
Trapdoor(pk, token, w;) and the trapdoor-received time ¢, if ¢’ < ¢, the signature
in T'T can be verified and w; = w}, we can have Test(pk, PEKS,TT,t") = 1.

2.3 Security Models

We define two games from terms of semantic security against chosen keyword
attacks (SS-CKA) and trapdoor existential unforgeability (T-EUF), respectively.
The universal keyword space is assumed to be U.

Semantic Security against Chosen Keyword Attacks. The SS-CKA game
follows Boneh et al.’s model [5] and allows the adversary A to launch the chosen
keyword attacks. A is given some private keys and trapdoors with some restric-
tions and attempts to distinguish a searchable ciphertext for the keyword wqg
from a ciphertext for the keyword w;, where he is not allowed to obtain the
associated trapdoor. A plays with the challenger C as follows.

Init. The adversary A declares the challenge keyword set W* C U.
Setup. C runs Setup algorithm and sends the public key pk to A.
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Phase 1. A performs a polynomially bounded number of queries.

— Authorization Query. A issues the keyword set W = U — W* and the autho-
rized time ¢ to C for authorization query. C responds the authorized token
token to A by running Authorize algorithm.

— Trapdoor Query. A issues a keyword w; and the time ¢ to C. C responds the
trapdoor tuple T'T to A by running the Trapdoor algorithm.

Challenge. A generates two equal length keywords wg,wy; € W* on which it
wants to be challenged. A4 did not previously query the authorized token for
W*, or trapdoor for wg,w;. C takes a random bit b € {0,1} and responds the
challenge ciphertext PEKS; to A.

Phase 2. A continues to ask for the authorization query and the trapdoor query
for any keyword for w; # wg,w;. C responds as Phasel.

Guess. A outputs a bit b’ € {0,1} and wins the game if o’ = b.

Definition 2. A PEAKS scheme provides semantic security against the chosen
keyword attacks if there is no probabilistic polynomial time (PPT) adversary A
who wins the above game with a non-negligible advantage €.

Trapdoor Existential Unforgeability. This T-EUF game allows an adver-
sary A to launch the impersonation attack. Clearly, it is hard to prevent the
impersonation attack if the adversary is authorized. A is allowed to query the
authorization and the trapdoor with some restrictions and A attempts to forge
a valid trapdoor. A interacts with the challenger as follows.

Init. The adversary A declares the challenge keyword set W*.
Setup. The challenger C runs the Setup algorithm and sends the public key pk
to A.

Query. A performs a polynomially bounded number of queries.

— Authorization Query. A issues a keyword set and the authorized time ¢ to C. C
responds the authorized token token to A by running the Authorize algorithm.

— Trapdoor Query. A issues keyword w; and t to C. C responds the trapdoor
tuple T'T to A by running the Trapdoor algorithm.

Forgery. A outputs a trapdoor tuple for keyword set W* which had not been
queried.

Definition 3. A PEAKS scheme provides the trapdoor unforgeability if there is
no PPT adversary A who can forge a valid trapdoor with a correct signature and
time with a non-negligible advantage €.

2.4 Hard Problems

We present two Multi-Sequence of Exponents Diffie-Hellman (MSE-DH) prob-
lems, which are two special cases of the general Diffe-Hellman exponent problems
in [4]. The intractability analysis is given in full version.
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(n,])-MSE-DDH Problem. Let n be integers and (p, G, G, e(-,-)) be a bilin-
ear map group system. Let go, hg be the generators of G. Given random coprime
polynomials ¢1,¢2,¢ in a with pairwise distinct roots, of respective orders
deg g1 = 1 —1,deg ¢o = n — 1 and deg q = 1, as well as several sequences
of group elements,

o B1 B2 TP
9o, T 9o ) 90 > 9075 90 >
x B1B2q2 1 5B182q19 8141929 Bra™"q1q2q
s =% ho™ ™, hy v TR e iy ;
L= pP2a1a2q . hﬁza"_lqu]zq hSﬁ1Q142q2 . hsﬁlal_zlhqﬂz
0 9 ) 0 ) 0 9 s 1Yo )
2 1-2 2
56291929 P2’ 7q1q29
hs T 5 7

and Z € G, distinguish whether Z is equal to g;” % or a random element of G.

(n,1)-MSE-CDH Problem. Let n be integers and gy be the generator of group
G. Given random coprime polynomials ¢;, g2 in a with pairwise distinct roots,
of respective orders deg ¢1 = [,deg g2 = n — [, as well as several sequences of
group elements,

ne B i< B1B2q B1B2q
g0, 793 ’ 9017 9027h01 217 h‘O1 227
b > b be >
82 = 987 90> g(%a gga gocv 9867
n—1 n—1
hglquh7 e hgla 1111127 h€2Q1QQ7 e hgza 1111127

where a,b, c € Z,, compute gdbc € G.

3 Public Key Encryption with Authorized Keyword
Search

In this section, we give a concrete PEAKS scheme with its efficiency analysis.
Borrowing the property of complementary set, the token in our PEAKS construc-
tion achieves constant size, independent of the size of the authorized keyword
set. Since focusing on the authorization of negotiated keywords, user revocation
is not in our scope and the token from the authority will be only issued to the
user with time.

3.1 Bilinear Pairing

Let G, Gt be two cyclic groups of the same prime p and amap e : G x G — Grp
be a bilinear pairing [5].

— Bilinearity: e(g%, h®) = e(g, h)* for all g,h € G and a,b € Z,.

— Non-degenerate: if g € G, e(g, g) is a generator of Gr.

— Computability: there exists an efficient algorithm to compute e(g,h) for
g,he G.
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3.2 Construction

Setup(1¥). The system generates the bilinear pairing group (p,G,Gr,e) at the
security level k. Group generators g,h € G and secret values o, x, 31,832 €r Zyp
are selected, and u; = ¢%, uy = ¢%2,v; = b, vy = AP are set. Choose two
cryptographic one-way hash functions H; : {0,1}* — Z, and Hy : {0,1}* — G.
The universal keyword space is denoted as U with size n. The public/secret key
is published/kept by the authority as

n—1

n—1
pk: (gvgaa"' aga ’gm7{ui7fui’1]?7... 7U1‘Oé }i=l,2)a

sk = (aax7617527h) .

Authorize(sk, W,t). For some online user, we assume that the authority would
authorize the keyword set W(W C U) to it, where the size of W is I,] < n. For
better readability, it first sets polynomials

file) = I (a+ Hi(wy)),

w; €U

faole) = [ (a+Hi(wy)),

w; €W

Fl) =2~ T (a+ Hiwy)).

- f2(e) w,EU—W

With a time update, the authority will re-authorize the user with a new autho-
rized token. The authority chooses s €r Z, and generates the authorized key
with its signature as

518
ak = h7& | o = H, (ak® )",

where t is the authorized time. It distributes the authorized token token =
(ak, o, s,t) to the user by a secure channel.

Encrypt(pk, w;). The sender chooses 7,71 €g Z, and computes
PEKS = (C]- = ngu(Oé)7 02 = u71A7T17 C13 = usl)

as the searchable ciphertext, where f1;(a) = a—i—%la()w) for w; € U, ¢f1(®) can be

computed from g, g%, - - ,ganfl. Then it uploads PEK S to the server.
Trapdoor(pk, token, w;). The authorized user computes the trapdoor with the
received authorization tuple
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where fo;(a) = % for w; € W and v/ /() can be computed from
v, v, v v, U, vg”’l. Then it sends the trapdoor tuple T7T =

(T, 0,t) to the server for search.

Test(pk, PEK S, TT,t'). Upon receiving the tuple (T,0,t) at the time t’, the
server first checks whether ¢’ < t. If so, the trapdoor is in the authorized time.
The server verifies the signature by checking

e(0,9) = e (Hy(Th, 1), ") .

If the equation holds, the trapdoor is from an authorized user. Then the server
checks )
e (Cl, Tl) =e (CQ, Tg) c € (03, TQ) .

If the equation holds, it outputs 1 and the server returns corresponding encrypted
data to the authorized user, otherwise, outputs 0.

Correctness. We show that our construction meets the requirements of correct-
ness as we claimed in Sect. 2.2. If the signature in trapdoor is correctly issued
by authority, we can verify it by

e (07 g) =€ (H2 (aksat)x 79) =€ (H2 (a'ksvt) ,gm) =e (HQ (Tlat) ,gm) .

Then if the keywords in the searchable ciphertext PEKS and the trapdoor T
are the same, i.e. w; , we have

sB1B82

r I (at+Hi(wy)) T (atHi(w;)
e (Cl7T1) —e g u)jEU,J#’L ’h‘LUjEUfw
rspifz [l (at+Hi(wy))
efgh) e
s 11 (atHi(wy)) s 11 (atHi(wy))
=e (w0, > e (ugl,vl wen >

= B(CQ,T?,) . e(Cg,Tg).

3.3 Efficiency

We analyze the communication cost in different phases, where |G|, |G|, [t| rep-
resent the size of a group element in group G, Gy and timestamp ¢, respectively.
The sender runs Encrypt algorithm to upload data. The size of the searchable
ciphertext represents the communication cost between the sender and the server.
It takes 3 group elements in group G. With a time update, the authority needs
to re-authorize an online user with a new authorized token. In each authoriza-
tion process, the authority issues a constant-size authorized token for a keyword
set W. The bandwidth consumption in Authorize phase is mainly dominated
by the size of authorized token token, which costs 2 group elements in G and a
timestamp, independent of the size of the authorized keyword set W. To retrieve
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data, user needs to run the Trapdoor algorithm and submit the trapdoor tuple
to the server. The bandwidth consumption is mainly due to the size of trapdoor
tuple T'T', which costs 4 group elements in group G and a timestamp.

The computational cost is also given in corresponding phases, where
exp, mul, h represent the time to compute the modular exponentiation, modular
multiplication and the hash function, respectively. In Encrypt phase, it takes the
sender (n + 2)exp + (n — 1)mul to generate the ciphertext. With a time update
in Authorize phase, the authority computes a token to the user, which costs
3exp + 1h, independent of the size of the keyword set W. The user needs to pay
(2n+1)exp+ (2n — 2)mul in Trapdoor phase to generate the trapdoor for a key-
word. The analysis result is listed in Table 1. Due to frequent update of the token
with time, the computational cost and communication cost in Authorize phase
should get a priority in our PEAKS. Through the above analysis, PEAKS can
achieve fast token generation and constant size bandwidth between the authority
and the user. The short token is at the expense of O(n) to generate ciphertext
and trapdoor, which is a trade-off in this PEAKS and will be considered in future
work.

Table 1. Communication Cost.

Phase Authorize | Encrypt Trapdoor
Communication Cost | 2|G| + |t| | 3|G]| 4|G| + |¢|
Computational Cost |3exp + 1h | (n+ 1l)exp + (n — 1)mul | (2n + 1)exp + (2n — 2)mul

4 Security Proof

4.1 SS-CKA

Theorem 1. The proposed PEAKS scheme is semantically secure against cho-
sen keyword attacks in the random oracle if (n,1)-MSE-DDH Problem is hard to
solve in probabilistic polynomial time.

Proof. Suppose there exists a PPT adversary A in the SS-CKA game, who can
attack our scheme with advantage €, we build a simulator B with advantage
e/eqr against (n,l)-MSE-DDH Problem. B’s running time is approximately the
same as A’s. The universal keyword space is assume to be U with size n.

Init. The adversary A declares the challenge keyword set W* with size [.

Setup. The simulator B is given a group system (p, G, Gr,e(-,-)) as input, and
the (n,1)-MSE-DDH instance S;. We also have coprime polynomials ¢1, g2, q of
respective orders [ — 1,n — [, 1, with their pairwise distinct roots. B is further

given Z € G, where Z is either equal to g,"% or to some random element
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of G. We denote the challenge keyword set as W* = {wy,--- ,w;}. B specifies a
keyword wyg € W*. It implicitly sets the polynomials

! n
ql(a) = H (a"_ai), q2(a) = H (a_’_ai)7 q(a) — a+a9.
i=1,i#£0 =11
For i € [1,1],i # 0, we set qi;(a) = q1(@) )
o ’ l o+ a;

The simulator B formally sets g = go, h = h{'??, and we have

_ B _ B oz _ =z
ul*goa uQ*goag =490,
n—1 n—1
vy = h§1q1qzq’ e U(ll _ hgla qlqzq7
n—1 n—1
vy = hgzqmzq’ e Ug‘ _ hgza 1429

B sends A public key

n—1

n—1
pk = (go,--- 96 90 {ui v 0 }i:1,2>~

H; Query. B maintains the hash list L(w;, h;), which is initially empty. Upon
receiving an H; query for w;, if w; is in the list L, B returns the corresponding
h; to A. Otherwise, B sets the hash value h; as follows.

ag, if w; = Wy,
a;, if w; # wy.

hi = Hi(w;) = {

Then B adds (w;, h;) to the list and returns h; to A.

H> Query. B maintains the hash list L' (ak®, ¢;,r;, h}), which is initially empty.
Upon receiving an H query for (ak®,t;), if it is in the list L', B returns the
corresponding h; to A. Otherwise, B chooses r; €g Z, and sets the hash value
R}, = Hy (ak®,t;) = gy*. Then B adds (ak®,t;,r;, h) to the list and returns h;
to A.

Phase 1.

— Authorization Query. A queries the authorized token for the keyword set
U — W* for the time ¢;. To each keyword w; € U — W*, let (w;, h;) be the
corresponding tuples on the L list and we have h; = Hi(w;) = a;, where
i €[l +1,n]. B obtains ak = hiy'?%  where

B2
U (-w )(a+H1(wj>) B1B2a1929 B16aq

__ pw;EU—(U-WH* _ 149 _ 102492
ak = h"i ho = hp2e,

B chooses s; €r Zp, let (ak®,t;,7;, h}) be the corresponding tuple on the list
L', we have b} = Hs(ak®,t;) = gy', and the signature is 0 = g;'*. B responds
token = (ak, o, s;,t;) to A.

— Trapdoor Query. When A asks the trapdoor query for the keyword w; for
time t¢;. B performs Trapdoor algorithm and responds to .4 with simulated
results.
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o If w; € U— W*, A can obtain the authorized token with the above
Authorization Query and generate the trapdoor by himself.
o If w; € W*, B responds the following trapdoor.
*If w; = wy, it outputs abort.
* If w; # wy, let (w;, h;) be the corresponding tuple on the L list and
we have h; = H(w;) = a;, where i € [1,1],i # 6. B chooses s" € Zj,
and computes the trapdoor T as

"

T = (hgﬁlﬁzqw)s Ty = (hgﬁlmqwzmi)s Ty = (hgﬁzqmzlfqu)S 7

where T is directly from hgﬁ 1P2a19 4nq Ty, Ty can be computed from
. B 2 < B 1—2 2 /6 2 ,6 -2 2

elements hg 191929 Lo ’h(s) 1¢ q14929 , h(s) 241929 e 7h(s) 20 q1429

in the (n,1)-MSE-DDH Problem instance.

One can verify the trapdoor by implicitly setting s’ = s”s, and then

S/
T, = ak’ = (hjl%qél%q) _ (hgﬁlﬁzqu])s

"

s' I (at+Hi(wy))

N

1/ .
O wjeW _ (1Biara2q\® MY _ (1 sBiqiaad’ s \°
T2 = = ho - ho )
s H (a+H1(wj)) ’ "
To — wj EW,j7i _ hﬁ2<hqzq sang h$52Q1Q2q2Q1i s
3 = Uy — \''0 —\''0

Let (aksl, t;, r;, h) be the corresponding tuple on the list L', we have
R} = Hs(Th,t;) = g4 The signature is implicitly set o = g5'*. B
responds TT = (T, 0,t;) to A.

Challenge. A produces a pair of keywords wg,w; € W* that it wishes to be
challenged on and sends (wp, w1) to B. A did not previously query the authorized
token for W*, or the trapdoor for wg,w;. B responds as follows.

— If wy ¢ {wp, w1}, B outputs failure and terminates.

— Otherwise, we have wy € {wp, w1 }. Let (wg, hg) be the corresponding tuple on
the L list and we have hg = Hi(wg) = ag. B chooses r; €r Z, and responds
A with the challenge ciphertext

PEKS* = (C1 = 7,0y = g} uy™ s = ugl) .

These items can be obtained from the elements in (n,!)-MSE-DDH instances.
Note that if Z = ¢g;7'%*, by setting 7’ = r, one can verify that

v I (a+Hi(wy))
Cl =g w;eU,j#6 — ggquh -7

)

’
_ g r'=r _ Pi(r—r) _ P - _ 1
Co =uj =9, =gy 'uy ', Cs=uy.
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Phase 2. A continues to ask for the authorization query and the trapdoor query
for any keyword for w; # wp,w;. C responds as Phase 1.

Guess. A outputs its guess 6’ and wins the game if 6/ = 6.

This completes the description of our simulation. If B does not abort then
| Pr[¢’ = 6] — 3| > €. The probability is over the random bits used by A and B
as follows, where B’s running time is approximately the same as A’s. According
to the above process, a trapdoor query causes B to abort is 1/(¢gr + 1) and
the authorization query does not cause B’s aborting. Suppose A makes a total
of g4 authorization queries and g trapdoor queries, the probability that B
does not abort as a result of all queries is at least (1 — 1/(gr + 1))7" > 1/e
in Phase 1 or 2. In Challenge phase, B will abort if A can produce wg,w;
with wg ¢ {wp,ws}. Therefore, Prlwy = w;] = 1/(qgr + 1) for i = 0,1, and
the two values are independent of one another, we have Prlwy # wp,w1] =
(1 —1/(gr +1))*> < 1 — 1/q7. Hence, the probability that B does not abort is
at least 1/qr. Observe that since A can never query for the challenge keywords
wo, w1, we have B’s advantage is at least €/eqr.

4.2 T-EUF

Theorem 2. The PEAKS scheme is trapdoor existentially unforgeable in the
random oralce model if (n,l)-MSE-CDH Problem is hard in polynomial time.

Proof. Suppose there exists a PPT adversary A in T-EUF game, who can attack
our scheme with advantage €, we build a simulator 5, who has advantage €/((1+
ga)e) against (n,l)-MSE-CDH Problem. B’s running time is approximately the
same as A’s. The universal keyword space is assumed to be U with size n.

Init. The adversary A declares the challenge keyword set W* with size [.

Setup. The simulator B is given the (n,{)-MSE-CDH instance S. We also have
coprime polynomials ¢, g2, of respective orders I, n — [, with their pairwise dis-
tinct roots. B’s goal is to output g’ € G. We denote W* = {wy,--- ,w;}. It

sets
l n

qi(a) = [Jla+a), a2(0) = ] (a+a)

i=1 i=l+1

The simulator B implicitly sets g = go, h = h'?® and z = a, and we have

U1:9517 U2:9€2a9x:gga

_ pB1q1g2 ot _ pB1a" qige
Ul—ho y T U1 _hO )

vy = hg2¢hq2, e vg"—l _ hg2a"7141¢h.
Then B sends A the public key

n—1 n—1
_ « a a
pk* (QOa"' s 90 790a{uiavi7"' , U; }i:1,2)~
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H; Query. B maintains the hash list L(wj, h;), which is initially empty. Upon
receiving a query for w;, if w; is in the list L, B returns the corresponding h;
to A. Otherwise, B chooses a; € Z, and sets h; = Hi(w;) = a;. Then B adds
(w;, hi) to the list L and returns h; to A.

H: Query. B maintains two lists L' and L2.

— Bmaintains a list Ll(akW* .tk el rl hl), which is initially empty. Upon receiv-

Rt A )
ing a query for (akW*, t!), Blooks up L' to find h} and returns it to A.
1 1
If (ak:f,{/* ,t1) is not on the list B checks whether akyj. is on the list or not.

If no, B creates a tuple (akW* ,th et rl hl) with randomly choosing c}
Z,, andcomputing the hash value

ler

7 1

1
1 i .f 1: 1
B = Hy (aki. 1) = {90 92’ ta =tk
g(f 90, if ¢; #t;.

Then B adds (akvf,*,tll, ¢ ) ri,hl) to L' and returns corresponding h} to A.

If yes, it indicates that aky;,. has been asked before, that is to say that A asked
the hash query for different ¢. B looks up the list to get the ¢}, randomly
chooses another 7} to compute the corresponding hash value according to the
above function and adds the result to the list and sends the result to A.

— B maintains a list Lz(ak‘;j west2,c2,r? h?), which is initially empty. Upon

recelvmg a query for (akU W t3), Blooks up L? to find h2 and returns it to A.

If (ak:U;W* ,t2) is not on the list, B checks whether ak‘ULW* is on the list or

not.

If no B creates a tuple (akU west3,c3,r2,h?) with randomly choosing
c2r?ep Z,, and computing the hash value below

2
2 o, ifcZ =12
BE = Hy (ki 17) =4 000 05 =00
90" 90, 1f ¢ # 17

B adds (a kU wes b3, ¢, 72, h?) to the list L? and returns corresponding h?
to A.

If yes, it indicates that akU w~ has been asked before, that is to say that A
asked the hash query for different ¢7. B looks up the list to get the ¢7, randomly
chooses another r? to compute the corresponding hash value according to the
above function. Then B adds the tuple to the list and sends the result to A.

Query.

— Authorization Query. A can ask for the authorized token as follows.
o If the keyword set is W*, to each keyword w; € W*, let (w;, h;) be the
corresponding tuples on the L list and we have h; = Hl(wi) = a;, where
i € [1,1). B computes ak = h*»? Then B chooses s! € Z, and looks
up the list L' to find the correspondmg ck. If t} # cl, outputs abort.
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1
Otherwise, B sets t} = ¢! and obtains i from L. B computes o = g&gy""

and responds token = (ak o, 8%t ) to A. One can verify the validity

194 Y

8182
(atHy (wy)) B1624142

1T
ak — hi€U-wr =hy © — hglﬁ2Q1,

= H. ksi 1x_ cril @ acar
o=Hylak™, ;) = {9090 ) =90 9o -

o If the keyword set is U — W*, to each keyword w; € U — W*, let (w;, h;)
be the corresponding tuples on the L list and we have h; = Hy(w;) = a;,

where i € [l +1,n]. B computes ak = h*”*%. One can verify it by
2
ak — hurjEU—lle—W*)(a+Hl(wj)) — hoﬁlﬁgfIQQ — h€152q2.

Then B chooses s2 € Z,andlooksup thelist L? to find the corresponding cl.
I 2 =2 obtalns r? from L?. B responds token = (ak g, 82 t2) to

y 949 bg

a 2

A, where o = Hy (aksw,t?> = (go’) =gy "
*If t2 # 2, obtains 72 from L?, B responds token = (ak,o,s?,1?) to

»Sis by
a
2 b(l'r‘

A, where ¢ = Hy (aksf,t?> (gog0 ) =95°9,

— Trapdoor Query. A can ask for the trapdoor for the keyword w;. A can obtain

the authorized token token by Authorization Query and generate the trapdoor
by himself.

Forgery. A outputs a trapdoor TT = (T*,o*,tl*) for w; € W* for time t'*,
where T* = (T7,T5,T5) and (17, t) had not been queried before. Since T'T =
(T*,U* tl*) is a valid trapdoor tuple, o* is a valid signature and it implicitly
means (ak‘W*,tl*, et h1*> is on the list L!.

— If t* = ¢'*, outputs abort.
— If t* # c'*, outputs g:T as the solution to (n,l)-MSE-CDH Problem. Since
0

Hoy (akii,i,t“) = ggcgg ,

* a
" = H, (Tl*,tl*)x = H, (akSI*,tl*) (QSCQS ) = ggbcgarl )

abc a

by g - a:l* .
90

abc

we can extract gg

This completes the description of our simulation. As the method in
Theorem 1, and we have B’s advantage as €/((1 + qa)e).

5 Conclusion

We proposed a new notion of public key encryption with authorized keyword
search, which extends the PEKS primitive. In PEAKS, the keyword is encrypted
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with one public key and each authorized user, without secret key, obtains search
right from the authority. The authority distributes the authorized token to the
user with time and the user generates the trapdoor for any authorized key-
word. We constructed a provably secure PEAKS scheme, where the size of the
authorized token is independent of the size of the keyword set. The proposed
scheme reduces the bandwidth between the authority and the user significantly
and allows only the freshly authorized trapdoor with the correct keyword to
pass the test conducted by the server. We proved that our scheme possesses the
semantical security against chosen keyword attacks and trapdoor unforgeability.

Acknowledgments. This work is supported by BUPT Excellent Ph.D. Stu-
dents Foundation (Grant No. CX2015312), NSFC (Grant Nos. 61300181, 61502044,
61572390), the Fundamental Research Funds for the Central Universities (Grant No.
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Abstract. Nowadays an increasing amount of data stored in the public
cloud need to be searched remotely for fast accessing. For the sake of
privacy, the remote files are usually encrypted, which makes them dif-
ficult to be searched by remote servers. It is also harder to efficiently
share encrypted data in the cloud than those in plaintext. In this paper,
we develop a searchable encryption framework called Linear Encryp-
tion with Keyword Search (LEKS) that can semi-generically convert
some existing encryption schemes meeting our Linear Encryption Tem-
plate (LET) to be searchable without re-encrypting all the data. For
allowing easy data sharing, we convert a Key-Policy Attributed-Based
Encryption (KP-ABE) scheme to a Key-Policy Attributed-Based Key-
word Search (KP-ABKS) scheme as a concrete instance of our LEKS
framework, making both the encrypted data and the search functional-
ity under fine-grained access control. Notably, the resulting KP-ABKS
is the first proven secure ABKS scheme with IND-sCKA security in the
random oracle model, assuming the hardness of the /-DCBDH problem
derived from the (P, f)-DBDH problem family.

Keywords: Searchable encryption + Keyword search - Cloud security

1 Introduction

Cloud computing [14] provides on-demand computing resources that are acces-
sible via the Internet, including computing power and data storage. With the
convenient cloud services, users can outsource their computing resources to the
cloud, and access them through terminals with low computing capabilities, such
as mobile devices. Usually, those terminals also have low network connectivity
due to the transmission technology, access cost, and other factors.

In terms of data storage, one important function is data search. Since all
the user data are stored on the cloud server, users have to send search queries
to the server to search for the data containing certain keywords. However, the
normal search operation for plaintext is no longer working when data privacy is
considered, since all the data are encrypted and cannot be read by the server.

To perform search on encrypted data, it is impractical for the user to do
the search locally with all the data downloaded from the server, due to the high

© Springer International Publishing Switzerland 2016
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demand on the bandwidth. It is also impractical to give the server the user secret
key due to privacy concerns. Thus searchable encryption has been introduced
such that the search operation is performed by the server, but the server cannot
get any meaningful information from the search query or the encrypted data.
In searchable encryption, all the data files and their associated keywords are
encrypted. To search for the data with certain keyword, the user generates a
trapdoor for the keyword and enquires the server with the trapdoor. The server
searches the whole database to locate the data where the encrypted keyword
matches the keyword embedded in the trapdoor. During the searching process,
the server only knows whether an encrypted keyword matches the user trapdoor
or not, and nothing else. After that, the server returns the search result to the
user who can download the ciphertexts and decrypt the data.

In Public-key Encryption with Keyword Search (PEKS) [8], the data and
the keywords are encrypted for only one user (i.e., the intended receiver of the
data). In contrast, data can be encrypted with certain attributes in Attribute-
Based Encryption (ABE) [16]. For instance, Alice can encrypt some data with
attributes “full-time” and “student”. Later, any user can decrypt the resulting
ciphertext if the attributes in the ciphertext match the policy associated with the
user. Thus Bob associated with a policy “(full time AND student) OR staff” can
decrypt the above ciphertext. The corresponding searchable encryption for ABE
is named Attribute-Based Keyword Search (ABKS) [19,21]. As in ABE, Alice
can encrypt the data and its associated keywords using certain attributes. After
uploading the ciphertexts to the server, Bob can do the search and decryption
since the attributes used by Alice in the encryption matches Bob’s policy. This
feature is very important in the cloud environment where a user can share data
with multiple users by encrypting the data only once. However, to the best of
our knowledge, no ABKS scheme proposed in the literature is proven secure.
Hence, one of our goals is to construct ABKS schemes with provable security.

In addition, keyword search functionality is usually associated with an
encryption scheme where both the data and the keywords are encrypted for
the same receiver(s). This paper also aims to provide a universal construction
of searchable encryption schemes from some existing encryption schemes. This
enables us to add a compatible keyword search functionality to an existing cryp-
tosystem without re-encrypting all the data.

1.1 Related Work

Diffie and Hellman introduced the notion of Public-Key Encryption (PKE) [11]
where Alice encrypts a message with Bob’s public key, and Bob decrypts the
ciphertext with his secret key. Based on the idea of using the user identity as
the public key [17], Boneh and Franklin proposed a practical Identity-Based
Encryption (IBE) scheme [9] where Alice encrypts the message with Bob’s iden-
tity. In 2005, Sahai and Waters introduced Fuzzy Identity-Based Encryption
which can be treated as the first Attribute-Based Encryption (ABE) [16], an
instance of Function Encryption [20]. In ABE, the decryption keys of the users
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and the ciphertexts are associated with access policies and attributes, respec-
tively. If and only if the attributes match the policy, the ciphertext can be
successfully decrypted. Depending on how the identity and the ciphertext are
associated, Attribute-Based Encryption schemes are classified into Key-Policy
ABE (KP-ABE) [3,12,15,16] and Ciphertext-Policy ABE (CP-ABE) [4]. In KP-
ABE, Bob’s secret key is associated with a policy. After receiving the ciphertext
encrypted with some attributes from Alice, Bob can decrypt it if and only if
the attributes match his policy. In CP-ABE, the ciphertexts are associated with
policies, and the secret keys are associated with attributes.

To enable the search functionality for encrypted data, various searchable
encryption schemes [1,8,10,13,19,21] have been proposed under different set-
tings. Boneh et al. [8] introduced PEKS, which is used with a conventional public
key encryption scheme. Later, Identity-Based Keyword Search (IBKS) schemes
were also proposed [1,10]. Recently, due to the popularity of ABE, there have
been some research works on ABKS [19,21]. In addition, there are also keyword
search schemes for other encryption variants, such as Broadcast Encryption [2].

To the best of our knowledge, [19,21] are the only ABKS schemes proposed
in the literature. However, neither of those schemes is proven secure. In partic-
ular, after analysing the ABKS scheme in [19], we found the scheme is flawed
where an 1audversary can always distinguish keywords from a ciphertext by testing

e(D,Ti,H(w“')) < e(g, D). For the KP-ABKS scheme in [21], the security proof
is invalid (see Sect.4.3) and thus the security of this scheme remains unknown.
For the CP-ABKS scheme in [21], no formal security proof has been provided.

In terms of provable security, it depends on the hardness of some computa-
tional problems (e.g. Discrete Logarithm Problem (DLP), Diffie-Hellman Prob-
lem (DHP) [11], etc.). Shoup [18] introduced the generic group model which was
used to obtain the complexity lower bound regarding the hardness of DLP and
DHP. Later, dealing with bilinear maps, Boneh et al. [6] introduced the generic
bilinear group model and the general Diffie-Hellman Exponent Problem. Besides,
the generic bilinear group model is also used in [5,7] for analysing the Decisional
Linear (DLIN) Problem and ¢-Strong Diffie-Hellman (¢-SDH) Problem.

1.2 Owur Contribution

In this paper, we introduce a new problem family named Decisional Bilinear
(P, f)-Diffie-Hellman problem ((P, f)-DBDH problem, for short). We prove the
(P, f)-DBDH problem is computationally hard in generic bilinear group model if
the polynomial f is not dependent on the polynomial set P. Based on the (P, f)-
DBDH problem, we derive a hard computational problem named Decisional £-
Combined Bilinear Diffie-Hellman problem (¢-DCBDH problem).

As the main contribution of this work, we introduce two new notions named
Linear Encryption Template (LET) and Linear Encryption with Keyword Search
(LEKS), and provide their formal definitions. LET can model different asym-
metric encryption schemes, including but not limited to PKE, IBE and ABE
schemes, which have the property of linearity. The linearity property requires
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a sub-algorithm e(g, g)** «— D(SK,(C4,...) in the decryption algorithm where
SK is the secret key involved, (C4,...) are the ciphertext components and for
allt € Z,, D(SK*,C1,...) = D(SK,Ch,...)" Given an encryption fitting LET,
we provide a semi-generic conversion to a LEKS scheme where the construc-
tion is generic but we require security proofs for individual conversions. We also
define two security models for LEKS schemes: Indistinguishability under Adap-
tive Chosen Keyword Attack (IND-CKA) and its weaker Selective-ID version
(IND-sCKA). With LET and our conversion from LET to LEKS, we can con-
struct PEKS from PKE, IBKS from IBE, ABKS from ABE, and so on.

To illustrate the feasibility of our semi-generic framework, we give an instance
of LET and then apply our conversion to procude a LEKS scheme. We first show
that a variant [15] of Goyal et al.’s ABE scheme [12] fits LET by proving it has
the property of linearity. Then we apply our LEKS conversion to convert the
KP-ABE scheme into a KP-ABKS scheme. After that, we prove the resulting
KP-ABKS scheme is IND-sCKA secure in the random oracle model under ¢-
DCBDH assumption. It is worth noting that to the best of our knowledge, our
converted KP-ABKS scheme is the first proven secure KP-ABKS scheme.

1.3 Paper Organisation

The rest of this paper is organised as follows. Beginning with Sect. 2, we define
(P, f)-DBDH problem family and ¢-DCBDH problem, and prove the hardness
of those problems. In Sect. 3, we define LEKS and its security model, followed
by the definition of LET and the LEKS conversion from LET. After that, an
instance of LEKS conversion is given in Sect. 4, converting a KP-ABE scheme to
a KP-ABKS scheme. The resulted KP-ABKS scheme is proven secure in Sect. 4.3
under the security model defined in Sect. 3.2. Finally, the conclusion is addressed
in Sect. 5.

2 Decisional Diffie-Hellman Problem Family

In this paper, we use the same bilinear map e : G; x G; — G as in [9] for
simplicity where G1, G5 are multiplicative cyclic groups of prime order p and g
is a generator of Gj.

Definition 1. Let P = (p1,...,ps) € Fp[X1, ..., X,]° be a s-tuples of n-variate
polynomial over F,. We define that a polynomial f € Fp[X1,...,X,]° is depen-
dent on P if exists s> + 2s constants ai j, by, and c; such that

S S
Z Z 4,5 DiPj R
= +> ap o f=) ap+
=1

S S

Z 2 Zzai,jpipj
brp = =LJ=

2 kPk

i=1 j=1
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Equivalently, f is dependent on P if exists s> + s+ 1 constants a; j, by and ¢
S S S
cf* + > bipkf+ D> aipip; =0
k=1 i=1 j=1
where at least one of by, or ¢ is non-zero.

Let gP@unmn) = (gpr@yenza) 0 gps(@i02n)y  d . denote the total degree of
felF,[X1,....X,], and dp = max{dy | f € P € Fp[X1,...,X,]°}. We present
the family of Diffie-Hellman problems as follows.

Definition 2 (Decisional Bilinear (P, f)-Diffie-Hellman problem). Let

P = (p1,...,ps) € Fp[X1,...,X,]® be a s-tuples of n-variate polyno-
mial over Fp, f € Fp[X1,...,X,] be a n-variate polynomial over F,. Let
(T1,...,2n) €ER Zy, and Z €r Gy. Giving two probability distributions D, =

(gP @) gf@12n))y and D, = (gF@1n)  Z), there is an algorithm A can
distinguish D, and D, with advantage:

_ 1
Ady (D —PBPH 5 IPr[l = A(D €p D;)] = Pr[l — A(D €x D,)]|

where D €r D represents that D is uniformly and independently chosen from
D. Alternatively, the problem can be represented as

ber {0,1}, Zy=g/tmrm) 7y €5 Gy,
_ 1
Advi‘P,f) DBDH _ ‘Pr [b —p A(gP(Il’“"I"),Zo, Zl)} _ 2‘

As from the definition above, Decisional Bilinear (P, f)-Diffie-Hellman ((P, f)-
DBDH in short) problem family is an enhanced DDH problem on the group G,
where the adversary A is now able to do bilinear pairing operations on G;. The

(P, f)-DBDH problem family is computational hard if and only if the advantage

Advv(f’f )=DBDH negligible. Since there is no known proof of the hardness of

this problem family, we show the complexity lower bound in the generic bilinear
group model [6]. As in [6], we emphasise that a lower bound in generic groups
does not imply a lower bound in any specific group.

Theorem 1.  Let €1,e5 : Z;L — {0,1}™ be two random encodings (injec-
tive maps) where Gy = {e1(z) | v € Z}}, Gy = {eafx) | © € ZJ}. Let
d = 2 - max(dp,dy). If f is not dependent on P, the lower bound of the
advantage AdvPH=DPBDH of solying the (P, f)-DBDH problem (Definition 2)
for the adversary A is stated as follows with at most q1,x, q2,x queries to the
group operation oracles OL, O% and q. queries to the bilinear pairing oracle
06161 X €1 — €E9.

2
AdyPH)=PBPH o (q1,x + g2,x ;qe +5+2)%d
p
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Our schemes are based on a dynamic version of the above (P, f)-DBDH
problem. To describe and show the hardness of the problem, we begin with the
following lemma.

Lemma 1. Let P = (p1,...,ps),Q = (q1,...,¢s) € Fp[X1,..., X,]° be two
s-tuple of n-variate polynomials over Fy, f € F,[X1,...,X,], O = (P,Q) =
(P13 Dss Q1,5 - -5 qs) be a 2s-tuple of n-variate polynomial. Let T be a variate,
R=(P,QT)= (p1,.-,ps, 1T, ..., qsT) = (r1,...,725) be a 2s-tuple of (n+1)-
variate polynomial. If f is not dependent on O, f is not dependent on R.

Lemma 2. Let P = (p17 s 7p8)7 Q = (qla R Qé) € Fp[Xla s aXn]s be two
s-tuple of n-variate polynomials over Fp,, f € F,[X1,...,X,], O = (P,Q) =
(p1y---3Ds,q1,- -+, 4qs) be a 2s-tuple of n-variate polynomial. Let Ty, ..., Ty be ¢

variates, R = (P7 QT17 ey QTZ) = (plu <y Ps, CI1T1> ey qST17 R 7(]1T£» ) QSTZ)
be an (£ + 1)s-tuple of (n+ £)-variate polynomial. If f is not dependent on O, f
is not dependent on R.

Definition 3 (Decisional /-Combined Bilinear Diffie-Hellman problem).

Leta,b,c,d,e, fi,..., fe €r Zp, h = g%, and Z €r G1. Giving two probability dis-
tributions Dpoppr = (g, 9%, g%, h, h¢, h4, {(gfi7gafz‘7hfi,hafi)}iZlmé,gabhcd) and
D, = (9,9% " h,h¢,h?, {(g7¢, g*Fi,hTi haSi)} iy o, Z), there is an algorithm A
can distinguish Dpcppr and D, with advantage:

1
Advg PP = 3 |Pr [l « A(D €r Dpcapn)] — Pr[l « A(D €r D,)]|

Alternatively, the problem can be represented as
ber{0,1}, Z,= gathdv Z1—p € Gy, AdvﬁDCBDH =

o 1
Pr |:b =b A(g7gaagb7ha hcvhda {(gflag fla hflah fl)}izl...fa 20721)] - 5

The Decisional £-Combined Bilinear Diffie-Hellman (.-DCBDH) problem belongs
to the (P, f)-DBDH problem family. We prove that the ¢-DCBDH problem is
hard by showing the advantage AdvﬁDCBDH is negligible.

Theorem 2. The lower bound of the advantage Adva{DCBDH of solving the
¢-DCBDH problem (Definition 3) for the adversary A is stated as follows with
at most q queries to group operations and bilinear pairing operations.

AdUﬁDCBDH < 3-(q+40+8)?
D

Due to the space limitation, the proofs of the above Theorems and Lemmas will
be provided in the full version of the paper.
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3 Linear Encryption with Keyword Search

3.1 Definition

In general, a searchable encryption scheme involves three roles and consists of
two encryption parts. In detail, the roles are contributor, server and user, and
the encryption parts are the message encryption part and the keyword encryp-
tion part. A general purpose searchable encryption scheme works as follows.
Alice, as a contributor, encrypts a file using the message encryption scheme
and the related keywords using the keyword encryption part for the target users,
including Bob. Let header denote the keyword ciphertext, and payload denote
the file ciphertext. Since a file may be associated with multiple keywords, Alice
may generate multiple headers for the payload. After that, Alice assembles the
headers and the payload as a single ciphertext, and sends the ciphertext to the
server. Bob, as one of the target user, can ask the server to search the cipher-
text with certain keywords. To do secured search, Bob generates a trapdoor
for each keyword to be searched, and then uploads the trapdoors to the server
via a secure communication channel. Once the server receives the query with
the trapdoors from Bob, the server begins to test whether the keywords in the
headers match those in the trapdoors. Note that the keywords are not visible to
the server, and the headers and trapdoors match only when the corresponding
keywords are the same and Bob is one of the intended users that the headers are
encrypted for. After searching for all related ciphertexts, the server allows Bob to
download the matching payloads. Finally, Bob can download the payloads with
matching headers. In addition, a trusted authority is required in the identity
or attribute-based setting.

Formally, we define Linear Encryption with Keyword Search as follows, focus-
ing on the keyword encryption part in a general searchable encryption scheme.

Definition 4 (Linear Encryption with Keyword Search). A linear
encryption with keyword search (LEKS) scheme, involving the contributors, the
servers, the users and the trusted authority, consists of the following five (prob-
abilistic) polynomial time algorithms:

-~ (MSK, PK) « Setup(1*): The system setup algorithm run by the trusted
authority takes a security parameter 1*, and outputs a pair of master secret
key MSK and public key PK for the trusted authority.

- SK «— KeyGen(MSK,Is): The user key generation algorithm run by the
trusted authority takes a master secret key M SK and a user identity Is, and
generates a user secret key SK for the user associated with that identity.

- C«— LEKS(PK,Ic,W): The keyword encryption algorithm run by the con-
tributor takes a public key PK, a target identity Ic and a keyword W, and
outputs a ciphertext C of the keyword W. To mazimum the generality, Ic is
viewed as a set that the user Ig can access the ciphertext only if Is € 1. It
is equivalent to F(Ig,Ic) =1 with a predicate function F.

- T «— Trapdoor(SK,W): The trapdoor generation algorithm run by the user
takes a secret key SK and a keyword W, and generates a trapdoor T of the
keyword W .
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- 1/0 « Test(C,T): The deterministic test algorithm run by the server takes a
ciphertext C «— LEKS(PK,Ic,W) and a trapdoor T «— Trapdoor(SK, W)
where SK «— KeyGen(MSK, Ig), and outputs

1 ifW=W'AIg € I¢,

0 otherwise.
In the public key scenario where users are identified using public keys generated
by themselves, the trusted authority is not required and the algorithm KeyGen
is not used. Instead, the Setup algorithm is run by individual users, and outputs

a pair of secret key SK and public key PK for that user. In addition, the scheme
is required to be correct.

Definition 5 (Correctness). A LEKS scheme is correct if the following state-
ment is always true:

V(MSK, PK) « Setup(1*), VI, VW € {0,1}*, VC «— LEKS(PK,I,,W),
VI, € I.,VSK — KeyGen(MSK, I;),VT «— Trapdoor(SK,W),Test(C,T) = 1.

3.2 Security Model

In LEKS, we consider that the server is honest but curious. In addition, we do
not consider the keyword guessing attack (KGA), since the server can always
generate ciphertexts with certain keywords to test with the trapdoor legitimately.
However, we can prevent anyone from extracting the keyword directly from the
trapdoor by applying an one-way function such as a preimage-resistant hash
function.

We present two security games: Indistinguishability under Adaptive Chosen
Keyword Attack (IND-CKA) and its weaker Selective-ID version (IND-sCKA).
We first define the IND-sCKA game (Game 1) where an adaptive adversary A
tries to distinguish a ciphertext generated from either keywords Wy or W7:

1. A selects a target identity set I and submits it to the challenger S.

2. S runs Setup(1*) to generate a key pair (M SK, PK) and passes PK to A.

3. A can adaptively ask S for the secret key SK of the user with identity I by
querying the key generation oracle Ogeygen. At the same point, S records I
in the identity list Z. The restriction is that I must not be in Ir.

4. A can adaptively ask S for the trapdoor T of the user identity I with the
keyword W by querying the trapdoor generation oracle Orrapdoor- If I is not
in Iy, it can be resolved that A queries the oracle Ogeygen to obtain the
secret key SK of I and further obtains the trapdoor T« Trapdoor(SK,W).
Otherwise, S runs the algorithm KeyGen and then the algorithm Trapdoor
to get the trapdoor, and passes it to A. At the same point, S records the
queried keyword W in the keyword list W.

5. At some point, A outputs two keywords Wy and W; to be challenged where
those two keywords must not be in the keyword list W.
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6. S randomly selects b to be either 0 or 1 uniformly. Then S generates a cipher-
text C «+— LEKS(PK, Ir,W,) and passes it to A.

7. A can continue to query all oracles with the same restriction. In addition, A
cannot query the target keywords Wy and Wi to the oracle Orrapdoor-

8. Eventually, A outputs a bit b’. A wins the game if b = b'.

We define the advantage of winning Game 1 as follows

‘ 1
Adv'NPSKA — \Pr(b=V AT Ip =0 A Wo, W1 ¢ W) -3

Definition 6 (IND-sCKA Security). A LEKS scheme is Indistinguishable
under Selective-ID Adaptive Chosen Keyword Attack if AdviND'SCKA is a negli-
gible function for all adversary A winning the Game 1 in polynomial time.

Next, we define the IND-CKA game (Game 2), which is similar as the IND-
sCKA game. The difference is that A is given the public key PK in IND-CKA
before submitting the target identity set Ir.

Definition 7 (IND-CKA Security). A LEKS scheme is Indistinguishable
under Adaptive Chosen Keyword Attack if AdviND'CKA is a megligible function
for all adversary A winning the Game 2 in polynomial time.

GameIAND—sCKA :

IW—0, Ir—A, (MSK,PK)— Setup(1’),

(Wo, W1) « ACKevGen OTrapdoor (PE) b €p {0,1},

C «— LEKS(PK,Ir,Wy), b « ACKeyGen:OTrapdoor(()
OKeyGen: I —ZTU{I}, return SK «— KeyGen(MSK,I)
Orrapdoor : W —WU{W}, return T « Trapdoor(SK, W)

AdvlyPOEA = ’Pr [b=bATNIr =0AWo, W1 ¢ W] — !

2
Game 1: IND-sCKA

GameI)\ND—CKA :
W —0, (MSK,PK)— Setup(1*),
(Ir, Wo, Wh) « APKevGen OTrapdoor (PK) - b €g {0,1},
C «— LEKS(PK,Ir, W), b « A®KevGen:OTrapdoor ()

Ady'ND-CKA _ ‘Pr [b=bAINIr=0AWo, W1 ¢gW)| _%

Game 2: IND-CKA
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3.3 Linear Encryption Template

In this subsection, we define the Linear Encryption Template (LET). Informally,
a LET models an asymmetric encryption scheme, consisting of the senders, the
recipients and the trusted authority. Alice, as the recipient, gets her secret
key from the trusted authority using her identity where her public key is her
identity. If LET is modelling a PKE scheme, Alice’s secret/public key pair is
generated by herself, and the trusted authority is not required. To securely
send a message to a set of recipients, including Alice, the sender Bob encrypts
the message into a ciphertext, and sends it to Alice. Once Alice receives the
ciphertext, she can decrypts and obtains the original message if and only if she
is one of the target recipients. Furthermore, if an encryption scheme fits LET, we
can use it to construct the corresponding LEKS scheme in Sect. 3.4. Formally,
we describe the definition of Linear Encryption Template as follows.

Definition 8 (Linear Encryption Template). A linear encryption template,
imvolving the senders, the recipients, and the trusted authority, consists of the
following four (probabilistic) polynomial algorithms:

- (MSK,PK) «— Setup(params,«): The system setup algorithm run by the
trusted authority takes a set of system parameters, such as the description
of groups, security parameters and randommnesses, and it reuses these para-
meters. The algorithm also takes a component o, which is used to create the
ciphertext. The output of this algorithm is a pair of master secret key MSK
and public key PK of the trusted authority.

- SK «— KeyGen(MSK, Ig): The user key generation algorithm run by the
trusted authority takes a master secret key M SK and a user identity Is, and
generates a user secret key SK for the user associated with that identity.

- C «— Encrypt(PK,Ic,M,s): The encryption algorithm run by the sender
takes a public key PK, a target identity set Ic, a message M and a ran-
domness s, and outputs a ciphertext C' of the message M. The randomness s
is used to bind the ciphertext parts in C' and further to bind other ciphertext
parts when constructing LEKS schemes. It is required that the ciphertext must
be in the form of C = (Cy,Ch,...) where Co = M - e(g,g)*°.

- M «— Decrypt(SK,C): The deterministic decryption algorithm run by the
recipient takes a secret key SK and a ciphertext C, and outputs the original
message M. The decryption process is required to be two steps. The first step
is to run the sub-decryption algorithm D to get e(g,g)*® — D(SK,Cy,...).
Then the second step is to extract the message M = e(%g(’)us. Importantly, the
sub algorithm D is required to have linearity:

VteZp, D(SKt,Cl7...):D(SK,Ol,...)t

If SK consists multiple elements that SK = (SK1,SKa,...), the term SK*
denotes (SK%,SK%,...).
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If there is no trusted authority that users generate their key pairs by themselves,
the algorithm KeyGen is not used and the algorithm Setup is run by the user,
outputing a pair of user secret key SK and public key SK. In addition, the
scheme is required to be correct.

Definition 9 (Correctness). A LET scheme is correct if the following state-
ment is always true:

V(MSK, PK) « Setup(params, «),VI.,VI; € I.,VSK «— KeyGen(MSK, I),
VM € Go, VseZ,, VYC«— Encrypt(PK,I.,M,s), Decrypt(SK,C)= M.

3.4 Keyword Search from Linear Encryption Template

In this subsection, we build our LEKS scheme with from a LET scheme as the
keyword encryption part. To construct a fully searchable encryption scheme, we
can reuse the LET scheme as the message encryption part, and combine with
the LEKS scheme. Alternatively, we also can use other encryption schemes as
the message encryption part. The main idea of the construction is to use the
LET part for authentication and combine it with a keyword equality test with
the same randomness. Let [T = (Setup, KeyGen, Encrypt, Decrypt) be a LET
modelled encryption scheme. Our LEKS scheme works as follows.

~ (MSK,PK) « Setup(1}): Given a security parameter 1%, the algorithm
generates two groups Gy, Gs of prime order p, and specifies a bilinear map
e : Gy x G; — Gy. The algorithm also selects a random generator g of Gy,
and a preimage resistant hash function H : {0,1}* — G, which may be mod-
elled as an random oracle. After that, the algorithm chooses two randomness
T1,T2 ER Z;, and calculates g; = ¢”* and g2 = ¢”. Then the algorithm packs
all above elements into params, sets a = x1x2, and passes to the algorithm
I1.Setup to obtain the key pair II.MSK and II.PK. Finally, the algorithm
keeps the master secret key MSK = II.MSK, and publishes the public key
PK = (GlaG27eag7g1a923H-PK)~

G1:<g>, 62@1XG1—>G27 HI{O,].}*—>G1, T1,T2 ERZ;,
g1 = gw17 g2 = gx27 params = (Gl,G2,€7g,H,l‘1,l’2),
(II.LMSK,II.PK) « II.Setup(params, x1x1)

return (MSK, PK) = (II. MSK, (G1,Gs,e¢, 9,91, 92, H, II.PK)).

- SK «— KeyGen(MSK,Ig): For key generation, the algorithm IT.KeyGen is
directly invoked. return SK «— II.KeyGen(MSK, Is).

-~ C «— LEKS(PK,Ic,W): To encrypt a keyword W for a target identity set
Ic, the algorithm chooses two randomness 71,72 €g Z;‘ . Then it computes
C{ = gy HW)™ and C% = g7' to encrypt the keyword W. After that, the
algorithm invokes IT.Encrypt with ro to get the ciphertext (Cp,Cq,...) to
assure the target identity set Io. Finally, the algorithm assembles two parts
together C = (C1,C%,C1,...) as the full ciphertext bound using ro where
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Co = M - e(g, g)***2" is dropped. Since Cy is not used in C, we can safely
setting the message M to 0 when invoking I1. Encrypt.

ri,m2 €Er Ly, Cp=g?HW)", Cj=g
(Co,C4,...) «— II.Encrypt(PK,Ic,0,r9)

return C' = (C1,C%,Cq,...).

— T « Trapdoor(SK,W): To generate a trapdoor of the keyword W, the algo-
rithm selects a randomness s €g Z; . Then it calculates T = (T, T, T53)
where Ty = g5, To, = H(W)® and T3 = SK*. For SK*, the operation works
the same as in Definition 8.

S €ER Z;, legf, TQZH(W)S, T3 = SK?

return T' = (Tl, TQ, T3)
— 1/0 « Test(C,T): For equality tests of both the keyword and the identity,
the algorithm tests the equality of the following return statement.

return e(C}, T1)/e(Ch, Ty) = II.D(T3,Ch, . .. ).

Theorem 3. The proposed conversion from the LET scheme to the LEKS
scheme is correct if the corresponding encryption scheme modelled by LET is
correct.

Proof. To verify, we calculate the left hand side of the test equation first.

_e(CLTh) _ elg HW)™, i) _ elgs?,97) - e(H(W)™, g7)
e(Cy,T2)  elg, H(W)?) e(gr, HW)?)

Ey

)7‘26‘

=e(g1,92

Then we calculate the right hand side of the test equation.

Ey = IL.D(T3,Cy,...) = IL.D(SK®,C,,...) = II.D(SK,C1,...)°
= e(gag)leQTQS = 6(91792)

T2S

As Ei = Es, the correctness is proved.

However, we are uncertain about the security of the above construction,
since some components are shared outside the encryption II that may break
the security of II in its original model. Therefore, we require individual security
proof for each conversion to ensure the security.

4 Key-Policy Attribute-Based Keyword Search

In this section, we show a useful instance of our LEKS conversion by converting
a KP-ABE into a KP-ABKS scheme. We starts with an ABE scheme [15] which
is a variant of Goyal et al.’s scheme [12] while the function 7" defined in [12] is
replaced with a random oracle. Then we convert it into a LEKS scheme by the
method in Sect. 3.4. Finally, we prove the resulted LEKS scheme is IND-sCKA
secure in random oracle model.
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4.1 Base Scheme
The ABE scheme [15] modelled by LET works as follows.

— (MSK,PK) « Setup(params,a): The system setup algorithm reuses the
parameters params, g1 = ¢g*', and go = ¢g”2. The master secret key is y =
x1. Since the function T is replaced with a random oracle, the algorithm is
required to choose a cryptographic hash function H : {0,1}* — G;. Return
(MSK’ PK) = (fEl, (QI;QQaH))'

- SK « KeyGen(MSK, Ig): In KP-ABE, the user identity set Ig is the policy
modelled as an access tree 7 (details in [12]). The algorithm chooses a random
polynomial g, for each non-leaf node x € 7 in a top-down manner. For each
non-leaf node z, the degree d, of the polynomial ¢, is d, = k; — 1 where
k. is the threshold value of that node. For the root node, the algorithm sets
root(0) = 1. For other nodes, the algorithm sets ¢, (0) = gparent (=) (index(x)).
With polynomials for the access tree 7 is decided, the algorithm generates the
secret key components for the user. For each leaf node z, the algorithm chooses
a random number 7, €r Z}, and calculates D, = gg”(o)H(attr(x))”,Rx =
g". Return SK = (7,{(Dz, Rz)}zcleaves(T))-

— C « Encrypt(PK,Ic, M,t): In KP-ABE, the target identity set I is the
attributes «y. To encrypt, the algorithm calculates Cq = M-e(g1, g2)¢, C1 = gt,
Cy = . For each attribute attr; € vy, the algorithm computes C; = H (attr;)t.
As required by LET, we note that Cqy = M - e(g1,92)t = e(g®,g%2)t =
e(g, 9)*1*2" = e(g, 9)**. Return C = (Cy, C1, Ca, {Ci }attricr)-

— M — Decrypt(SK,C): At first, the algorithm checks whether 7(y) = 1 or
not. If the attributes do not match the policy that 7(v) = 0, the algorithm
returns L. Otherwise, the algorithm proceeds the sub-algorithm D as follows.
For those matching attributes attr; = attr(x), where attr; € v and leaf node
x € T, the algorithm can decrypt that node by calculating

_ (D, C) _ (g Hattr ()™=, 6")
e(Ry, Cy) e(gm=, H(attr;)?)

t-qqy (0)

Fm 26(9792)

Then the algorithm can decrypt the non-leaf node z € 7 by using polynomial
interpolation. Let S, be the child set of the node z.

; Ai,s,(0)
F, = H FZAuSm(O) _ H (6(9792)“12(0)) s

ZESy z€S,

- e(g,gg)t'zzesm qz(o)'Ai‘Sm (0) — e( )t.qm(o)

g, 92

Since 7 () = 1, the algorithm can decrypt the root node that

xr1x2t )at

Fraot - e(gaQQ)t.qw(O) = 6(9792)I1t = e(gag) = e(gvg

The algorithm sets Fj.,,+ as the output of sub-algorithm D. Finally, the
algorithm computes the message M = Cy/F,.,o: and returns M.
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The correctness has been shown in the description of the decryption algorithm.
We also show that the above scheme has the linearity property required by LET.

Theorem 4 (Correctness). The above KP-ABE scheme is correct.
Theorem 5 (Linearity). The sub-algorithm D has linearity that

Vs € Zyp, D(SK?®,C1,C2,{Ci}attr,ey) = D(SK, C1, Ca, {Ci }attricy)’
Proof. For the decryption of leaf nodes, the computation becomes

D:,Ch) e(D.,C1)\°
= e( z 1) ) — s,
T e(R:,C) e(Ry, Cy) r

For the decryption of non-leaf nodes, the computation becomes

F; _ H F;Ai,sx(o) _ H FZSAi,Sz(O) _ (H FZAi,sm(O)>s =F

2€S, z€S, z€S,
. _ 178
Thus F),,;, = F2 -

4.2 Construction from the Base Scheme
In this section, we apply the LEKS conversion as follows with some key notes.

~ (MSK,PK) « Setup(1*): Although the hash functions in the LEKS and
the KP-ABE schemes have the same domain and codomain, they cannot be
merged since they will be programmed into two different random oracles.

G1:<g>, e: Gy XGlHGQ, H, :{0,1}**>G1, HQS{O,l}*HGl,
r1,72 ER LY, g1 =g", g2 = g™
return (MSK, PK) = (1‘1, (Gl,GQ,e,g,gl,gg,Hl,Hg)).
— SK «— KeyGen(MSK, Ig):
Vo € leaves(T), 71, €pZ), D= gg”(o)Hg(attr(I))”, R,=4g"

return SK = (T, {(D.L7 Rw)}zEleaves(T))'
- C«— LEKS(PK,Ic,W):

r1,T2 €R Z;a Cl = g;2H1(W)T17 02 = gII7 C3 = gT2

return C' = (C1, Ca, 3,7, {C; = Ha(attri)™ tater,ey)-
— T « Trapdoor(SK,W):

S €R ng T = gfa 1y = Hl(W)Sa {Tm,l = D;? Tm,2 = R;}Vweleaves('f)

return 7' = (T1, 15,7, {(T??,lv T?T,?)}xeleaves(’l'))'

— 1/0 « Test(C,T): The algorithm follows the decryption algorithm in the
KP-ABE scheme. If 7(y) = 0, the algorithm returns L. Otherwise, for leaf
node x € 7, it computes F, = e(Ty1,C1)/e(Ty2,C;). For non-leaf node,
it computes exactly the same as in the decryption algorithm using poly-
nomial interpolation. Eventually, the algorithm computes F;.,; and returns

e(C1,T1) = €(Ca, Ts) - Froor.



Linear Encryption with Keyword Search 201

4.3 Security Proof

The above converted KP-ABKS scheme is similar to Zheng et al.’s KP-ABKS
scheme [21]. The only difference between two schemes is that they use gog® (")
as the hash function for the attributes while we use Hy : {0,1}* — Gy.

However, there are some issues in the security proof given in [21]. Before
the simulation provided by the challenger, the adversary selects a target set
of attributes Attr*. In the simulation, the adversary is allowed to query the
token generation oracle OrokenGen (T, W) with any keyword W other than the
target keywords wg,w; and any policy T that F(Attr*,T) = 1. Stepping into
the oracle Orokencen (T, W), the challenger always runs the key generation oracle
Oxeycen(T) to get the secret key sk, and then uses it to generate the requested
trapdoor. Since the oracle Oxeygen(T') always aborts when F(Attr*,T) = 1,
the oracle Orokengen (T, W) always aborts when the adversary does the queries
mentioned above. This renders the proof invalid and hence the security of Zheng
et al.’s KP-ABKS scheme is unknown.

We prove our KP-ABKS is secure under the /-DCBDH assumption instead
of the standard Decisional Linear Assumption (DLIN).

Theorem 6. The proposed KP-ABKS is IND-sCKA (Definition 6) secure. If
an adversary A can win Game 1 with the advantage €, an algorithm S can be
constructed to solve £-DCBDH problem (Definition 3) in polynomial time with

the advantage & > m, querying Orrapdoor for at most g times where ¢ < £.

Due to the space limit, the proof will be provided to the full version of the paper.

5 Conclusion

In this paper, we introduced a (P, f)-DBDH problem family and demonstrated
its hardness under the generic bilinear group model. We also derived a hard
computational ¢-DCBDH problem from the (P, f)-DBDH problem family. As
the main contribution of this paper, we proposed LEKS and its security model,
and defined LET which can be used to convert encryption schemes into the
corresponding LEKS schemes. To show a concrete instance of our LEKS conver-
sion framework, we converted a KP-ABE scheme into a KP-ABKS scheme and
proved its security in the random oracle model under the /-DCBDH assump-
tion. Our future work will be finding more LET-compatible encryption schemes,
converting them into searchable schemes and proving their security.
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Abstract. In a broadcast encryption system, a broadcaster can encrypt
a message to a group of authorized receivers S and each authorized
receiver can use his/her own private key to correctly decrypt the broad-
cast ciphertext, while the users outside S cannot. Identity-based broad-
cast encryption (IBBE) system is a variant of broadcast encryption sys-
tem where any string representing the user’s identity (e.g., email address)
can be used as his/her public key. IBBE has found many applications
in real life, such as pay-TV systems, distribution of copyrighted materi-
als, satellite radio communications. When employing an IBBE system,
it is very important to protect the message’s confidentiality and the
users’ anonymity. However, existing IBBE systems cannot satisfy confi-
dentiality and anonymity simultaneously. In this paper, using an anony-
mous identity-based encryption (IBE) primitive with robust property as
a building block, we propose a generic IBBE construction, which can
simultaneously ensure the confidentiality and anonymity under chosen-
ciphertext attacks. Our generic IBBE construction has a desirable prop-
erty that the public parameters size, the private key size and the decryp-
tion cost are constant and independent of the number of receivers.

Keywords: Identity-based broadcast encryption - Anonymity - Robust-
ness + Chosen-ciphertext security -+ Random oracle model

1 Introduction

Broadcast encryption (BE), introduced by Fiat and Naor [16], is one kind of one-
to-many encryption that allows a broadcaster to encrypt one message to a group
of users who are listening to a broadcast channel, and only the authorized users
© Springer International Publishing Switzerland 2016
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can get the message. At present, BE causes a wide spread attention in theory
and practice. As BE can save most computational cost and communication load
relatively to repeatedly utilize point-to-point traditional encryption.

Identity-based broadcast encryption (IBBE) [12,28] is a special kind of
public-key BE, in which the public key of each user can be any string just repre-
senting the user’s identity (e.g., email address) and the private keys of users are
generated by a private key generator (PKG) according to their identities. It is
the same as in the identity-based encryption [8]. There exists a desired property
is that IBBE can support exponentially many users as potential receivers.

While an encryption scheme aims to protect the message’s confidential-
ity, another security requirement, namely, anonymity, which aims to hide the
receiver’s identity and it is a desirable security property in many application
scenarios. Anonymity comes from the key privacy concept, which was first intro-
duced by Bellare et al. [6]. It captures the property that an eavesdropper cannot
tell which public key the ciphertext is created under. However, the receiver set
S in the traditional IBBE scheme is transmitted as a part of the ciphertext.
Obviously, it cannot hide the receivers’ identities. Therefore, traditional IBBE
schemes are unable to obtain the anonymity requirement.

1.1 Owur Contributions

In this paper, we propose a generic identity-based broadcast encryption (IBBE)
scheme from a generic anonymous IBE construction, which is the first IBBE
scheme simultaneously provide confidentiality and anonymity against chosen-
ciphertext attacks under Decisional Bilinear Diffie-Hellman (DBDH) assump-
tion. In addition, the public parameters size, the private key size and the decryp-
tion cost are constant and independent of the number of receivers is more efficient
than the existing IBBE schemes.

1.2 Related Work

Since broadcast encryption (BE) was introduced by Fiat and Naor [16], many
BE schemes have been proposed, e.g., [9,12,13,17,28]. However, these schemes
cannot ensure the anonymity of receivers. To address this problem, in 2006,
Barth et al. [5] presented two anonymous BE constructions in the public key
setting with chosen-ciphertext security. Their first construction is a generic BE
construction in the standard model, where the decryption cost is linear with the
number of receivers. As it need try to find an appropriate ciphertext component
for decryption. Their second construction is an improved construction in which
only a constant number of cryptographic operations is required for decryption,
whereas the security proof relies on the random oracle model [7]. In PKC 2012,
Fazio et al. [15] proposed two outsider-anonymous broadcast encryption con-
structions with sub-linear ciphertexts, which are adaptive CPA and CCA secure
in the standard model, respectively. In the same year, Libert et al. [23] presented
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several anonymous broadcast encryption constructions with adaptive CCA secu-
rity in the standard model and gave an united security definition for anonymous
BE scheme. However, all of these constructions are in the public key setting.

In 2007, the first IBBE scheme with fix-size ciphertext and private key was
proposed by Delerablee [12]. Specially, their scheme supports a flexible number
of possible users. That is, the number of users are not determined in the system
setup phase. Since then, lots of IBBE schemes with different properties have been
proposed, e.g., [19,21,24,25,28,30,31,33,34,37,40]. When identity-based encryp-
tion is incorporated to the multi-receiver setting, many multi-receiver identity-
based encryption schemes [3,4,10] have been proposed. However, among all of
these IBBE and multi-receiver identity-based encryption schemes, the receivers’
identities are transmitted as a part of the ciphertext. Obviously, these schemes
cannot provide anonymity.

Therefore, many anonymous identity-based broadcast encryption schemes,
e.g., [20,26,38] and anonymous multi-receiver identity-based encryption schemes,
e.g., [11,14,22,29,35,36,39] have been successively proposed. However, none of
these schemes can achieve confidentiality and anonymity simultaneously against
chosen-ciphertext attacks. In this paper, we have solved this problem.

1.3 Bilinear Groups

We briefly review the concept of bilinear groups which is the underlying algebraic
structure of many IBBE including ours.

We assume there is a probabilistic algorithm G which takes as input a security
parameter A and outputs a tuple (p, G, Gr, e), where G and G are multiplicative
cyclic groups of prime order p (of bit-length A), and e : G x G — Gr is a map,
which has the following properties: Bilinearity: e(u®,v®) = e(u,v)® for all
u,v € G and Va,b € Z,. Non-degeneracy: ¢(g,g) # lg, where g is a generator
of G. Computability: There exists an efficient algorithm to compute e(u,v) for
Yu,v € G.

1.4 Decisional Bilinear Diffie-Hellman Assumption

The decisional BDH (DBDH) problem in a bilinear group (p,G,Gr,e) is
as follows: Given a tuple (g,9% g% ¢¢ Z) for a,b,c «r Z, as input, out-
put 1 if Z = e(g,9)*° and 0 otherwise. For a probabilistic algorithm
A, we define its advantage in solving the DBDH problem as AdvRBPH =
[Pr[A(g, 9%, 6" g% e(g, 9)**°) = 1] — Pr[A(g, 9% ¢*, g%, Z) = 1], where g is a ran-
dom generator in G and Z < Gp. We say that the DBDH assumption holds if
all probabilistic polynomial-time (PPT) algorithms have a negligible advantage

in solving the DBDH problem.

2 Identity-Based Broadcast Encryption

We shall review the definition and security notions for identity-based broadcast
encryption [18] as follows.
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An identity-based broadcast encryption scheme, associated with message
space M, consists of a tuple of four algorithms (Setup, Extract, Enc, Dec):

Setup(1*): On input of a security parameter )\, it outputs the public parameters
params and a master secret key msk.

Extract(msk, ID): On input of a master secret key msk and an identity ID, it
outputs a private key sk;p for the identity ID.

Enc(params, S, M): On input of the public parameters params, a receiver set
S and a message M € M, it outputs a ciphertext CT.

Dec(sk;p, CT): On input of a private key sk;p and a ciphertext CT, it outputs
either a message M or an error symbol L.

The correctness property requires that, for all ID € S| if (params, msk) —
Setup (1), skrp « Extract (msk, ID) and CT « Enc (params, S, M), then
Dec (skrp, CT) = M with overwhelming probability.

Remark. Identity-based encryption is a special case of identity-based broadcast
encryption, when the size of the receiver set is only one.

Next, we shall review the security notions for an IBBE scheme. First, we
review the model of indistinguishability under chosen-ciphertext attacks (IND-
CCA), which means that the ciphertext does not leak any information of the
message. Then, we review the model of anonymity under chosen-ciphertext
attacks (ANO-CCA), which means that the ciphertext does not leak any iden-
tity in the receiver set. Last, we review the model of weakly robust against
chosen-ciphertext attacks (WROB-CCA), which guarantees that the decryption
attempts to fail with high probability when the “wrong” private key is used.
Respectively, these security models are defined by the following games between
a PPT adversary A and a challenger C.

The IND-CCA Game:

Setup: Challenger C runs (params, msk) « Setup(1*), and then sends the
public parameters params to adversary A and keeps the master secret key msk
itself.

Phase 1: Adversary A adaptively issues the following queries:

— Extraction Query: On input of an identity 1D, challenger C returns skyp «—
Extract(msk, ID) to adversary A.

— Decryption Query: On input of an identity ID and a ciphertext CT,
challenger C returns m <« Dec(sk;p,CT) to adversary A, where sk;p «
Extract(msk, ID).

Challenge: Adversary A submits two distinct equal-length messages My, M;
€ M and a receiver set S* to challenger C. It is required that A has not issued
Extraction Query on ID € S*. Then challenger C flips a random coin (8 €
{0,1} and returns the challenge ciphertext CT* « Encrypt (params, S*, Mpg)
to adversary A.
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Phase 2: Adversary A continues to adaptively issue queries as in Phase 1 subject
to the following restrictions: (i) A cannot issue Extraction Query on ID, where
ID € 8% (ii) A cannot issue Decryption Query on (ID,C*), where ID € S*.

Guess: Adversary A outputs a guess ' € {0,1}.

Definition 1. We define adversary A’s advantage in the IND-CCA Game as
Advf}l\f%‘ggA = |Pr[#’ = B8] —1/2|. We say that an IBBE scheme is IND-CCA

secure, if for any PPT adversary A, the advantage Advf}d%‘ggA is megligible in

IND-CCA Game.

The ANO-CCA Game:
Setup: It is the same as in the IND-CCA Game.
Phase 1: It is the same as in the IND-CCA Game.

Challenge: Adversary A4 submits a message M* and two distinct sets Sy, Sp
to challenger C. It is required that |So| = |S1| and adversary A has not issued
Ezxtraction Query on ID € SyAS1, where SgAS; denotes SoU ST —SgN.S1. Then
challenger C flips a random coin § € {0,1} and returns the challenge ciphertext
CT™—Encrypt(params, Sg, M*) to A.

Phase 2: Adversary A continues to adaptively issue queries as in Phase 1 with
the restrictions as follows: (i) Adversary A cannot issue Extraction Query on
ID, where ID € SyASy; (ii) Adversary A cannot issue Decryption Query on
(ID,C*), where ID € SyAS;.

Guess: Adversary A outputs a guess 8’ € {0,1}.

Definition 2. We define adversary A’s advantage in the above ANO-CCA Game

as Advi\Ree® = [Pr[f’ = B]—1/2|. We say that an IBBE scheme is ANO-CCA

secure, if for any PPT adversary A, the advantage Advf&]gé%CA is negligible in

the above ANO-CCA Game.

Remark. Note that the definition captures not only outsider attacks but also
insider attacks. In other words, even when an identity 1D € SyN S is corrupted,
the anonymity of any non-corrupted ID € SyAS] is still preserved.

The WROB-CCA Game:
Setup: It is the same as in the IND-CCA Game.
Query Phase: It is the same as Phase 1 in the IND-CCA Game.

Output: Adversary A outputs a message M, a receiver set S* = {ID,
IDy, ---, ID;}, where |S*| = t. Challenger C outputs the challenge ciphertext
CT* « Encrypt (params, S*, M).

We say that A wins the WROB-CCA Game if Dec(skrp-, CT*) # L, where
ID* ¢ 5% and sk;p- = Extract (msk, ID*). It is required that .4 has not issued
Ezxtraction Query on ID* in Query Phase.

We define adversary A’s advantage as the probability of that A wins.
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Definition 3. We say that an IBBE scheme is WROB-CCA secure, if for all
PPT adversaries A, the advantage of winning the above WROB-CCA Game is
negligible.

Remark. The above security notions of IND-CCA; ANO-CCA and WROB-
CCA can be naturally defined for an identity-based encryption (IBE) scheme by
limiting the size of the receiver set to be only one.

3 Generic Anonymous IBBE from IBE

In this section, we present a generic IBBE construction which builds on a IND-
CCA secure, ANO-CCA secure and WROB-CCA secure IBE primitive. The
generic IBBE construction has a desirable property that the public parameters
size, the private key size and the decryption cost are all constant and independent
of the number of receivers, while the ciphertext size is linear with the size of the
receivers.

3.1 Construction

Given an IND-CCA, ANO-CCA and WROB-CCA secure IBE scheme IBE=
(IBE.Setup, IBE.Extract,IBE.Enc,IBE.Dec) and a strong one-time signature
scheme X' = (Gen, Sig, Ver), we construct an IND-CCA and ANO-CCA secure
IBBE construction IBBE = (IBBE.Setup, IBBE.Extract, IBBE. Enc, IBBE.Dec).

IBBE.Setup(1*): On input of a security parameter ), it generates a bilinear
map (p, G, Gr, e), where G and G are two cyclic groups with prime order p and e
is a bilinear map e : GXxG — Gy. Then, it chooses g« rG, a+—rZ, and computes
g1 = g%. Next, it runs (params, n@} «—IBE.Setup(1*). Besides, it chooses three
hash functions Hy, Hy, H3, such that H; : {0,1}* — G, Hy : Gy — {0,1}* and
Hj :{0,1}* — Z,. The public parameters are params = (G, Gr, Zy, e, p, ¢, 91,
params, Hy, Ho, H3) and the master secret key is msk = (a, 7775%)

IBBE.Extract(msk, ID): On input of a master secret key msk and an identity
ID, it computes sk%, = Hq(ID)* and sk}« IBE.Extract(msk, ID). It outputs
the private key skrp =(sk%p, skip) for the identity ID.

IBBE.Enc(params, S, M): On input of the public parameters params, a
receiver set S = {IDy, IDs, ---, ID;} and a message M, it first generates a sig-
nature key pair (svk, ssk)« Gen (1*). Then it chooses 6« rZ,, lets r = H3 (3, M)
and computes the common part of the ciphertext T' = ¢". Next, for each ID € S,
it computes %, = Ha(e(g1, Hi(ID))") and c},«IBE.Enc(params, ID, svk ||
6 || M). Let Cy = (Yp,, ¢ip,) |l -+ 1l (Yp,, ¢ip,). The ciphertext is CT =
(svk, T, C1, o), where o = Sig (ssk, T || C1).

IBBE.Dec(skrp,CT): On input of a private key skrp = (sk¥p, sk}p) and a
ciphertext CT = (svk, T, C1, o), where C1 = ( ¢4y, ¢ip ) || -+ || ()p,, ¢ip,)-
It checks whether Ver(svk, T||Cy,0) = 1 holds. If not, it returns L. Otherwise, it
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computes ¢, = Ha(e(T, sk9p)). If &, # c?Dj for all j € {1,--- ,t}, returns L;
else considers the smallest index j such that 9, = c? p,» then computes L —
IBE.Dec(skip,crp,)- If L =L, returns L; else parses L as svk/[|"||M. If suk’ #

svk or T # gH3(‘5,’M), returns L; else returns M.
The correctness of IBBE construction follows directly from the correctness
and weak robustness of IBE scheme.

3.2 Security Analysis

In this subsection, we analyze that the above IBBE construction is ANO-CCA
secure. Regarding the IND-CCA security, we have the following Theorem 1,
whose proof can be found in the full paper.

Theorem 1. Suppose that Hs is a random oracle, the IBE scheme is IND-
CCA secure and the signature X scheme is a strong one-time signature, then
the generic IBBE construction in Sect. 8 is IND-CCA secure.

Next, we shall prove the following Theorem 2, which states that our IBBE con-
struction is ANO-CCA secure.

Theorem 2. Suppose that Hy, Ho, Hs are random oracles, the IBE scheme are
WROB-CCA and ANO-CCA secure, the signature X scheme is a strong one-
time signature scheme and the DBDH assumption holds, then the above IBBE
construction is ANO-CCA secure.

Proof. We proceed by a sequence of hybrid games starting with Gamegy where
adversary A is given an encryption of M* on Sy. At the last game, adversary A
is given an encryption of M™* on S;. Without loss of generality, we suppose Sy
and S; are different by only one receiver and |Sg| = |S1| = t. (The general case
can be proved through a hybrid argument, which is the adversary A selects the
receiver sets differing by only one receiver each time.) Let 1D, be the unique
element of Sp\S1, ID,, be the unique element of S;1\Sy. (Note that S;\S; =
{ID|ID € S;NID ¢ S;})

Gamey: The challenge ciphertext CT* is a correctly encrypted M™* on receiver
set S, where CT* = (svk*,T*,Cf,0*) and CT = (Y5, cip,) -1l (¥,
c}*Dt). Let ¢ = (C(I)’bv, c}*Dv) = (Hs(e(g1, H1(ID,))"), IBE.Enc(params, 1D,
svk* ||6*|| M*)) be the challenge ciphertext component which is related to the
identity 1D,,.

Game;: It is the same as Gameg, but the challenger rejects all post challenge
Decryption Query (ID,CT), where CT contains the same verification key svk*.

Game;: c is replaced with (R, IBE.Enc(params, ID,, svk* ||6*|| M*)), where
R<_R{07 1}>\

Games: c is replaced with (R, IBE.Enc(params, 1D,,, svk* ||§*|| M*)).

Gamey: c is replaced with (Hz( e(g1, H1(IDy,))"), IBE.Enc(params, ID,,, svk*
[|6%|] M*)). Notice that the component is now encrypted on I D,, instead of ID,,.
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Games: It is the same as Gamey, but the challenger does not reject all post
challenge Decryption Query (ID, CT), where C'T contains the same verification
key svk*. Notice that the challenge ciphertext C'T* is correctly encrypted M*
under the receiver set S; now.

The above games differ slightly from each other. In the following lemmas, we
shall show that every two adjacent games are computationally indistinguishable.
Transitivity shows that Gameg and Games are computationally indistinguish-
able. The challenge ciphertext C'T* in Gamey is encrypted M* on receiver set
So and the challenge ciphertext CT™ in Games is encrypted M™ on receiver set
S1. According to the ANO-CCA Game, we can achieve that the above IBBE
construction is ANO-CCA secure.

Lemma 1. Suppose that the signature scheme X is a strong one-time signature
scheme, then Gamey and Gamey are computationally indistinguishable.

Proof. We define event I’ that adversary A makes a legal Decryption Query
on (ID,CT = (svk,T,Cy,0)), where Ver(svk,T||C1,0) = 1 and svk = svk*
and ((T]|C1),0) # ((T*||CY),0*). Suppose event F happens, then it is easy to
construct a PPT algorithm C, which makes use of adversary A to break the
underlying one-time signature scheme .

Setup: C is given a verification key svk*. Then C runs (params, msk) —
IBBE.Setup(1*). Next, it returns params to A and keeps msk itself.

Phase 1: A can adaptively issue FEztraction Query and Decryption Query. C
can answer any Fxtraction Query and Decryption Query since it has the master
secret key msk.

Challenge: A submits a message M* and two distinct sets Sy, S; to C.
It is required that A has not issued Extraction Query on ID in Phase 1,
where ID € {ID,,ID,}. C first runs IBBE.Enc(params, Sy, M*) to obtain
a part of ciphertext (T*,CY), and then obtains (from its signing oracle) a
signature o* on the “message” (T*||Cy). Finally, C sends challenge ciphertext
CT* = (svk*,T*,C%,0*) to A.

Phase 2: A continues to adaptively issue queries as follows:

— Eatraction Query: A issues Extraction Query on 1D, such that ID & {ID,,
ID,}, C handles them as in Phase 1.

— Decryption Query: A issues Decryption Query on (ID,CT), C parses CT as
(svk, o, T, C1), if Ver (svk, T ||C1, o) = 1, svk = svk* and ((T||C1),0) #
((T*||CT),0*), then C presents ((T'||Cy),0) as a forgery and aborts. Other-
wise, C answers these queries with the master secret key msk as in Phase 1.

Guess: A outputs a bit ¥’ € {0, 1}.
Observe that Gamey and Game; are identical as long as event F' does not
happen. If event F' happens with a non-negligible probability, then C can forge
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a valid signature with a non-negligible advantage. However, since the signature
scheme X' is a strong one-time signature scheme, then event F' happens with
negligible probability.

Hence, Gamey and Game; are computationally indistinguishable.

Lemma 2. Suppose that DBDH assumption holds, then Game; and Games are
computationally indistinguishable.

Proof. Suppose there exists an adversary 4 who can distinguish Game; from
Games. It is easy to construct a PPT algorithm C that makes use of A to solve
the DBDH problem. Suppose C is given a DBDH challenge (g, g%, ¢, g¢, Z) with
unknown a, b, ¢ € Z,, C’s goal is to output 1 if Z = e(g, g)*** and 0 otherwise. C
acts as a challenger with adversary A as follows.

Setup: C runs (pﬁd?ns,TE§<:)<—IBE.Setup(1’\)7 sets g1 = g%, and chooses Hy,
Ho,, Hj as random oracles. C gives the public parameters params = (params,

g, g1, Hi, Ho, Hs3) to A and keeps msk itself.
Phase 1: A adaptively issues queries as follows:

Hashy Query: On input of an identity ID, C does as follows: if there exists
a record (ID,Q,q,w) in the H;y-list, which the list is initially empty, returns
Q; else chooses w «—pg {0,1} and ¢ g Z,. If w = 0, computes Q = g%; else
computes Q = g*? and adds (ID,Q, q, @) into the H;-list. C returns Q to .A.

Hashs Query: On input of X, C does the following: if there exists a record (X, v)
in the H»-list, which the list is initially empty, returns v; else selects v «gr Z,
and adds (X, v) into the Ha-list. C returns v to A.

Hashs Query: On input of (4, M), C does the following: if there exists a record
(6, M, r,g") in the Hs-list, which the list is initially empty, returns r; else selects
r g Zy,, adds (§, M,r,¢") into the Hs-list. Returns r to adversary A.

Exzxtraction Query: On input of an identity I D, C first issues Hashy Query on
the identity ID and gets the tuple (ID,Q,q,w). If w = 1, C outputs L and
aborts; else C computes sk?, = ¢g. Then runs IBE.Extract(T@,ID) to obtain
skip. C returns skrp = (sk?p, skip) to adversary A.

Decryption Query: On input of (ID,CT),C parses CT as (svk,o,T,Cy), where

Cr = (Ap, cip)Il - I(hp,, cip,). If Ver(svk,T||C1,0) = 0, C outputs L;
else C issues Hash; Query on ID to obtain the tuple (ID,Q,q,@). When
w = 0, C computes sk?, = g%, and then uses sk9, and the master secret

key msk to respond this Decryption Query. When w = 1, C computes
skl « IBE.Extract(msk, ID), computes L =IBE.Dec(skjp, cip,) in turn for
je{1,2,---,¢}. If Lis L, continues to the next j until L as svk’||6’||M’. Then
checks if svk = syk’, if not, output _L; else q}leries Hashs Query on (6', M’) to
gets (6', M’ 7', g" ), and then checks if T' = ¢g" , if not, outputs L; else returns M.
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Challenge: Adversary A submits a message M* and two distinct sets Sy, S1
to C. It is required that A has not issued Eztraction Query on ID in Phase 1,
where ID € {ID,,ID,}. C first runs (svk*, ssk*)«Gen(1*) and sets T* = g°.
Then, C issues Hash; Query on ID, to obtain the tuple (ID,,Q.,q,,@y).
If w, = 0, C outputs L and aborts; else C computes X = Z9. C issues
Hashy Query on all ID;, where ID; € Sy/ID,, to obtain the corresponding
tuple (ID;,Qj,q;,w;). If there exists some w; = 1, outputs L and aborts;
else computes X7 = e(g” g €)% . Meanwhile, for all ID; € Sy, C queries Hashg
Query on X7 to obtain cID , where c?*Dj = HQ(X;-‘). Next, C chooses a ran-
dom ¢* and runs c}}j —IBE. Enc(pms,IDj,svk*||<5*||M*) for ID; € Sp. Let
Cy = (p, el 1(edp, cIDt) Last, C runs o* «Sig(ssk*,T*||CY) and
returns CT* = (svk™, T*,Cf,0") to adversary A.

Phase 2: A continues to adaptively issue queries as follows:

Extraction Query: Adversary A issues Eztraction Query on ID, where ID ¢
{ID,,ID,}, C handles them as in Phase 1.

Decryption Query: Adversary A issues Decryption Query on (I D,CT). C parses
CT = (svk,T,C,0), where C1 = (cp, cip )| -+ I(chp,: ¢ip,). If svk = svk*
or Ver(svk,T||C1,0) =0, C outputs L. Otherwise, C does as follows:

— When CT = CT* and ID € {ID,,ID,}, C outputs L;

— When CT = CT* and ID € Sy NSy, C outputs M*;

— When (CT =CT*and ID ¢ Sy U S1) or (CT # CT* and ID ¢ {ID,,,ID,}),
C answers as in Phase 1;

~ When CT # CT* and ID € {ID,,ID,}, C computes sk}, < IBE.Extract

(T@, ID). If there does not exist j € {1,2,--- ,t}, such that C}Dj = c}*DU,

C answers as in Phase 1; Otherwise, if there exists some j € {1,2,--- ,t},
such that cjp = cfp where ¢ip, < IBE.Enc(params, ID,, svk* ||6*|| M*).

When ID = IDU, C outputs L, as the corresponding message is svk*||d*||M*,
as svk = svk™ has been rejected. When ID = ID,,, C answers as in Phase 1.

Guess: A outputs a bit &' € {0,1}.

It is easy to observe that, if Z = e(g,g)**, then C has properly simulated
Gamey. If Z is uniform and independent in G then C has properly simulated
Games. Therefore, if A can distinguish Game; and Games with a non-negligible
advantage, then C also has a non-negligible advantage to resolve the DBDH
problem. However, the DBDH assumption is hard to resolve. Hence, Game; and
Gamey are computationally indistinguishable.

Lemma 3. Suppose that the IBE scheme are ANO-CCA secure and WROB-
CCA secure, then Games and Games are computationally indistinguishable.

Proof. Suppose there exists an adversary A who can distinguish Games from
Gameg, it is easy to construct a PPT algorithm C who makes use of A to break
the IBE scheme’s ANO-CCA security or the IBE scheme’s WROB-CCA security.
C acts as a challenger and plays with adversary A as follows.
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Setup: C first receives the master public key params from the IBE challenger.
Then C picks generator g €gr G, o €r Zjy,, computes g; = g¢ and chooses hash
functions Hy, Ho, H3. Next, C gives public parameters params = (params, g, g1,
Hy, Hs, H3) to A and keeps « itself.

Phase 1: A adaptively issues queries as follows:

— FEaxtraction Query: On input of an identity I D, C first issues Eztraction Query
on ID to the IBE challenger to obtain sk}, and then C computes sk?,, =
Hy(ID)*. Finally, C returns sk;p = ( sk¥p, skip) to adversary A.

— Decryption Query: On input of (ID, CT) C first parses CT as (svk, o, T,

C1), where Cy = (chl, cIDl) [|---I( cID , CID ). If Ver(svk T||C1, 0) =0,
C outputs L; else C computes skb, = Hl(ID) and §p, = Ha( e(T, sk%p)).
If there is no c(}Dj =Y, for j € {1,--- ,t}, C returns L; else C considers the

smallest index j such that ¢} D, = %, and then C issues Decryption Query
on (ID,cl,) to the IBE challenger and obtains a result L. If L =1, C outputs
1; else parses L as svk'||¢'||M’, checks if svk = svk/, if not, outputs L; else
issues Hashs Query on (8, M') and obtains (6’,M’,7”,gw)7 checks whether
T= g’"' holds, if not, outputs L; else returns M’.

Challenge: A submits a message M* and two distinct sets Sy, S; to C. It
is required that A has not issued Fztraction Query on ID € {ID,,ID,} in
Phase 1. First, C picks §*«gZ,, computes r = H3(0*, M*) and sets T* = ¢".
Second, C runs (svk*,ssk*)«Gen(1*), sets m* = svk*||0*||M* and sends m*
and (ID,,1D,,) to the IBE challenger and receives a ciphertext c}’bﬁ<—lBE.Enc
(params, IDg, m*) from IBE challenger. Third, C chooses a random R € {0,1}*
and sets C?EB = R. For ID; € S5,N Sy, C computes c?Dj = Hy(e(g1, H1(IDy))")
and c}D_ —IBE.Enc(params, ID;, svk*||6*||M*). Let Cj be the concatenation
of (cID , cID ) for all ID; € Sg. Fianlly, C runs o* « Sig(ssk*,T*||C}) and
returns the challenge ciphertext CT™* = (svk*, T*,C},0*) to adversary A.

Phase 2: A continues to adaptively issue queries as follows:

Eztraction Query: A issues Extraction Query on ID, where ID ¢ {ID,, ID,},
C handles them as in Phase 1.

Decryption Query: A issues Decryption Query on (ID, CT), C parses CT as
(svk, o, T, C1), where C1 = (cip,, cip )| -~ |I( 4p,, ¢ip,). If svk = svk* or
Ver(svk, T||C1, o) = 0, then C outputs L. Otherwise, C does as follows:

— When CT = CT* and ID € {ID,,ID,}, C outputs L;

— When CT = CT* and ID € Sy NSy, C outputs M*;

— When (CT =CT*and ID ¢ Sy U S1) or (CT # CT* and ID ¢ {ID,,,ID,}),
C answers as in Phase 1;

— When CT # CT* and ID € {ID,,,ID,,}, C first computes sk?, = Hy(ID)*
and %, = Hy(e(T, sk9p)). For each j € {1,--- ,t}, if C(I)Dj # Y, C returns
1; else C considers the smallest index j such that 9 D, = Ap. If ety = c}’bﬁ,
C outputs L. Since cip, « IBE. Enc(IDg,svk*H(S*HM*), when ID = IDg,
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IBE.Dec(sk;DB,c}*Dﬁ) and the corresponding message is svk*||0*||M*, as
svk = svk* has been rejected; When ID € {ID,,ID,}/{IDg}. As the IBE
scheme is WROB-CCA secure, then IBE.Dec(sIﬁD,c}’bB) #1 with negligi-

ble probability. Otherwise, C issues Decryption Query on (ID,c},) to IBE
challenger as in Phase 1.

Guess: A outputs a bit b’ € {0, 1}.

If the IBE challenger encrypts svk*||0*||M* under ID,, then C is simulating
Games; else the IBE challenger encrypts svk*||6*||M* under ID,,, that is C is
simulating Games. Therefore, if adversary A can distinguish Games from Games
with a non-negligible advantage, then C also have a non-negligible advantage
to break the ANO-CCA security or WROB-CCA security of the IBE scheme.
However, the IBE scheme is ANO-CCA secure and WROB-CCA secure. Hence,
Gamey and Games are computationally indistinguishable.

Lemma 4. Suppose that DBDH assumption holds, then Games and Gamey are
computationally indistinguishable.

Proof. The case for distinguishing Games from Gamey is symmetric with the
case for distinguishing Game; from Games.

Lemma 5. Suppose that the signature scheme X' is a strong one-time signature
scheme, then Gamey and Games are computationally indistinguishable.

Proof. The case for distinguishing Game, from Games is symmetric with the
case for distinguishing Gameg from Game;.

4 Comparisons

In this section, we compare the security and performance among the existing
anonymous IBBE schemes and our concrete instantiation from our generic IBBE
construction which is presented in Appendix A. The results of comparisons are
presented in Table 1.

In Table 1, it shows that the constructions [14,29] and the first construction
[39] have some security flaws in their security proofs. As constructions [11,29]
both pointed out construction [14] does not achieve anonymity. Constructions
[22,35] both pointed out construction [29] does not achieve anonymity. Con-
struction [36] gave an insider attack about anonymity for the first scheme of
[39]. Construction [11] and the second construction [39] do not have security
proofs. Construction [32] is only an outsider-anonymous IBBE with adaptive
CPA security in standard model. Constructions [20,26,38] are all CPA, while
our construction can simultaneously ensure the confidentiality and anonymity
under chosen-ciphertext attacks. In particular, our scheme is not less efficient
than these existing IBBE schemes, although all of them cannot obtain the same
security as ours. Thus, the comparison results indicate that our concrete IBBE
scheme has a better overall security and performance. The symbol “x” means
there exists some security flaws or problems in their security proofs and “—”
means there is no security proof in the scheme.
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Table 1. Security and Performance Comparisons

[14] |[[11] |[[29] |[39]-1|[39]-2|[20] |[26] |[38] |[32] | Ours
Confidentiality CCA |- CCA |CCA |- CPA | CPA |CPA | CPA | CCA
Outsider Anonymity | x - CCA |CCA |- CPA | CPA |CPA | CPA | CCA
Insider Anonymity | X - X X - CPA |CPA |CPA | — CCA
Security Model ROM | - ROM | ROM | - ROM | STD |STD | STD | ROM
Pk Size O(1) |O(1)|0O(1) |O0(1) |O1) O1) |On)|0Ow 0K o)
Sk Size O(1) |0(1)|0(1) |0(1) |O01) O1) |O1) |0Ok) Ok) O(1)
CT Size O(k) |O(k) | O(k) | O(k) |O(k) O(k) |O(k) | O(1)  O1) | O(k)
Decryption time O(1) |O(k) | O1) |Ok) | Ok) |OQ) |O1) O1)O1Q)|0OQ1)

5 Conclusion

In this paper, we propose a generic IBBE scheme from a generic anonymous
IBE construction. The generic IBBE scheme obtains the confidentiality and
anonymity against chosen-ciphertext attacks simultaneously. In addition, the
scheme has a desirable property, that is the public parameters size, the private
key size and the decryption cost are constant and independent of the number
of receivers. However, our construction is proved in the random oracle model.
So our future work is to construct a generic anonymous IBBE construction with
chosen-ciphertext security in the standard model.
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A A Concrete Instantiation

We shall present a concrete instantiation based on the generic IBBE construc-
tion, employing Boneh-Franklin IBE scheme [8], which is IND-CCA secure and
ANO-CCA secure as noticed in [1] and WROB-CCA secure as noticed in [2]
and a concrete signature scheme, e.g. [27] which is a strong one-time signature
scheme X' = (Gen, Sig, Ver).

Setup(1*): On input of a security parameter )\, it first chooses a bilinear group
G, Gr of prime order p with bilinear map e : G x G — Gp and a generator
g<—rG, and then picks «, B+ RrZ,, computes g1 = g% and g2 = ¢?, chooses hash
functions H; : {0,1}* — G, Hy : {0,1}¢ x {0,1}* — Z,, H3 : Gr — {0,1}¢,
Hy : {0,1}* — {0,130+ gy o {0,1} x {0, 1}M" — 7, which
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are modeled as random oracles. The public parameters are params =
(G,Gr,Zy,p,e,9,91,92,H1, Ho, H3, Hy, Hs) and the master secret key is msk
= (o, ).

Extract(msk,ID): On input of the master secret key msk and an identity
ID, it computes skb, = Hi(ID)® and ski, = H;(ID)P. The private key is
skip = (sk9p, skip).

Enc(params, S, M): On input of the public parameters params, a receiver
set S = {ID1,IDy,---,ID;} and a message M € {0,1}", it first runs
(svk, ssk) « Gen(1*), chooses 81,02 «pr {0,1} lets ry = Hy(d1||M) and
ro = Hs(02||svk||d1 ||M), and then computes T3 = g¢™ and Tp = g".
For each ID € S, it computes ¢, = Hs(e(g1, Hi(ID))™) and cip
(cipscrp) = (Hs(e(ga, Hi(ID))") @ 92, Hy(d2) @ (svk|[d1 [[M)). Let Cy
(Ip, cip )+ 11(chp,s ¢p,)- The ciphertext is CT = (svk, T1, Ty, C1,0), where
o =Sig(ssk, T1||Tz||Ch).

Dec(sk;p, CT): On input of a private key sk;p and a ciphertext CT, it parses
CT as (svk,0,T,C1), where C1 = (cip,cip Il I(cIp, . cip,). If Ver(svk,
T1||T»||C1, 0)=0, returns L; else computes ¢ ,=Hjz (e(T1, sk¥p,)) and determines
which ciphertext should be decrypted among (¢}, ,cip )l -+ [l(c)p,, ¢ip,)- For

each ID; € S, if ¥, # § p,» returns L; else chooses the smallest index j such

that i = ¢fp. and cjp = cjp . It computes & = Hz(e(Ts, skip)) @ cip,

SkaélHM = H4(5/2) @C}lD If Tl # gHZ((slHM) or T2 # gHS(‘SZHSUkH‘SlHM)’ returns
1; else returns M.
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Abstract. Traditionally, a ciphertext from an identity-based broadcast
encryption can be distributed to a group of receivers whose identities
are included in the ciphertext. Once the ciphertext has been created, it
is not possible to remove any intended receivers from it without con-
ducting decryption. In this paper, we consider an interesting question:
how to remove target designated receivers from a ciphertext generated
by an anonymous identity-based broadcast encryption? The solution to
this question is found applicable to file sharing with revocation. In this
work, we found an affirmative answer to this question. We construct an
anonymous identity-based broadcast encryption, which offers the user
revocation of ciphertext and the revocation process does not reveal any
information of the plaintext and receiver identity. In our proposed
scheme, the group of receiver identities are anonymous and only known
by the encryptor. We prove that our scheme is semantically secure in the
random oracle model.

Keywords: Identity-based encryption - Revocation - Anonymity

1 Introduction

In a broadcast encryption system, a file can be encrypted for a group of receivers
such that any receiver in the group can decrypt the ciphertext using its respec-
tive private key. The users outside the group learn nothing about the encrypted
file even if they collude. Broadcast encryption is a useful way for data sharing,
where receivers can obtain the broadcast (or shared) data with their private keys.
However, directly applying a broadcast encryption for data sharing in database
systems or cloud computing might suffer from some drawbacks. For example, it
cannot preserve the receiver privacy, since all receiver identities must be attached
with the ciphertext. Therefore, if applying an identity-based broadcast encryp-
tion scheme to file sharing, an anonymous broadcast encryption would be more
desirable.

We consider an application scenario using an anonymous identity-based
broadcast encryption, where the file sharing system for a company is supplied by
© Springer International Publishing Switzerland 2016
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a cloud service. Without losing generality, let’s assume that the system involves
a cloud server, file owner, and a group of users. The file owner first encrypts a
file for a selected group S, and then stores the encrypted file in the cloud for
sharing. When some users R leave the company, the server must revoke them
from accessing all files. If the revoked users are in S, they cannot decrypt the
ciphertext after the server conducts revocation. Mostly important, it requires
the cloud server to be able to revoke users from a ciphertext without knowing
the encrypted file and the identities of receivers.

A trivial solution to the scenario is to adopt the “decrypt then re-encrypt”
approach. It requires the server to have the ability to decrypt the ciphertext.
When some identities should be revoked, the server first decrypts the ciphertext
and removes them from the original authorized user set. It then re-encrypts
the file using the new authorized user set. However, in this trivial solution, the
cloud server is able to learn the content and the identity of authorized users
who can access the file. Alternatively, the cloud server without decryption right
can encrypt the ciphertext by using the broadcast encryption scheme (e.g. [21])
where anyone can decrypt the ciphertext except the revoked users. This method
guarantees that the cloud server cannot get any useful information about the
content and the authorized users’ identities from the original ciphertext. The
limitation is that this method could cause a collusion attack. For example, let
ID; be the identity of User ¢; if IDy ¢ SUR, ID; € SN R, ID; can use its
private key to help I D5 recover the original ciphertext, then I D5 uses its private
key to decrypt the original ciphertext.

Our Contributions. We notice that there is no ideal trivial solution to the
aforementioned problem. In this work, we provide a solution to the stated prob-
lem earlier and show how to revoke users’ identities from the ciphertext without
the knowledge of the plaintext and the knowledge of the receivers. We propose a
new cryptographic notion called anonymous identity-based broadcast encryption
with revocation (AIBBER) to realize this. Our novel solution allows the cloud
server to revoke users’ identities without decryption and achieves full anonymity
where only the sender knows the receivers’ identities. We present two security
models to meet the requirements of the proposed notion and show that our con-
struction is secure under the attacks in the proposed model. In our setting, both
the system public key and user private key are constant. The computation in
revocation phase is small, more precisely O(t), where ¢ is the number of revoked
identities.

1.1 Related Work

Anonymous Broadcast Encryption. Since Fiat and Naor [15] formally intro-
duced broadcast encryption, subsequent works [3,6,8-10,16,25] have proposed
broadcast encryption systems with different properties. They mainly focused
on reducing public key sizes, private key sizes, ciphertext sizes and computa-
tional costs for encryption and decryption. The notion of identity-based broad-
cast encryption was introduced by Sakai and Furukawa [26], and Delerablée’s
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work [8] achieves constant size ciphertext and private keys. In these schemes,
the receiver identities must be attached with the ciphertext, which exposes the
privacy of the receivers.

The first work addressing the anonymity in broadcast encryption appeared
in [1]. The authors presented the notion of private broadcast encryption to pro-
tect the identities of the receivers and gave a generic construction from any
key indistinguishable CCA scheme, which achieves receiver anonymity and CCA
security. The security in [1] depends on a strongly secure one-time signature.
Boneh, Sahai and Waters [4] extended this notion to construct private linear
broadcast encryption and proposed a fully collusion resistant tracing traitors
scheme with sublinear size ciphertexts and constant size private keys. However,
the receivers cannot be arbitrary sets of users. Subsequently, many anonymous
ID-based broadcast encryption schemes were proposed [12,14,18,22,28].

Libert, Paterson and Quaglia [22] examined the security of the number-
theoretic construction in [1] and suggested the proof techniques without the ran-
dom oracle. The authors proposed an anonymous broadcast encryption scheme
that achieves adaptive security without random oracles. The ciphertext in their
schemes are linear of the number of receivers and the security depends on a one-
time signature. Later, Fazio and Perera [14] formalized the notion of outsider-
anonymous broadcast encryption, which lies between the complete lack of pro-
tection that characterizes traditional broadcast encryption scheme [15] and the
full anonymity in [1]. Their constructions achieve sublinear ciphertext length but
fail to obtain anonymity among the receiver.

The work of Kiayias and Samari [19] aimed to study the lower bounds for the
ciphertext size of private broadcast encryption. They showed that an atomic pri-
vate broadcast encryption scheme with fully anonymous must have a ciphertext
size of 2(n - k), where n is the number of broadcast set and k is the secu-
rity parameter. Recently, Fazio, Nicolosi and Perera [13] studied the broadcast
steganography and introduced a new construction called outsider-anonymous
broadcast encryption with pseudorandom ciphertexts, which achieves sublinear
ciphertext size and is secure without random oracles.

Revocation. The revocation schemes in the literature only guarantee the
revoked users cannot decrypt the ciphertext. While the revocation in our paper
focuses on how to revoke the identities from a group of users S. Only the users
who are in S but not in the revocation set can retrieve the plaintext. Revocation
system is a variant of the broadcast encryption system, where it takes a set of
revoked users as input to the encryption function. Several elegant revocation
constructions [5,11,17,20,21,23,24] have been proposed. Naor, Naor and Lot-
spiech [23] presented a technique called subset-cover framework, and based on
this framework they proposed the first stateless tree-based revocation scheme
which was secure against a collision of any number of users. Boneh and Waters
[5] introduced a primitive called augmented broadcast encryption which was
claimed to be sufficient for constructing trace and revoke schemes. The authors
proposed a revocation scheme with sublinear size ciphertexts and private keys.
The scheme was proved to be secure against adaptive adversaries.
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Lewko, Sahai and Waters [21] proposed a revocation system with very small
private keys using the “two equation” technique. The primary challenge is to
achieve full collusion resilience. Anyone can decrypt the ciphertext and get the
broadcast message except the revoked users even if they collude. In Lewko et
al.’s scheme, the ciphertext size is O(t) and the size of the public key is constant,
where t is the number of revoked users. Recently, to narrow the scope of decrypter
in [21], a single revocation encryption (SRE) scheme was presented by Lee et al.
[20], which allows a sender to broadcast a message to a group of selected users
and one group user is revoked. Any group member can decrypt the ciphertext
except the revoked user. The authors then proposed a public key trace and
revoke scheme by combining the layered subset difference scheme and their SRE
scheme.

Broadcast Proxy Re-Encryption. The concept of proxy re-encryption (PRE)
was introduced by Blaze, Bleumer and Strauss [2], which provides a flexible and
secure way to share data. PRE allows an honest-but-curious proxy to turn a
ciphertext intended for a receiver into another ciphertext intended for another
receiver. While, the proxy cannot learn any useful information about the plain-
text during the transformation. Chu et al. [7] extended this notion to construct
the proxy broadcast re-encryption (PBRE). Compared with PRE, PBRE allows
the proxy to transform a ciphertext intended for a receiver set to another cipher-
text intended for another receiver set. Recently, motivated by the cloud email
system, Xu et al. [27] presented a conditional identity-based broadcast proxy
re-encryption scheme with constant ciphertext based on [8]. In both the PRE
and PBRE system, the data owner has to delegate a re-encryption key to the
proxy and the proxy knows the new receivers’ identities.

Organization. The rest of the paper is organized as follows. In Sect.2, we
give some preliminaries including complexity assumption, the formal definition
of anonymous identity-based broadcast encryption with revocation and the cor-
responding security models. The concrete construction is presented in Sect. 3.
In Sect. 4, we show the security proofs of our scheme. Finally, we conclude the
paper in Sect. 5.

2 Preliminaries

2.1 Complexity Assumption

Let G and Gr be two cyclic groups of the same prime order p. A bilinear map
is a map e : G x G — G which satisfies the following properties:

L. Bilinear: For all P,@ € G and a,b € Z;, we have e (aP,bQ) = e(P, Q)ab.
2. Non-degeneracy: There exists P,Q € G such that e (P, Q) # 1.
3. Computability: It is efficient to compute e (P, Q) for all P,Q € G.

A bilinear group BG = (G, Gr, e, p) is composed of objects as described above.
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Bilinear Diffie-Hellman Problem (BDH). Let BG = (G, Gr, e, p) be a bilin-
ear group with a generator P € G. The BDH problem in (G, Gr, €) is as follows:
Given a tuple (P,aP,bP,cP) for some unknown a,b,c € Z, as input, output
e(P, P)%¢ ¢ Gp. An algorithm A has advantage ¢ in solving BDH in (G, G, e) if

Pr [A(P.aP.bP,cP) = e(P,P)™] > ¢,

where the probability is over the random choice of a,b,c in Z; and P € G.

Definition 1. We say that the BDH assumption holds in G if no PPT adversary
has advantage at least € in solving the BDH problem in G.

2.2 Anonymous ID-Based Broadcast Encryption with Revocation

The AIBBER system is derived from Identity-Based Broadcast Encryption
(IBBE) [8] with more functions. Formally, an AIBBER scheme consists of the
algorithms AZBBER = (Setup, KeyGen, Encrypt, Revoke, Decrypt) defined as fol-
lows.

Setup (1*): Taking a security parameter 1 as input, it outputs a master public
key mpk and a master secrete key msk. The mpk is publicly known while the msk
is kept secretly.

KeyGen (mpk, msk, ID): Taking the master key pair (msk, mpk) and a user
identity ID as input, it outputs a private key d;p for ID.

Encrypt (mpk, M, S): Taking the master public key mpk, a message M and a
set of identities S = (IDy,IDs,...,ID,,) as input, it outputs a ciphertext CT.

Revoke (mpk, R, CT): Taking the master public key mpk, a ciphertext CT and
a revocation identity set R = (ID1,IDs,---,ID;) as input, it outputs a new
ciphertext C'T” with R.

Decrypt (mpk,CT’,ID,d;p): Taking the master public key mpk, a ciphertext
CT’, an identity ID and the private key d;p as input. It outputs the message
MifIDe€ Sand ID ¢ R.

Correctness. Note that if ¢t = 0, the AIBBER scheme is AIBBE scheme. Thus,
it requires that for any ID € S and ID ¢ R, if (mpk, msk) « Setup(1*), drp «
KeyGen(mpk, msk, ID), CT « Encrypt(mpk, M, S), CT" «+ Revoke(mpk, R, CT),
we have Decrypt(CT,ID,d;p) = M and Decrypt(CT',ID,d;p) = M.

2.3 Security Models

The security of AIBBER scheme requires that without a valid private key, both
the encrypted message and the intended receivers are unknown to the adversary.
Let CT be the original ciphertext for receivers S, R be the revoke users and CT”
be the ciphertext after revocation. The security requires:
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1. The message in the ciphertext C'T' cannot be distinguished without a valid
private key associated with an identity ID € S. The message in CT” cannot be
distinguished without a valid private key associated with an identity ID’ € S
and ID' ¢ R.

2. The identity set in the ciphertext CT cannot be distinguished without a
valid private key associated with an identity ID € S. The identity set in
CT’ cannot be distinguished without a valid private key associated with an
identity ID’ € S and ID’ ¢ R.

We define the IND-ID-CPA security and ANON-ID-CPA security for the
AIBBER system in a similar way as anonymous IBBE system.

IND-ID-CPA Security. IND-ID-CPA security in AIBBER allows the adver-
sary to issue the private key query to obtain the private key associated with any
identity ID of her choice. The adversary is challenged on an identity set S™*,
two messages M, M7 of its choice and a revocation identity set R*. Adversary’s
goal is to distinguish whether the challenge ciphertext is encrypted under M; or
M for S* with some restrictions. We say that adversary breaks the scheme if it
guesses the message correctly. Specifically, the notion of IND-ID-CPA is defined
under the following game between the challenger C and the PPT adversary A.

Setup: C runs the Setup algorithm to generate the master public key mpk and
master secret key msk. Then it sends the mpk to A and keeps the msk secretly.

Phase 1: A issues private key queries. Upon receiving a private key query for
ID;. C runs the KeyGen algorithm to generate the private key d;p, and sends
the result back to A.

Challenge: When A decides that Phase 1 is over, it outputs two distinct
messages My, M; from the same message space, a challenge identity set S* =
(ID1,IDs,--- ,ID,) and a revocation identity set R* = (ID{,ID},--- ,ID;)
with the restriction that A has not queried the private key on ID; in Phase 1,
where ID; € S* and ID; ¢ R*. C randomly picks a bit b € {0, 1} and generates
the challenge ciphertext C'T™ as follows:

CT = Encrypt(mpk, M,, S*), CT’ = Revoke(mpk, M, CT).

If R* # 0, set CT* = CT’ as the challenge ciphertext, otherwise set CT* = C'T
as the challenge ciphertext, then send CT™* to A.

Phase 2: A issues more private key queries as in Phase 1, but it cannot query
the private key on ID; where ID; € S* and ID; ¢ R*.

Guess: Finally, A outputs its guess b’ € {0,1} and wins the game if &' = b.

We refer to such an adversary A as an IND-ID-CPA adversary and define
adversary A’s advantage in attacking the scheme as Adv%IDélngCPA (A)
|Pr[b=0b'] —1/2|. The probability is over the random bits used by the chal-

lenger and the adversary.

Definition 2. We say that an AIBBER scheme is IND-ID-CPA secure if there
is no IND-ID-CPA adversary A has a non-negligible advantage in this game.
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ANON-ID-CPA Security. ANON-ID-CPA security in AIBBER allows the
adversary to issue the private key query to obtain the private key of any identity
ID of its choice. Similarly, the adversary is challenged on a message M*, two
identity sets Sy, S7 and a revocation identity set R* of its choice. Adversary’s
goal is to distinguish whether the challenge ciphertext is generated under Sy or
S1 with some restrictions. We say that adversary breaks the scheme if it guesses
the identity set correctly. Specifically, the notion of ANON-ID-CPA is defined
under the following game between the challenger C and the PPT adversary A.

Setup: C runs the Setup algorithm to generate the master public key mpk and
master secret key msk. Then it sends the mpk to A and keeps the msk secretly.

Phase 1: A issues private key queries. Upon receiving a private key query for
ID,. C runs the KeyGen algorithm to generate the private key drp, and sends
the result back to A.

Challenge: When A decides that Phase 1 is over, it outputs a mes-
sage M*, two distinct identity sets Sy = (IDo1,IDo2,...,1Do,), S1 =
(ID11,ID12,....,ID; ;) and a revocation set R* = (ID},ID),--- ,1D;). We
require that A has not issued the private key queries on ID; in Phase 1, where
ID; € (SoUS1)\(So N S1). € randomly picks a bit b € {0,1} and generates the
challenge ciphertext CT™* as follows:

CT = Encrypt(mpk, M*,S,), CT' = Revoke(mpk, M*, CT).

If R* # 0, set CT* = CT’ as the challenge ciphertext, otherwise set CT* = C'T
as the challenge ciphertext, then send CT* to A.

Phase 2: A issues more private key queries as in Phase 1, but it cannot query
the private key on any ID;, where ID; € (SoU S1)\(So N Sy).

Guess: Finally, A outputs its guess b’ € {0,1} and wins the game if b’ = b.

We refer to such an adversary A as an ANON-ID-CPA adversary and define
adversary A’s advantage in attacking the scheme as Adviymem <% (A) =
|Pr[b=0b'] —1/2|. The probability is over the random bits used by the chal-

lenger and the adversary.

Definition 3. We say that an AIBBER scheme is ANON-ID-CPA secure if
there is for any PPT adversary A, Adviyrgen A (A) is negligible.

3 The Proposed Scheme

3.1 Construction

Setup: Given a security parameter 1%, the setup algorithm randomly chooses a
bilinear group BG = (G, Gr, e,p) with a generator P € G, s € Z; and computes
Py = sP. It then picks four cryptographic hash functions H : {0,1}* — Ly,
Hy :{0,1}* - G, Hy : Gp x {0,1}* — G, Hz : Gy x {0,1}* — G. The master
public key and master secret key are

mpk:{BG7P7PI)UZ)7H’H17H2)H3}7 msk:S.
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KeyGen: Given the master key pair (mpk, msk) and an identity ID € {0, 1}*,
this algorithm outputs the private key

d]D = SHl(ID)

Encrypt: Given the master public key mpk, a set of identity S =
(ID1,IDs,..., ID,) and a message M € G, this algorithm randomly chooses
r1,72 € Zy and v € G. For i = 1,2,--- ,n, it computes z; = H(ID;),

n

filz) = H i Za”x mod p,

T; — T4
j=lg#i

4&:H44mum%awﬁJDQ,z%:wﬂiamumygwﬁJDJ

We have f;(z;) =1 and f;(x;) = 0 for ¢ # j. Then it creates the ciphertext CT
as Cp =v-M,Cy = r1P,Cy = ry P, together with, for each i =1,2,--- ,n

n n
Qi =]l ve=]]B7
=1 =1

Revoke: Given a ciphertext CT = (Cy,C1,Co,Q;, Ui, i € [1,n]), the master
public key mpk and a revocation identity set R, where |R| = t. It requires t < n.
If R = (, this algorithm sets CT" = CT. Otherwise, it randomly chooses u € G
and computes C}, = u - Cy, x; = H(ID;) for ID; € R,

¢ t
H T —x; —Zbizi mod p.
i=1 1=0

Then it sets b; =0 for it =t + 1,t +2,--- ;n—1 and for each i = 1,2,--- ,n
computes

Q; =Qi- ubi-
Then it sets CT' = (R, C), C1,Co,Q}, U;,i € [1,n]).
Decrypt: Given a ciphertext CT" = (R, C}, C1, Co, Q. U;, i € [1,n]), an identity
ID;, a private key d;p, and the master public key mpk, this algorithm computes
x; = H(ID;) and

n—1

T, x? zn 1t /T ) x? /T,
U=U; - -U," -Us® ---U," , Q Ql i 3l...Q i

n

Then it computes x; = H(ID;) for each ID; € R to reconstruct g(z) as
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Finally, it uses the private key d;p, to compute

_1
o = Hy(e(Ca,dyp,), ID;) U, o' = (Q . Hg(e(Cl,dIDi)JDZ—)_l) o

and recovers the message M = C}-(u/v’)~1. If the identity ID; € S and ID; ¢ R,
we have v’ = u, v’ = v, then it obtains the correct M after decryption.

Note: For simplicity, we omit the modulo operation and assume that the coeffi-
cients of all polynomials are from Zj, in the rest of paper.

3.2 Discussion and Correctness

One may think that after revocation, the revocation set may be updated multiple
times. Our scheme allows the server to update the revocation set. For each
update, the server uses the original ciphertext and the new revocation set to
perform the Revoke algorithm. Thus, the server needs to store the original
ciphertext C'T" in our scheme. In our setting, there is no requirement of R C S.
The revocation set R can be arbitrary users.

From our setting, only the users in S can decryption the ciphertext CT. After
revocation, the revoked users cannot decrypt the ciphertext C'T’. We note that
if ID € R, g(H(ID)) =0 and w9 IP) = 1. The user with identity ID cannot
retrieve one of the decryption keys u, even all users in R conclude. To obtain the
decryption keys u and v, the user must belong to S and not belong to R. Thus
our scheme ensures that even if all the revoked users collude, they still cannot
access the file and learn the identities of receivers.

Next we show that our construction meets the requirements of correctness

as we claimed in the Sect.2.3. If x; = H(ID;) is computed correctly, for any
ID; € S and ID; ¢ R, we have g(z;) # 0 and

Y 1@ , x2 /xf”_l
Q=01 Q" Q37" ---Qn"
= (@1 (Qu)7 - (@) - (Quyi ) (wrteittaet bt
n—1
= ((AT1°A220 ... ATO) ... (ATImT1 AZES1 L gGnn-1) ) . (ug(m)

2 —1 2 -1
Aa1,0+a1,19€i+a1,2xi +'+a1,n7196? ) (Aa2,o+a2,1ﬂci+a2,2ri +'+a2,n71$;l )
1 : 2

-1
Aan,o-‘ran,lﬂvi-"-1171,231%2‘*"*’an,nfl“”;L ) w9 (@)
" .

— A{l(%‘) . A£2($71) . _ATan(JCi) 9@
= A, (@)

1
’LL/ = (Q - Hy (e(cl’d1D1)71Di)7l) FICD)
1

= (A»L . ug(a:i) - Ho (e(Cl,dIDi),]Di)il) ()

_1
= <H2 (e(H (D), Pyu) ™ 1D:) - Hy (e(r1 