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Foreword

The 18th International Conference on Human-Computer Interaction, HCI International
2016, was held in Toronto, Canada, during July 17-22, 2016. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,354 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 74 countries submitted contributions, and 1,287 papers and
186 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of the design and use
of computing systems. The papers thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 27-volume set of the
conference proceedings are listed on pages IX and X.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2016
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2016 Constantine Stephanidis
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hci.international/.
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A Human-Computer Interface
and an Analysis on the Drawing
of Curves with a Face Tracker Mouse

Ivana S. Bandeira! ™) and Fernando Henrique G. Zucatelli?

! Institute of Mathematics and Statistics (IME-USP),
R. do Mat&ao 1010, Sdo Paulo 05508-090, Brazil
ivana@ime.usp.br
2 Center of Engineering, Modeling and Applied Social Sciences (CECS-UFABCQ),
Av. dos Estados 5001, Santo André, Sdo Paulo 09210-580, Brazil
fernando.zucatelli@aluno.ufabc.edu.br

Abstract. Recent research on interactive electronic systems, like com-
puters, can improve the quality of life of many researchers, students,
professors, etc. In the case of disabled people, technology helps them to
engage more fully into the world. Our study aims to evaluate interfaces
for curves drawing with movements of the face. This article discusses
about motivations to build such software, how the software works, iter-
ative development of the software, and user testing by people with and
without disabilities.

Keywords: Curves - Computer graphics - Design - User experience and
usability - HCI

1 Introduction

In general, we often refer to curves only as a set of points on the plane or in
space. Nevertheless, the formal definition is given by the concept of function.
In this case, we describe curves three-dimensionally in the space as polygonal
curves. In other words, a polygonal curve is a finite sequence of line segments,
called edges joined end to end. The endpoints of the edges are named vertexes.
Let vg,v1, ..., v, denote the set of n + 1 vertexes, and eg, €1, ..., e, designate a
sequence of n edges, where e; = v;v;41. Here, we consider closed curves where
the last endpoint is equal the first v,, = v + 0.

It is possible to find several applications in many areas of knowledge like
Mathematics, Physics, Engineering, Computing and, specially, in computer
graphics [1-4]. Besides, the concept of curves allows us to define subsequent
ideas of curvature, torsion, surface, and area, which are fundamental in any
topics whose applications involve three-dimensional geometry. This fact allows
further expansion to the applications of this work.

This present discussion is particularly devoted to Physically Challenged
People (PCP) who cannot use their hands when working on a computer.

© Springer International Publishing Switzerland 2016
M. Antona and C. Stephanidis (Eds.): UAHCI 2016, Part II, LNCS 9738, pp. 3-14, 2016.
DOI: 10.1007/978-3-319-40244-4_1
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Their participation in academia has been growing steadily, and as such their
access to such programs enabling performing physical experiments in a virtual
way is highly desirable. Overall, there is a few software has been specifically
designed to attend these users’ needs of usability to these users. Exceptions
include software for typing with the eyes and head by moving the gaze across a
keyboard displayed on the computer screen [5]. However, software systems con-
trolled by the these movements is not available for the most of the activities, for
example, drawing. One of the biggest problems when designing on a computer
is clicking and dragging to obtain the desired figure.

Despite not being so scientific, art is a form of communication. A possibility
of using it relies on the digital art, a practice that uses digital technology as an
essential part of the creative or presentation process. The images in the visual
arts consist of points, lines, shapes, colors, textures that we call elements of
visual language. There have recently been solutions with eye-gaze technology,
which enables people without hand movements to draw with their eyes [6].

Since the beginning of the project, our focus has been on understanding
the users needs and identifying the usability goals and the user’s experience.
Furthermore, we present a graphical user interface (GUI) implemented to work
with the HeadMouse® [7], which allows the computer mouse functions to be
carried out through movements of the head and face by the person. The clicking
and the movements of the cursor are performed by software, which identifies the
users movements of head, eyes, and mouth via a web cam.

In terms of digital accessibility, we hope to contribute to people with disabil-
ities as well as to works by many other researchers in the literature [8-11].

2 Methodology

The current objective is to investigate temporal requirement and performance,
but the most important point is the experience of the users, such as: how they
feel about their performance using a face tracker, paying attention to mental
and physical requirements, effort and frustration. Our interface is programmed
in MatLab® as seen at Fig. 1, with the commands being activated by a mouse
click on virtual buttons via the face tracker. The main view of the interface and
buttons are described as follows:

1. Draw: Start the point-picking routine by clicking the mouses left button in
the correct location for a valid coordinate. The program shows the coordinate
in the grid and stores it to the variable “pts”, plotting the points after each
correct click. If the click is on a wrong location, then nothing is done. A click
with the mouses right button finishes the sub-routine and stops the clock.
During this operation no other action is allowed. The next Draw command
will start at the last point and the clock is resumed.

2. Read: Open a file window searching for a .mat file previously stored with
the “pts” data. After choosing the file, the grid points are updated.
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3. End Curve: This command closes the curve by connecting the last point
taken with the first one. The number of picked points is incremented. Atten-
tion is need as it doesnt have any restrictions to get more points.

4. Undo: Clean the last point and decrement the actual “Current Number of
Points” at the information panel. It is possible to “Undo” all the points.

5. Redo: Redraw the next point if there is a next point. If more than 1 point
has been undone, but not all of them has been re-picked, then “Redo” will
redraw the previously points until the “Current Number of Points” reaches
the “Maximum Number of Points”.

6. Save next: Stores the “pts” data at a .mat file, saves the actual view as a
.png file and creates a .tex file with these data. Each file has some prefix to
identify it, which is identified by the extension “file_save_name”. This .mat
file is exactly the one to be read at the “Read” button.

7. Restart: Refresh the variable “pts”, the clock, and the Open/Closed curve
option.

8. Exit: Close the interface.

The Save next function has a very important task, it enables a fast data
analysis because variable “pts” has all points and the time used to select them,
so there is no need to make manual notes during the test and on the other hand
the .tex file organizes it together with the set of figures for every test, therefore
a simple .tex base file calls every single .tex file from the tests by using an
input function from IATEX. It is simple to insert all of the same tests because
their names change only by the number from the “Save Counter”, and show
the results. In addition to providing a useful tool for saving data to users, it
facilitated the collection of data in the test sessions. Figure 2 shows the interface
while choosing a point. Buttons stays disabled until the right button is clicked,
which warrants that the function gets the points needed. Figure 3 presents the
possibility to rotate the view and check the picked points, it can be stored as it
is by clicking the “Save next” button.

Fig. 1. Interface view Fig. 2. Collecting points on screen
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Figure4 is the information panel, exhibiting the time when the last point was
picked, the current point to be picked and the maximum point number. This is
especially useful to know how many times a “Undo” commands have been made
and therefore how many “Redo” can be done forwards.

The interface is designed to prevent the user from committing unintentional
errors. With this proposal, the drawing region is enabled only when the “Draw”
button is pressed. In addition, the user has access again to other options when
the curve drawing ends.

For a scheme of a richer characterization of how people with physical dis-
abilities are adopting devices for interaction, we asked: Which devices are being
used for on a daily basis? Which adaptations are users making to improve acces-
sibility?

We noticed some non-commercial adaptions created by the participants, such
as the use of a pen in the mouth to guide the mouse and the use of cheek
movements to press buttons. Although there are many advances in technology,
accessibility challenges still exist.

2.1 Users Characteristics

Typically, each of the 16 users participated in at least one session. For the rest
of this article, we will use the word “user” to refer to the primary subject. Our
study includes the following demographic breakdowns:

— Gender: 56.25 % male and 43.75 % female;
— Age Group: 6.25 % teenagers (13 ~ 17yrs) 93.75 % adults (18 ~ 64yrs).

We collected data from 4 mobility impaired users including three painters and
two web designers (one participant being both) and 12 able-bodied participants
involving undergraduate students. Of these, one was undergraduate student,
one was master student, eight were doctoral students and one was post-doctoral
student. The areas of study were the following: Geology, Applied Mathematics,
Bioinformatics, Statistic and Differential Geometry.
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Among the participants who have disabilities, there were two women with the
Charcot-Marie-tooth disease (CMT is a hereditary motor and sensory neuropa-
thy affecting both motor and sensory nerves, with weakness and muscle atrophy
affecting arms and hands), a man who became quadriplegic after car accident,
and two people with atrophy in the upper limbs. Two participants were virtually
tested with a remote control software according to our evaluation criteria.

2.2 Survey Respondents

Twelve participants responded to our survey. We wanted to investigate about
the experience in drawing using a computer, the needs, benefits and difficulties
doing this action.

Twelve participants answered our survey. We wanted to investigate the users
experience of drawing through a computer along with needs, benefits and diffi-
culties regarding this action. All participants use the computer more than once
a week. But, just 37.5% were expert computer users and only 25 % were pro-
graminers.

In the group of mobility impaired users there also was one undergraduate
student, one master student in a French language program, one doctoral stu-
dent in applied mathematics, one programmer, and seven participants who use
software to draw.

Of these, three are mobility impaired users and they are able to use pro-
fessional applications. They reported that the most effortful task was to learn
commands to get started with these programs, followed by the difficult to control
the conventional mouse.

The others told that they do not use software to draw because they know
no software that can meet their needs, such as plotting graphics, in an easy way
easy without having to spend time training it.

2.3 Interaction Styles

The concept of interaction styles refers to all the ways by which an user can
interact with a computer. In our study, we had considered the followings: con-
ventional mouse/mouse-pad by hand (Fig. 8), chin (Fig. 5), thumbs, feet (Fig. 7);
trackball by chin; face tracker (Fig. 6). An experimental restriction was that the
participant needed to be seated. Because of the condition of being lying in bed,
a young man had difficulties in positioning the camera in order to get good
calibration, thus he did not participate in the research.

Only two participants had experience in the field. One did it by curiosity,
whereas the other had already used an eye and facel tracking device at the same
university. One participant said to have used some kind of tracker, not just facial,
for a game. In Fig. 8, the participant is a painter and he told that he would use
our interface in his digital painting classes. Interaction with the fingers was by
far the most common direct interaction method for people with and without
disabilities. A boy and one woman use their toes to point and it is noteworthy
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Fig. 5. Trackball by chin Fig. 6. Virtual mouse with face tracker

Fig. 7. Conventional mouse by foot Fig. 8. Mousepad by hand

that this boy and other girl used thumbs to interact. We observed that motor
impairments did not interfered with their ability to perform. Our attentiveness
to the surrounding issues of human-computer interaction is in the sense to ensure
system functionality and usability, providing effective user interaction support,
and enhancing a pleasant user experience. Thus, the user performance is so
important as the user experience. In this sense our present work is also devoted to
impaired people that cannot use the upper limbs. Their participation in academia
has been growing steadily and their access to programs that allow the access to
draw in each interaction style is crucial.

3 Discussion

The experiment was divided into three sessions of about 40 min, with each par-
ticipant working individually.

In the first session, the users created eight curves freely with three four,
five, six, seven, eight, nine, and ten points, respectively (Fig.9). The time of each
action was estimated and it is showed in Fig. 10.

The average time was 53.3862 s. In general, all users were satisfied with their
performance and told that the interface was easy to use and the learnability of the
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commands was not difficult to understand because of the buttons and the grid.
Performance and estimated time were similar between impaired users and able-
bodied participants. One boy who has problem in his arms tried to manipulate
the mouse with the two thumbs initially, but he had a lot of difficulties and then
he tried it with his right foot, which was the easiest way to him.

When asked if they had ever experienced other method of interaction besides
the conventional mouse and keyboard, only four of them had used touch screen
technology in their personal computer. The colored lines on the graph represent
the performance of the participants in the sessions, which measured the time
spent in relation to the amount of points in the curves.

In the first session (Fig.11), the users made the first attempt of moving
the mouse with head movements. The participants should redraw the first and
second curves created in the free-drawing session. The time increased by 90s.
Being out of the comfort zone can be pointed as a possible cause, since it is
arduous to perform a new task in the beginning. Other reason is related to the
users personality: some participants were worried because they could not click
where they wanted and this influenced their results. They aimed to have the
same performance as the first attempt with the methods they were used to.

After the user detected and located the virtual mouse by means of the head
mouse, the click actions can be emulated. With regard to the interface, the tar-
gets may be small, leftover, unexpected clicks generated by involuntary move-
ments resulting from lack of practice in controlling the face. In order to alleviate
such a problem, a routine was established to attract the click to the desired
target even if the click is done with 0.5° of distance.

In the second session, the participants should redraw five opened curves
with three (2), four (2) and five points selected from the database captured in the
first session. The average time was reduced by 30s. Some users reported during
the validation experiments that they did not feel so stressed in the second session
as in the first one because they knew what they should do and their performance
was better. By comparing head movements to natural movements, it was found
that the users had similar performance, as can be seen Fig. 13.
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However, the members being tested committed minor errors when starting
the curve as points were clicked wrongly or accidentally. The participants felt
more satisfied with controlling better the head. In the following two pictures we
compare a wrong curve (Fig. 12) to a correct one (Fig. 11). This participant could
have used the “Undo” button, but she had to use it twice and so she preferred
not get bored and tired doing it.

In the third session, the participants were expected to draw closed curves
selected from the database captured in the first session. The experiment was
divided into two parts:

(7) It was required to join the last point to the first one, thus closing the curve.
(#4) It was necessary to press the “End Curve” button to close the curve.

The average time between both parts was increased by 50s, even for a lower
amount of points (Fig. 14). The same deviation was observed between the first
and second sessions. One possible reason for these results was the fatigue caused
during the development in the first part of the session. However some participants
who had given up presented a better performance compared to the first one.

In this study, in addition to evaluating the performance of input interfaces
for drawing curves with face tracking mouse, we were interested in understand-
ing the users’ experience, more specifically the “work load” experienced by the
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participants. Notwithstanding, some concepts regarding mental demand or effort
are difficult to measure. Some comments cited by the participants helped identify
changing needs in the physical components, which improved the users experi-
ence. For example, if we could enlarge the target area, it would be much more
convenient to click on a button. Other suggestion was to replace the direct click
on the grid for access via a virtual keyboard with large buttons.

The issues related to each users perception are shown in Table 1. They were
requested to describe the feelings experienced while performing the task with
respect to mental demand, physical demand, temporal demand, own perfor-
mance, effort and frustration. The performance ranged from “very good” to
“very bad”, whereas the other five scales from “very low” to “very high”. We
can estimate the experienced work load described by the participants in the first
and last sessions.

Table 1. Results of session 1 and 3

Session 1 Session 3

very low | low | medium | high | very high | very low |low | medium | high | very high

item

15% | Mental demand
2nd

Physical demand

3'd | Temporal demand

4% | User performance

50 | Effort demand
6th

~lo|lw|o|r|w|~
Hlalw|n|o| N v
olr|o|rlolv|w
Hlw|lw|lo|w ok~
W W ok~ oo
slalole|lals]~
SR R R ECE IN)
olo|r|rlolr|w
o|lo|oc|o|o|o|a
o|lo|o|o|o|lo|w

Frustation

Mental requirement has to do with remembering to click, which enables the
region by pushing the draw button. Then, in order to have access to virtual
buttons again it is needed to simulate the conventional mouses right button
with the functionality of a face tracker. After the third time, it became a natural
process for the participants.

The use of a different tool can have caused stress and fatigue because the
users wanted to avoid making mistakes. Maybe personality traits, such as those
of scientists and artists, make the participants to strive to be perfect at the
tasks and they end up forgetting the time. In fact, no error occurred in the first
attempt with the head mouse. As a consequence, as shown in the time bar chart,
the time spent was longer than the expected.

Due to the slow process of moving the cursor and clicking on a small target to
achieve good performance, some participants were angry and insecure, besides
the tiredness. Although there is no error, the majority of the participants felt
some kind of disappointment due to thoughts that they could do better. How-
ever, almost all participants (two had given up - one with impairment and an
able-bodied one) reported that it was a challenging situation and they would
eventually become an expert.
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Fig. 15. Correct closed curve Fig. 16. Wrong closed curve

In general, the feeling of frustration is associated with the time spent to
perform the task. There is no difference of opinion between the users with or
without disabilities. If the participants thought it was taking too much time in
comparison to the time spent in their usual interaction style, frustration would
be higher and performance rated as poor. The controlling of the face tracking
mouse was improved with the inclusion of a button for closing the loop and an
attractor for the target, which changed the situation, as can be seen in Table 1.

The mental activity, including the physical demand, became so simple that
sometimes the participant had to be reminded about what should be done.

After two sessions, the users found the best way to control the facial move-
ments to achieve the desired performance. This fact reduced both time spent
and frustration significantly.

All participants had improved their performance by using less effort, which
can be seen at their choice in the fourth and fifth items of the Table. Most
of them managed to reach performance rates similar to those in the form of
interaction they were used to, either by using conventional mouse or individual
adaptations.

The users noticed that the combination of our interface with HeadMouse®
is useful when they have awareness about their own hands or when they are
continually busy with other tasks. Then, they were interested in improving their
performance.

The frustration was lower when a button was included to end a curve. Click-
ing on a button is one standard form of interaction, and for this reason they can
feel comfortable and less stressed. Other consideration is about the button size,
which was larger than the target area.

Time demand, physical demand and efforts decreased. Also, the users were
satisfied with their performance. Some comments indicate that the interface
allowed them to create prototypes rapidly as well as examples of curves and
polygons. However, error rates increased too.

We highlight the examples of Figs. 15 and 16, which had the highest error
rates because of the curve begins and ends with the same color.

We highlight the examples of Figs.15 and 16, which had the highest error
rates because of the curve begins and ends with the same color. We did not
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expect such a mistake because the previous session was clear, with change in
color sequence being normal on the edge every click. When closing the curve,
the user noticed it was wrong because of the difference in the color sequence. This
fact was interesting for some participants who play a memory game, where the
player has to follow an aleatory sequence. It was suggested to create a game using
the idea of this development to curves associated with a face tracker, something
like the 80’s game called Simon Says or Genius in Brazil. Additionally, there
is a significant area for development in accessibility, ranging from custom-made
interaction styles, for people with limited mobility through support for indirect
interaction methods, thus allowing personalization of interactions that can be
adapted over time.

4 Conclusion

One of our goals by using a high-level language such as MatLab® , was to reduce
as much as possible the verbosity and provide rapid prototypes to understand
issues about interaction styles and users experience. As a consequence, we have
also provided better maintenance, usability and understanding of the method to
draw curves with a face tracking mouse. One of the best results of this research
was to find that if equal conditions are provided for people with or without
physical disabilities, their performances are equivalent. There are also essen-
tial advantages in using interaction methods, such as prevention from repetitive
strain injuries and progressive degenerative diseases (e.g. CMT). It is better to
create long-term skills, as seen in the first session, since a new method of inter-
action can be stressful and cause the participant to the drop out from the trial.
Further studies are necessary to study the possibility of enlarging the target
point and creating a virtual keyboard to access the coordinates in the grid. We
have also intended to create an indicator to show where the curve begins. By
applying these concepts, we aim to generalize the idea to surfaces in the space.
Also, we can implement the game as cited above. Another possible work is to
obtain access via an eye tracker where the user can make less effort to perform
actions more quickly, since the eye is the organ moving faster. Therefore, we
could associate it with the face tracker for a finer adjustment. Developing these
technologies is not just a matter of wanting to help others, but also a question of
giving tools to people with reduced mobility so that they can fulfill their poten-
tial. And for people without physical problems, these technologies can provide
alternative methods of interest.
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Abstract. Recently, the technology of mid-air gestures for manipulating 3D
digital contents has become an important research issue. In order to conform to
the needs of users and contexts, eliciting user-defined gestures is inevitable.
However, it was reported that user-defined hand gestures tended to vary sig-
nificantly in posture, motion and speed, making it difficult to identify common
characteristics. In this research, the authors conducted an experiment to study
the intuitive hand gestures for controlling the rotation of 3D digital furniture.
Twenty graduate students majored in Industrial Design were invited to partici-
pate in the task. Although there were great varieties among different participants,
common characteristics were extracted through systematic behavior coding and
analysis. The results indicated that open palm and D Handshape (American Sign
Language) were the most intuitive hand poses. In addition, moving hands along
the circumference of a horizontal circle was the most intuitive hand motion and
trajectory.

Keywords: Mid-air gesture + User-defined gesture - 3D digital content rotation

1 Introduction

Manipulating 3D digital contents through mid-air gestures is a new experience for most
people. In many applications, such as interactive product virtual exhibition in public
and medical image display in a surgery room, the tasks may include translation,
rotation, and scaling of 3D components. In order to facilitate the natural mapping
between controls and displays, eliciting intuitive gestures from a group of user-defined
gestures is necessary. However, due to individual differences in the experiences of
using 3D applications and relative input devices, it is extremely difficult to develop
consensus gestures. Given the potential difficulty, identifying the common character-
istics of intuitive gestures is still important to inform the development process of
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gesture recognition algorithms. Therefore, the objective of this research is to study the
common characteristics of intuitive gestures through a pilot experiment of 3D digital
content manipulations.

2 Literature Review

Since 3D and mid-air hand gesture controls are natural, intuitive and sanitary [1-3], the
number of applications have increased significantly. The contexts include interactive
navigation systems in museum [4], surgical imaging systems [1, 2], interactive public
displays [5], and 3D modelling [6]. Based on the number and trajectory of hands,
mid-air gestures could be classified as one or two hands, linear or circular movements,
and different degrees of freedom in path (1D, 2D, or 3D) [7]. If the context is not
considered, mid-air gestures could be pointing, semaphoric, pantomimic, iconic, and
manipulation [8]. The types of control tasks could be select, release, accept, refuse,
remove, cancel, navigate, identify, translate, and rotate [8]. Since the characteristics of
contexts could influence gesture vocabularies [9], the gestures for short-range human
computer interaction [10] and TV controls [11, 12] were reported to be different. Even
for the same task in the same context, users may prefer different gestures, which could
be influenced by previous experiences in using different devices. While choosing an
intuitive mid-air gesture for a specific task, it is necessary to consider and analyze the
common characteristics of user-defined gestures.

3 Experiment

In order to explore the characteristics of hand gestures for manipulating 3D digital
contents, a pilot experiment was carried out. The context of an interactive exhibition
system for 3D product virtual models was considered. In a laboratory with illumination
control, each participant stood on the spot in front of a 50-inch TV, with a distance of
200 cm. During the experiments, the images simulating the rotating products were
displayed on the TV, which was controlled by a laptop computer with a computer
mouse. In order to obtain gesture characteristics, the motions of the body and hand
joints were recorded by one overhead camera and two 3D depth cameras. Each par-
ticipant conducted two trials of experiments to offer self-defined gestures for rotating
product models with respect to the vertical axis (Fig. 1). The participants were
encouraged to provide with separate gestures for start or stop rotations, respectively. In
the first trial, a Microsoft Kinect for Windows (v2) sensor was mounted on the top of
the TV. The sensor could extract 25 joints per person. The motion of the arms and
hands was recorded by the Kinect Studio program running on a desktop computer. The
images of body tracking were displayed on a 23-inch monitor, which was placed on the
right hand side of the TV. In the second trial, an Intel RealSense 3D Camera (F200)
was used to extract the position and orientation of 22 joints on a hand. It was placed
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between the participant and the TV. The distance to the participant was adjusted with
respect to the arm length. The height was adjusted to the shoulder height of each
participant. The motion of each hand gesture was recorded by the Hands Viewer
program. The program was running on a laptop computer with a 15-inch display, which
was placed on the lower right hand side of the TV. Therefore, each participant per-
formed the tasks of user-defined gestures by facing two 3D depth cameras with dif-
ferent distances. In addition, offering different gestures between two trials was
encouraged.

Fig. 1. Experiment setup

4 Results and Discussions

Twenty students, majored in the Master Program of Industrial Design, were invited to
participate in the experiment. From two trials of user-defined gestures, forty gestures
were recorded. In the first trial, the numbers of one-hand and two-hand gestures were 8
and 12, respectively. In the second trial, the numbers of one-hand and two-hand ges-
tures were 11 and 9, respectively. There were no significant differences in the numbers
of one-hand and two-hand gestures. For systematic behavior coding and analysis, the
gestures were categorized based on hand poses, orientations, motions and trajectories.
Fourteen types of one-hand gestures were identified (Table 1). Fifteen types of
two-hand gestures were identified (Table 2). Although many types of gestures were
identified, common characteristics could be extracted. Open palm and D Handshape
(American Sign Language) were the most intuitive hand poses. For one-hand gestures,
moving along the circumference of a horizontal circle was the most intuitive hand
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Table 1. User-defined gestures with one hand

Type |Hand pose Hand Hand motion and trajectory Count
orientation
1-1 Open palm Facing up Rotating with respect to the vertical |2
axis at the center of the palm
1-2 Open palm Facing forward Moving in a 3D smiling curve from |2 (SP)
left to right (or right to left)
1-3 D Handshape | Index finger Start rotation: 2
pointing Moving along the circumference
forward of a horizontal circle
Stop rotation:
Tapping forward
1-4 Open palm Changing Start rotation: 2 (SP)
Swiping
Stop rotation:
Pushing forward
1-5 Open palm Facing forward Start rotation: 2 (SP)
Swiping (from left to right; or from
right to left),
Stop rotation: Grabbing
1-6 Pinch Facing forward Moving in a 3D smiling curve from |1
1-7 D Handshape | Pointing left to right (or right to left) 1
forward
1-8 D Handshape | Pointing up Moving along the circumference of a | 1
1-9 Open palm Facing down horizontal circle 1
1-10 Open palm Facing down Start rotation: 1
1-11 Grab Facing forward Moving along the circumference 1
1-12 | D Handshape |Index finger of a horizontal circle; 1
pointing Stop rotation: Fist
forward
1-13 Open palm Fingers Start rotation: 1
pointing Rotating with respect to the vertical
forward axis at the center of the palm
Stop rotation:
Pushing forward
1-14 Open palm Facing down Start rotation: 1

Moving along the circumference
of a horizontal circle;

Stop rotation:

Palm facing down and moving
downward

Note: SP (Same Participant)
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Table 2. User-defined gestures with two hands
Type |Hand pose Hand Hand motion and trajectory Count
orientation
2-1 Open palm Facing to each other; Moving relatively with a 3
Fingers pointing up constant distance along the
2-2 Open palm Facing down circumference of a 3
2-3 Open palm Facing to each other; horizontal circle 2
Fingers pointing
forward
2-4 Open palm Facing to each other; 2
Fingers pointing
down
2-5 D Handshape | Facing down; Index 1
finger pointing
forward
2-6 D Handshape | Facing to each other; 1
Index finger pointing
up
2-7 Open palm Raising arms to around 1
45 degrees, with
fingers pointing
down naturally,
2-8 L Handshape | Facing down; Index 1
finger pointing
forward
29 Open palm Facing up Rotating with respect to the 1
vertical axis at the center of
the palm
2-10 First hand — First hand - facing Raising one hand with the 1
open palm; forward; palm facing forward,
Second Second hand — Moving the second hand
hand — free changing circularly with respect to
pose the raising hand
2-11 Holding a Facing to each other Start rotation: 1
virtual Moving relatively with a
steering constant distance along the
wheel, circumference of a

horizontal circle;

Stop rotation:
Moving two hands
downward similar to holding
adisc and then putting it down

(Continued)
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Table 2. (Continued)

Type |Hand pose Hand Hand motion and trajectory Count
orientation
2-12 Open palm Facing to each other; Start rotation: 1
Fingers pointing Moving relatively with a
forward constant distance along the

circumference of a
horizontal circle

Stop rotation:

Moving downward quickly

2-13 Left hand Left hand facing down | Left hand stays still. 1
open palm; and stay still, Start rotation:
Right hand Right hand moving
changing circularly under left hand

Stop rotation:

Right hand fist

2-14 Changing Changing Start rotation: 1

Moving single hand
circularly along the
circumference of a
horizontal circle;

Stop rotation:

Two Hands, Palm pushing
forward

2-15 Changing Changing Start rotation: 1

Two Hands, Fist, moving
circularly with respect to
the vertical axis

Stop rotation:

Single Hand, Palm pushing
forward

motion and trajectory. For two-hand gestures, moving two hands relatively with a
constant distance along the circumference of a horizontal circle was the most intuitive
hand motion and trajectory. Sample gestures recorded by the Hands Viewer program
were displayed in Fig. 2.
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Intel(R) RealSense(TM) SDK: Hands Viewer n

Device Module Mode

FPS=40

ected
Alert: Hand Detected, Hand Not Callbrated, Hand Out Of

Alert: Hand Inside Borders,

Intel(R) RealSense(TM) SDK: Hands Viewer [ x| Intel(R) RealSense(TM) SDK: Hands Viewer Ed
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Frame 9802) Alert: Hand Not Detected, rame 1 "

Stopped

Fig. 2. Sample gestures recorded by the hands viewer program

5 Conclusion

In this research, a systematic behavior coding scheme was developed to analyze and
decompose user-defined gestures. In addition, the most intuitive hand pose and tra-
jectory of gestures for rotating 3D virtual models with respect to the vertical axis were
identified. These results could be used to inform the development team of mid-air
gestures and serve as the references for 3D digital content manipulations.
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and Technology of the Republic of China for financially supporting this research under Grant
No. MOST 104-2221-E-036-020.
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Abstract. We present the details of preliminary development efforts to create a
tactile acoustic device (TAD) for the hands. The Model Human Cochlea (MHC)
is a method for conveying sound to the body in a chair form factor, and originally
developed as a sensory substitution system to provide some access to sounds from
movies or music to deaf and hard of hearing people. We present initial design
research on modifying the MHC system from a chair to a mobile handheld tactile
device, towards improving mobile-phone speech comprehension in noisy envi-
ronments. Scaling the MHC from the back, which has the least sensitive skin on
the body, to the highly sensitive skin on the hands, requires an understanding of
the physiology, psychology, electronics, and software applicable to this kind of
sensation. This research addresses factors critical to expanding the design of
tactile acoustic devices for somatosensory system interactions to different areas
of the body.

Keywords: Interactive displays - Somatosensory systems - Crossmodal systems -
Mobile phone interaction - Multimodal HCI systems - Sensory substitution - Tactile
acoustic devices

1 Introduction and Background

The system described in this paper is a sensory augmentation approach to displaying
sound on the body, modeled on the workings of the human cochlea and the sense of
hearing. The Model Human Cochlea (MHC) (Karam et al., 2009) is applied to the body
using the back of the torso and thighs as contact points for an array of transducers that
register sound on the body. This work focuses on extending the MHC to other areas of
the body, specifically the hands, where speech sounds may be experienced as tactile
signals that could enhance mobile phone communications.

1.1 The MHC

The MHC is a chair-based system that provides an alternative means of experiencing
entertainment-related sound vibrations, focusing on the enigmatic characteristics such
as emotion, prosody, and even timbre, through the back (Russo et al., 2012). The MHC
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emulates certain functions of the human cochlea on the body by using sounds as the
vibrations mapped onto a tactile display, rather than using representations of sounds
based on haptic stimulation (Gemperle et al., 2001, Wall and Brewster, 2006). The MHC
was developed for use on a chair as an effective form factor and delivery system for
watching movies or entertainment forms requiring seats. Because the back is one of the
least sensitive areas of the body (non-glabrous or hairy skin), we hypothesize that
applying a TAD on more sensitive area of the body can potentially improve tactile
acoustic perception towards the identification of speech sounds. Mobile phones repre-
sent an obvious application for delivering sound to the body, where tactile acoustics can
improve speech access for deaf and hard of hearing people, or even hearing people in
noisy environments. To begin modifying the tactile sound system for use as a handheld
device, we explored some of the critical factors identified in previous work on human
somatosensory interactions (HSI) to help inform and extend the design of the existing
entertainment seating MHC device for the hands (Karam and Langdon, 2015).

2 Human Somatosensory System Interactions (HSI)

The skin is an organ that can detect many types of sensations, including but not limited
to heat, pressure, stretch, pain, and vibrations from sound. Research on the substitution
and augmentation of sounds as vibrations dates back to the 1920s (Gault, 1927) towards
developing a new way for deaf people to access and comprehend speech. There are two
main types of layouts used in these kind of systems based on the literature: grid forma-
tion, or linear (spectral) array. The grid approach is very effective at communicating
spatial information, while the spectral approach separates sound frequencies into bands,
expressed on the body in a linear arrangement as vibrations. Different tactile devices
can also lead to different effects to create the the desired sensations. Such approaches
have been slow in uptake as everyday devices, as they often require extensive training
and large, expensive equipment to process and power the signals. Further considerations
that influence the design of HSI systems include the sensitivity of different parts of the
skin to vibration, and the need to explore more than just haptic vibrations when designing
tactile displays for the body.

Mechanical haptic vibrations stimulate more than just the cutaneous receptors, and
are commonly used as notifications, semaphoric messages, spatial vibrational patterns
(Gemperle et al., 2001, Back-y-Rita et al., 1969, Bach Y Rita et al., 1987, Wall and
Brewster, 2006), and tactile speech communications (Brooks and Frost, 1983). This type
of discrete haptic signal may not however be sufficiently complex to exploit the full
potential of the somatosensory system in speech comprehension. While there has been
some success in mapping word elements to vibrations (Brooks and Frost, 1983, Gault,
1927), sound vibrations may potentially be more effective at stimulating cutaneous
sensors with more complex yet subtle vibrations (Russo et al., 2012).
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2.1 HSI Framework

The somatosensory system is a complex network of neural mechanisms, cognitive
processes, and responses that are connected to all human physical perceptions (Gault
1927; Gallace and Spence 2014) and represent an abundance of potential sensations to
explore for HSI. The HSI framework is next applied to help expand the design of the
MHC for mobile phone interactions on the hands (Karam and Langdon 2015).

Interaction Scenario. The HSI framework led us to initially consider a mobile phone
case as the housing for the new design. While headphones and hands free interactions
are commonly used for phone communications, this work considers a mobile phone
interface as a practical approach to initial investigations of the MHC for the hands. Size
and power constraints influenced the design of this project, which influenced our use of
the existing processing system designed for the theatre to drive this research, which will
primarily explore different transducer array layout, sizes, and positioning.

Physiology. The front part of the hand is one of the most sensitive areas of the body,
(glabrous or non-hairy skin) capable of detecting fine details of texture and Vibratory
discrimination thresholds for touch sensors are dependent on both frequency and ampli-
tude of stimulation. Sensations are dependent on rapidly adapting and slow adapting
mechanoreceptors (RA I, SA I, RA II, SA II), embedded in skin sensitive to frequencies
between 0.50 and 1000 Hz and with receptive field sizes varying from 1-1000mm?2.
Touch sense has been identified with Pacinian Corpuscles, the RAII receptors, but in
fact is known to be associated with all the glabrous skin afferents including Meissner
corpuscles, Ruffini corpuscles and the Merkel complex cells. Amplitude in such studies
is measured in mm of displacement rather than work done (power), and thresholds vary
from 0,01 to 40 mm. The contact discrimination threshold (receptive field size) on the
body varies from 0.7 to 100 mm, but this is undoubtedly modified by amplitude or
vibratory power in psychophysical functions, as has been described (Gallace and Spence
2014; Karam and Langdon 2015).

Cognition. Using sound as vibrations may improve comprehension and detection of
speech on the hands using the multimodal integration of speech and vibration, which
may be easier to identify than haptic signals that represent sounds. Based on the famil-
iarity of sound vibrations, we hypothesize that speech comprehension on the MHC will
improve tactile sound detection and identification when it supports an audio signal that
is distorted or masked. The higher levels of tactile sensitivity of the glabrous skin on the
hand may also reveal additional signals that could not be detected on the non-glabrous
parts of the body, potentially increasing comprehension of tactile sound.

Technology. Characteristics of the transducer size, number, arrangement, power
requirements, form factors, materials, drivers, and processing characteristics pose tech-
nological challenges when scaling the MHC. Several prototypes were developed during
this design process to help us explore the different transducer sizes and layout options,
however, we did not develop new processing hardware for this work, but use the existing
processing drivers and algorithms to evaluate the mobile devices.
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3 Design Considerations

The smaller area of skin on the hands represents a challenge to designing multi-user
form factors that support multi-channel transducer arrays, which must not disrupt the
hand. Additionally, the variation in size and shape of different hand size limits the layout
of spectral array, as does the number of channels we explore in this work. The original
TAD system uses 16 voice coils, aligned along 2 rows on either side of the spine. Place-
ment of the transducers aims to maximize the contact points to increase tactile acoustic
resolution, while avoiding bone conduction or deep tissue vibrations used in haptic
displays.

3.1 Interaction Design

The initial 8-transducer design was first considered using 1 cm diameter contact point
transducers to fit into the phone case (Fig. 1a). A breakdown of the MHC chair suggests
that the 8 X 2 spectral layout represents left and right sides of the spine, with upper and
lower segments. This suggested 4 discrete segment mappings to consider when trans-
lating the system from the back to the hand, where the segments are closer together,
(fingers, palm, wrist palm...), limiting the linear placement of the array of transducers.
Additional layouts considered are shown below (Fig. 1b, c).

Fig. 1. a: 8-channel layout; b: 4-channel case; c: Right hand edge design

3.2 Physiology: Sizing the Transducers

Transducers that support multi channel arrays for the hand were optimal at 1 cm to 2 cm
in contactor diameter, leveraging the higher sensitivity of the hand, but using less power,
but posing interesting questions in determining an optimal layout.

Body Segments. Early studies on the MHC suggested that sound ‘chunks’ or perceptual
units of sounds, like a musical composition, had to be located on the same linear segment
of the body for users to easily map sounds to the vibrations, for example, arms, legs,
torso (Karam et al., 2009). The current work further identifies segments based on skin
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type: glabrous or non-glabrous skin, and joint separations. The segments - left/right, skin
type, and position - are critical factors in determining optimal configurations of trans-
ducers to body segment. Further breakdown of the body can reveal additional design
challenges, as with the fingers, where the segments are small, and required freedom of
movement, unlike the larger, less functional arms and torso.

3.3 Form Factor

The mobile phone was chosen to support real time mobile phone interactions with the
transducers. However, while we aimed to provide both sounds and vibrations to a user,
this was not easily accomplished in a working mobile phone, where the headphone jack
does not permit the sound to be split to another channel within the phone. A workaround
was to use headphones and a signal splitter to allow us to use the sound for both audio
and tactile displays.

3.4 Technology: Signal Processing and Power Requirements

Our unique design opportunities lie in understanding and leveraging the different sensi-
tivities of the skin, enabling us to explore new designs of transducers that could be very
low profile. However, for this work, we are focusing on supporting form factor, layout,
and comprehension testing rather than designing new hardware. With the glabrous skin’s
higher sensitivity to vibrations, we can leverage the hands to support decreasing the
power levels for the transducers, while maintaining enough vibration to effectively
stimulate the skin. This will be explored next.

3.5 Cognition: Evaluating User Perceptions

While strong vibrations may be easily detected on the body, the finer vibrational infor-
mation that relate to speech sounds are not detectable to all parts of the skin. Perceptual
effects that are also found in audio perception appear to be present in the tactile acoustic
domain: masking, individual tastes, and amplitude preferences still occur in the percep-
tion of tactile sound. Different frequencies may also have to be placed on the body in
an optimal location to achieve maximum detection and perception.

To conduct a first set of tests, we selected a 4-channel setup, allowing us to use the
minimal configuration of transducers, while still delivering the multi-channel MHC
signal to the hand. We tested this initial prototypes for signals strength, layout, and
resolution, to determine if there any feature of speech could be perceived on the hand.
14 volunteers were asked to try the system, and to provide initial user feedback using a
mobile phone in a TAD case (Fig. 1b). Participants were asked to place one hand on the
mobile TAD, which was initially set up on a table. An audio signal from the phone was
redirected to the tactile transducers, which was not audible.

A radio talk show segment was used as the sound sample, with the vibrations divided
up along the four-transducer array along the side of the phone case. The show featured
a calm male host, speaking with an excited female caller. Each participant re-ported that
they could feel voices, with most indicating that they could detect the sex of the voice,
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and many indicating that they could the emotion of argument or persuasion. Some
observed behavior we observed during the sessions included moving the phone around
their hands to feel all the transducers, and placing the device by the ears to try and hear
the vibrations. All participants also identified that the signal was speech.

4 Design Challenges

Participants tended to hold the phone prototype along the edges, possibly a reflection of
the poorly designed form factor that requires the fingers to ensure the device doesn’t
slip out of the hands: this suggested that moving the transducers to the edges of the case
would be more in consonance with the natural way that people hold their phones. Three
transducers were moved to the one side, with a fourth set on the opposite side to improve
contact with the fingers in a new prototype design (see Fig. 1c).

We had to consider handedness in this case, resulting in versions of the new device.
This was deemed impractical, and the prototype was abandoned for the remainder of
this study. The next prototype was a block of wood, which was modeled as a phone with
both audio and tactile signal outputs (Fig. 2).

Fig. 2. Early prototyping showing non-finger handed design

For this version, we used a stereo signal to drive the transducers, which was some-
what limited in its use, but it did reveal that two channels alone have some effect, but
constraining the transducers to different form factors did not allow us to properly gauge
tactile perception of speech, nor to evaluate individual transducers and their effects on
different areas of the hand.

Several other two-transducer versions were developed to support left-right hand
interactions, and to isolate transducer size, number, and placement on the body without
the physical constraints of a mobile phone form factor. These prototypes were secured
in putty or silicone to protect the connections from the stress that mobile interactions
placed on the transducers (Fig. 3a, b). Further studies can be run, but the system requires
a more effective design to support a more functional form factor that won’t constrain
the hand movements or functionality.
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Fig. 3 aandb. Early prototyping showing transducer pair in silicone

5 Discussion

After considering the current form factors and transducer sizes, the mobile phone form
factor was abandoned for several reasons: First, people increasingly use headsets with
Bluetooth connections to interact with their phones, reducing the amount of time holding
the phone while in use. Second, it is impractical, from an engineering perspective, to
embed transducers into phones as they already struggle with power consumption and
additional hardware would further reduce battery life. Third, although the smaller sized
transducers were somewhat effective at communicating some speech information to the
hands, individual differences in behavior and approaches to mobile phone interactions
suggested that a more universally accessible form factor would need to be developed to
support multi-channel vibrations for the hand while on the move. Fourth, the shapes and
sizes of mobile phones are not designed to ergonomically fit in the hand, and it became
apparent that we would have to find an alternative form factor to better support tactile
perception. Fifth, implementing a commercial TAD into a mobile phone would require
a drastic modification in the hardware, and sound sources to be distributed to multiple
channels to support the multi-modal interactions required by the TAD.

The current tests suggested that the vibrations provide some level of recognizable
speech information to the hands, but did not work out as an effective form factor to
support and effectively test the multichannel TAD for mobile phone interactions.

Shifts in the zeitgeist of end-user devices are suggesting that mobile phones may
soon be replaced by more practical devices, in support of wireless, wearable devices
that provide better ergonomics and usability for interactions with the somatosensory
system. Further electronic processors and drivers will also be developed and designed
into the system to improve HSI, and the design of these devices must be reimagined to
enable them to utilize skin contact as a way to help offload some of the attention demands
placed on the ears and eyes to the body without interfering with primary tasks. Some
new models we are developing are shown in Fig. 4.
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Fig. 4. 1 New form factors that are being developed to support future experiments

6 Conclusions and Future Work

We have begun to explore the extension of the MHC to include the hands, and other
areas on the body, where the higher sensitivity of cutaneous receptors could increase
tactile acoustic perception and offer more of the body's surface as locations for tactile
information displays. The design exercise presented in this paper suggests that the MHC
has the potential to communicate similar information to the hands, using smaller and
fewer transducers than is required for the back. Adding more channels can also poten-
tially lead to an increase in tactile acoustic resolution, further expanding on the principles
behind the MHC. New prototypes will be developed to help explore different interaction
paradigms and devices that are now being designed into fashion, jewelry, and other
accessories, towards increasing access to and availability of the somatosensory system
and the continued development of the study of HSI in new applications including way-
finding, navigation, communication, and intimacy.
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Abstract. In this paper, we present an emotion recognition methodology that
utilizes information extracted from body motion analysis to assess affective state
during gameplay scenarios. A set of kinematic and geometrical features are
extracted from joint-oriented skeleton tracking and are fed to a deep learning
network classifier. In order to evaluate the performance of our methodology, we
created a dataset with Microsoft Kinect recordings of body motions expressing
the five basic emotions (anger, happiness, fear, sadness and surprise) which are
likely to appear in a gameplay scenario. In this five emotions recognition problem,
our methodology outperformed all other classifiers, achieving an overall recog-
nition rate of 93 %. Furthermore, we conducted a second series of experiments to
perform a qualitative analysis of the features and assess the descriptive power of
different groups of features.

Keywords: Body motion analysis - 3D body movement features - Emotion
recognition - RBM - Serious games

1 Introduction

One crucial component of games design and development is the accurate measurement
of user’s experience and undoubtedly, the most important aspect of user’s experience is
their affective state. Particularly in serious games, the inference of player’s affective
state could provide not only valuable information for player’s engagement and enter-
tainment level, but also indications of whether or not the desirable educational objectives
are reached. The majority of state of the art emotion recognition frameworks capitalize
mainly on facial expression or voice analysis; however, research in the field of experi-
mental and developmental psychology has shown that body movements, body postures,
or the quantity or quality of movement behavior in general, can also help us differentiate
between emotions [1, 2].

In particular, specific qualities and characteristics of body movements, such as
velocity, direction, turning away/forwards, body expansion/contraction has been exam-
ined in the inference of different emotions and combinations of these qualities are
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suggestive of specific emotions [3, 4]. For example, expressions of joy are characterized
by fast, upward directed movements with the arms raised. Similarly, movements indi-
cative of grief tend to be slow, light, downward directed, with the arms closed around
the body. Body turning away and body contraction, as an attempt to appear as small as
possible is shown to be a strong indicator of fear, while body turning towards is typical
of happiness and anger.

As more and more game companies and research centers move towards low cost
RGB-depth sensors, a growing interest emerges considering the role of body movement
in games, not only in terms of natural user interaction, but of emotion recognition during
gameplay as well. Bodily expression provides a means for emotion recognition from a
distance [5], and therefore motion analysis is crucial in generating multi-modal data in
gameplay environments where players’ facial analysis data are either too remote or
partially obstructed (e.g. children wearing glasses, hats or other headwear). Additionally,
the inclusion of bodily expression as an additional channel for affect communication
can help resolve ambiguity observed in the identification of certain basic mental states,
such as anger and fear [6].

Over the last years, different approaches have been proposed for emotion recognition
based on body movements, gestures and postures [7—11]. These studies obtained quite
interesting results, highlighting the importance and feasibility of using body expressions
for affect recognition. Specifically regarding affect recognition in games, Piana et al.
[12] presented a method that uses features derived from 3D skeleton data and a multi-
class SVM classifier for the recognition of six emotions, which was integrated in a
platform of serious games for children with Autism Spectrum Condition. This method
achieved a 61.3 % recognition rate when evaluated at a dataset of recorded body move-
ments of actors who were asked to express freely the six basic emotions. Savva et al.
[13] proposed an automatic recognition method of affective body movement in the
context of a Nintendo Wii tennis game which feeds dynamic movement features to a
Recurrent Neural Network (RNN) algorithm. This method was tested at a dataset of non-
acted movements captured with Animazoo IGS-190 during gameplay and reached a
recognition rate of 57.46 %, comparable with the 61.49 % accuracy of human observers’
recognition.

Our focus at this paper is to present a method for emotion recognition based on body
motion analysis that will be incorporated in serious games that aim at helping children
aged 7-10 acquire prosocial skills. Using a set of 3D features, we decided to test the
recognition performance of deep learning architectures, such as neural networks (NN’s)
and Restricted Boltzmann Machines (RBMs), in an emotion recognition task, as well as
the descriptive power of different groups of features. This study led to the design of a
deep learning network classifier with stacked RBMs. In the following sections, we will
briefly analyze the groups of features used (Sect. 2); then, we will present the proposed
classifier (Sect. 3); finally, we will evaluate and compare the recognition accuracy of
different classifiers and different groups of features, using a dataset of acted movements
associated with five emotions (Sect. 4) and will conclude with a discussion about results
and future work (Sect. 5).
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2 Body Motion Analysis

In this section, we will present a set of movement features which we utilize in our method
and which are proven crucial in the process of emotion recognition [14]. The 3D body
movement features are extracted from joint-oriented skeleton tracking using the depth
information provided by Kinect sensor [15]. We divide the set of features into the
following groups: kinematic related, spatial extent related, smoothness related,
symmetry related, leaning related and distances related.

2.1 Kinematic Related Features (G1)

Velocity and Acceleration. The velocity and acceleration features per frame are calcu-
lated as the mean velocity and acceleration of all frame joints. The velocity and accel-
eration can be approximated in our case by considering finite differences of position
divided by the sampling time interval AT [16].

Kinetic Energy. Kinetic energy provides an estimate of the overall energy spent by
the user during movement. The amount of movement activity has been shown to be
relevantly important for differentiating emotions [17]. The kinetic energy is proportional
to the square of velocity. We ignore the mass term in kinetic energy as it is not relevant
[16]. So the proportional amount of the kinetic energy of each joint K; is calculated as:

K =37 M
Then, the kinetic energy of the entire body is calculated as the sum of all joints’ kinetic
energies.

2.2 Spatial Extent Related Features (G2)

The following features provide an estimate of how the body occupies the 3D space
surrounding it. According to research in experimental psychology, the contraction index
can be used to infer specific emotional states; people are considered to usually spread
out when they are happy, angry or surprised, and similarly reduce their size when in
fear [3].

Bounding Box Volume. A bounding box is the minimum cuboid containing the body.
Given the 3D positions of the user’s limbs’ end effectors, we can approximate this
volume as the minimum parallelepiped surrounding the user’s body.

Contraction Index. Contraction index in 3D is defined as the normalized bounding
volume containing the user’s body and is related to the definition of ones’ “personal
space” [14]. The 3D contraction index is then calculated by comparing this bounding
volume and an approximation of the volume of the density (DI) of the 3D coordinates
calculated as follows:
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where DI,, DI, DI, are the approximated density indices calculated respectively on x,
y and z axes as described in the following Equations:
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in which dx,, dy, and dz; are the distances between the center of mass and the i joint.
The 3D Contraction Index is then calculated as the normalized ratio between DI and the
Bounding Volume.

Density. A different measurement of body spatial extent is represented by the density
index. Given the center of mass of the user’s tracked skeleton C, the density index is
calculated as the average sum of Euclidean distances of all tracked joints from C:

1 n
DEl = - ) d
u 2o ©)

2.3 Smoothness Related Features (G3)

Curvature (k) measures the rate at which a tangent vector turns as a trajectory bends and
provides an indication of joints’ trajectories’ smoothness. According to Wallbott [2], “a
smooth movement seems to be large in terms of space and exhibit a high but even
velocity”, so it will have low curvature value; by contrast, a sharp trajectory movement
will have a high curvature.

The smoothness index for three dimensional curvatures is computed as follows:

\/(Xi ViV ')Ei)z + (& xl —X; - Z‘,')2 + 0 Zz —Z; V)
k= 3 ™
(2 +32+2H)2

In our features set, we include right and left wrist curvature, head curvature and torso
curvature.
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2.4 Symmetry Related Features (G4)

It has been shown that asymmetry of movements can be related to emotion expression
[18]. Each symmetry (SI,, SI, SI) is computed from the position of the barycenter and
the left and right joints (e.g., wrists, shoulders, feet, knees) as described below:

SI, = (xB - xLi) — (Xp — Xg;) )

Xri = XLi

where x, is the coordinate of the center of mass, x;;is the coordinate of a left joint i (e.g.,
left hand, left shoulder, left foot, etc.) and, x, is the coordinate of a right joint. In the
same way, we compute SI, SI,.. The three partial indices are then combined in a normal-
ized index that expresses the overall estimated symmetry:

o Sha+ Sl + Sl

3 ©)

In our features set, we include wrists, elbows, knees and feet symmetry.

2.5 Leaning Related Features (G5)

Head and body movement and positions are relied on as an important feature for distin-
guishing between various emotional expressions [13]. The amount of forward and back-
ward leaning of a torso and head joint is measured by the velocity of the joint’s displace-
ment along its zcomponent (depth) respective to the body position and orientation, while
the amount of right and left leaning is measured by the velocity of joint’s displacement
along its X component.

2.6 Distance Related Features (G6)

The distances between hands can be indicative of expansion or contraction of gestures,
while the distance between hand and head as well as hand and torso could provide
estimation for the existence of specific movements (e.g. touching head with one hand
in case of grief).

The aforementioned features are extracted per frame and then, their mean value is
calculated for the sequence of frames. The total of the mean values for all features
constructs the feature vector used as a movement descriptor. Distances and coordinates
used in calculations are normalized with respect to height.

3 Deep Learning Network Classifier

In this section, we propose a deep learning network classifier consisting of stacked
RBMs, which proved to outperform other classic classifiers at the emotion recognition
task, as we will see in Sect. 4.
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A Restricted Boltzmann Machine [19] is a parameterized generative model repre-
senting a probability distribution. Given some observations, the training data, learning
a Boltzmann Machine (BM) means adjusting the BM parameters such that the proba-
bility distribution represented by the BM fits the training data as well as possible. Boltz-
mann machines consist of two types of units, so called visible and hidden neurons, which
can be thought of as being arranged in two layers. The visible units constitute the first
layer and correspond to the components of an observation. The hidden units model
dependencies between the components of observations (Fig. 1).

h, h, hy h,

Fig. 1. The undirected graph of an RBM with n hidden and m visible variables

For our emotion recognition task, aiming at a network architecture that will handle
independently each group of features, we designed the architecture depicted at Fig. 2.

At our two-layer network, we stacked seven RBMs, six at the first layer and one at
the second layer, and train them layerwise, starting at the base layer and move up to the
second, with no feedback from the higher layer to the lower layer. Each RBM of the

Z 19he

T T 10T 000 7007 107

Fig. 2. Deep learning network classifier with 7 stacked RBMs
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first layer receives as input the features of a different group of features and it is trained
in an unsupervised (since unsupervised pre-training guides the learning towards basins
of attraction of minima that support better generalization from the training data set [20])
and afterwards in a supervised way. Then, the output probabilities of the first layer are
fed as input to the second layer and the seventh RBM is trained. The output probabilities
of the second layer constitute the classification result.

4 Experimental Results

4.1 Dataset

In order to evaluate the performance of our methodology, we created a dataset with
Kinect recordings of body movements expressing the 5 basic emotions (anger, happi-
ness, fear, sadness and surprise) which are likely to appear in a gameplay scenario. The
predefined set of movements (Fig. 3) associated with these emotions was selected based
on social psychology research that identified body movements and postures which, to
some degree, are specific for certain emotions [1, 2, 8]. Each emotion was represented
with two different types of movements and each recording had duration of 4 s. 14 subjects
(5 women and 9 men) participated in the recording session. They were shown a short
video with the aforementioned movements and afterwards, they were asked to perform
each movement, according to their personal style, 5 times, in front of a Kinect sensor.

Surprise Sadness Happiness Fear Anger

Fig. 3. Dataset movements expressing five emotions
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4.2 Classification Results

The purpose of the experiments conducted was to evaluate the recognition rate of deep
learning network classifiers at the problem of emotion recognition from body motion
analysis. For this purpose, we compared the recognition rates of classic classifiers (Naive
Bayes, Linear MultiClass SVM, Non Linear SVM) with the recognition rates of deep
learning network classifiers (multilayer perceptron MLP, RBM, our proposed architec-
ture with stacked classifiers) at a Leave-One-Subject-Out cross validation (LOSO cv)
training the classifiers over 13 subjects and testing them with the data of the 14" left out
subject. The results of these experiments are shown at Table 1. As we can see, the three
DL network classifiers achieved higher classification accuracy than classic classifiers,
with the proposed classifier outperforming all others with a recognition rate of 93 %.

Table 1. Classification results

Algorithm Method Recognition
Rate
Naive Bayes 77.21%
Crammer and Singer (CS) 77.78%
Linear MultiClass SVM | Weston and Watkins (WW) 78.35%
one-versus-all (OVA) 79.78%
Non Linear SVM Crammer and Singer (CS) 84.5%
Weston and Watkins (WW) 84.71%
one-versus-all (OVA) 84.78%
MLP 85.53%
RBM 88.9%
Stacked RBMs 93%
Classifier

Comparative Analysis of Groups of Features

G1:Kinematic related
G2: Spatial Extent related
G3: Smoothness related
G4: Symmetry related
GS: Leaning related

G6: Distance related

G1 G2 G3 G4 G5 G6 All groups

Fig. 4. Recognition rates with different groups of features



Body Motion Analysis for Emotion Recognition 41

4.3 Comparative Analysis of Different Groups of Features

Furthermore, we conducted a second experiment to perform a qualitative analysis of the
features and assess the descriptive power of the different groups of features. Our purpose
was to examine the contribution of each group of features to the classification process.
For the experiments, we trained six different RBMs, each with a different group of
features. As it is shown at Fig. 4, only the distances related features, although being quite
simplistic, can provide a decent recognition accuracy of 75.7 %, constituting the only
group that could be practically used in a recognition task. This means that all groups of
features have a significant contribution and are necessary in order to achieve high clas-
sification accuracy.

5 Conclusions and Future Work

In this work, we have presented a complete method for affect recognition from body
movements that are likely to appear at a gameplay scenario. We have confirmed that a
set of geometric and kinetic features can act as adequate descriptors for movements
related to emotions and that deep learning classifiers can provide better recognition rates
than classic classifiers at this recognition task. Additionally, we have proposed a clas-
sifier with stacked RBMs that outperformed all other classifiers in recognition accuracy.
Our next goal is to test our method at non-acted emotion expressions recordings during
gameplay of prosocial game Path of Trust [21] and as a following step; the affective
information derived from body expression analysis will be fused with facial and audio
analysis information, in order to further increase the robustness of the algorithm. The
final recognition module will be incorporated in Path of Trust game and other serious
games for children.

Acknowledgement. The research leading to this work has received funding from the EU Horizon
2020 Framework Programme under grant agreement no. 644204 (ProsocialLearn project).
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Abstract. Vibrotactile stimulation can be used as a substitute for audio or
visual stimulation for people who are deaf or blind. This can enable some media
content to be made more accessible to audiences with disabilities because the
vibrotactile sense can be engaged. Artists have become interested in creating
vibrotactile art as a new and exciting art form. In order to do this, new tools and
a notation must be developed and evaluated that support the creation and
experience of vibration on the skin. The Beadbox tool, along with a supporting
notation system, was developed for the purpose of composing vibrotactile art.
The main findings in the evaluation suggest that the Beadbox has a good
usability with a low learning barrier, has direct functionality, and aesthetically
pleasing.

Keywords: Vibrotactile + Human-computer interaction * User interface

1 Introduction

Art and technology are consistently related to each other in many aspects throughout
history. Both share a core creative process. With the advent of technology for creative
activities, the process of creative expression has been propelled to new heights. One of
the newest additions to the suite of creative tools and techniques is vibrotactile art.
Vibrotactile technologies enable vibration patterns to be composed so that audiences
can experience/feel those patterns through the tactile sense rather than through
audio/visual media. Currently there are a number of vibrotactile output devices (i.e.
Emoti-chair [1]) but there are few methods for inputting the data to express those
vibrations (e.g., [2-4]) and other methods for other media (e.g., music notation and
music composition tools) are used. Artists have recently become interested in creating
vibrotactile compositions as a new art form. However, in order to do this, new tools are
needed so that the unique elements of vibrotactile stimuli can be expressed. In addition,
there is no standard notation system for vibrotactile stimuli in which these expressions
can be recorded and/or shared with audiences and other artists. This paper presents a
vibrotactile time-based notation system and a software tool called Beadbox, which
embodies this notation system. Artists use the vibrotactile notation system though the
Beadbox software to compose vibrotactile expressions. In doing so, other artists can
reproduce those vibrotactile compositions, and they can be represented on a variety of
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output devices. The Beadbox is evaluated with user studies where participants are
asked to use the software to create a vibrotactile composition. For each user study
session, pre and post questionnaire are used to gather subjective data regarding their
impressions and opinions. Qualitative and quantitative data are analyzed to determine
system elements of the usability of Beadbox and its user interface.

2 Background

2.1 Human Vibrotactile Perception

The basic mechanics of the human vibrotactile system are made possible by
mechanoreceptor cells in the skin, which convert the frequency, amplitude, and
duration of vibration applied to the skin into an electrical signal that travels to the
person’s brain [5]. Many researchers have claimed that there are four essential
parameters of a vibrotactile stimulation: frequency, intensity (amplitude), spatial
information, and temporal information [3]. A vibrotactile notation system then must be
able to provide the information relating to these four parameters. The human sense of
touch is limited to discerning frequencies between 20 Hz and 1000 Hz (the human ear
can perceive frequencies between 20 Hz and 20,000 Hz) [6]. However, several studies
warned about the negative effects of low frequency vibration on the human body so
care must be taken when applying low frequencies to the body [7]. For the temporal
coding, Cohen et al. [8] conducted experiments to find out how the duration of
vibrotactile stimuli influences frequency discriminability. The results indicated that the
minimum duration of vibration to determine tactile presence is 50 ms. For the intensity
of vibration, Verrillo [9] interpreted that the derived curves of vibrotactile intensity
change similarly to the equal loudness contours in audition. Displaying these maximum
and minimum vibrotactile values where empirically derived and assisting artists in
understanding how to work within them is one goal of the compositional tool devel-
oped for this research.

2.2 Existing Vibrotactile Authoring Tools

Several authoring tools that allow for vibrotactile compositions exist in the literature.
The posVibEditor [10] allows prototyping for vibrotactile pattern by using a timeline
with graphical representation of waveforms. Users can edit the frequency patterns of
the stimulus in detail. Also, the multichannel timeline interface uses sample clips of
frequency patterns with different durations created in the pattern editor. The VibS-
coreEditor [11] uses a western music notation score as the user interface where each
musical note has a single frequency associated with it. However, it can be complex to
use if the user does not have background knowledge of music composition structure
and format. The minimum duration of a note is about 1 ms, which is hard for a human
to perceive. The frequency range does not have a maximum limit meaning that com-
posers could use frequencies that are not detectable by the skin. In addition, the
developers of the VibScoreEditor did not conduct any user studies so it is difficult to
determine how usable and useful the tool is. The TactiPEd [12] provides a visualization
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of spatial information as well as frequency, duration and intensity in a histogram format
via a timeline. The interface provides a visualization of output orientation, which can
be rearranged by users to fit their output device. Each sequence has its own visual-
ization for its output, which is coloured in a different hue. However, there is no
visualization for the intensity level and the timeline measure is difficult to match with
the actual frequency samples. These existing authoring tools take different approaches
to their interface designs, each with advantages and disadvantages. The vibrotactile
composition tool developed in this research will consider the advantages provided by
these tools and attempt to avoid their pitfalls.

3 System Overview of the Beadbox

The purpose of the Beadbox is to facilitate the creation of vibrotactile interactive art by
controlling four essential variables: (1) frequency, (2) intensity, (3) spatial distribution
of the signal among the vibrotactile actuators and (4) temporal information. All of these
components are the foundation of a vibrotactile signal and can be controlled by a user
to produce patterns over time and space that can be felt by human skin [13]. The
Beadbox proposes a unique notation system in order to allow users to control these
variables and produce these patterns. Users can record a vibrotactile composition, play
the piece while they are creating, edit the file, and save the finished piece. Figure 1
displays an overview of the Beadbox with each component labeled. The Beadbox was
implemented in Java 1.8 and uses an Audio Stream Input/Output (ASIO) API with the
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Fig. 1. An overview of the Beadbox.
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ASIO4ALL driver and jASIOhost library. The output device for the user study is the
Emoti-Chair [1] with a Firepod™ soundcard connection. Each Bead can be created
from the Bead Palette and adjusted with a corresponding frequency and intensity slider.
The created Bead can be placed on the BeadPlayer timeline. Each track of the Bead-
Player represents an output contactor, with specific colour hue. The overview panel
displays each page, while a page has duration of 1 s. The output arrangement visu-
alization on the right column has interactivity; the user can drag to arrange the visu-
alization icons to be in the same form as the output device.

3.1 Vibrotactile Notation

The notation design is the major component of the interface design. To build up a
notation system, a basic information unit must be defined. The basic unit in this system
is called a “Bead”. A Bead is developed to deliver essential information for vibrotactile
art composition. It is similar to a “note” in music notation, providing composers with a
mechanism to express and record their ideas. In order to devise a visualization of a
Bead, the basic unit of the Emoti-chair output, a voicecoil, was used as an underlying
metaphor as seen in Fig. 2. A Bead then is represented by two concentric circles where
the outermost circle is described by darker, heavier line.

©-90-0

Fig. 2. Simple voice coil visual metaphor.

Prior research has been carried out to investigate models of sensory substitution
where different properties of perceptual systems can be used to represent various
physical parameters such as frequency. These models were used to inform the repre-
sentation of the vibrotactile parameters. The first mapping that has been explored was
colour as a visual representation of auditory frequencies [14]. The second model was
the relationship between the visual brightness of a colour and the audio frequency [15].
The researchers found that if a colour is brighter, then people tend to indicate that the
sound stimuli would be higher pitch, and louder volume. If two variables have an
overlapping information it is possible that users would be confused compared with a
one-to-one mapping. Therefore, brightness was assigned to visualize the frequency
level of vibrotactile stimuli. Figure 3 depicts a sample scale of the notation with

different frequency level information.

100 Hz 300 Hz 500 Hz 800 Hz 1000 Hz

Fig. 3. Colour brightness gradation (dark to light as frequency increases) by sample frequency
level.
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Other researchers have found that there was a relationship between audio loudness
and the size of a visual object. Louder sounds were seen to be related to the visual
looming object by [16] where looming signals cause an avoidance response, resulting
in a similar effect both in visual and auditory stimulations. For the Beadbox, the output
intensity may be relative to the operating systems volume control (in logarithmic scale),
or the size of output actuator. The Beadbox limits the maximum intensity to 50 dB to
prevent any discomfort to the audience. The intensity coefficient scales linearly in the
Beadbox from 0 to 100. The diameter of the inner circle of the Bead then represents
amplitude whereby a smaller diameter would represent the lower intensity coefficient
level. Figure 4 shows an example of the changes in diameter of the inner Bead circle
showing lowering intensity coefficient.
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Fig. 4. Sample Bead showing lower intensity coefficient.

The last factor is timing information. To control the timing of the note, the user can
drag and drop the Bead in the desired location along the timeline. The default duration of a
Bead is set as 50 ms, which is the minimum stimulus duration a human needs to dis-
criminate different frequencies [8]. From this point, the duration of each Bead can be
controlled by connecting a start point to an end point. As seen in Figs. 5, 6 and 7, the
pattern is interpreted as a single connected Bead which will be expressed without pause or
cut. Duration can be assigned to two Beads on different tracks or two notes from different
intensity or frequency levels. When there is a connection between different tracks, there
will be constant decrement (or increment) at a linear rate on either frequency or intensity
over time from the start Bead to the end Bead (Fig. 6). Similarly, a connection between
two different intensities or frequencies will give a transition as well (Figs. 5 and 7).

@

Fig. 5. A Bead with acertain  Fig. 6. A Bead with a certain ~ Fig. 7. A Bead with certain
duration changing from a low  duration changing from one duration from a low intensity
frequency to high frequency.  track to another track to a high intensity.
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4 User Study

4.1 Methodology

A user study was carried out to evaluate the general usability of the Beadbox as a
vibrotactile pattern authoring tool. Thirty people (20 female, 10 male) participated in
the Beadbox user study. They ranged in ages between 18-64, with 19 in 18-24 age
category, eight in 25-34 and one in each of the other three older age ranges (35-44,
45-54, 55+). Twenty-two participants were amateur artists; three participants were
full-time professional artists; three participants were part-time professional artists; and
two were non-artists. For types of creative practices, participants could select more than
one specialization. There were four main categories of art practice: Group 1 = “Visual
Artists: including Painting, Photography, Printmaking, Sculpture, Performing Art or
Installation”, Group 2 = “None”, Group 3 = “Musical Artists: Music”, and Group
4 = “Combined art specialists: participants who specialize in multiple genres.” Six
participants were in Group 1; six participants were in Group 2; five participants were in
Group 3; and thirteen participants fell in Group 4.

For the study, participants completed a pre-study questionnaire, demonstration
tutorial, a main composition session using Beadbox, and a post-study questionnaire.
The pre-study questionnaire consisted of six forced-choice questions on demographics
and artistic background of the participant. Basic instructions for the Beadbox were
given in the 15 min demonstration where participants could practice, ask questions and
discover the interface capabilities. In the main composition session, participants were
asked to create a 5—-10 s vibrotactile composition using the system. During the com-
position session, the participants were allowed to test and play their composition while
sitting on the Emoti-chair. While participants were composing, the screen was being
recorded, as was their verbal commentary. After the composition session ended, par-
ticipants were asked to complete a post questionnaire. It consisted of ten questions from
the System Usability Scale (SUS) [17], four questions regarding the interface and
controls of each vibrotactile factor, and five open ended questions regarding their
enjoyment of their composition when they played it on the Emoti-chair. The
Likert-scale rating ranged from 1-strongly disagree to 5-strongly agree. We also asked
what their intentions were for their composition, what were their expectations were,
and what they liked and disliked about the Beadbox. Quantitative results were then
analyzed with statistical methods and qualitative data with thematic analysis. Six
themes were identified, defined and then subjected to a reliability test (see Table 2).
Reliability was established by having two independent raters code about 20 % of the
data randomly sampled, while including examples from each theme. The Intra-class
Correlation statistic showed that there was agreement at a level of 0.84 and above.
A single rater then completed the coding for the remaining data.

4.2 Results

4.2.1 Forced-Choice Questions from the Post-Study Questionnaire
A chi-square test was carried out for all forced-choice post-study questions to compare
the participant responses to questions with chance. There was a significant difference
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Table 1. Results of chi-square test and descriptives for all significant Likert-scale type questions
(p < 0.05). A rating of 1 is strongly disagree and 5 is strongly agree.

Question Chi-Square | Mean | S.D. Mode |p-Value

A.1. T think that I would like to use 16.00 3.43 0971 |4 0.003
this system frequently

A.2. 1 found the system unnecessarily | 30.33 1.63 0.718 |1 0.000
complex

A.3. I thought the system was easy to | 29.33 4.33 0.711 |5 0.000
use

A.4. 1 think that I would need the 17.00 2.10 0995 |2 0.002

support of a technical person to be
able to use this system

A.5. 1 found the various functions in | 35.67 3.63 0.809 |4 0.000
this system were well integrated

A.6. I thought there was too much 14.67 2.13 0973 |1 0.005
inconsistency in this system

A.7. 1 would imagine that most 33.33 4.37 0.928 |5 0.000

people would learn to use this
system very quickly

A.9. I felt very confident using the 21.00 4.00 0.871 |4 0.000
system

A.10. I needed to learn a lot of things 13.33 2.07 1.015 1 0.01
before I could get going with this
system

between responses and chance for nine of seventeen questions (see Table 1 for all
significant questions). The p-value was set at p < 0.05 and N was 30 for all questions.
A Kruskal-Wallis non-parametric test was applied to the art practice groupings to
determine whether there was a difference in the ratings between these groups. The
result of the test showed that there was a significant difference in the complexity rating
between the different artist specializations, X2(3) =7.94, p =0.047, with a mean rank of
10.17 for Group 1, 22.25 for Group 2, 12.10 for Group 3, and 16.15 for Group 4.

4.2.2 Qualitative Data

All comments from participant’s responses to the open ended questions and
audio/video recordings were coded into the defined themes (see Table 2). The number
of occurrences for each theme is depicted in Fig. 8. A one-way analysis of variance
(ANOVA) was used to find any significant differences between the themes for the
number of comments participants made. There was a statistically significant difference
between groups (F (8,111) = 3.166, p = 0.003). A post hoc Tukey’s HSD test was
performed to determine the significant between the different pairs. There was a sig-
nificant difference between the Interface Elements theme (M = 1.69; SD = 0.736) and
the Creativity Positive theme (M = 1.00; SD = 0) (p < 0.05). There were no significant
differences in other paired themes.
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Table 2. Themes and definitions used for thematic analysis.

Themes Definition / Examples
Music The Beadbox interface is related to the music concepts such as rhythm,
Concepts sound output as melody, intensity as accent, etc.
“I want the audience to feel like they’re at a party where the music is
ridiculously loud and you can feel the bass drop.”
Interface User interface and interaction components influence the work process;
Elements simple design; easy to use; visual aspects;
“It’s quite colourful and visual.”
Functionality The quality of being suited to serve a purpose well or not; Having a way to
perform certain functions.
“I didn’t like the fact that I couldn’t align the notes automatically.”
Creativity It affects to the creativity when users using the Beadbox to compose.
“It expanded my creativity.”
Technical Bugs or other technical issues.
Issue “I didn'’t like the screen setup, and minor glitches.”
Emoti-Chair Related to the Emoti-Chair rather than the Beadbox.
“I liked the chair vibrations.”
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Fig. 8. Frequency of comments from participants in each theme.
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5 Discussion

5.1 The Usability of Beadbox

The definition of usability according to the ISO/IEC 9126-1 standard is “the capability
of the software product to be understood, learned, used and attractive to the user, when
used under specified conditions” [18, p. 7]. This definition can be evaluated using three
factors: learnability, functionality and its aesthetic. This discussion section focuses on
these three aspects of the Beadbox. Responses to the three learnability questions (A.4,
A.7, and A.10) showed that participants thought Beadbox was easy to learn. Given the
relatively short amount of time participants were given to learn the concept of vibro-
tactile art (30 £ 10 min.), each participant learned how compose rapidly, and said that
their composition was created as intended. According to Maguire [19], a usable system
allows the user to concentrate on the task, which also means it is functional with
reduced errors and reinforces learning for reduced training time. Some related com-
ments mentioned:

“It was easy to learn how to use and flexible.”

“I like how it has a low learning curve for a relatively new art form”

For functionality, participants also agreed that the Beadbox was easy to use and that
is was not unnecessarily complex. The notion of complexity, however, was related to
the level of artistic knowledge and practice. Participants who specialized in some
artistic practices thought that using the Beadbox was less complex than those who had
no specialization. Although not significant, participants in visual art and music thought
it was less complex than those from other fine arts, including performing art, and dance.
In addition, fifteen out of forty-four comments in the Interface Elements theme related
to Beadbox being easy to use. Participants’ responses to open-ended questions included
that Beadbox was very easy to use, exemplified by:

“Very easy to use, instant results on what you've made.”

“I like how simple the program is to use, generally. It is very easy to understand and fairly
intuitive. After a little trial and error, it was pretty easy to create a track.”

Participants also agreed that they wanted to use the Beadbox frequently and that the
various Beadbox functions were well integrated. Out of eighteen comments, seven
were listed under the Functionality Positive theme, and mentioned that the Beadbox
was able to function so that each participant could create a vibrotactile art piece as they
intended. Even though it was eventually achieved, some functions needed to be
modified during the study cycles in order to address technical issues that arose during
the studies. In addition to functionality, participants also made comments on the visual
aspects of Beadbox. Thirteen of forty-four of the comments contained in the Interface
Element theme were related to visual appeal. Participants liked that they could interact
with a variety of simple shapes and colours. Participants said they really appreciated the
colour arrangement and aesthetics, for example:
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“The colour coding system for the intensity, different tracks, etc. was very helpful.”

5

“The colourful circles were most appealing to me.’

“It wasn'’t solely for the aesthetic value, but an interactive piece that allows the participants to
be part of an immersive space.”

Some participants mentioned that the circular-shaped design of a Bead and its
simple layout on the Beadplayer improved learnability of the Beadbox. It also enabled
multiple approaches to the compositional process. For example, participants who
specialized in visual art commented that they focused more on the visual display of the
Bead patterns rather than thinking about the vibration output. They tried to draw
something using Beads, even after they knew that vibrations would result from those
patterns. From the screen recordings and their composition piece, it seemed that they
tried to draw a gun, stairs, a house or a smiley face. A future research direction could be
exploration of the relationship between visually appealing compositions and their
vibrational impact on audiences. Artists from different genres may be able to connect
their specializations and the creation of vibrotactile art.

6 Conclusion

In this paper, a standalone vibrotactile composition tool, the “Beadbox” and its notation
system was explained. The user study results on its usability showed that the tool is
easy to learn and has good usability, with an attractive visual interface that is also
functional. The Beadbox still can be improved by having options to provide different
types of waveforms, or having secondary functionalities such as a detailed numeric
frequency editor and a better navigation interface for the overview panel. The future
research direction can be focused on further exploring the relationship between
visual-tactile domains using the Beadbox as a drawing tool to output tactile stimulation.
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Slippage-Perception Characteristics on Fingerpad
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Abstract. This paper presents an active wheel mouse that can present slippages
to the fingertip skin. The active wheel mouse is a mouse device that embeds a
wheel actively rotating in any directions, with any speeds and duration times.
Here, raised-dots of 4.5 and 10.5 mm intervals were especially introduced to the
peripheral surface of the wheel. As a result of a pilot study by psychophysical
experiments, it was suggested that, from the viewpoint of the perceived lengths,
the active wheel mouse was effective enough to provide the slippage informa-
tion and that is superior to the flat surface without raised dots, i.e., non-bumpy
surface.

Keywords: Active-wheel mouse - Man-machine interface + Motion - Slippage
perception - Fingerpad - Raised dot

1 Introduction

The objective of this study is to develop “an active wheel mouse” that can present
slippages to the fingertip skin. The active wheel mouse is a mouse device that embeds a
wheel: the wheel actively rotates in any directions, with various speeds and duration
times. Here, as a way to enhance the perceptual characteristics, raised-dots were
introduced to the peripheral surface of the wheel. Touching on the wheel surface, the
users can perceive the slippages of the wheel surface via one’s cutaneous sensation on
finger-pad: the instantaneous directed velocities of the slippages can be recognized as
the instantaneous directed velocities of the moving surfaces, and, the integrations of the
instantaneous directed velocities over some duration time result in the lengths of the
slippages. Thus, we can be recognized motion trajectories of the moving surfaces. This
function can be utilized for various situations. For example, we can employ one of the
so-called “stop and go” schemes as in the following.

— [“Stop” phase] Computer rotates a wheel in some direction with a speed and for a
duration time. Then, we can recognize a directed line segment from the presented
slippage.

— [“Go” phase] Regarding the directed line segment as hand motion, and, actively
moving the mouse, we recognize a hand movement, i.e., a stroke, through the
motion.

© Springer International Publishing Switzerland 2016
M. Antona and C. Stephanidis (Eds.): UAHCI 2016, Part II, LNCS 9738, pp. 54-61, 2016.
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Furthermore, by consecutively iterating the “stop and go” phase, we can learn a
series of hand movements. The hand movements could be brush strokes of line
drawings such as calligraphies and route maps. This function, as it were, can be
regarded as a computer-to-human communication. Needless to say, the active wheel
mouse inherits the hand positioning and the clicking function as in ordinary mouse
devices. These functions can be regarded as a computer-to-human communication.

Beside the stop and go scheme, we can employ an on-line feedback schemes
between computer and user as in the following. If we recognize the perceived slippage
velocities presented by wheel as the hand-motion velocities, we are momentarily able
to be instructed how to move our hand. By accepting the momentary instructions
continuously, we would be able to learn curved hand movements. This hand motion
instructing function would be helpful for with visually impaired persons.

Thus, the active wheel mouse is expected to work as a novel interfaces enabling us
to communicate by motions with computer in a mutual way. This paper presents a
result of a pilot study by a psychophysical experiment on the cutaneous sensory
characteristics of the slippages of the wheel surface on a fingertip.

2 Design of Active-Wheel Mouse

2.1 Previous Works

Tsagarakis et al. proposed a slip displaying device made of a pair of cones [1]. The
effects of the tangential contact displacement were studied by Salada et al. [2]. For the
use of the raised dot for slip speed perception, Dépeault et al. (2008) studied the
slip-speed scaling. They dealt with the perception of the slip-speeds not by absolute
values, but by relative ones, i.e., the ratios of the test speed against a standard one [3].
As for mouse type fingertip tactile devices, Gleeson et al. proposed a fingertip-mounted
tactile display reflecting a tangential skin displacement feedback [4]. Moscatelli et al.
proposed a sphere-based slippage presenting device [5].

2.2 Purpose and Solution

The purpose is to develop a mouse which presents displacement vectors, i.e., line
segments via cutaneous slippage sensation on the human fingerpad. Aiming at the
purpose, as a human-computer information channel, we employ cutaneous slippage
sensation on the fingerpad. That is, as shown in Fig. 1, we developed an “active wheel
mouse”: it embeds two stepping motors that rotate the wheel of 20 mm in diameter
with respect to the orthogonal two axes, i.e., one rotates the wheel of 20 mm in
diameter, and the other changes the direction of rotation (see Fig. 2). Especially, we
introduced raised dots on the wheel peripheral surface (see Fig. 3). Practically, in order
to clarify the effectiveness of the raised dots, we employed three kinds of wheels: the
first and the second wheel have surfaced with the raised dots of intervals, 4.5 and
10.5 mm, and the third wheel has a flat surface without raised dot.
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Fig. 1. Active wheel mouse

Fig. 2. Two stepping motors (M25SP-6NK and M15SP-2 N, MITSUMI ELECTRIC CO.,
LTD., Tokyo, Japan)

Fig. 3. Wheel with raised dots
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3 Experiment

3.1 Experimental Conditions

The factors and their corresponding factor levels employed in an experiment were as
follows:

Control factor to be optimized
— Surface factor: (3 levels) two kinds of dotted surfaces of intervals, 4.5 and
10.5 mm and a flat surface without dot
Signal factors being related to presented slippages
— Length factor: (6 levels) 25, 50, 75, 100, 125, 150 mm.
— Angle factor: (12 levels) 0, 30, ~ , 300, 330 degrees (30 degree steps)
— Speed factor: (3 levels) 30, 60, 120 mm/s
Error factor
— Subject factor: (2 levels) 2 people aged 22 and 26, right handedness
— Repetition number: (2 levels) 2 times repeated

3.2 Experimental Procedures

As for the conditions described in the former section, we employed an orthogonal array
of 72 runs based on the experimental design scheme. For each of the run, subjects were
asked to perform the following procedures.

Step 1:  Subjects closed their eyes and touched the wheel surface on their fingerpad
through an opening (see Fig. 4)

Step 2:  Subjects perceived the slippage length and angle by using their fingerpad
cutaneous sensation

Step 3:  When the wheel stopped, subjects answered their perceived length and angle
by touching a start and an end point on a touch panel display (see Fig. 5)

Fig. 4. Active wheel viewed from an opening through which users put their fingertip on the
wheel peripheral surface.
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Fig. 5. Subjects answered their perceived slippages by using a touch panel display

3.3 Experimental Results

The relative errors, i.e., the ratios of the absolute errors against the true lengths, were
examined, and were summarized from the viewpoints of the systematic error, i.e.,
sample mean of the error, and the standard error of the random error. To evaluate the
perceived length quantitatively, a relative error measure, e¢;, was employed as follows.

= (I-L)/L (1)

where / and L denote the perceived and actual length, respectively.
Before explaining the experimental results, it should be noted that the sample
number was too small to make the conclusion statistically legitimate.

Perceived length. For the three kinds of surfaces, the systematic errors are shown in
Fig. 6 together with the standard errors being proportional to the random errors. Length
factor effect with perceived length relative errors was also shown in Fig. 7.
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Fig. 6. Surface factor effect with perceived length relative errors (Error bar: standard error)
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Fig. 7. Length factor effect with perceived length relative errors (Error bar: standard error)

For the perceived length data, statistical tests were applied to confirm the signifi-
cances of the factor effects, and the test results are shown in Table 1: the systematic
errors were test by ANOVA, and the random errors were by Bartlett’s test.

As for the perceived length relative errors, it seems to be that the raised dots are
superior to the flat surface, especially from the viewpoints of the systematic errors from
Fig. 6. We can see a lengthening effect in short lengths of presented slippages, and the
shortening effect in long lengths of presented slippages from Fig. 7 as in the previous
works [6-9].

Table 1. Statistical test results of the factor effects on the perceived lengths

Factor Systematic error (by ANOVA) Random error (by Bartlett’s test)
Significance probability P(F) | Decision | Significance probability P(x?) | Decision
Surface | 0.037 * 0.204 NS
Speed 0.301 NS 0.006 o
Direction | 0.000 ok 0.030 *
Length | 0.000 ok 0.000 Ak

* P <0.05, ¥ < 0.01, *** < 0.001, NS = Not Significant

Perceived direction. For the three kinds of surfaces, the systematic errors are shown
in Fig. 8 together with the standard errors being proportional to the random errors.
Direction factor effect with perceived directional errors was also shown in Fig. 9.

For the perceived direction data, statistical tests were also applied to confirm the
significances of the factor effects, and the test results are shown in Table 2.

As for the perceived directional errors, it seems to be that the raised dots didn’t
show any significant difference among the three surfaces from the viewpoints both of
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Fig. 8. Surface factor effect with perceived directional errors (Error bar: standard error)
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Fig. 9. Direction factor effect with perceived directional errors (Error bar: standard error)

Table 2. Statistical test results of the factor effects on the perceived directions

Factor Systematic error (by ANOVA) Random error (by Bartlett’s test)
Significance probability P(F) | Decision | Significance probability P(x) | Decision
Surface |0.411 NS 0.758 NS
Speed 0.098 NS 0.657 NS
Direction | 0.000 o 0.000 HAE
Length |0.705 NS 0.979 NS

* P <0.05, ** < 0.01, *** < 0.001, NS = Not Significant

the systematic and of the random errors. There were only a significant difference with
the directional factor effect: the systematic error shows the tendency of perceiving the
directions as orthogonal angles as in the previous work [7] (Table 2).
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4 Conclusions

An active wheel mouse that can present slippages to the fingertip skin was developed,
and a pilot study was conducted by a psychophysical experiment. Here, we, especially,
introduced the raised dots of 4.5 and 10.5 mm intervals to the wheel surface together
with the flat surface without raised dots for comparison.

As a result of the pilot study, it was suggested that, from the viewpoint of the
perceived lengths, the active wheel mouse was effective enough to provide the slippage
information and that is superior to the flat surface.

In the future, the sample size should be increased enough, and the results are used
for acquiring line drawing information with visually impaired persons.
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Abstract. Recent work has sought to extend brain-computer interface
(BCI) technology to persons diagnosed with a disorder of consciousness (DOC).
This new approach can use real-time measures of brain activity to facilitate
assessment of conscious awareness, and potentially provide communication for
some users. We present the mindBEAGLE system, a hardware and platform for
these goals, results from two patients, and future directions.

Keywords: Brain-computer interface (BCI) - Disorder of consciousness
(DOC) - Mindbeagle - P300 - Motor imagery

1 Introduction

1.1 BCIs for DOC Patients

During most of the history of brain-computer interface (BCI) research, the main goal
was to develop new tools that could provide communication for patients who could not
communicate otherwise due to severe motor disabilities [1-3]. Patients with late-stage
amyotrophic lateral sclerosis (ALS, also called Lou Gehrig’s disease) were a classic
target user group, since they often have little or no reliable control of voluntary muscle
activity, but do exhibit signs of consciousness and the desire to communicate. While
helping such patients remains important, some newer review/commentary articles have
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identified new directions to extend BCI technology to help different patient groups,
including persons diagnosed with disorders of consciousness (DOCs) [2—4].

Recently, several groups have presented work that extends BCI technology to DOC
patients. Results have shown that 17-42 % of these patients do exhibit activity
reflecting that they are conscious, and may even be able to communicate using a BCI,
despite a medical diagnoses suggesting communication is impossible [5—10]. Thus, in
addition to providing communication, BCI technology could be adapted to a wholly
new capability: assessment of consciousness. This new use of BCI technology, not just
for communication but also to determine whether someone is mentally capable of
communication, could have a tremendous impact on patients and their families.

This new research direction requires innovative approaches to human-computer
interaction (HCI). Conventional BCIs assume that target users are conscious and have
sufficient cognitive function to communicate. Thus, there has been very little work
focused on using BCI technology for assessment of consciousness. BCIs also usually
assume intact visual function. It is often unknown whether DOC patients have intact
vision, therefore, BCI’s for this population should provide specialized task instructions
and new paradigms working independently from vision. Furthermore, user-friendly
interaction is even more important than in other BCIs, since confusing or ambiguous
instructions could hamper a patient’s only chance at re-assessment and, if possible,
communication.

The new mindBEAGLE system was developed to meet these needs. Last year, we
presented a paper at the HCI International conference series that introduced our new
mindBEAGLE system, its unique HCI protocols, and results from initial evaluation.
The current paper reviews the mindBEAGLE approach (including hardware and
software), presents new results from patients, and concludes with discussion of future
directions and unique HCI-related issues with DOsC patients.

1.2 MindBEAGLE

The mindBEAGLE system shown in Fig. 1 uses auditory stimuli to present task
instructions, and auditory or vibrotactile stimuli to present cues and feedback. The left
panel shows the hardware components; a laptop running the mindBEAGLE software,
an electrode cap, amplifier, earbuds, and a vibrotactile stimulator. Although this system
is being sold and used by research partners, it is still in development, primarily to
improve portability without sacrificing signal quality in real-world settings.

The mindBEAGLE system can use four general approaches: based on motor
imagery (MI); auditory P300 s; vibrotactile P300 s with 2 stimulators (placed on the
left and right wrists); and vibrotactile P300 s with three stimulators (placed on the
wrists and one ankle). These four approaches are available across three usage modes:
assessment, quick test and communication. We are currently developing two additional
modes, which provide rehabilitation and prediction.

Assessment Mode. The goals of this mode are: (1) to determine whether a patient can
produce reliable, distinct EEG signals that are adequate for BCI-based communication;
and (2) to identify which approach is most effective for that patient. For example, with
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Fig. 1. The left panel shows the mindBEAGLE system. The right panel shows a close-up of the
vibrotactile stimulators attached to the wrists. The right panel also shows the optional anti-static
grounding straps. Usually, mindBEAGLE obtains adequate quality signals without any
grounding strap, however in rare settings they can be used to reduce noise.

MI, auditory cues instruct the subject to imagine left or right hand movement. If the
resulting EEG activity indicates successful task performance, then the patient may be
able to communicate using a BCI based on ML

Quick Test Mode. This mode is designed to provide a quicker means of checking for
indicators of consciousness than assessment mode. It is available with the auditory
approach and the vibrotactile approach with two stimulators. The quick tests are
essentially the same as the tests in assessment mode.

Communication Mode. Communication mode can currently provide YES/NO com-
munication through left vs. right hand motor imagery or through left wrist vs. right
wrist vs. either ankle vibrotactile stimuli. In communication mode, the experimenter
can pre-record questions that mindBEAGLE presents within a synchronous BCI
paradigm, such as “Do you want us to change your bed position?” or “Do you want to
change the temperature?” Since the communication is binary, additional questions are
often needed to gather more information, such as whether the temperature should be
increased or decreased, and by how much.

Rehabilitation Mode. This mode will allow cognitive, sensory, and/or motor reha-
bilitation. Because of the challenges of conducting rehabilitation with this patient
population, and the many types of rehabilitation they may seek, developing and
improving rehabilitation mode should be an ongoing effort over many years. This mode
may leverage some developments from g.tec’s RecoveriX system, which is currently
designed to provide motor rehabilitation for persons affected by stroke.

Prediction Mode. If rehabilitation is available, patients may want to learn about the
most likely outcome, and how much training is needed to achieve optimal rehabilita-
tion. Prediction mode will help predict rehabilitation outcomes, which could not only
help patients consider the effort involved but might also facilitate decisions relating to
long-term care, insurance, expected costs, and other factors. Prediction mode will also
identify which parameters (such as target frequencies for MI) should be most effective,
which could be used to automatically update parameters used in the classification
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mode. Unlike the preceding three modes, prediction mode may not entail distinct runs
or sessions. Instead, prediction mode may operate by re-analyzing data collected during
other modes.

2 Methods

2.1 Subjects

We present data from two patients who exhibited promising EEG signals during
mindBEAGLE assessment. Both patients had been diagnosed as minimally conscious.
Persons in the minimally conscious state (MCS) are considered aware of themselves,
emotions and their environment in a fluctuating manner [11]. Medical experts typically
attempt to communicate, but communication on the behavioral level is impossible,
perhaps because of motor disabilities and aphasia. Because these patients cannot
provide informed consent, consent was obtained through a legally authorized person,
and all procedures were approved by an ethical review board at the relevant hospital
partner.

Fig. 2. This picture simulates a physician working with a DOC patient. The laptop in the
foreground presents the user’s free-running EEG (top left), brain map (top right), and evoked
potential activity (bottom right).

Patient 1 was a 61-year-old male. Patient 2 was a 40-year-old female, and a patient
at the Sart Tilman Li¢ge University Hospital in Liege, Belgium.

2.2 Procedure

Before working with each patient, we tried to identify autobiographical questions
relevant to each patient. This could involve reviewing the anamnesis and/or speaking
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with family members. We developed YES/NO questions such as “Is your father named
Jose?” or “Were you born in Austria?”

Each recording session began with mounting a cap on the patient, affixing the
vibrotactile stimulators, and inserting earbuds into the ears. Each session involved a
variable number of “assessment” runs. We now use all four of the approaches presented
above. However, during the data collection presented in this paper, we did not use all
four approaches, since they were still in development. In all tasks, chance accuracy was
12.5 %. Patients had a short break after each run, and each session lasted 45-60 min.
Patient 1 exhibited the indicators of awareness shown in the following section during
the third recording session. Patient 2 exhibited these indicators in the first session.
A simulation of a session with the mindBEAGLE is shown in Fig. 2.

3 Results

3.1 Patient 1

Figure 3 shows results from Patient 1, who participated in AEP and MI assessments.
The MI assessments did not reveal indicators of consciousness, which may stem from
challenges in MI BCIs that have been widely recognized in the BCI community.
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Fig. 3. Data collected from Patient 1 during the AEP paradigm. The left panel shows how
accuracy increases to 100 % with sufficient repetitions. This is typical of healthy users as well;
communication with fewer trials is challenging. The right panel shows the topographic
distribution of brain activity elicited by the task, which was selective attention to one of eight
tones. The green shaded areas indicate areas with a statistically significant difference. Six
channels show a P300 to target tones only, reflecting that the user was able to silently count target
tones while ignoring other stimuli. This confirms that the user could process stimuli and
understand instructions. Thus, this patient might be able to communicate. However, patients who
can process auditory and/or vibrotactile stimuli and follow the basic instructions in the
assessment paradigm might not be willing and/or able to communicate.

3.2 Patient 2

Figure 4 shows results from Patient 2, who participated in AEP, VT2, and VT3
assessments.
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4 Discussion

4.1 Results Summary

Based on the work presented above, and very new data still being analyzed, we have
four observations that are generally consistent with other recent work. First, in some
users, the P300 BCI approaches relied largely on non-P300 activity. Second, the
P300 BCI approaches were generally more effective than the MI approach. This,
patients exhibited substantial within- and across- subject variability. Fourth, effective
BCI performance was possible for persons with severe disabilities, but often required
more data than with healthy users.

4.2 Future Directions

Because of the novelty of this research field and patient group, we see considerable
opportunity for new research. Our highest priority is validation. We need to evaluate
mindBEAGLE and emerging technologies with many more patients. The challenges
with the MI approach can only be addressed through further research, along with
several other future directions.

From an HCI perspective, DOC patients introduce several challenges that merit
future study. Visual stimuli, which are vital in most interfaces, cannot provide reliable
interaction. DOC patients have cognitive and/or attentional deficits that may create
difficulty understanding the tasks, remembering instructions, maintaining attention to
task demands, or focusing on the different cues. They may also have sensory deficits,
such as difficulty hearing or feeling, which could render auditory and/or vibrotactile
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Fig. 4. Data collected from Patient 2 across the auditory evoked potential (AEP) paradigm (left
panels), vibrotactile stimuli with two stimulators (VT2, middle panels), and vibrotactile stimuli
with three stimulators (VT3, right panels). All three of these protocols led to clear differences in
the evoked EEG (bottom panels), and the classifier could successfully identify the target (top
panels). The VT2 protocol was especially effective, leading to 100 % classification accuracy after
only three trials. The VT3 protocol also led to high accuracy, suggesting that the patient possibly
could communicate. (Color figure online)
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modalities ineffective. These challenges have long been recognized within the HCI
community, such as within the design of assistive technologies (ATs) designed for
persons with disabilities [12]. However, DOC patients introduce another challenge that
is unique within HCI. Many of these patients fade in and out of consciousness, with no
a priori way to determine whether they are in an up or down state before beginning a
session. Thus, we need to attempt assessment several times, since assessments that do
not reveal indicators of consciousness may simply mean that we need to try again.
Furthermore, we currently have no way to know how many assessments are appropriate
before concluding that a patient could never communicate. Even if many prior
assessments were unsuccessful, there is always a chance that the patient could pass an
assessment if medical or research experts try one more time. This may create a heart
wrenching dilemma: given the limited resources in a medical environment, when is it
appropriate to give up with one patient and move on to the next one to possibly change
his/her life?

This is a serious challenge, and we currently have no solution. Behaviorally, there
is no known way to determine when patients may be sufficiently aware for a mind-
BEAGLE session. It may be possible to use EEG or other measures to identify indi-
cators of awareness more quickly than we can right now, which is an important future
direction we are now exploring. In some cases, administering medications may increase
the chance that a patient will be aware prior to a session, although this solution
introduces further ethical challenges.

Another unique challenge involves “BCI inefficiency”. This phenomenon, also
called “BCI illiteracy”, means that a user is unable to use a particular BCI approach.
A BCI used for communication should ideally provide communication for all users
who need it. However, this is not always possible, just like conventional interfaces;
some people cannot use keyboard or mice due to motor disabilities or other reasons.
Moreover, given this unique patient group, it is not realistic to expect high literacy.
Many patients who are diagnosed as unable to communicate really are unable to
communicate. If they are not able to use a BCI for communication, this may not reflect
a failure by the BCI designers. Rather, it may indicate that the BCI is performing as
well as can be expected for a patient who is indeed unable to reliably produce EEG
differences. Many patients diagnosed with DOC are indeed unable to understand
instructions, maintain attention, develop and implement goal-directed behavior
required to answer questions, etc. These patients are presumably unable to commu-
nicate with any known technology, and could not be helped without major advance-
ments in medical technology. Nonetheless, we are exploring improved protocols and
signal processing approaches that could improve BCI literacy. Additional data from
DOC patients should help us identify relevant EPs and other EEG characteristics could
lead to improved classification accuracy and literacy.

Furthermore, the MI approach usually requires training, and has been recognized
within the BCI community as more prone to BCI inefficiency [13, 14]. While most
healthy people can attain effective communication with the MI approach, MI BClIs are
not able to detect reliably discriminable brain signals in a minority of users. The
training requirements in most MI BCI approaches are more daunting for DOC patients
for at least three reasons. First, training sessions are pointless if the patient cannot
understand instructions and follow the task. With this target patient group, a P300 BCI
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may be needed to assess these mental capabilities. However, some healthy people can
attain effective MI-based communication with fairly brief training [15], even with a
limited electrode montage [16]. Second, any session with this patient group is much
less casual than with healthy persons. Third, it is unknown whether this target popu-
lation is capable of producing clear differences between left and right hand MI that a
BCI could detect. Research has shown that persons with late-stage ALS can produce
MI signals adequate for BCI control [17]; therefore, the inability to produce certain
movements, even for an extended time, does not necessarily prevent people from
imagining movement in a way that an MI BCI could detect. Patients with DOC have
different disabilities than late stage ALS patients, and thus this question remains open
for further study.

So far, we have focused on EEG activity. Within the BCI community, there has
been some attention to “hybrid” BCIs [18] that might combine EEG-based signals with
other tools to image the brain (such as fMRI) or other biosignals (such as activity from
the heart, eyes, or muscles). These methods may be less promising as tools to provide
communication for persons diagnosed with DOC. Aside from high cost and low
portability, fMRI imaging requires a very strong magnetic field that is difficult or
impossible to use with the electronic and metal devices that DOC patients need.
Deriving information from other biosignals can be helpful for diagnosis, but is not
especially helpful when trying to provide communication to persons with little or no
ability to voluntarily modulate these signals.

Like many BCI researchers, we are interested in improving software, including
better HCI-based and user-centered software to interact with users. In addition to the
unique challenges of working with DOC patients, we also need to present information
to system operators in an engaging, informative manner. Figure 2 shows how system
operators can view the EEG, brain maps, and ERPs in real-time. We need additional
testing to determine whether this is indeed the most informative and effective way to
present information to system operators. We also need to consider differences among
system operators, who might be medical doctors, nurses, research professors, postdocs,
graduate students, technicians, or other people with different backgrounds and skills.
The most effective interface components may differ for different users based on their
expertise.

Hardware development is another important future direction. Figures 1 and 2 show
systems that used wired, active, gel-based electrodes embedded in a cap. A wireless
system might be easier to use while eliminating the risk of snagging cables on
equipment. Dry electrodes might provide adequate signal quality while reducing
preparation and cleanup time. New electrode montages and mounting hardware could
enable electrodes that do not require a cap, such as electrodes embedded in head-
phones, headbands, or other head-mounted devices.

In summary, the results obtained so far from our group and other groups have
clearly shown that some patients diagnosed with DOC do exhibit indicators of con-
sciousness with BCI technology and might be able to communicate, even though they
do not exhibit indicators of consciousness on a behavioral level. On the other hand, the
majority of DOC patients do not exhibit such indicators with BCIs. This is still a new
research direction with many unanswered questions and very serious challenges, and
we do not know which approaches will be most effective. Drawing on lessons from
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BCI research, the most effective approach will probably vary across different users,
which underscores the importance of providing different approaches through different
sensory modalities to increase the chance that at least one of them will be effective. We
are excited about the prospect of helping some people within this unique patient
population, and both hope and expect that future research will lead to more universal
and effective solutions.
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Abstract. The aim of the present study was to examine the impact of audio-
tactile maps on the improvement of cognitive maps of individuals with blindness.
The area mapped on the aid was known and familiar to the participants. Twenty
adults with blindness (total blindness or only light perception) took part in the
research. The age ranged from 20 years to 52 years (M = 37.05). The subjects
participated in two experiments. During the first experiment the participants
depicted their cognitive maps of a familiar city route on a haptic model using the
materials materials given. In the second experiment the participants read the
audio-tactile map of this route, and then they were asked to depict anew their
cognitive map of the same route on a haptic model. The findings highlight the
positive effect of the use of audio-tactile maps from individuals with blindness
on the knowledge of a familiar city area.

Keywords: Blindness - Spatial knowledge - Audio-tactile map - Cognitive map

1 Introduction

People often need to move toward an unseen goal, and to manage this they have to plan
their movements by gathering and organizing all the available knowledge about the
environment [1]. In other words, they need to form a mental picture or a cognitive map
that in turn supports their movement within the environment. The procedure of forming
a mental picture is very significant for every day life activities (e.g. go for shopping, go
to work) [2].

Individuals with visual impairment are required to rely on all their senses, other than
sight, for the perception of spatial information and objects’ attributes, such as (e.g.,
shape, dimensions) [3]. Although visual input is indeed necessary for spatial coding,
lack of it can be compensated for through the development of another sensory modality.
For instance, part of this research underlines the effectiveness of touch in specific tasks,
which individuals with visual impairments performed as well as or even better than their
sighted counterparts [4-6]. Although spatial information are received in a slower rhythm
when relying on touch than in the case of visual reception, this does not have necessarily
an impact on the quality of representation produced [7].

Cognitive mapping is in effect a process of mental representation of spatial knowl-
edge [8], during which an individual acquires, stores, recalls, and decodes information
about the relative locations and attributes of the phenomena in his/her environment [9].
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While cognitive mapping of spaces is a prerequisite to develop adequate orientation and
mobility skills [10], most of the information required for cognitive mapping is gathered
through the visual channel [11].

Individuals with blindness are facing significant difficulties during their orientation
and mobility in space. The majority of the researchers that examined spatial performance
of individuals with visual impairments and sighted individuals came to the conclusion
that visual experience influences decisively spatial behavior [12—14]. Moreover, blind-
ness has a negative impact on the development of blind people’s spatial skills [14—16].
However, cognitive maps of individuals with visual impairments appear to contain basic
environmental features as streets, buildings, parks, fixed obstacles, bus stops etc. [17]
and show that they understand spatial relationships between places when presented on
a tactile map [18]. Knowing how individuals with visual impairments understand space
and what are the features that their cognitive maps contain could help planning the
environment appropriately, make the right information available to them and improve
their wayfinding [18].

The study of spatial knowledge seems to be a complex process, especially consid-
ering that cognitive maps are dynamic entities which continuously change and evolve
[8]. The evaluation of spatial knowledge for individuals with blindness uses techniques
divided into route-based techniques and configurational techniques [19]. A widely used
technique for examining configurational knowledge is reconstruction tasks, where indi-
viduals with blindness are asked to build a haptic model [18]. However, Kitchin and
Jacobson [19] revealed a highly interesting dimension of evaluation techniques for
spatial knowledge, indicating that the restrictions each evaluative process sets as well
as the skills of individuals with blindness related to the performance of knowledge [18]
may induce specific cognitive results [20].

Supporting the relative localization of objects, maps lead to the acquisition of survey
knowledge; a knowledge than can be obtained more quickly and with less effort than
direct experience either from sighted individuals [21] or from individuals with visual
impairments [22].

Researchers have pointed out that raised-line graphics of the spatial environ-
ment prepare individuals with visual impairment to travel an unfamiliar space more
safely and efficiently than work with a verbal description or a sighted guide [23],
demanding a smaller cognitive load than direct experience [24]. Thinus-Blanc and
Gaunet [24] stated, also, that when an individual with blindness read a haptic map
has the ability to maintain a stable reference point. Using points of reference during
spatial learning enables allocentric coding which leads to better spatial performance
and knowledge [12, 25].

In the case of individuals with visual impairments, maps contribute to the handling
of daily living problems inducing autonomy, independence and a better quality of life
[23, 26, 27]. Tactile maps are important for spatial awareness [28] of close or distant
places supporting wayfinding [29] and orientation and mobility of individuals with
visual impairments [30], as well as improving spatial cognition in the long-term [31].

Research on the optimum support that could be offered to individuals with visual
impairments, propose the conjunction of the haptic modality with the audio/vocal one [3].
It is undisputable that the amount of information perceived through touch is significantly
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restricted compared to the amount of information perceived through sight [3]. In order to
enhance the amount of information, multi-modal approaches for individuals with visual
impairments are being into research [3]. Hence, multimodal interactive maps could enable
the access of people with visual impairment to spatial knowledge [32].

Zeng and Weber [33] give an overview of different type of maps used by people with
blindness. The authors also mention audio-tactile maps which combine audio with tactile
information. In case of Audio-Tactile maps, information can be represented by tactile
graphics, audio symbols, tactile symbols, audio-tactile symbols (combined e.g. a tactile
symbol that when a user touches it, he can hear additional information) and Braille labels.
Audio-tactile maps become available with the use of a touchpad.

Touchpad offers at the same time access to the benefits of tactile maps and verbal
aids. The combination of auditory and tactile information may result in a more complete
concept [34]. Landau and his colleagues [34] found that individuals with visual impair-
ments can enjoy control and independence coming from the ability to make choices
between tactile and auditory information used through a touchpad.

Moreover, touch pads give the ability to use environmental auditory cues, incorpo-
rating, in a way, the soundscape into the tactile map. Including auditory cues in a map
may promote an individual’s orientation, since individuals with visual impairments are
proved to use auditory cues to determine and maintain orientation within an environment
[35, 36] and to associate the soundscape with the structural and spatial configuration of
the landscape and create cognitive maps [37].

2 Study

The aim of the present study is to examine the impact of audio-tactile aids on the
improvement of cognitive maps of individuals with blindness with reference to a familiar
area. Specifically, the aim is actually the comparison of the cognitive maps of individuals
with blindness before and after the use of the audio-tactile map.

2.1 Participants

The sample of the study consisted of 20 individuals with blindness, (11 males and 9
females). The age ranged from 20 years to 52 years (M = 37.05, SD = 10.35). Seventeen
participants were blind or had severe visual impairments and 3 had the ability to detect
very large objects. The visual impairment was congenital for 10 participants and
acquired for the rest 10 participants.

The participants were asked to state the way of their daily move in outdoor places,
by choosing one of the following: (a) with the assistance of a sighted guide, (b) some-
times myself and sometimes with the assistance of a sighted guide, and (c) myself,
without any assistance. Moreover, the participants were asked to indicate the frequency
of their independent movement using a 5-point likert scale: always, usually, sometimes,
seldom, or never. In addition, these two questions were answered from orientation and
mobility (O&M) specialists, who were familiar with the participants and could assess
the latter’s ability of independent movement. Tables 1 and 2 present the answers of the
participants and O&M specialists.
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Table 1. Ability of independent movement according to the answers of participants and O&M
specialists - the score represent the number of participants in each group.

With the assistance of a | With and without Without the assistance
sighted guide the assistance

Participants 1 6 13

O&M specialists 3 4 13

Table 2. Frequency of independent movement according to the answers of participants and O&M
specialists - the score represent the number of participants in each group.

Seldom Sometimes | Usually Always
Participants 0 1 13 6
O&M specialists 3 5 8 4

2.2 Instruments

The main research instrument was audio-tactile maps of a familiar city area. An audio-
tactile map was created to represent each of the three different routes. These routes had
approximately the same length and the same number of turnings.

Researchers visited each route, recorded the spatial information (as far as absolute
location and kind of information are concerned) and selected 30 of them to be mapped
out. The choice of spatial information was made in a way that the existence of spatial
information on every street of the route was assured.

Moreover, sound recording for each route was made at a certain time, during evening
hours and for 20 s at each point. Sound was recorded at the beginning and the end of
each route, at all intersections and at some places with special auditory information,
such school, café, car wash etc. For the recording a Telinga Stereo Dat-Microphone was
used with the recording system Zoom H4n-Handy Recorder.

Adobe INlustrator CS6 was used for the creation of digital tactile maps. These maps
were then printed on microcapsule paper and the 3 tactile maps (one for each route) were
developed. On each tactile map dots were placed at the locations of spatial information
and short length vertical lines were placed on the locations where sounds were recorded.
Moreover, the street names and the spatial information were presented through synthetic
speech; there were no Braille labels.

The software application Iveo Creator pro 2.0 together with the device touchpad,
were used to develop the audio-tactile maps. Both of them are products of “ViewPlus®
Technologies” company. The files produced by the software are saved in Scalable Vector
Graphics (SVG) format. The touchpad device is a pointing device consisting of speci-
alized surface that can translate the position of a user’s fingers to a relative position on
the computer screen. When used in combination with a tactile image, this device has the
potential to offer tactile, kinaesthetic and auditory information at same time [38].

A laptop, a touchpad device and headphones through which participants listened to
audio information (street names, spatial information and sounds) were used by them to
read the audio-tactile maps.
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In the phase where their cognitive map was depicted, a range of different materials
were used by the participants. The materials included a kappa fix carton on which an
A3 sheet was fastened. Moreover, a string was placed in the position of roads, thumb-
tacks to fasten the laces and twist them when there were turnings were used, and different
type of thumbtacks were placed in the position of obstacles.

2.3 Procedures

The examination procedure was carried out individually in a quiet environment. Initially,
participants were informed about the procedure of the experiment and the haptic model
they should create at the end.

The subjects participated in two experiments. During the first experiment the partic-
ipants depicted their cognitive maps of a familiar city route on a haptic model using the
materials given. In the second experiment the participants read the audio-tactile map of
this same route, and then they were asked to depict anew their cognitive map of the route
on a haptic model. This means that each participant was examined in the same route
before and after the reading of the audio-tactile map.

The experiments were not conducted all in one day to prevent the effect of fatigue
impinging on the results. A circular design was applied with reference to routes. For
instance, the first participant was examined on the cognitive map of the first route, the
second participant was examined on the cognitive map of the second route, the third
participant was examined on the cognitive map of the third route, the fourth participant
was examined on the cognitive map of the first route, and so on. This design was applied
in order to avoid any error resulting from differences in the areas’ degree of difficulty.

In the second experiment the examination included participants reading the audio-
tactile map through the use of a touchpad device and then depicting their cognitive map.
Initially, the tactile map was placed on the touchpad device and a familiarization process
took place. Then the audio-tactile map reading phase followed. Each participant read
the audio-tactile map using he/her using touch, and by tapping the streets he/she listened
to their name, by tapping the dots he/she listened to the information they represent, and
finally by tapping the small vertical lines he/she heard the sounds of the particular area.

The maximum time that was offered for the map reading was 15 min, in which
participants had to learn the route, street names and 30 pieces of spatial information.
They could refer to the map and listen to the information as many times as they wish
during the 15 min, while they could stop reading before the time span of 15 min was
completed. A five-minute pause followed. Then the participants used the materials given
by the researcher to depict their cognitive map.

At the end of each experiment, the participants created a haptic model representing
their cognitive map of the route under examination. There was no time limit for the
creation of the haptic model. Each time a participant touched an item on the haptic model,
the researchers pointed out what this item stood for so that he/she could make a review.

After the completion of the haptic model, the researchers were drawing the maps,
by drafting the outline of the materials of the haptic model on the A3 sheet. The recording
of the data on the cognitive maps and their analysis followed.
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During the processing of the cognitive maps (haptic models), the following variables
were recorded and calculated by the researchers as to their accuracy: (a) the number of
the streets, (b) the names of the streets, and (c) the number of spatial information partic-
ipants placed on the haptic model. Specifically, with respect to streets, variables that
were examined included how many streets participants placed properly and how many
names of streets were indentified right. Regarding the amount of spatial information,
the variable “correct information” was calculated; correct was considered the piece of
information that was defined accurately with reference to its kind as well as location on
the street.

3 Results

The findings have arisen after the comparison of the cognitive maps of the participants
before and after they had read the audio-tactile map, with reference to 3 variables:
“number of streets-correct,” “street names-correct”, “information-correct”. The mean
and standard deviation (SD) of scores are presented in Table 3. Moreover, repeated-
measures ANOV As were conducted for the 3 variables: number of streets-correct, street

names-correct, and information-correct.

Table 3. Mean (M), and standard deviation (SD), of correct answers regarding the number of
streets, street names, and spatial information.

Before the audio-tactile map After the audio-tactile map

reading reading

M SD M SD
Number of streets-correct | 6.05 2.01 7.55 1.05
Street names-correct 5.35 2.64 5.95 2.50
Information-correct 2.25 1.20 6.95 6.89

The implementation of repeated-measures ANOV As revealed significant differences
for the variables: number of streets-correct [F (1, 19) =9.000, p < .01], and information-
correct [F (1, 19) =9.408, p < .01].

4 Conclusions

The results of the present study highlight the contribution of audio-tactile maps to the
improvement of the existing spatial knowledge of individuals with visual impairments.
In this case it could be assumed that sound and/or soundscape have a supportive role for
memory, while in combination with touch lead an individual to better organize the
storage and recall of spatial information. Theorists have already suggested that
combining tactile and auditory information may lead to a more complete concept [34].

It should be noted that the assessment tool used in the present study might have influ-
enced the results. Transferring a cognitive map on a haptic model implies no special scale
adaptations, while transferring a cognitive map created through walking experience in the
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physical environment on haptic model could possibly entail an inherent difficulty relative
to scale adaptations. Future research should try to examine and compare the cognitive
maps of individuals with visual impairments with multiple-scale tools or methods, for
instance monitoring walking behavior in the physical environment.

Moreover, it is worth noting that the divergence between the cognitive map before
and the cognitive map after the audio-tactile map could be greater if the participants
were skillful users of the touchpad and the audio-tactile map. The repeated use of the
aid could result in the improvement of individuals with blindness regarding the coding
of information in cognitive maps.

The results of the present study provide a new dimension on orientation and mobility
training. Audio-tactile maps appear to be quite a supportive tool in the cognitive mapping
of an area, and therefore significant aid for orientation and mobility within familiar areas.

The research presented in this paper constitutes part of an extended research
completed in the context of the Research Funding Project: “THALIS - University of
Macedonia - KAIKOS: Audio and Tactile Access to Knowledge for Individuals with
Visual Impairments”. From this project a series of publications have arisen, some of
which may resemble with each other. Several similarities exist between the present paper
and the paper “The contribution of audio-tactile maps to spatial knowledge of individuals
with visual impairments” [39]. However, both the research aim and the research area
were different in each study. Moreover, the participants were not the same in each
research. Papadopoulos and Barouti [39] studied the ability of individuals with blindness
to create cognitive maps of a city area through the use of audio-tactile maps. This area
was unfamiliar to the participants and, thus, there was no previous spatial knowledge
with reference to the area. On the other hand, the aim of the present study was the
comparison of the cognitive maps of individuals with blindness before and after the use
of the audio-tactile map. That means that we examined the impact of audio-tactile aids
on the improvement of cognitive maps that the participants had already developed for
a familiar area. Furthermore, the main research instrument of the present study was
audio-tactile maps of a familiar city area, while on the research of Papadopoulos and
Barouti [39] the main research instrument was audio-tactile maps of an unknown city
area.
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Abstract. This paper describes a process of assistive technology evaluation
using the eye and head movements as a CHI - Computer Human Interaction. In
order to collect the data, it was used the Glasses Mouse Interface (IOM - Interface
Oculos Mouse), device in development at the Federal Institute of Science,
Education and Technology (IFSUL) which has been evaluated according to
principles of user experience and usability testing.

Keywords: Accessibility - Assistive technologies : Computer human
interaction - Glasses mouse - Assistive technologies evaluation

1 Introduction

People with disabilities generally do not have the same access to health care, education
and employment opportunities. It is known that, very often, they do not receive the
support they need, and end up experiencing the taste of exclusion to perform their daily
activities. Analyzing the overall rates of people with disabilities, it is possible to
perceive that social inclusion of minorities is not a simple task. One of these daily
activities is the use of information technology. Although it can be considered a basic
activity, for a population that is affected by a motor disability, the search for techno-
logical means enabling access to computer use, it becomes a necessity, especially in
educational institutions.
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The problem arises when access to technological resources is denied due to the high
cost. Several initiatives, in many areas of knowledge, try to adopt the full use of various
computer tools for people with motor disabilities through the use of what is called
assistive technologies (ATs), which allow accessibility and inclusion of users with
those needs.

There are already many projects involving different areas of knowledge developing
new applications of Computer Human Interaction (CHI) on Assistive Technologies.

A kind of project in this area regards to the creation of Interface Glasses-Mouse
called IOM [19] in the South Riograndense Federal Institute at Pelotas (RS). Such
device aims to allow the use of the computer by people with motor paralysis (without
compromised intellectual capacity), including the use of Information and Communi-
cation Technologies (ICTs), to control the mouse movements through the head the
movement and the action of mouse click, by the blinking of the eyes. The project is still
under development of its features. In the other hand, it is already patented, having ready
and tested prototypes for its posterior industrialization. That will enable an affordable
lower cost device when compared to many existent devices with the similar purpose.

To validate the development of the IOM project a systematic mapping of assistive
technology for the same purpose is required, mainly to enable the user with motor
disabilitiesto manipulate graphical computer interfaces. The purpose of this mapping is
to understand the state of the art in this scenario and confirm that the research is moving
in the right direction.

The tests of User eXperience (UX) and usability evaluation have also been
implemented and are aimed, through the analysis of their results, to generate inputs in
how to establish the interaction of this device with these interfaces, describing diffi-
culties and opportunities for improvement of the IOM project.

2 Glasses Mouse Interface (IOM - Interface Oculos Mouse)

The IOM system, represented in Fig. 1, is composed by a glasses with two sensors
(gyroscope and accelerometer) that allow people use head and eyes movements to
control the computer tasks. The IOM enables an alternative interaction style to mouse
and keyboard controls. Hence, such solution can be very useful for users to perform
hands-free control tasks.

This device is characterized as glasses that, may or not, contain the ocular lenses,
according to the user needs. It basically presents two types of sensors which are
responsible for the capture of voluntary eye blinking, the positioning, and inclination of
the head. According to the user’s motor disability, software control routines, such as
calibration of inertial position and cursor speed, may be adapted by the user using the
computer interface device to increase the comfort and performance.

Besides making possible the interaction with the computer hands-free, other goals
of the IOM project is to develop a low-cost, lightweight and comfortable assistive
technology. At this purpose we use prototypes in preliminary design stage to evaluate
their performance according to these requirements.
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Fig. 1. The structure of IOM System

3 Related Works

Several projects in HCI area are under development or have already been developed in
order to facilitate and enable users with disabilities to access the computer, as shown in
Table 1.

Some examples of these devices are switches, joysticks and pointing devices
activated by the body movements; computer screen vitual keyboard simulator soft-
wares; speech recognition systems; eye movement controlled by computer vision
systems; devices that control head movements; and more sophisticated devices
employing the electric potential of the brain using EEG signals - electroencephalog-
raphy, signals received by the eye movements using EOG - electrooculography [4] or
contraction signals of voluntary muscles using EMG - electromyography [12] and even
interfaces controlled by the brain, and brain-computer interface (BCI) together with a
combination of brain sensors [3].

The detection of head movements can be done through video cameras, defined as
video-based or camera-based, or by a device attached to the head with sensors that
capture these movements, called head-based or head-track. Other motion capture
method, is the face monitoring, which detects the region of the nose and mouth to
control the mouse pointer. Alternatively, eye tracking (eye-based or gaze tracking)
positions the mouse cursor at the estimated position of the user’s eyes.

Eye tracking interfaces obtained even better performance than the traditional mouse
(hand motion) in the speed aspect, however, the accuracy of current eye trackers is not
sufficient for a satisfactory pointing in real time [6]. In [6], it proposed a more than one
movement use technique to capture the cursor movement, head movement and eye
tracking, called HMAGIC (Head Movement And Gaze Input Cascaded Pointing). The
mouse pointer is activated by the direction of gaze and head movements the user makes
for fine-tuning. The idea is to combine the advantages of speed of eye movements with
the precision of the head movements.

Other related works use the camera-mouse software [23] to capture movements of
the head, by recognizing the face and using the user nose as a central point. In [1] was
added a feature to the camera-mouse to avoid accidental clicks, a pop up window
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allows the user to confirm the click, if it is inside a period of time that you can not be
sure that you really wanted click the object in focus.

An overview of these assistive technology devices in CHI for motor disability users
was made, like a comparative table, using as a tool the systematic mapping, show in
Table 1.

Table 1. Assistive Technologies to mouse control for users with motor disabilities

Assistive Movements | Ref. | Based Tests with | Evaluation System description
technology people methods
with
motor
disabilities
Click Control Interacts with | [1] video-based an yes, one User eXperience | Prevents accidental
another gesture-based student observation, a clicks (involuntary
pointer with type of movements) through a
controller. cerebral communicability | screen to cancel the
Uses the palsy as well. click. Can work with any
camera mouse controller system.
mouse
User Tracking | face (head, [2] | video-based No Usability Natural movements
nose, eyes (remote - kinect (task-oriented) using kinect in
and mouth) sensors) measurement recognition of the face,
time, precision eyes, nose, mouth (open,
and comfort closed) and diferents
sounds to click.
HMagic head and eyes | [6] | video-based + eye | No Usability and UX | Cascading eye
track movements
(speed) + head
movements for precision
Tongue drive tongue [7] | movements based | yes Usability This system consists of a
headset that transmits
(wireless) data captured
by sensors on the user’s
mouth. Managing to
capture the rotary
movements of the
tongue.
AsTeRICS head and [8] | video-based yes Usability and UX | Adjustable platform
speech depending on the user’s
(adaptive) disability. Web
Cam + Plug in, facial
recognition.
Snap Clutch eye tracking | [9] | eye-based yes Task-Oriented, Move the eyes to pointer
captured by Usability (OS control in games. For
Tobii X120 9241-9) and Fitts | entertainment purpose.
and Law interface,
implemented and think-loud
by Tobii technique.
SDK
Mouth switch | Head and [10] | video-based no Task-Oriented, Detects the head and
mouth Usability mouth movements both
vertically and
horizontally

(Continued)
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Assistive Movements Ref. | Based Tests with | Evaluation System description
technology people methods
with
motor
disabilities
Eye-Gaze eyes [13] | Gaze-tracking - yes Task-Oriented, Hardware to be used in
oculography Usability and UX | parallel with the mouse.
2D voluntary [12] | Capture face no UC, Davis IRB Two EMG sensors
cursor-to-target | contraction of signals muscles Protocol capture two muscles of
facial (SEMG) 200513697-3. the face to be the X and
muscles Usability Y coordinates on the
screen

Wiimote head and [14] | head-tracking - - Windows API, the

speech pointer and speech WiiLab and also the
SAPI (speech
recognition) and
software that includes
the Wii and Glasses LED
control (IR) and captures
the head movements

Camera Mouse | face (head, [23] | video-based, face | yes Task-Oriented, Capture of the head

nose, mouth track Usability and UX | movements to move and
and eyes) stop at certain objects to
select time (dwell click).

FaceMouse nose [26] | video-based yes UXx Capture the face image
and uses the nose as a
reference for pointing on
the screen

Head-Tracking | head [27, | video-based yes Task-Oriented, Head movement to

Pointer (HTP) 28] Usability control the cursor

Blink and wink | head and eye | [29] | video-based No Usability and Head movements to

Detection blink precision tests control and blink to click

Haptic Glove captures hand | [15] | gesture-based No Ux Device is like a glove

Leap Motion movements that captures hand
movements. Uses the
Leap Motion.

The Eyebrow eyebrow [16] | video-based Noo UXx Device that checks the

Switch movement of the
eyebrow, works like
pointer.

Head Track head [30] | video-based No Usability Device that captures the
movement of the head
through a web cam

Head tracking, | face [18] | video-based yes Usability Used in mobile devices,

and the virtual
keyboard
interface

captures the image with
a camera and an overlay
keyboard image, where
the user can see more
clearly where the nose
points.
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4 Evaluation Methodology

Many tests have been applied, as a way to quantify and qualify the IOM User eXpe-
rience in relation to its control of the GUI (Graphic User Interface). A qualitative
approach, in order to evaluate the device’s UX and usability with oriented tasks,
resulted in the quantitative data analysis for continual improvement of the IOM.
Although the project focuses on the development of AT for people with motor dis-
abilities, it was decided at that time to apply the tests in typical users (without restricted
mobility). This is done due to the fact that when we test this device directly with people
with motor disabilities, it generates an expectation of immediate use of a product that is
still in its initial development cycle. These users get high expectations that can influ-
ence the evaluation of aspects of UX, while the typical users are completely “disen-
gaged” and without risk of frustration.

It was also considered that the feedback from a typical user, with respect to IOM’s
user experience, will be approximated in basic concepts of cognitive ergonomics and
the utilization of the tool in computer use will approximate the user with motor dis-
abilities since the tests there is a restriction only use the IOM as CHI device without
any other apparatus. According to Brade [20], the test of driving process follows the
steps below, which were used in evaluation methods: Test planning, Organization of
material, Local preparation, Pilot test, Choice of users, Test driving, Result analysis.
The intended audience for the evaluation tests was composed by students of the
institution and the operating system used in the test (Microsoft Windows) for activities
development. As explained before, the intention was not to assess the IOM interface
specifically for disabled users (despite the central bias of the project predict that) but the
general public, and this may give general contributions that are useful for the use of
IOM in a specific context. If we think of features that include people with motor
disabilities to use the IOM would have two most common usage scenarios. The first
one would be the use at home, in different postural positions, some of which can
compromise the efficiency of the usability testing and operation of the device (e.g. a
lying person using computer). Another scenario, which was planned for the tests
environment, it was the classroom environment, or work location in which through the
IOM would be possible to include this user in a real scenario with accessibility pur-
poses education and work, for example. We have opted for this second condition by the
ease of using the actual project development educational environment. For verification
in terms of usability, it was applied a script of predefined tasks consisting in a user
interaction with some graphic elements arranged in the interface. This script was
explained in real time to users at the moment of development of tasks, and to complete
a task was revealed the next step. Uptake of these tasks listed below where the time
interval was quantify between each of the tasks as well as the errors made (clicking in
an inappropriate spot for example) using the formula: time in seconds / wrong clicks.

List of WIMP (Windows Icons Menus and pointers) tasks:

1. Click on the icon (open file manager); 2. Clicking on an icon (maximize window); 3.
Make a scrolling (scroll to the bottom of the screen); 4. Clicking on an icon to open
“.doc” file; 5. Clicking on an icon to changing tools tab; 6. Clicking on an icon to close
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software; 7. Clicking on an icon to open file manager menu; 8. Clicking on an icon to
close file manager.

The listed tasks generate quantitative data, the time of the task execution was
logged by the video recording, whereby it is possible to identify some usage patterns
and constant errors in the use of IOM in which usability becomes evident. In order to
qualifying the user experience we apply our observations in the records recorded on
video, aind in which bodily expressions and audios were collected about IOM use. It
were also applied two questionnaires, one focused on the general perception of use and
the the other focused use of the AttrakDiff [21] online tool which generates a User
eXperience chart from opposite pairs of adjectives attributed by users to the tested
device.

5 Results and Discuss

A total of 9 volunteers, 3 women and 6 men aged between 18 and 45 years, were
recruited in IFSUL - campus Pelotas to develop planned tests which were applied. Most
of them were students and had never used any device or eye movements based software
and head pointer control in the GUI. Half of them uses glasses for visual disability and
almost use the mouse as the primary interaction tool with the computer. As the testing
protocol already established, at first the typical users made a routine tasks with the
common mouse and then using the IOM device. This whole routine was recorded in
both the GUI and through facial and body registration of users. They were also asked to
answer a use experience questionnaire. Some ergonomic aspects were raised in this
questionnaire about the IOM’s usage on a possible fatigue generated by its use in the
eyes and overall comfort.
Some of results about the questionnaire applied of the users:

e Most users stated that the use of IOM caused a little eye fatigue, or no fatigue;

e In relation to the neck comfort, which needs to be moved to control the pointer on
the GUI through the IOM, three users felt a moderate to high fatigue.

e About general physical effort the data also points for most users with low or no
fatigue. Only two users reported a moderate to high fatigue, which was confirmed
by good comfort appointed by a majority of IOM users;

e In addition to the ergonomic aspects that generate important axes of analysis,
especially regarding the IOM design principles, the functional aspects of the same
interaction with the computer were answered by users, who, in general, indicated
that their difficulties and overall experience of use IOM. Most users indicated
difficulties both in the control of the mouse pointer’s movement speed and the
accuracy of the same as the charts below.

This qualitative analyse about questionnaire is confirmed as shown in Table 2,
average time of tasks development in usability testing, which demonstrated the highest
time spent with the IOM and the recurring errors to perform each of the tasks regarding
the use of the mouse.
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Table 2. Average times in the tasks in seconds /total errors numbers

User average | 1 2 3 4 5 6 7 Average/errors
Mouse 3.8/153/0 |4.2/0 4.3/0/57/1 [4.6/0 |2.8/0 |31/4
IOM 13/1 [29.5/3|19.7/2 | 33/1 |23.4/3|54.6/14 | 19.6/2 | 186.7/24

In general terms the average time for development tasks using the traditional mouse
is around 17 % faster than with the IOM. Although comparatively the mouse as a
device that allowed greater flexibility (smaller tasks runtime) and a lower error rate in
the context of this research, the majority of users indicated a satisfactory user expe-
rience with the IOM regarding the first use of it.

6 Discussion

Through the comparative Table 1 of systematic mapping, we can see that several
studies show the use of the head and eyes movements as good techniques to be used as
a control in HCI devices, especially considering the scenario of assistive technology
focused on people with motor disabilities.

Even the capture of eye movements have less physical movement of the heads
movements, still this movements have spent less physical effort than the employee to
move arms or hands. However the results of usability evaluation with the IOM were
significantly worse than the average mouse which leads us to consider some aspects.
One hypothesis is that the learning curve for users, when faced to a new device, is
larger, requiring of the user more time to use the same to get more consistent com-
parative results of IOM in relation to the mouse that is already widely used. We will
require new testing devices that actually use this same technique of interaction to
establish standards for more calibrated comparisons according to the device rated in the
issue in here, just like as those ones listed in systematic mapping. These tests must also
follow more specific protocols and be refined as established by Morimoto [6] whereby
the tabulated data have higher accuracy, and this method already applied in tests with
some other devices such as the Camera Mouse [4], which allows a good degree of
comparison.

We evaluated the implementation of Communicability Evaluation Method (CEM),
or the think loud method, on the tests and this has not established a direct relationship
with the aim of testing since our goal was not to assess semantic aspects of graphic
elements of the interface, but the usability and user experience with the IOM device. In
terms of user experience, these tests showed that users found some difficulty in eval-
uating this new device because it has characteristics of objects reference (glasses and
mouse) used in a new context of use, like HCI device. The estrangement in the use of
this should be evaluated as normal if we consider that this new apparatus has no other
similar already widespread, which makes it a product with innovative features to
intended audience of people with motor disabilities. Through a questionnaire Attrak-
Diff tool was qualified friendly and attractive as the IOM is. The results show how the
IOM is a desirable and self-oriented device.
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Fig. 2. Evaluation use generator perceived by IOM (Color figure online)

7 AttrakDiff Tool

In Fig. 2 the axis of the average value of the product dimensions is well on the
threshold between self-directed and desirable product. There is, therefore, the inter-
pretation of these results, the perception of space for development both in terms of
usability as in hedonic quality. The user is clearly stimulated by the product, but it is at
least this power valence threshold, and you can say the same regarding the perception
that the product gives to self-solve. The results of usability tests confirms the need of
improvement of the IOM especially in some specific points such as: cursor movement
speed control; accuracy and the the click itself controlled by eye blinks presented some
usability issues. Suggestions collected by users and implementation for group per-
ceptions by IOM and its testing compared to other devices with the same purpose
(some of which are already being implemented software): control from the head
movement speed; implementation of graphical interface element that facilitates the
control on the accuracy of the click; new click control modes, such as longer blink or
time without moving the cursor to activate the action. For further work is necessary to
apply new tests with these protocols and an increasing systematization of the results of
the IOM compared to other assistive technologies that use the same principle of
interaction, in order to generate a final product more enjoyable and usable by users with
motor disabilities.
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Abstract. This paper presents the design, implementation and evaluation of a
wheelchair simulator, which is controlled by a noninvasive Brain-Computer
Interface device. We use the eye blink to control the control interface. Two
experiments were conducted to evaluate the Simulator’s utilization quality. The
results showed that it is important to have a training phase or eye blink calibration,
and a module for recognition of voluntary and involuntary blinking. The adopted
scanning system for the wheelchair driving and the collision system were well
accepted by the participants.

Keywords: Brain computer interfaces - Usability - Human computer interaction

1 Introduction

This article presents lessons learnt from the project, implementation and evaluation of
a wheelchair virtual simulator operated by a noninvasive and low cost brain-computer
interface (BCI). A BCI measures the brain activity related to the user’s intention and
translates into control signals, which are detected and decoded by applications [1-5].
The noninvasive BCIs can base themselves on electroencephalogram signals (EEG),
device which distributes electrodes within the scalp and through them makes the elec-
trophysiological brain activity log [1, 4, 6]. In this article, the user moves a virtual
wheelchair through a blink of an eye. Therefore, the portable EEG was chosen, Neurosky
Mindwave (MW) [7], which allows identifying a blink of an eye and through the
strength, defines if they were voluntary or involuntary.

In this sense, [8] developed a noninvasive BCI based on motion envisioned engines,
capable of controlling in a real environment, an unmanned aerial vehicle. In the training
phase, this study also used a real vehicle simulator.

This is justified, since “simulation is the process of designing a computational model
of a real system and conducting experiments with this model in order to understand its
behavior and/or evaluate strategies for its operation”.

© Springer International Publishing Switzerland 2016
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In addition, the simulation can be used when the real system does not exist yet as
part of the real model planning [9]. [10] already investigated the potential use of the
teaching simulations in situations where natural demonstrations were impossible to be
carried out or potentially dangerous, as in a case of accidents. These factors contribute
to our motivation in developing the simulator.

The simulator was developed using the game engine Unity3D. There are two
scenarios, wheelchair control and drive system, detecting possible collisions system. In
the simulator, the wheelchair speed is increased while it moves frontwards, being
considered its weight, wheels friction with the ground and, any unevenness existing in
the existing scenarios. The scenarios have targets, which appear on a predetermined
manner, they may be collected by the users.

The evaluation’s goal was to establish the EEG MW and the wheelchair’s simulator
usability. Nevertheless, the following questions were set, related to the usability goals.

o Be effective and efficient: the Simulator must allow the wheelchair to be conducted
through a blink of an eye, recognized by a BCI. Questions: Is the user able to conduct
the wheelchair efficiently, and collect the objects which are in a route, in the shortest
time possible? Is the use of EEG MW efficient to recognize voluntary and involuntary
blinks?

e Be safe on the use: the Simulator detects a possible wheelchair collision in the
scenario and it disables the command which would take to such collision. Question:
Was it necessary the use of the collision system?

e Be useful: the Simulator has commands which allow using the wheelchair, as well
as indicators of location of the next object to be collected. Question: does the wheel-
chair drive and control systems allow the user to move in a desired manner in the
best way possible?

e Be easy to learn how to use it: the Simulator has simple commands to move the
wheelchair and spin it round, which are triggered by a BCI. Questions: Was it easy
to use the BCI to conduct the wheelchair? Was it easy to learn how to conduct the
wheelchair and collect the objects?

e Be easy to remember how to be used: there was a stage of experimentation/BCI
adjustment to recognize the simulator and experiment the EEG MW. Question: Is it
important a user training phase, so the user interacts with BCI as well as with the
wheelchair’s conducting system, before its use per se?

The Simulator’s evaluation was performed with users in a controlled environment
who had to collect objects which appeared on the scenarios. Two experiments were
performed, they varied in type and size of samples, implementation stages (BCI adjust-
ment, simulator training, object collection, object stage), time for collecting (free or
determined), wheelchair control system (forward, right, left; or forward, right, left, rear),
collision system (forward, right, left; or forward, right, left, rear), measure of strength
which identifies a voluntary blink (fixed or customizable). These variations aimed to
reduce negative aspects of the use experience identified on Experiment 1 as well as tried
to improve the positive aspects to Experiment 2.

To obtain efficiency and effectiveness measures, all participants received the same
tasks in each experiment. Data collection took part from the use and questionnaires
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observation. There were also recording logs of user’s actions in which with the rest of
the collected data enabled to answer questions related to the simulators and EEG MW
usability as well as discuss about the participants felt regarding these resources.

There were positive results regarding the time used to perform tasks, decrease error
rate, high acceptance of the wheelchair moving systems, reference of routes and collision
prevention. However, the observation of the users behavior, confirmed by some given
opinions showed that the use of the BCI did not respond to some participants commands,
with such needed accuracy, which caused discomfort and dissatisfaction with BCI and
with the manner of the commands collection to interact with the Simulator.

These issues, with the detail of project’s stages, implementation and Simulator’s
evaluation, virtual wheelchair simulator, discussion of associated projects and lessons
learnt are presented and discussed in this paper.

2 Related Papers

There are different tasks that relate the BCI use to control the wheelchair. Some studies
use real wheelchairs [11-13] and others do it through virtual wheelchair [14, 15] in a
computing environment. There are studies in which the chair’s control is by the blink
of an eye [16], movement’s imagination [17] and selective attention [18]. There are
systems that use mechanisms to prevent accidents involving wheelchairs [19]. Some
studies use the BCI calibration sessions [20]. In addition to these, they are related to the
wheelchair’s control through BCI and BCI hybrid use [21, 22].

3 The Simulator

3.1 Applied Technologies

It was chosen the portable EEG NeuroSky Mindwave (MW) [7], which has an electrode
disposed in the prefrontal region, Fpl in the 10-20 pattern and a reference electrode in
the ear clip. Whereas it is unlikely possible to modulate the attention and relaxation
levels with precision and control, it was decided to use the blink of an eye as a way to
move and rotate the wheelchair in the Simulator. The MW is capable of measuring the
strength with which it is carried out a blink and pass on this information on integral
values, which may vary from 1 to 255, respectively from a light blink to a strong blink,
or an involuntary blink to a voluntary blink. Within the simulator system, it is possible
to configure a threshold to aim a voluntary blink. As an engine to the application, it was
used Unity 3D, which besides being free, has a large user community. In order to model
objects, it was used Autodesk 3DS Max, which features easy integration with Unity 3D.
For this study it was developed two scenarios:

e Scenario Al: consists of a room with four sides and three creeping obstacles (Fig. 1A
and B).

e Scenario A2: it is based on an open recreational area of the university campus
(Fig. 1C and D). It has a “mesh” object, which prevents the wheelchair to collide
with other objects while being displaced or rotated.
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Fig. 1. Scenarios

To carry out the tasks in the scenarios, it was instantiated objects of the “Target”
type, which appear in serial form inasmuch they are collected. The Simulator features
an “Arrow” object, which indicates the direction of the next target to be collected, as
these are not always in the active viewing area of the scenario.

The wheelchair was modeled as areference [23]. There are two central wheels, which
are responsible for the torque force that moves the chair, two rear wheels that support
the central wheels with the directional control, and two front wheels, which help in the
balance of the chair. In the wheelchair implementation it was defined its weight in addi-
tion to the approximate weight of a person between 18 and 34 years [24], in a total of
105 kg.

The virtual wheelchair has two maximum speed, 3.5 km/h and 7 km/h. The chair’s
speed is increased while it is moved forward. The speed increase also considers the
wheelchair’s total weight, the friction of the wheels with the ground and the existing
gaps in the ground.

From the based command definition at the blink of an eye it was developed an arrows-
based control system, which allows the user to control the wheelchair (Fig. 2). This
follows a scanning system classified as simple, automatic and independent [25]. In this
way, the scanning starts automatically and the moving and rotation arrows are high-
lighted by an interval of time, going to the next arrow, if it has not been chosen by the
user. When the user blinks, the arrow is chosen and carries out its action immediately.
To stop it, the user should blink again. The control system starts until the user selects
the next action.
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Fig. 2. Target indication arrow and scanning system.

As error prevention, it was developed a sensors system to avoid collisions of the
wheelchair with the scenario objects. Three sensors were included in each active side
of the wheelchair. When a sensor detects a possible collision, the motion of the wheel-
chair is interrupted and the actions that led to this collision are disabled. Returning to a
state of security, the controls are reactivated.

4 Usability Evaluation

4.1 Experiment 1

Profile of the Participants. The sample was intentional and the experiment was carried
out with students from a discipline of the 7th semester of an undergraduate course of
Feevale University. The sample consisted of four students aged between 22 and 25 years,
all male, healthy, who have not had previous contact with BClIs.

Data Collecting Tools. It was observed the use, application of questionnaires and the
events record logs. The log stores the date of usage, execution starting time, the scenario
that is being executed (Al or A2), maximum speed (3.5 km/h or 7 km/h), targeted
collection time, total number of avoided collisions and ending time execution.

Methodology. The experiment involves a period of Training and a Test phase, in that
order. The objectives of the training phase were to experiment the EEG MW control
modes and interact with the virtual wheelchair in the scenario Al. The test phase aimed
to collect the targets of scenario A2 through the BCI usage.

In the training phase, there was an explanation of the functioning of the EEG MW
and of the Simulator as well, and the participants had to collect 4 targets in the shortest
possible time with the wheelchair’s maximum speed at 3.5 km/h.

The test phase consists of two sessions, with no time limit, with intervals of two
minutes between them. The task was to collect 8 targets in the shortest possible time
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with the wheelchair’s maximum speed at 3.5 km/h in Session 1 and 7 km/h in Session
2. The targets were placed in the same positions in the two sessions. It was configured
the blink threshold amounting to 75 for all users at all stages.

Findings. To analyze the results it was defined a better time, which consisted in the
shortest time by target, taking into account the participants logs. Figure 3 shows the
graph of the participants performance in collecting the targets in Sessions 1 and 2 of the
Test phase.
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Fig. 3. Experiment 1: participants performance in Sessions 1 and 2 (Color figur online)

From this experiment, it can be noted that:

o (Be effective and efficient in the use) The scanning system which moves the wheel-
chair proved to be efficient, although there were difficulties related to the modulation
of the blink of an eye. It is worth to emphasize that even though there is the blink
threshold calibration, the EEG MW algorithm (and not of the Simulator) may
encounter problems in detecting the blink as voluntary or involuntary. Still, there
have been speed increasing in collecting the targets between the sessions, which may
be due to the increasing of the wheelchair’s speed, of the training in the BCI use, in
the applicant’s scanning system usage, in the prior knowledge of the scenario and
location of the targets.

e (Be safe in the usage) The collision system was activated by 2 participants who had
recognition difficulties of their voluntary blink by the EEG MW.

e (Be of good usage) There was no problem in the scanning system usage. There were
suggestions to include a back arrow to facilitate maneuvers with the wheelchair.
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e (Be easy to learn) The performance improvement between the sessions may indicate
a facility to learn how to use the Simulator, which can be due to the Training stage
or the sequential collection targets. Despite the initial difficulties to interact with the
EEG MW, the participants indicated that the Simulator is easy to use intuitively.

o (Be easy to remember how to use) Users remembered how they should use the scan-
ning system, how to prevent the activation of the collision system and how to adjust
the blink. However, it cannot be observed if the improvement in the time was given
by the training with EEG MW, knowledge of the scenario and targets location
and/or continuous usage of the wheelchair’s Simulator.

In order to evaluate the need for a training phase and the refinement of the scanning
system, it was carried out the Experiment 2.

4.2 Experiment 2

Profile of the Participants. The sample was composed of nine volunteers, healthy,
between the ages of 19 to 42, being that eight were male and one was female, without
prior knowledge with the BCI.

Methodology. Experiment 2 differs from Experiment 1 mainly due to the substitution
of the Training phase by the EEG MW Calibration phase for voluntary blinks training
without using the Simulator scenarios. There have also been changes in the scanning
and in the motion systems of the virtual wheelchair, which now has a fourth arrow to
allow the chair to be moved backwards. The test phase was similar to Experiment 1.

Findings. Data were treated and represented similarly to Experiment 1. Figure 4
presents the participants’ performance graph to collect the targets in Sessions 1 and 2
of the Test phase.

From the findings, the following questions are answered:

e In order to have a better user performance, it is necessary to have a training phase in
the wheelchair’s Simulator or is it satisfactory to have a BCI calibration phase? This
experiment showed that the continuous usage of the Simulator and consequently of
the EEG MW, brings improvement in the participants performance. When comparing
the data collected from the initial two experimental sessions of the two experiments,
it is clear that there was no gain in the performance that there has been training.

e A customization of the blink of an eye threshold would facilitate the Simulator’s
usage instead of using a fixed value? Yes, in general, participants reported that they
had ease of use after understand the pattern of the blinks. However, some participants
reported difficulties of interaction, even though they have calibrated the EEG.

e Backwards favors the replacement of the chair in the scenario to replace the use of
the rotating arrows? Yes, the inclusion of this arrow allowed reducing the amount of
avoided collisions and of the time while conducting the chair to collect the targets.
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Fig. 4. Experiment 2: participants performance in Sessions 1 and 2 (Color figur online)

5 Final Considerations

This paper presented the design, implementation and evaluation of a wheelchair simu-
lator. To interact with the simulator it was chosen the EEG MW and the commands were
activated by the blink of an eye. Two experiments with different samples were carried
out. The studies showed that it is important to have an EEG calibration phase in order
that the users can establish which blinks should be recognized as voluntary and invol-
untary. The Simulator interface to conduct the wheelchair was based on a scanning
system, which did not present difficulties to the participants. It is noteworthy that in the
second experiment the wheelchair could be moved backwards, which optimized the
chair conduction process.
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From this study, the following issues have been identified for future work:

Customization: the escalation time between the Scanning System arrows must be
configured by the user. It is also considered the configuration possibilities for
scenarios, targets, total time limit for collection and time target for collection.
Vision mode of the virtual camera: the third-person perspective should be changed
to the first person.

User actions registration: for a better analysis, it is planned the threshold registration,
the path traveled by the chair, being possible to check the collisions and the time that
the chair moved around the scenario and the speed in which the wheelchair was at
the moment.

Improve the collision system in order to recognize objects which are not only at the
sensors height.

Carry out an evaluation with real wheelchairs users and include other interaction
possibilities, besides the blink of an eye.

Disengage the Simulator’s control, making it independent from the control interface.
Currently, the simulator is functional only with the use of MW. To expand the possi-
bilities of simulator’s usage, a communication protocol control will be created, being
possible the use different types of control interface.
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Abstract. We have researched gesture interfaces for persons with motor dys-
function who could not use normal interface switches. The users have cerebral
palsy, quadriplegia, or traumatic brain injury, and they have involuntary
movement, spasticity, and so on. The purpose is to provide these users with easy
and low-priced interfaces for operating PCs. To develop a low-priced interface,
we used a commercially available image range sensor and developed a
non-contact and non-constraint interface. For this purpose, we have collected
various gestures of many persons with motor dysfunction and classified them
into three types of users. We have developed seven types of gesture interfaces
for users and applied three different modules to three subjects. We describe the
basic structure of the gesture interfaces and their long-term evaluations.

Keywords: Gesture interface + Gesture recognition - Alternative input device *
Persons with motor dysfunction

1 Introduction

Some individuals with severe motor dysfunction are unable to use existing computer
interfaces due to spasticity, involuntary movements, limited range of arm motion, or
diminished muscle strength. The interfaces available to these individuals, if any, are
limited to customized switch interfaces, which makes it impossible for them to operate
a computer with any degree of ease [9]. In their daily life, they are reliant on their
caregivers to perform all but the most basic operations with household appliances such
as televisions and air conditioners. Providing an environment in which these individ-
uals can operate a personal computer with ease and use home appliances without
restriction is essential for allowing them to live fulfilling and rewarding lives. Yet for
disabled individuals who are only able to use simple switch-based devices, these more
sophisticated operations are all but impossible. It is also very expensive to develop an
interface capable of responding to changes in the individual’s movements caused by
physical deterioration as a result of disease progression and aging.

© Springer International Publishing Switzerland 2016
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In the present study, we conducted research and development on a gesture interface
to enable simpler operation of computers and home appliances among the many
individuals with motor dysfunction who have difficulty operating a standard keyboard
and mouse. Specifically, we developed a contactless, non-restrictive interface using a
commercially-available imaging range sensor with the aim of making it affordable to all
users.

The most important factor in developing this interface was that it had to involve
technology that could easily be customized to a diverse range of individual users at low
cost. To this end, we collected data on the movements of various disabled individuals,
classified each of these movements according to body part, and developed a modu-
larized gesture recognition engine [1]. We then utilized the results to start a basic,
long-term experiment. In this paper, we describe the framework, methods, and specific
conditions of this long-term experiment.

The authors have previously developed an interface based on head gestures for
individuals with severe cerebral palsy who are unable to operate a motorized wheel-
chair, as part of a project to assist severely disabled persons [8]. In this project, we
applied high-end technologies to provide an interface required by individuals with
severe motor dysfunction who were incapable of operating existing interfaces due to
their intense involuntary movements. Our research focused primarily on actual clinical
use in order not to deviate from how disabled individuals actually use the devices. As a
result, we succeeded in developing an interface that enabled users to independently
operate their wheelchairs within a secure park environment.

However, two major hurdles remained, namely the high cost of the proprietary
stereo vision sensor hardware that we developed to generate range images in real time,
and the high cost of adapting the interface to various disabled individuals.

In response to the first problem, the commercial release of active range image
sensors leveraging the pattern projection method has meant that the hardware can now
be made for around JPY20,000, making it affordable for most disabled individuals,
although with the limitation that it can only be used indoors. Resolving the remaining
cost issue would enable the supply of an interface that has been keenly awaited by
various disabled persons. Provided that it is only used indoors, the remaining issue of
adapting the interface to various disabled individuals would be resolved.

To this end, we developed an interface based on an image range sensor for cerebral
palsy patients who had difficulty using existing devices due to involuntary movements
outside the target recognition site or spasticity, despite the fact that their gestures could
be understood by a caregiver or other experienced individual [3]. Based on the concept
of promoting harmony between the human operator and device, we conducted research
and development over an expedited 1-year time frame on a single cerebral palsy patient
(selected as a user who would typically have difficulty operating a conventional
interface) to create a customized interface focusing primarily on this user’s finger
gestures, as well as head (i.e., nodding) and mouth (i.e., opening and closing) gestures.

A similar research project known as “OAK” (“Observation and Access with
Kinect”) is being conducted to develop a solution for assisting the activities of severely
disabled persons [4]. The research aims to enable disabled users to operate a computer
more intuitively through the combined use of software developed with a Windows
software development kit. However, this project was primarily intended for the children
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of disabled parents, and it is not intended as a system for classifying adaptable gestures
for the disabled community as a whole. The research is also based on libraries of
existing video games, which raises a fundamental problem in that there is no corre-
sponding library for images of the user that are not taken from a frontal aspect. Another
issue is that the device does not work without a particular type of sensor.

In the present study, we assume that all of the gesture recognition modules can be
implemented using any available stereo vision (range image)-based human sensing
technology, such as a real-time gesture recognition system [5], shape extraction based
on 3D data [6], or data extraction based on long-term stereo range images [7]. We also
assume that replacing the range sensor will not affect the usability of the interface. Our
ultimate objective is to develop an interface that can automatically adapt to a wide
range of body gestures, as well as long-term changes in how users perform these
gestures.

2 Processing Structure

2.1 Collecting Data on Body Positions

Using the range image sensor, we recorded different voluntary gestures that the subjects
from disability support groups and other organizations would like to see integrated into
the interface. All subjects exhibited spasticity, spastic or involuntary movements, or
were quadriplegics with severe motor dysfunction. Despite being able to move some
parts of their body at will, all subjects had some form of motor dysfunction charac-
terized by a constant impediment in the form of spastic or involuntary movements that
made it difficult to use conventional switch-based interfaces and that severely restricted
the parts of their body that they could move voluntarily. We used the range image
sensor to gather data on the types of gestures that these severely quadriplegic subjects
would like to use in an interface.

Focusing on these subjects who have great difficulty using a standard keyboard or
mouse, we targeted the following body sites for gesture-based input.

Hands and arms (arms, elbows, forearms, hands, fingers)

Head (whole head movement, tongue extension/retraction, eye movement)
Legs (exaggerated foot or leg movements)

Shoulders

To date, we have collected gesture data for these body sites from 36 subjects over a
period of about 2 years, while also listening to the opinions of the disabled users and
their caregivers. In total, we have gathered data on 125 body site movements, including
gestures that can be made with multiple body sites.

Before conducting the study, we obtained the informed consent of the subjects based
on the approval of the Ergonomic Experimental Committee of the National Institute of
Advanced Industrial Science and Technology and the Ethical Review Committee of the
National Rehabilitation Center for Persons with Disabilities.

Three-dimensional (3D) movement data collected from the disabled subjects were
classified and systematized based on the assumption that the movements could be
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recognized from the range images. In this context, the term “systematize” essentially
means classifying similar movements as gestures that can be recognized by a single
underlying recognition module. In other words, we assume that a module can be
created that can recognize gestures for each region of the body based on the collected
data. Because this approach focuses on operating a computer in a static indoor envi-
ronment with no movement [2], providing high-resolution range images should enable
high-precision imaging of the body region of interest without the need for a sophis-
ticated object model or image properties requiring significant computational resources.
The results are shown in Table 1.

Table 1. Classifications of gestures

Moving one finger 17
Hand Moving wrist 12
Moving hand 16
Moving entire head 19
Head Sticking out/retracting tongue 15
Eyes (eye movement, blinking, opening eyes wide) | 17
Legs Moving one leg from the knee down 3
Extending/retracting knee 5
Shoulder | Up/down, forward/backward 7
Other Currently unclassified 17
Total body sites 125

Based on the data collected from the 36 subjects, we classified 3 types of gestures
for the hands and arms, 3 types of gestures for the head, 2 types of gestures for the legs,
and 1 type of gesture for the shoulders. The camera is positioned so as not to hinder the
subject and is ideally located to recognize gestures, so the classification is done on the
assumption that gestures can be recognized with a single model. Movements that were
classified as other types of gestures were those that clearly differed from the
above-mentioned gestures, even when they originated from 1 of the 4 body sites, or
those that originated from a distinct body position such as the ear.

2.2 Approach Based on the Extent of Voluntary/Involuntary Movements

We have collected and classified gestures obtained from people with severe motor
function disabilities, and then developed a basic prototype recognition module capable
of recognizing and identifying the gestures. We have classified all subjects into three
basic types.

Type 1: Little involuntary movement and small voluntary movement

Type 2: Large involuntary movement and clear and large voluntary movement

Type 3: Large involuntary movement and small voluntary movement (the most
difficult type)
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If we investigate the gesture interfaces for the three types, the strategies for each
type are obviously different. Because the type 1 users cannot move themselves, their
recognition areas are not moving. If the system can detect the recognition areas exactly,
it monitors only the small movements.

On the other hand, in types 2 and 3, the recognition areas are moving, and the
methods of detecting and tracking the areas are the most important. The recognition of
voluntary movement is the next step in processing.

We focus on type 1 users in this paper, and we have developed a gesture interface
without a body part model. Our method is detecting the recognition area by 3D data
exactly and recognizing the movement by the learning method. We consider that the
method will be applied to the same type of users at low cost.

2.3 Developing Site-Specific Recognition Modules

Based on the data categories shown in Sect. 2.1, we tested a series of prototype
recognition modules based on the assumption that a single module could be adapted to
suit multiple subjects by manually adjusting the default settings. Below is a list of body
parts that have been tested thus far. Based on the above categories, the interface has
now been equipped with 2 types of hand modules, 2 types of head modules, and 1 type
of leg module (Table 2).

Table 2. Recognition modules

Part of body | Recognition module Model or not

Hand Finger gesture recognition module Model
Arm gesture recognition module Model

Head Head recognition module Model
Tongue recognition module Model

Legs Knee gesture recognition module Model

Any part Closest part recognition module to camera | No model
Simple differential recognition module No model

Although the research was initially conceived based on body site-specific recog-
nition modules, we subsequently conceived 2 types of recognition modules without
site-related models in consideration of the size and nature of the movements. These
modules are shown below, specifically the module for tracking the area closest to the
camera and the module for extracting subtle movements.

Recognition Module for the Site Closest to the Camera. This module tracks the
movement of the most proximal part of a recognition site situated closest to the camera.
For subjects in whom site-specific classification (modeling) proves difficult, this
module captures the target site as accurately as possible using distance data (shape
data) and then learns to recognize that portion’s movements (i.e., simple properties
based on differences between frames).
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Simple Differential Recognition Module. For subjects in whom site-specific classi-
fication (modeling) proves difficult, this module captures the target site as accurately as
possible using distance data (shape data) and then learns to recognize that portion’s
movements (i.e., simple properties based on differences between frames).

In summary, we have developed 5 model-based site recognition modules and 2
recognition modules without models.

3 Long-Term Evaluation

We have gathered and classified the site-specific data of numerous disabled individuals
and have developed individual recognition models corresponding to the data. While we
will continue to gather and classify data, our main emphasis from now on will be to
develop the techniques to adapt the recognition modules to individual users. This will
involve both initial personalized adaptations and adaptations to long-term subtle
changes. The long-term objective is that these adaptations will be implemented
semi-automatically with only the caregiver’s assistance. We therefore conceived the
following experiment with 3 phases in order to develop adaptive techniques for these
initial and long-term changes.

3.1 Phase I: Gathering Basic Data

In the initial adaptation to individual subjects, the data requested by the subject will be
recorded for a period of about 2 weeks. While the ultimate aim is to automate the
personal adaptation process, the aim in this phase is to gather abundant data on subtly
different wheelchair and bed positions each day. The data will then be fed into the
recognition modules developed thus far so that they can acquire the various parameters.

3.2 Phase 2: Gathering Supervised Data with Recognition Functions

In the phase after completing basic personal adaptation to the recognition modules, a
recording system with recognition functions will be used to collect semi-supervised
signal data. Specifically, the user will be instructed to play a general music video game
(such as “Taiko Drum Master”) while evaluating the recognition performance and
gathering additional data.

This approach is not 100 % accurate, because the expected timing of the user’s
drum beat is presumed to occur within a certain time frame, and it will likely result in
the acquisition of supervised signals exceeding a certain probability. We will spend
approximately 2 weeks gathering the data and will then conduct adaptive processing of
the various parameters, etc., to further enhance recognition performance.

Figure 1 shows the screen of a web-based application using gesture gymnastics.
The application has the same basic architecture as the above-mentioned percussion
rhythm game. The parts are designed to respond to gestures from up to 4 different body
sites. Each part is matched to a gesture selected by the user, which the user then
performs to operate the application.
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Fig. 1. Gesture gymnastics

3.3 Phase 3: Testing in Long-Term Operation

In this phase, we are conducting validation testing of an actual application upon further
enhancing the recognition performance based on data such as daily changes in the
relative position of the camera and user, and daily changes in the user’s movements.
The application used the same gesture gymnastics content as in Phase 2, with each user
operating the application for 2 to 3 months. Users were asked to use the application
every day if possible. The music and operating selections were based on methods best
suited to each user. The aim of this testing was to assess the application’s ability to
handle actual long-term use after adjusting the parameters based on data acquired over
a period of about one month.

4 Experiment

We have started long-term testing in 3 individuals with severe motor dysfunction. The
target body sites, the level of motor function at each body site, and the extent of
involuntary movements all differ among these subjects.

4.1 Subject with Multiple Target Body Sites with Minimal Involuntary
Movement

The main subject in this experiment had little involuntary movement and small vol-
untary movement. Figure 2 indicates the monitoring image of the subject by the
RGB-D camera. He is lying in his bed and basically cannot change his body positon by
himself.
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==Each Flag==
Mouth:OFF Ear:OFF
hand(bedding):OFF
hand(stomach):OFF

Fig. 2. User and four recognition areas

The four rectangles indicate four recognition parts. The system is able to monitor
the specific movement of his mouth, the movement of his right ear, and the movements
of his right and left forefingers individually. We are now setting first positions and their
parameters manually. On the other hand, the daily parameters are set automatically by
the user’s particular actions. For applying to the daily positon changes of the camera
and the user, the user performs the music game for one to two minutes, and the system
adjusts all parameters automatically.

The cables in Fig. 2 are for the one-switch device and the trackball. The user could
use his right and left forefingers for the interface. Our system uses one RGB-D camera,
which monitors his whole upper body, and four switch interfaces can be used simul-
taneously. We consider that this user is suitable for our interface system to improve it
though our experiments.

The long-term evaluation testing targeted a combination of 2 recognizable body
sites selected by the user (Fig. 3).

4.2 Subject with Typical Head Movements

This test targeted a subject with a high cervical spine injury who was able to operate a
wheelchair but required the assistance of a caregiver to operate remote control switches
and a personal computer. Head movement was selected as the target recognition site.
The subject exhibited almost no involuntary movements and, although he did not have
the range of head motion available to a healthy individual, the level of difficulty
required for gesture recognition was not high. While simple estimation of head incli-
nation can be performed with existing 2D recognition engines, this experiment was
conducted using range images with the aim of not only estimating head inclination, but
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Fig. 3. Parts: simple detection rate and over detection rate

also enabling combined recognition of other sites on the subject’s upper body, and
adapting to users whose sideways and vertical movements differed in magnitude.

The test was conducted by assigning 3 channels according to the user’s preferred
gestures, namely a frontal — right-facing — frontal gesture, a frontal — left-facing
— frontal gesture, and a frontal — downward-facing — frontal gesture. The evalu-
ation testing also obtained results on these 3 operating methods (Figs. 4 and 5).
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4.3 Finger Recognition Subject with Frequent Involuntary Movements

This test targeted a subject with cerebral palsy who had the highest level of difficulty in
terms of large involuntary movements and limited recognizable voluntary movements.
The subject’s only voluntary movement was the middle finger on one hand, while his
arms exhibited significant involuntary movements that prevented his hands from
remaining still, thus necessitating constant tracking of hand position. The subject’s
constantly-moving hands also made it necessary to perform recognition of the fingers
regardless of whether they were facing forward, left, or right (recognition was simply
not possible when images of the subject’s fingers could not be captured).

The actual recognition process is depicted in Fig. 6. The red rectangle indicates the
target recognition site. A colored sack was attached to enhance the resolution of the
range images and to offset the intensity of the subject’s involuntary movements.

There was only 1 type of operation, so the evaluation test was conducted every day,
and the test music was changed where appropriate (Table 3).
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Table 3. Finger: simple detection rate, over detection rate, and involuntary gesture numbers
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Fig. 6. Gesture recognition for subject 3
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5 Conclusions and Future Work

In the present study, we attempted to adapt an inexpensive, contactless, non-restrictive
sensor to various disabled individuals by gathering and classifying 3D data on the
diverse movements of actual disabled users. Using the data gathered from 36 users, we
obtained gesture data from 125 body sites. We then classified these data into a total of 9
body sites capable of voluntary movement, namely the arms and hands (fingers, wrists,
forearms), head (head movement, tongue extension/retraction, eye movement), legs
(swinging and opening and closing of the knees), and shoulders.

At the same time, we classified disabled users by focusing on the size and nature of
target site movements. This classification was based on the extent of involuntary
movements, as well as voluntary movements, at target sites. As a result, we were able
to classify 3 types of disabled individuals.

We then developed the gesture recognition modules based on the classification of
target body site and the type of disabled user.

Specifically, we developed a head recognition module, a finger recognition module,
and a simple differential recognition module without a target model, and conducted
long-term testing on 3 disabled individuals. The testing was divided into 3 phases, and
the recognition results were presented. In terms of basic testing, useful recognition
results were obtained in 3 subjects.

In the future, we intend to continue long-term testing by conducting the third test
phase involving the use of an actual application and the automatic acquisition of
routine data on recognition parameters.
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Abstract. This paper introduces basic principles for “design for all”. List, focus,
multimodal feedbacks and several action means are the keys. A generic touch-
based interface component (MenuDfA) was designed, offering hierarchical navi-
gation with continuous and secure gestures along with a high level of flexibility.
A novice user profile was set. A comparative test to a classical tactile interface
shows that the optimized interface for novice users solves difficulties, but gener-
ates also some issues. These latter have been easily resolved through parameters
adjustment.

Keywords: Design for all methods techniques and tools - Access to mobile
interaction - Design for all best practice - Accessibility guidelines - Universal
design methodology - Touch-based interaction - Continuous manipulation -
Menudfa - Handheld device

1 Introduction

Reverse of the traditional way of adjusting afterward standard interfaces to diversity
(the Assistive Technologies way), “Design for all” methodology aims at providing
continuity between accessibility features and standard ones [2]. But user interfaces (UI)
are mainly visually oriented and rely on absolute positioning, whereas some accessibility
profiles need exclusively relative positioning (pointless interface). Closing this gap is
both a social and technical challenge with the objective of designing interfaces for all
kind of users in different contexts of use.

The interface elements organization, types of menus, kinds of controls, and in case
of a touch-based interface, kinds of gestural commands, are all the questions this paper
tries to cater to. First we explore user needs and basic user interface requirements to
reach design for all purpose. By extracting common interaction patterns we underline
that simple “List” (or “Menu”) and “Focus” are prerequisite elements to achieve
universal approach, along with minimal commands and multimodal feedbacks. On this
basis, a user interface for hand-held device has been designed. His architecture is
described. An optimized profile dedicated to novice users is defined. It has been assessed
in a controlled user study. Experimental results highlight some useful improvements
that result in an enhanced profile well suited for novice users. Discussion follows on
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how core interaction patterns and “list” and “focus” elements are likely useful for other
interaction profiles.

2 User Needs Overview

2.1 Design for All Methodology: First Resolve Borderline Issues

Norman’s interaction model [9] details human-machine interaction loop into two main
phases, execution and evaluation. Physical, sensory and cognitive affordances [18] are
the first basic levels of the interaction loop. They all need to be adjusted to each kind of
user, as such content themselves.

Human Centered Design approach requires defining user needs and context of use
[4, 14] and to identify common interaction patterns that may be extracted from user
needs. In his dimensions dedicated to set priorities, Vanderheiden [17] defines a level 1
with the condition to be compliant to each kind of interaction specificities. But some
interaction situations are easier to solve than others. For instance, resolving a low zoom
level user need is easier to achieve, as it is not so far away from a standard interface,
than resolving a very high zoom level that is significantly different from standard inter-
action schema. This gap from standard interaction has to be taken into account because
it has great consequences on design effort.

This paper argues for coping first with interaction logics that are far away from the
standard one. Those interaction logics should be the first design starting point. Indeed,
when they are lately taken into account in a subsequent design, it’s really hard, costly
and times consuming to treat them. Those interaction specificities are well known and
clearly detailed in [5]. They consist of sequential interaction, pointless interaction,
secure navigation, minimal commands, refined design, and various mono-modalities.
Afterwards, other interaction logics should be easily handled.

2.2 Interaction Basic Components to Design for All

Rendering for All. On the interaction level, users need that interface elements are
rendered in many suitable ways. It addresses texts, colors, images, tactile, sounds and
type of voices. These elements should be available through a single modality, and also
through multimodality. They should be sequentially available or rendered in parallel
way as some users are restraint to sequential perception (audio, tactile, restricted visual
display) or can use parallel one (mainly vision). There are also some needs about
rendering information rhythm. Indeed user may need slow down information or accel-
erated one. All this range of rendering aspects should be handled by the user interface.

Actions for All. Regarding the action part, some users need step by step actions
(sequential actions, and/or selection separated from validation) or direct access (short-
cuts, selection-validation fusion). But some of them have only monotask capacity or
some other are able to deal with multitasks. Some of them need totally pointless inter-
face, and other need to point at, which implies visual-motor or audio-motor coordination
(deictic, head or finger). Finally there may be some needs of “uncolocated” actions (to
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act somewhere whereas the selected object is elsewhere) or colocated ones (to act where
the selected object is). All this range of action means has to be available.

Adaptability. As seen previously, at the interface level those actions and rendering
effects need to be adjustable from preset profiles to personalized one. Adjustment of the
perception and action means should be available at the interaction level (a blind user
will need a slow synthesis at the beginning but will quickly ask for a speedy one). They
also should be available at the task/functional level (a novice user needs less available
functions than an expert user).

Contents for All. Content needs address linguistic and cultural diversity (written and
oral languages, signed languages). This is valuable for text but also for images. Indeed
some images or icons are relevant in a certain context but may be not in a different culture
[13]. Some contents need to be slightly reworded or simplified (for novice user, or in
case of other cognitive constraints). Again, users need sometimes augmented contents
(audio description for the blind or close caption for the deaf). All this range of contents
should be available for each kind of user.

In the following part a generic navigation component is presented [10, 11]. This compo-
nent aims at catering previous requirements of rendering, actions, adaptability, and
contents for all. It is a set of consistent interaction techniques which demonstrates effec-
tive alternatives to visual-centric interface designs on mobile devices.

3 Implementation of a Generic Component for Touchbased
Interfaces

In most graphical user interfaces (GUI), there are too many objects and it’s really a mess
for novice or disabled user to deal with them. Several innovative approaches about how
to design “menus” were explored [3, 8, 12]. But those menus are still limited to a single
usage and are not able to embrace the diversity of context of use. Moreover as they often
rely on pointing, they generate accessibility limitations. Those complex objects are
difficult to adapt to user or context limitations. But they all have in common to offer to
make a choice among several proposals. Reducing interaction to this basic task, leads
us to consider a string of elements usually displayed as a list.

3.1 Interface Objects Simplification to a Vertical List

A list is a basic interface element that enables to make choices. It can be displayed
globally, or sequentially, it has a well-known spatial and linear organization, it can be
adjusted to each modality, and can be easily warped to many visual adjustments. It’s a
generic container for colors, texts, images. It is suited to reading optimization provided
that it’s displayed vertically. A succession of tabs is also a list, but horizontally displayed.
Those are not really optimized for rapid reading and are not adapted in case of numerous
items. These are the reasons why vertical lists are the primary requisite. Starting from
a vertical list doesn’t prevent the use of more complex components as they can be
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recomposed afterwards for other interaction profiles. Thereby, a mosaic can be consid-
ered as a spatially spread list that still can be browsed sequentially through a Z logical
path, from left to right. So starting from list and expand it to mosaic (more adapted to
pointing interfaces) is still feasible. Even a slider can be considered as a list of items.
Actually, most complex graphical components can be simplified in a listview, intrinsi-
cally sequentially browsable. This approach centered on the list element involves that
the whole application is a cascading hierarchy of list elements.

3.2 Navigation Commands and Focus

To navigate easily through this hierarchy and inside each list is an important point for
accessibility. Indeed user needs to learn the interface without the risk of missed valida-
tions. Secure navigation can be achieved through selection and validation dissociation.
And pointless navigation can be achieved with focus manipulation. If a focus is mate-
rialized on the interface (visually, auditively and tactilely) and manipulated by the user,
then selecting an item can be differentiated from validating it, with or without the need
to point at it. Navigation through nested lists involves only four commands even if other
ones may be added for other profiles (as shortcut commands). It can be achieved through
Next-Previous navigation inside the current list, and through going In or Out hierarchy
levels. Those commands can be achieved through many types of different gestures or
other controls (as vocal), but the major point is that only four navigational commands
are mandatory. Another command is useful for some users that don’t have immediate
feedback about the ongoing focused item. This command is called “get info”” command.
It enables to inform the user about the current focused item or the UI state. Rendering
effect of current manipulation is expressed visually with a focus. As for vertical list
rendering, it may be displayed through vocal, audio, visual, and tactile modalities.

3.3 MenuDfA Component

MenuDfA is a generic navigation component for touch-based interfaces under Android
OS which implements principles mentioned above along with several interaction profiles
optimized to each kind of user. So, MenuDfA focused on overcoming difficulties faced
by part of the population when operating touch-based interfaces, especially smartphones
[6, 7, 15]. In particular, standard pointing gestures, such as “tap” pose several usability
problems: they require high positioning accuracy and temporal control and imply strong
visual-motor coordination. Beyond being prone to manipulation error, they are not suited
to all users (e.g. a person with low vision). This is exacerbated by the fact that standard
touch interaction does not separate selection and validation: you just brush the screen
and the item underneath finger is triggered. In fact, there is no means to safe explore the
interface before using its features. In addition, modern touchscreen interfaces embed
various interface elements (e.g. icons, tabs, grids, vertical and horizontal lists, widgets,
...) which provide rich but heterogeneous layouts and behaviors. The consequence is
twofold, on one hand, this generates cognitive load for the user, and on the other hand,
this prevents incorporating appropriate navigation mechanisms for achieving usability
for all.
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MenuDfA component combines following principles. Firstly, it organizes the
various items of the intended application in the form of a set of hierarchical lists where
the items of each list are displayed vertically. Secondly, MenuDfA provides a sequential
access to the interface elements, as well as a direct access. In both cases selection and
validation may be set to two separated operations. Interaction mode can be set to point-
less or pointed at, and thus allowing uncolocated or colocated actions. Therefore it covers
a large diversity of user needs and situations.

Sequential navigation relies on the use of a selection focus that the user manipulates
by means of slide gestures. Thus, the user can navigate the entire application just by
moving the focus in the four directions: Vertical displacements for moving through the
on screen items, and horizontal displacements for moving through the hierarchy of lists.
The mapping of the gestures is chosen to be aligned with the displacement of the focus
(up, down, right and left). Note, that contrary to classical touch screen interfaces; here
the gestural interaction doesn’t rely anymore on absolute positioning as all the gestures
make use of relative positioning (they can begin anywhere on the screen). Moreover,
gesture can be discrete or continuous. A discrete mapping means that, between the
moment the finger touch the screen and the moment it leaves the surface, a gesture
triggers a unique command (e.g. move the focus to the next item). This is the most current
in sequential interfaces. Continuous mapping consists in a continuous gesture control
of the focus. In that case, the detection criterion relies on the distance traveled by the
finger during gesture, combined with the movement direction. This implies to define a
special transfer function (similar to a CD-gain [1]) between the motor space and the
visual space. In that case, appropriate feedbacks have to be designed in order to ensure
a smooth coupling between perception and action, as implemented in MenuDfA.

Direct access to interface elements (classical way), is still available with MenuDfA
in order to allow pointing when it is more appropriate for the user. So, the user can
choose to “Press & Hold” onto the intended item. In that case, validation consists in two
phases: firstly selection (i.e. the focus comes underneath finger on the intended item),
then validation of the selected item after a given time. It is different from classical inter-
faces where the both are merged. Note, that here, depending on the setting value of the
time duration between selection and validation, these two phases are more or less sepa-
rated. To summarize, MenuDfA provides separate selection and validation operations
both through direct access and sequential access. This feature is then combined with
appropriate feedback (e.g. vocal and tactile feedback) to ensure secure exploration of
the interface, meaning the possibility for the user to get prior information on a given
function before to trigger it. In the case of sequential access it allows furthermore to use
“relative positioning”, eliminating the need to point at a precise place, thus relaxing
constraints on absolute positioning and on visual control. Those properties are funda-
mental to address usability for all.

The third characteristic of MenuDfA is related to the flexibility of interaction, both
in terms of feedback and gestures. Regarding gestures, Table 1. gives the whole set of
gestures managed by MenuDfA. In addition, a set of parameters is provided along with
these various gestures allowing to finely customize each type of interaction according
to the user needs. The next part deals with MenuDfA’s architecture and design.
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Table 1. Gestures available in MenuDfA component

Vertical navigation (“selection” command) or Information feedback (“get info”’)

‘located Press&Hold (direct access)

underneath finger)

Gesture description Associated Command Targeted profiles
¢¢ - the focus moves up or - novice

Vertical slides, with inertia and continuous down. - elderly
mapping without colocation constraint - standard/expert
¢¢ - the focus moves up or - blind

Vertical slides (discrete mapping if fast and down. - motorl
continuous if slow), without inertia nor colocation

- Selection (the focus jump | - customized

@Tap without colocation constraint (anywhere on
the screen)

- get information (vocal,
visual tooltip) on the current
selection

- low vision, blind
- illiterate, cognitive
- motor]

@Tap without colocation constraint

- the focus moves to the next
item

- motor2
- blind

Gestures for horizontal navigation (only validation

or back command)

Gesture description

Associated command

Targeted user

@ @Double tap without colocation constraint

item
- zoom in/out

profiles
=¥ Right slide without colocation constraint - validation of the selected - standard/expert
item. - blind
€ Left slide without colocation constraint - back to the upper level - all profiles
. - validation of the selected - motorl &2
Press&Hold without colocation constraint ltem - blind
- validation of the selected - customized

Combined gestures for vertical and horizontal navigation (selection and validation)

underneath finger) then
validation

Gesture description Associated command Targeted profiles
- selection, then validation, |- standard/expert
. . . then selection, then - blind
Spatial compound gesture without colocation S
. validation
constraint
@—> jocated Press&Hold then slide Right - selection (the focus jump | - standard/expert

@ located Press with a very short delay (almost Tap)

- selection and immediate

- near-usual tactile

: Symbolic gesture without colocation constraint

command

validation interface
'locate d Press&Hold with a medium delay - selection then validation - stanfiard/expert
- novice
‘ - selection then validation - illiterate
located Press&Hold with a long delay - cognitive
- launch of a specific - expert
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3.4 Architecture

Design for all in the field of HCI results in complex software systems, primarily because
it relies on a global design approach which must cope with various human and technical
factors. Among these factors, we find: multimodal rendering (visual, audio, tactile),
navigation logic, gesture recognition, and customization capabilities. When considered
together it poses a great technical concern. For example, making a simple sequential,
circular and re-sizable item list with standard API (e.g. Android 5.0) is already a problem
in itself because such mechanisms are not originally supplied. Likewise, manipulating
a selection focus with slide gestures is not common (and thus available) and requires
implementing a dynamic transfer function along with a gesture recognition engine. And
also, designing a flexible event-driven program that allows hot-changing the interaction
mode is not so common. That’s why MenuDfA’s software architecture involves several
modules and frameworks. In particular, it consists of the following pieces: a gestural
interaction framework named DGIL as a C ++/Java library, an event-driven program-
ming framework named AEvent as a Java library, a graphical sequential list view named
DfAList as a Java Class, a graphical “pager” named DfAPager as a Java Class to handle
the lists hierarchy and a central module based on a Model-View-Controller architecture
MVCO).

In this schema, DGIL provides a syntactic description of the gesture during its artic-
ulation, in the form of a sequence of gestural primitives. They chunk the gestural dialog
into meaningful units, allowing a one-to-one correspondence between desired opera-
tions and gesture. For example, in a particular mode of DGIL, a “Press & Hold” gesture
gives rise to the following sequence:

PRESS — SHORT_PRESS — LONG_PRESS —» RELEASE — END_GESTURE

A vertical slide leads to a richer one:

PRESS —» SHORT_PRESS —» START_MOVE -EARLY_MOVE_DOWN

(1 5,2 %, 4 %, 9 %, 17 %,30 %,53 %,
90 %) -~MOVE_DOWN — EARLY_MOVE_DOWN

(0 %$,4 %,13 %,25 %,48 %,73 %)-CANCEL_EARLY_MOVE -END_GESTURE

In this example, the MOVE_DOWN primitive indicates (and causes) an effective
change of item selection. But before it occurs, a series of EARLY_MOVE_DOWN prim-
itives is emitted. This series of events is in charge of continuously moving the focus
during the transient phase. This primitive has a parameter which indicates the percentage
of distance to travel before triggering the change. In fact, this parameter is used to
implement the transfer function that drives the motion rendering of the focus. More
specifically it ensures that it works at all scales, that the CD-gain is correct (equal to 1
on average), and that the motion direction is always taken into account. Actually, within
the software architecture, DGIL’s primitives are converted into events of type AEvent.

Regarding AEvent, firstly it provides a means to implement flexible coupling
between events and commands, allowing changing the gesture mapping at run-time.
Secondly, it handles memory persistence of the parameters, facilitating customization.
With AEvent framework, one can create “Handlers” that contain each a collection of
event-command pairs, and then create a “Profile” that gathers several handlers which
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determine a particular user profile. Concerning the central module, it integrates DGIL-
AEvent with an MVC design pattern, as a key point to reduce and master complexity in
order to handle multi-profile.

4 Test of the Profile for “Novice User”

Even if the different profiles were built upon user needs analysis, a user centered design
methodology requires checking continually that needs are still met. A controlled study
was conducted to evaluate novice and expert tactile interaction modes. Those profiles
where defined from studies underlying elderly people difficulties with tactile interfaces
[7] and also the opportunity to use thumb interaction [6, 16] knowing that single-handed
device is a very current context of use.

An interaction profile for novice users (N interface) was designed. Touch-based
interaction in the N interface was designed to cater to novice constraints. As they need
time to ask for information and to feel confident, selection time was separated from
validation time. Thus, focus manipulation (selection) is followed by validation. This
means that standard tap cannot be used and must be replaced by continuous manipula-
tion: either using “Press & Hold” with a long delay of 800 ms (@) or using vertical and
horizontal slides ( AV <> )- As they need support for pointing with inaccuracy then

large items were designed and pointing with tolerance zone was added. As they need
access to any screen area through the thumb, then selection and validation were available
without colocation constraint. Thus it means that the user can manipulate the focus while
pointing at another location (see Fig. 1) as well as on the same (Fig. 2).
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Fig. 1. Colocated continuous Up-Down focus manipulation (selection) and colocated Right
gesture (validation).
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Fig.2. Uncolocated continuous Up-Down focus manipulation (selection) and uncolocated Right
gesture (validation).
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To sum up, in the N interface, selection can be performed either by a continuous
vertical slide or by a Press & Hold (under 800 ms). In the latter case, selection occurs
during the first stage of the press and gives rise to the vocalization of the current focused
item.

Validation follows as a second stage only if the user holds his press after 800 ms
(.). Otherwise, the user can validate with a slide towards right (9 )- Similarly, the back

command is a continuous gesture to the Left, also without colocation constraint (é),

which implies that no back button is displayed on the N interface. When an uncolocated
Tap @ is executed (anywhere on the screen), then it repeats vocalization of the focused

item. It enables user to ask for information as much as he wishes. In order to perform a
meaningful comparison of the two tactile interaction modes, an equivalent Classical
tactile interface was also designed (C interface). On the C interface only the standard
Tap is available to achieve selection/validation in a unique phase. Hence, it implies
colocation constraint. Back action is available on the screen with a back button on the
top left part of the screen. C and N interfaces were designed with the same functionalities
enabling making a phone call from number dialing, or from contact selection, or from
call log history. Contact list is available and contacts are editable. The only visual
differences between these two interfaces are the existence in the N interface of a focus
element (a rectangle), some visual feedbacks associated to continuous manipulation,
and the lack of any back button.

4.1 Comparative User Test

This novel interface optimized for novice user (N) was compared to its classical version
(C). Experimental plan was the following: S10 < I12*T5 >. N and C interfaces (I factor)
were both used one after the other by 10 elderly touchscreen expert users and 10 elderly
touchscreen novice users (S). Users were from 70 years old to 74 years old. Novice users
had never touched any touchscreen devices. Expert users were used to use a tactile
mobile phone. 5 tasks (T) had to be carried out on each interface. For one of them the
user was asked to operate device with only one hand. Experimentation duration was one
and half an hour. N and C interfaces order was counterbalanced. And before each of
them some explanations about the tactile interaction mode were given to user. For the
N interface the explanation was: «you have to move the focus in order to select the item
you want. Then validate it doing a right gesture». If the user had some difficulties to
execute this pre-test, then it was added: «you can also do a long press to validate». For
the C interface the explanation was: «you have to tap on the screen in order to validate
the item you want». Time, task achievement, and errors were recorded in log files, and
on videotapes. Errors were coded accordingly to the type of generated errors. In the N
condition 9 types of errors were coded. In the C condition 10 types of errors were coded.
They were gathered into 2 categories: pointing inaccuracies, focus adjustment difficul-
ties, non-actable items (common pointing errors named CP) and some specific N condi-
tion errors about laterality confusion (very few) and missed validations due to uncolo-
cation (named MVU).
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Results. A Wilcoxon signed ranks test shows that in N condition novice global errors
were as numbered as in C condition (novice N errors M = 1.75, SD = 2.37 and C errors
M =1.78, SD = 2.34) whatever was the task. This was not expected as in the N condition
uncolocation and Selection-Validation dissociation were here to solve gesture inaccur-
acies and careless mistakes. Further analysis shows that this is due to the specific errors
that appear in N condition (MVU). Indeed, novice users are constantly stuck to direct
pointing. It was awaited for expert users of standard tactile pointing interfaces as they
are used to directly point at items, but it wasn’t for novice users. Actually, uncolocated
validation makes the user to validate another item without realizing that it is not the
focused one. The Right gesture without colocation constraint (9) is a trap for novice

and expert users until they have acquired that the focus can be used in an uncolocated
manner. On the contrary the Left gesture (é) doesn’t generate error at all as it is never

dependent on location (it just goes back to the previous level).

Details results show that if one focuses on CP errors only, then the N condition
fulfills its goal. Indeed Mann-Whitney test shows, that CP errors (gesture inaccuracies
and pointing located errors) are significantly fewer in number (z = 2.42, p < .01) for
novice in N condition (CP errors M = 0.31, SD = 0.77) than for novice in C condition
(CP errors M = 1.78, SD = 2.34). To sum up, these usual errors due to short press
gestures and tight coupling between validation and selection (classical Tap) are mainly
done on C prototype but very few on N prototype, as expected (Fig. 3). Hence, N condi-
tion with its “Selection & Validation” dissociation and its numerous facilitations has
served its purpose to substantially reduce expected usual errors.

One of the tasks asked users to operate one-handed with the thumb. Similarly, if one
focuses on CP errors, results show that in N condition novice users (M = 0.5, SD =0.93)
are doing quite as much errors as expert users (0), i.e. almost zero. In thumb interaction
mode, N condition made the glass ceiling disappear between novice and expert users.
It is not the case in the C condition where novice users (M = 3.75, SD = 3.54) are doing
significantly more errors (z = 2.383, p < .02) than expert users (M = 0.625, SD = 1.06).
Usual pointing interface (C) is still a trap for novice users, and also for expert users that
make errors in such one-handed situation. On the contrary, N condition is well suited
both for novice and expert users in a one-handed situation, considering CP errors.
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Fig. 3. Mean of expected errors (without MVU errors) in N condition vs C condition
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Novice Profile Adjustment. According to this study, we have adjusted the novice
interaction profile in disabling the Right gesture validation, which was the cause of
missed validation due to uncolocation errors (MVU). This was done easily just by setting
an option, taking advantage of our flexible architecture. Other adjustments are planned
in order to improve display specifications (size, contrast, and legible “Accessible DfA”
font!), audios and tactile feedbacks synchronization.

5 Discussion and Conclusion

Through this experimental study, an innovative touchscreen interaction optimized to
novice users was defined, tested and adjusted. Right validation gesture, as source of
many uncolocation errors wasn’t kept in the final novice profile. Selection-Validation
phases dissociation was confirmed as appropriate. Left, Up and Down gestures, and
Simple Tap for getting information about the current focused item turned out to be well
suited to novice users. Improvement of the novice profile was easily made after the test
thanks to the general great flexibility offered by MenuDfA’s architecture. A multimodal
interface built upon list and focus, enabling continuous commands (gestures, vocals)
enables to plainly deal with many profiles. Blind user profile is not so far from the novice
one. The only difference is that they don’t need colocated Press & Hold but need unco-
located Right gesture that is totally suitable in their case. Some motor impaired users
using the back of their hand (fingers up) may be glad to use it in the same way. For them,
Left and Right gestures may be an easy way to navigate inside the list hierarchy. Novice
profile is also interesting in case of illiterate users because these latter are often novice
in technology. The main difference is that they are not able to read the nature of the item,
thus they need to ask for information more frequently. For them located Press & Hold
with along delay will certainly be useful. Other cognitive, expert, and low vision profiles
are under study.
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Abstract. This paper aims to highlight the need for access to assistive tech-
nologies focused on augmentative and alternative communication (AAC),
especially those available for the Brazilian Portuguese language, and the
problems involved, as well as provide answers to these difficulties through the
VoxLaps software, a free graphical symbol-based AAC application for the
Android platform, developed under the supervision and support from a multi-
disciplinary rehabilitation team. This group of students and professionals eval-
uated the software functionality and usability, as well as other ACC tools, in
order to compare their performances through the observation-based method and
usability tests.

Keywords: Assistive technology - Augmentative and alternative
Communication - Voice synthesizer and Human-Computer interaction

1 Introduction

Assistive technology (AT) is an interdisciplinary area of knowledge, encompassing
products, resources, methodologies, strategies, practices and services aimed at pro-
moting quality of life and social inclusion for people with special needs (PSNs) [1]. In
recent years, the branch of AT has made substantial progress consolidating theoretical
approaches, scientific methods and technologies, as well as exploring new fields of
application. Recent developments in mobile technology field, especially the introduc-
tion of tablets, smartphones and mobile applications, created new opportunities in the
field of AT. These advances have influenced the behavior of consumers of this tech-
nology, impacting on their participation and everyday life [2]. However, despite this
development, the AT access is still restricted.

Indeed, current statistics [3] reveal that although Android and iOS stores have
3 million mobile applications, the research process of these applications to AT is still a
difficult task, considering that the app stores do not use appropriate IDs, such as
categories and classification of AT by disability. Furthermore, the descriptions of these
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applications do not always include appropriate keywords and in many cases, users do
not know the right keywords to use for searches in the app stores. Allied to these
questions there are other factors that restrict this access, such as the language, relia-
bility, stability, functionality and usability of applications, issues which according to
[4] can only be properly addressed by a team of AT experts through appropriate
evaluation methodologies. In addition to these factors, in developing countries like
Brazil, the cost is also relevant because, according to the 2010 Census, about 60 % of
the population lives with an monthly income of less than one minimum wage per capita
and 23.9 % of total Brazilian population has at least one of the investigated disabilities:
visual, hearing, motor, mental or intellectual.

Considering the market and current researches [5], a noticeable trend is the growing
supply of AT products for communication, especially given the proliferation of mobile
devices. As a result, individuals with disabilities, including those with complex com-
munication needs, are also rapidly adopting augmentative and alternative communi-
cation (AAC) applications [6]. An inventory of several AAC applications is presented
in [7]. In order to develop their own AAC tool, the authors analyzed approximately 40
applications available in the market, and among them only eight were chosen, using as
criteria the number of resources, best practices and level of innovation. Among the
selected set, only two provided support for the Portuguese language, which is an
important aspect in the context of this work, since the effectiveness of visual com-
munication using AAC symbols is also influenced by cultural differences, although to a
lesser extent than language [8].

In response to these needs, we developed a free symbol-based AAC application for
mobile devices using the Android platform, with support for the Brazilian Portuguese
language, called VoxLaps, presented in this work through the following sections:
Sect. 2 Augmentative and Alternative Communication: deals with the definition of
AAC and presents well-know AAC tools and their main characteristics; Sect. 3
VoxLaps: details the development process, design and features of the proposed soft-
ware; Sect. 4 Usability Tests: describes the applied usability testing procedure and
participants; Sect. 5 Obtained Results: discusses the results obtained from the usability
experiments; Sect. 6 Conclusion and Future Works.

2 Augmentative and Alternative Communication

According to [9], alternative communication is any form of communication other than
speech and used by a person in face-to-face communication contexts. Gestural and
graphic signs, Morse code, among others, are alternative forms of communication for
individuals who lack the ability to speak.

According to American Speech-Language-Hearing Association, AAC includes all
forms of communication that are used to express thoughts, needs, wants, and ideas.
Then, AAC provides to individuals with several speech or language problems special
augmentative aids, in order to replace or supplement insufficient communication skills
or abilities. It helps these people to communicate interactively, to gain better education,
and to increase self-worth and self-esteem. In [10], the authors suggested the following
terminology for AAC systems: no tech — rely on the user’s body to convey messages;
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low tech — these systems do not use electronics, but involve objects outside the indi-
vidual’s body; and high tech — based on electronic devices that allow the use of picture
symbols and words to create messages. The message is activated by touch or any
accessible external switch to produce a printout and synthesized (or digitized) speech.

Most AAC systems are based on the principle of communication boards with
symbols associated to words (or buttons), as shown in Fig. 1. These boards are
organized into categories, such as actions, feelings, people, places and other subjects,
extracted from pictographic collections (or libraries) allowing people with difficulties in
communicating to create their message by tapping the buttons and then transforming it
to voice and text message. There are many pictographic libraries, among these we
quote: Picture Communication Symbols (PCS) [11], Pictogram Ideogram Communi-
cation Symbols (PIC) [12], Blissymbols [13] and the ARASAAC project [14], which is
free distributed under the Creative Commons license. Figure 1 shows examples of
words represented by such collections.

Vocabulary PCS Blissymbols ARASAAC

Mother i @ %
Home Q

Fig. 1. Representing a vocabulary through different pictographic libraries

Some of the main AAC tools for Portuguese are described below:

1. Livox - Liberdade em Voz Alta (Loud Voice Freedom) — is a successful AAC
product for tablets. It has communication boards organized by categories, allows the
scanning of symbols to be enabled or disabled, and supports multiple users [15].
The acquisition of this product is subject to purchase of a tablet with the software
pre-installed or the acquisition of the license agreement.

2. Que-Fala is a Web solution available for tablets, smartphones and desktops, to
replace the former paperboards [16]. After purchasing one of the single use pack-
ages, the user must enter the boards to be used, considering that the application
comes empty. In addition, for enabling speech synthesis, the user must click exactly
on the sound icon over the figure, which may be a stress point, considering some
groups of PSNs.

3. Vox4All is available for tablets and smartphones using Android and iOS operating
systems. It is a commercial application, but its developers have provided one trial
version for very limited use. The commercial version includes several features:
create, edit and delete boards; and enabling or disabling the figure scanning system.
Based on communication networks that enable the interconnection between boards,
the application allows the use of the device’s camera, image gallery and voice
recorder, aiming to extend the graphic symbols database [7]. Despite offering many
features and support for three languages, including Portuguese, the tool was
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3

considered little intuitive by rehabilitation professionals who participated in the tests
carried out through this work, according to Sect. 4. Cost is also important, con-
sidering that rehabilitation institutions need to acquire a sizeable number of licenses.
Adapt is a free tool available on the Google Play Store [17]. It has limited features,
for example, the creation of new users and automatic scan of boards and buttons are
not supported. However, it allows creating and editing communication boards. It
uses only the images that are pre-defined in the application, i.e. not allow the use of
the device’s camera or gallery to acquire new symbols.

Araboard is divided into two distinct parts, called Constructor and Player.
According to the authors [18] the part identified as Constructor allows tutors to
create, edit and delete communication boards, enter pictographic from the system
libraries or through the use of the device camera. The user accesses the boards
through the Player module. The solution is free and available in the Google Play
Store, but the Constructor module was experiencing failure during the process of
creating boards, preventing its use because the application comes with no board
option previously set, hence it was not used in our tests.

VoxLaps

VoxLaps is an application that has been developed for tablets and smartphones using
the Android platform. It will be published under the Creative Commons license.
This AAC software focuses on the Brazilian Portuguese language and its development
process was divided into three phases. The goal was to start with an application that
turns symbolic message into synthesized speech. Next, we extended the tool with the
features present in different AAC software. The last step was the tool validation by
rehabilitation professionals and students. The methodology consisted of:

Learning about the user: Comprises of meeting relevant aspects of the individual
with special needs, their environment and the AT used for supporting the activities
of his daily routine. The implementation of this phase took place through the
participation of professionals in the field of rehabilitation of the Development
Center for Assistive Technologies and Accessibility (NEDETA), Brazil, who acted
as the requirement providers.

Project execution: Based on user needs, a survey was conducted for AAC appli-
cations in mobile app stores, databases, websites and blogs related to AT. From this
research free and commercially tools were selected, which had relevant character-
istics for the project.

Testing selected tools: The selected tools were tested in order to identify strengths,
weaknesses and opportunities for improvement. This analysis generated a list of
initial requirements, which was evaluated and modified as requested by the
requirements suppliers until its final approval.

Initial prototype: System prototypes were developed based on the set of the col-
lected requirements. The initial prototype consisted in boards arranged into cate-
gories called person, question, expression, verb, adjective, action, feeling, food,
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letters and numbers. These categories were composed of images with texts, which
when activated, transformed the text into synthesized speech.

— User rating: The developed prototypes were presented and evaluated by the
requirements supplier, i.e. rehabilitation professionals. The problems identified were
corrected, noting the user-identified considerations. Through this iterative process,
all the highlighted requirements have been implemented.

— Current prototype: The involvement of users throughout the development process
enabled a better understanding of the needs and goals of the target audience,
favoring the use of strategies such as, for example, the Fitzgerald Key. Based on
colors code, the Fitzgerald Key aims to understand the importance of ordering the
words in the sentence and the implications of any change into the meaning. Thus,
we have: Person - yellow, Verbs - green, Adjectives and Adverbs - blue, Nouns -
orange, Miscellaneous - white and Social (signs that feature words facilitating social
interaction) - pink [19]. Figure 2 illustrates the application of this concept.

55 VorLaPS> Comesara fala> SENTIMENTO.

aQ=e P Euestou preparado
colll & M &k (1)

Varredura
)
roruads
Anterior v

S o

Fig. 2. (a) Initial screen of VoxLaPS with 10 categories, identified by text and color, as well
as “yes” and “no” buttons. (b) Communication board to express emotions. (Color figure online)

The current version of VoxLaps consists of 10 boards, distributed in the following
categories: Individual, Questions, Expression, Verb, Adjective, Action, Feeling, Food,
Letter, Number and the Yes/No buttons. The used symbols are works of Sergio Palao to
CATEDU and published under the Creative Commons license [14]. The key features of
VoxLaps are presented below:

— Manage users: This feature allows creating, editing and deleting user profiles to
which can be created multiple and different patterns of communication boards,
being this one of the innovative features of the tool, since it helps adapt the tool to
the needs of different users on the same device.

— Manage boards: This feature allows creating, editing and deleting communication
boards for different user profiles. Through it, the tutor can set the number of rows
and columns that will compose each board and the system will adapt the buttons to
screen size, noting the amount reported.

— Manage buttons: This feature allows creating, editing and deleting buttons that will
compose a communication board. To create and edit buttons, the user can use the
device’s sensors (camera and voice recorder) and gallery.
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— Automatic scan of boards and buttons: This feature allows the user to dispense
with the mouse and use the application as a trigger. When the user activates this
function, the buttons present on the graphical interface are visited sequentially, and
the system will synthesize the message corresponding to the visited item by touch
any part of the screen. The user can adjust the scan speed.

— Message transcription: This feature keeps the selected words in a text box located
at the top of the tool’s interface. So, the user can repeat (i.e. synthesize) the formed
phrase through activation of the Play button, reuse the content, in whole or in part,
and navigate between the boards during the message composition.

— System settings: This feature allows setting the border color of the visited item and
the scan speed.

4 Usability Tests

The evaluation experiments have compared the current version of VoxLaps with the free
software Adapt and two commercial applications: Vox4all and Que-Fala. Brazilian
rehabilitation students and professionals, unrelated to the development process, were
invited to perform seven tasks using one of the chosen AAC tools. The selected appli-
cations were evaluated through observation-based method and usability tests. Table 1
presents the activities associated with the preparation and execution of these tests.

Table 1. Activities for the usability tests [20]

Activity Task

Preparation v Set tasks for participants to perform.

v Define the participants’ profile and recruit them.

v Prepare material for observing and recording.

v Run a pilot test.

Data collection | v Observe and record the performance and opinion of the participants
during controlled use sessions.

Interpretation and | v' Collect, account for and summarize the data collected from participants.
consolidation of
results

Reporting results | v Report performance and opinion of the participants.

The testing team was composed by 12 Brazilian evaluators recruited as follows:
(a) two speech therapists; (b) three occupational therapists; (c) one psychologist;
(d) one educational psychologist; (e) one neuropsychologist; (f) three undergraduate
students in occupational therapy; (g) one master student of postgraduate studies in
linguistics.

Each task describes a situation that allows the user to explore the tools’ features.
The tests were recorded and observed on-site. At the end, the volunteers answered a
questionnaire that evaluates user satisfaction, user profile and user perception related to
the employed tools. Table 2 presents the tasks used with a simple description and
related goals.
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Table 2. Description and goals of the tasks

Task

Description

Goal

1. Pre-recorded
phrase reading

2. Enabling
automatic scan
of buttons

3. Creating new
user for a new
patient

4. Creating new
communication
boards

The professional wants to use the
speech synthesizer to
demonstrate to the patient, how
he must proceed to transmit a
pre-recorded message from the
device. To accomplish this task,
the professional accesses the
desired category and clicks on
the corresponding image to
select the message to be
transmitted, which is expected
to be emitted by speech
synthesizer.

You want to make available to a
patient with multiple
disabilities, the automatic scan
of buttons feature. In this
feature, the system visits each
button on a board, in constant
speed, highlighting it in order
to allow the impaired user to
select a button at the time of its
scan by tough or click on
suitable trigger. Based on this
information, activate the system
scan.

The institution receives
constantly new patients, so it is
necessary to provide the
appropriate boards as treatment
support. These boards are
individual and personalized.
Currently, these boards are
made manually, grouped by
categories and identified with
the name of the patient. In this
way, using the tools listed,
create a new user (patient)
called “Johnny”.

During the treatment, you realize
the need to create new
communication boards
appropriated to the patient’s
stage of evolution. This board
must contain a name that

It evaluates the performance of a
basic functionality of
vocalizers, comprising the
voice synthesizing of messages
formed by selection of images
or symbols.

It comprises enabling/disabling
the automatic scanning feature,
functionality that allows
buttons in a particular category
to be automatically visited,
simplifying the user selection.

It includes the insertion of new
users (PSNs) into the system.

It comprises the insertion of new
categories of communication
boards for patients registered in
the system.

(Continued)



136 K. de Oliveira et al.

Table 2. (Continued)

Task

Description

Goal

5. Inclusion of
buttons in
communication
boards

6. Recording new
messages on
buttons

7. Editing buttons
and boards

identifies its category, as well
as a related image. Several
buttons may be included on it,
which will facilitate the
communication process. So,
using the indicated tool, create
a new custom board for your
new patient, named “Family”.

The boards are composed of
buttons, which have an image
and a text. When a button is
selected, the associated text is
synthesized. After you create a
new board, you must insert the
buttons relating to the created
category. Now that you have
created a new user and a new
board named “Family”, insert a
new button with the text “I'm
Johnny” and use the mobile
device’s camera to take a
picture of the patient to be used
as identification of the new
button.

The speech synthesizers use TTS,
i.e. a text-to-speech system that
converts natural language text
to voice. However, that voice is
not familiar to the patient. In
order to let the patient better
suited to the use of the tool, you
want to insert, in the “Family”
board, new buttons that
perform the voice of the
patient’s mother as well. To
create these new buttons, you
should use the device’s voice
recorder. In this way, you
should record a new message in
a button.

You have already created a new
button on the “Family” board,
named “godmother”, and after
performing the whole process,
you realize the word was

It includes the insertion of buttons
(images) into categories of
existing boards.

It comprises recording the
message (voice) for the
message to be transmitted.

It comprises performing changes
of boards and buttons present in
the tool.

(Continued)
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Table 2. (Continued)

Task Description Goal

misspelled and you want to fix
it. Using the Edit feature,
change the message of an
existing button and then change
the name of the board, which
contains the button that was
changed.

5

Obtained Results

For carrying out the tests, each of the 12 participants used only one tool and they were
distributed as follows: Adapt (2); Que-Fala (2); Vox4All (4); and VoxLaps (4). Due to
restrictions in the number of volunteers, the tools with more features were privileged.
Table 3 shows the tasks performed and the hit percentage for each tool. The features

not

covered are identified by DNE (i.e. does not exist).

Table 3. Comparing the selected tools through seven tasks

Tasks Tools
Adapt | Que-Fala | Vox4All | VoxLaps
%0 %0 % %

1. Pre-recorded phrase reading 100 | 100 100 100

2. Enabling auto scan of buttons DNE |DNE 25 75

3. Creating new user DNE |DNE DNE 75

4. Creating new communication boards 0 50 0 50

5. Inclusion of buttons in communication boards | 50 50 25 50

6. Recording new messages on buttons DNE | DNE 25 75

7. Editing boards and button 50 50 25 75

Task 1: all the selected tools come with this functionality and all participants were
able to satisfactorily perform the task.

Task 2: Vox4All offers this functionality, but the users felt difficulties to locate it
and considered the screen polluted, making it hard the perception of the desired
information. Considering VoxLaps, the users’ justification was the ease to locate the
functionality at the interface.

Task 3: among the selected applications, only VoxLaps introduces support for this
functionality.

Task 4: all the selected tools support this functionality, however, the results were
almost non-satisfactory, considering that: participants who tested Adapt managed to
locate this feature within the application, but could not complete the task, giving up
from it after a few tries. The justification presented was the low intuitiveness of the
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interface and the lack of labels indicating the function of important icons on the
screen, such as “insert image”. In Que-Fala, the user who did not complete this task
reported that the application was uninviting, as it started blank, leaving to the user
the responsibility of populating the tool with images for communication, i.e. the
user spends much time trying to figure out and configure the tool. Vox4All presents
a rich configuration area, which allows the creation of boards, linking them with
other existing boards, and the use of available resources on the device, such as
camera and voice recorder, among others. Nevertheless, none of the four partici-
pants who tested Vox4All managed to complete the task, because of the following
reasons: difficulties to understand the icon represented by a pencil, on the top of the
screen, indicated the “setup area”; those who understood it and were able to access
this area, passed through the option of creating a new board without noticing it, or
performed the task inserting images into existing boards, believing to be performing
the task correctly. In the end, all participants evaluated the tool as little intuitive.
Among the 4 participants who used VoxLaps, only two were able to complete the
task. The justification presented was the tool needed labels to identify the icons on
screen, as they were not intuitive. Moreover, the closeness of the create button and
board icons, caused confusion to the user, that executed the action of create button
instead of create board. Another problem pointed was the lack of identification of
the user location during navigation in the tool.

— Task 5: this task reflects the results of the previous activity, because to create
buttons it is required a board inserted on the tool, thus, the failures that occurred in
the previous step are reflected in this task. In Adapt, the participants were unable to
insert new boards, however, as the tool came with some native boards, they allowed
the execution of this task. In Que-Fala, only the user who has succeeded in task 4
performed this activity, as there is a dependency between boards and existing
buttons in this application. In Vox4All, the justification for the results is similar to
that of Adapt, considering that despite task 4 not been carried out, the fact that this
application has native boards allowed the completion of the task. In VoxLaps, the
results obtained in previous step reflected in the current task.

— Task 6: Considering Vox4All, the users felt it difficult to find this functionality, and
only one participant completed this task. In VoxLaps, one of the participants was
unable to perform the task, for the same reason pointed by the Vox4All users.

— Task 7: This task is similar to task 5 and was inserted in order to validate the results
obtained there. Note that the results were similar.

6 Conclusion and Future Works

Based on the tests with students and rehabilitation professionals, there are relevant
factors that restrict or even inhibit the use of AAC tools for some of the users, who
often end up opting for manual boards. Although these boards are useful during the
treatment sessions, they are restricted to the training environment, because patients do
not feel the urge to use such boards in other social environments, like school, cinema,
parks and others.
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Therefore, the development of robust and intuitive tools is essential in this context,
because the tutors (rehabilitation professionals, parents, teachers, etc.) need to expand
communication boards according to the patient evolution, and this activity should be
carried out in a simple and objective way, so there is no waste of time or too much
effort from tutors, and consequently from the PSNs. Through the usability tests, it was
possible to demonstrate that the user-centered development favored the increase of user
satisfaction levels compared with other tools used in our tests, with a decrease in errors
occurrence being observed during the execution of the proposed scenarios.

Furthermore, our tests also identified new features, and items to be improved for a
next version of the VoxLaps software. Tests with patients are being conducted and for
future works, we propose the presentation of these evaluation results, together with
comparisons with other tools, in order to identify negative and positive points and
opportunities for improvement. Another work intends to adapt VoxLaps to recognize
Bluetooth devices in order to expand the target audience that can be benefited.
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Abstract. Tilt can be used as an input modality for mobile devices, providing
possibility for touch-free text entry implementations. This paper builds on
previous research on modeling three text entry methods that utilize discrete tilt
concept and rely on tilt-only interaction. These methods are analyzed a priori in
theory, however, they have not yet been comparatively assessed by empirical
approach. The work presented herein offers a contribution in that respect, as
methods are evaluated against efficiency, learnability, and users’ satisfaction in a
study involving 20 participants. The efficiency of tilt-based text entry is
inspected by observing performance metrics through repetition and practice
time. Required physical and mental demands are also investigated, as well as are
perceived frustration and overall effort. The results obtained from controlled
text-entry experiment supported a detailed comparative analysis of methods’
characteristics, and revealed a relation between theoretical predictions of
upper-bound text entry speeds and real efficiency of the presented methods.

Keywords: Text entry - Tilt-based interaction + Mobile devices - Empirical
evaluation

1 Background

Dominant interaction techniques used for text entry across the most of the contem-
porary on-screen soft keyboards utilize direct touch (tap), sliding gestures (swipe), or a
combination of both (fap-and-swipe). Apart from the touchscreen, motion sensors
integrated into modern mobile devices can also be used for input control, providing a
possibility to augment mobile text entry with new tilt-based methods.

Tilting has been initially analyzed as an input support for special hardware pro-
totypes (Unigesture [1]), small watch-like devices (TiltType [2]), and feature phones
with 12-button multitap-based keyboards (TiltText [3], Vision TiltText [4]). Unigesture
approach prevents inputting individual letters, relying on an inference engine able to
predict complete words based on the device tilting sequence. TiltType does not support
single-handed text entry, and requires a combination of both button pressing and device
tilting for character selection. TiltText technique allows for one-hand texting wherein
tilt gestures are used to resolve character disambiguation after initial key press. Vision
TiltText is functionally equivalent to the original TiltText method, but uses the built-in
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camera for detecting both movement and tilt of the phone. None of the aforementioned
methods operates using standard QWERTY, as zone-based character layouts are
favored in those designs instead.

More recent motion-based solutions support text entry on present day mobile
devices, namely touchscreen smartphones and tablets. WalkType [5] is an adaptive text
entry system which uses accelerometer data to improve touch typing on a soft
QWERTY keyboard, by compensating imprecise input while walking. The Dasher [6]
is a text entry system in which a probabilistic predictive model and zoom-and-point
interaction are simultaneously used for character selection. It supports multiple plat-
forms and input modalities, here including continuous tilt as a way of pointing on a
mobile device. Tilt-based target selection, enabled by continuous tilting of a tablet
device, has been empirically investigated by Fitton et al. [7]. The proposed input
technique was intended for text entry, however, experimental interface did not
implement full-layout keyboard and procedure did not involve real text entry tasks.

Continuous tilting of a mobile device generally demands a high level of visual
attention to select targets, i.e. characters accurately. The main emphasis of the author’s
previous research is put on a discrete tilt concept which, on the contrary, supports
interaction less relying on visual feedback. Discrete tilt is an input primitive which is
actually comprised of two movements: (i) device leaves the neutral position zone,
rotating along the longitudinal or the lateral axis; (ii) after reaching a predefined
threshold angle, device returns to the neutral position zone by an immediate backward
movement. Altogether four basic input commands can be defined using discrete tilt:
Roll Left, Roll Right, Pitch Down, and Pitch Up (depicted in Fig. 1).

Fig. 1. Pitch Up input command invoked by discrete tilt. The device needs to be twisted
up-then-down against its lateral axis. Pitch Down is invoked in the same way, only down-then-up
tilting sequence is used instead. A neutral position is assumed when the device is parallel to the
horizontal plane.

Discrete tilt concept is initially introduced in [8], along with the respective text
entry method called Keyboard Bisection which uses an extended QWERTY-based
layout and specially designed input scheme for character selection. This method sub-
sequently motivated the implementation of two additional text entry solutions also
relying on discrete tilt: Single Cursor, and Quad Cursor [9]. Basic concepts of the
proposed methods are briefly described in the following.
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Keyboard Bisection (KB). The tilt-based method in question uses discrete tilts for
visual enlargement of a particular part of the keyboard. For example, Roll Left com-
mand will cause keyboard bisection resulting in the display of the left half of the
current character layout. This way text entry is enabled with tilt movements exclu-
sively, as particular character can be entered using step-by-step layout reduction (see
example in Fig. 2). The KB method facilitates touch typing as well, since keyboard
buttons are touch-enabled and their ever-increasing size allows for more precise
selection. Nevertheless, in this paper the tilt-only interaction is of particular concern.

Buttons with different background color represent placeholders for frequently used
characters/actions. These four common options can be alternatively selected using
tilt-and-hold (or long tilt), a special interaction case when discrete tilt is extended by
retaining the device position for 2 s before returning to the neutral position zone.
Within the KB method, character selection involves exactly five discrete tilts, with the
exception of shortcuts that can be selected either with one long tilt or four regular tilts.

Single Cursor (SC). This method abandons changeable layout concept and provides a
consistent design with QWERTY alignment in three rows. It uses a specially visualized
character (cursor) for marking the current position within the keyboard layout. Char-
acter selection is thus performed by tilting, i.e. moving the cursor in the appropriate
direction. Input confirmation is achieved by dwelling in the neutral position zone (for a
predefined amount of time) after successful discrete tilt execution. An example of
character entry procedure using the SC method is shown in Fig. 3.

The efficiency of SC text entry method heavily depends on the cursor’s path
between the initial position and the location of the following character/symbol. In that
respect, the method supports circular navigation: a single discrete tilt can switch the
cursor between the first and the twelfth column, as well as between the first and the
third row. Additionally, long tilts can be used for shortcut activations, thus bypassing
the need for constant cursor switching.

qwer tyui opi2 3456 gflwlel eyl q w e r

Roll
Left

asdf ghik 1789

zxev bm' #@%&

. Pitch Up

Pitch Down -
foooe
L

Fig. 2. Inputting character f by making use of tilt-only interaction within the Keyboard
Bisection method. Different bisection strategies can be used for character selection.
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Fig. 3. Inputting character f using Single Cursor method, assuming that cursor initially marks
letter e.

Quad Cursor (QC). Finally, the QC method uses the same character layout as the SC
method, but in addition virtually divided into quad-based zones. These zones are
accessible via quad cursor, a group of four adjoining characters from the same row.
Both tilting and dwelling are used for text entry, as shown in example in Fig. 4.
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Fig. 4. Inputting character f using Quad Cursor method, assuming that cursor initially marks the
letter group, i.e. the quad g-w-e-r.

The QC method requires three actions for character input: (i) navigating the cursor to
the target quadruple, (ii) selecting the respective quadruple by dwelling, and (iii) making
a final discrete tilt in order to choose among four presented characters. The third step is
equal to the final letter resolving within the KB method. Circular navigation of quad
cursor is allowed, as well as is shortcut activation using long tilts. While the QC method
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supports faster positioning than the SC, it additionally requires one extra tilt for the final
4-letter disambiguation.

The three presented tilt-based methods are already analyzed using predictive
modeling of upper-bound text entry speed [9]. Predictions are derived from a combi-
nation of a tilt-based movement model, and a linguistic model (digraph frequencies in
English). Obtained results, presented in Table 1, refer to theoretical expert-level text
entry performance. More details on the respective modeling procedure, results, and
discussion can be found in author’s previous work [9].

Table 1. Upper-bound text entry speed predictions for presented tilt-based methods (cf. [9]).
Predicted values hold for the maximum text entry expertise, as error-free input is assumed and all
cognitive activities are ignored.

Text entry method | Text entry speed predictions (WPM,,,.x)

Long tilts not enabled | Using long tilts
Keyboard bisection | 5.79 5.46
Single cursor 4.21 4.42
Quad cursor 5.16 5.15

Low text entry rates are predicted for discrete-tilt-based input methods. This is
reasonable to expect, as the related input procedures assume several discrete tilts (and
some dwell time) for a single character entry. Nevertheless, tilt-based input could
provide support when typing on small screens becomes problematic, and/or in situations
when visual contact with the smartphone display is obstructed. The presented methods
can be furthermore enhanced using word prediction algorithms, but this research focuses
solely on interaction aspects of tilt-based text entry. Real efficiency and workload
demands of the presented methods were inspected by conducting a user study.

2 Empirical Evaluation: Participants, Apparatus,
and Procedure

Twenty users were involved in text entry experiment (18 males, 2 females), their age
ranging from 21 to 37 with an average of 25.25 years (SD = 5.17). While all partic-
ipants were regular users of a touchscreen smartphone (85 % were owners of an
Android device), 18 of them had already been interacting with tilt-based mobile
applications (mainly games). Users reported their preferred hands posture while
holding smartphone as follows: 40 % for two-thumbs typing, another 40 % for
single-handed usage, i.e. one-thumb typing in portrait orientation, and 20 % for
cradling — a case where one hand is holding the device, while the other (usually the
dominant one) performs the text entry. Only one participant was left-handed.

All three tilt-based text entry methods were tested on a Samsung Galaxy S5 smart-
phone (SM-G900F) running Android Lollipop OS. This device is 142 X 72.5 X 8.1 mm
large and weighs 145 g. A simple Android application was developed, able to support
tilt-based input methods, as well as to gather tilt actions, text entry events and the
corresponding timing data. The application implements transcription-based text entry
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tasks, meaning that each trial requires rewriting a displayed text phrase randomly selected
from a 500 instances set developed by MacKenzie and Soukoreff [10]. All phrases in
question consist exclusively of lowercase letters and space character, without any
punctuation symbols. A single task was considered completed when a particular phrase
was fully and correctly transcribed, so a distinct cognitive load for error checking was
inherently involved. Datalogging for a task instance began with the first discrete-tilt event
and ended after entering the last correct character in a given phrase. All network-based
services on the smartphone were turned off during the experiment. Regarding input
methods’ basic settings, threshold angles for pitch and roll movements were set to 30° and
45° respectively, while 1.2 s was assigned for dwell timeout. These values correspond to
those used in modeling of upper-bound text entry speeds.

Before the testing, participants were informed about the main research goals.
Participants’ basic information about age, mobile device usage, and previous experi-
ence with tilt-based interaction was collected afterwards. This initial survey was fol-
lowed by a detailed demonstration of text entry methods, in order to familiarize users
with supported tilt-based character input schemes. Participants had no training sessions
whatsoever. In the actual experiment, participants were instructed to enter three dif-
ferent text phrases, each one five times in a row, using available tilt-based methods
(KB, SC, QC). The repetition part was applied in order to enhance users’ skill
acquisition, as well as to boost up the level of text entry performance. Single-handed
interaction with the smartphone was obligatory, hence users had to hold the device in
their dominant hand Fig. 5. Text entry tasks could have been accomplished while
sitting or standing, so each user had to make a choice of respective position in regard to
her/his own preference. Participants were furthermore instructed to input text “as
quickly as possible, while trying to avoid errors”, and to use long tilts for both space
and backspace activations. Breaks were allowed between text entry tasks, as well as
before shifting to another text entry method. A repeated measures (i.e. within-subjects)
design was utilized, and the order of text entry methods was properly counterbalanced.

After the testing of each tilt-based text entry method, users were asked to estimate
perceived workload by completing a questionnaire based on the rating part of the
NASA-TLX (NASA Task Load Index). Namely, subjective opinions had to be reported
on a 20-point Likert scales for five factors: mental demand, physical demand, frus-
tration, performance, and effort.

Finally, at the end of the experiment, participants completed a short post-study
survey, providing their concluding remarks on ease of use, perceived learnability, and
overall satisfaction.

Fig. 5. A participant doing the text entry task using Keyboard Bisection method
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3 Results and Discussion

Given that task iteration (of the same phrase) was not considered an independent
variable in the experiment, the effect of repetitive entry was observed from the
descriptive statistics standpoint only. Figure 6 presents achieved input performances
averaged across five trials related to text entry iterations of a particular phrase. It can be
seen that text entry performance generally improves with repetition, irrespective of the
used tilt-based method. It is expected and understandable as task replication allowed for
learning by means of inherently involved practice. Text entry speeds and total error
rates are highly negatively correlated, which is a direct consequence of implemented
tasks that required fully correct transcription.

Participants entered 900 phrases in total. After averaging data across unique
phrases, altogether 180 text entry performance records were obtained: 20 partici-
pants X 3 methods X 3 unique phrases. Figure 7 shows levels of text entry perfor-
mance, achieved using three tilt-based methods, for three different phrases.
Unsurprisingly, performance enhancement through time can be observed once again.

To analyze the obtained data, a 3 X 3 repeated measures ANOVA was used, with
Method (KB, SC, QC) and Phrase (1st, 2nd, 3rd) being the within-subjects factors. The
Greenhouse—Geisser ¢ correction for the violation of sphericity was applied when
appropriate. In cases where significant effect was found, post-hoc pairwise comparisons
with Bonferroni adjustment were utilized. As text entry speed (i.e. WPM metric) is of
particular concern in this paper, error rates are reported in graphs only.

The analysis revealed a significant effect of tilt-based entry Method on text entry
speed (Fy20822.956 = 87.647, € = 0.604, p < .001). The effect of Phrase (i.e. practice
through time) was also statistically significant (Fj 390126437 = 51.833, & = 0.696,
p < .001). Finally, the effect of Method*Phrase interaction was found statistically
significant as well (F4 76 = 3.787, p = .007).

As for the pairwise comparisons, the differences between text entry methods, as
well as between phrases, are reported in the following.

2,9 - 0,16
2,7 4 0,14 -
E 2,5 4 0,12 -
2 o
=1 e
T 23 1 - 01
Q S
2 =
> 2,1 4 % 0,08 -
5 5
% 19 A 0,06 -
2
1,7 4 0,04
1,5 T T ] 0,02
1 2 3 4 5 1 2 3 4 5
Consecutive trial Consecutive trial

Fig. 6. Input performance averaged across five repetitive trials. The graphs show mean text
entry rates and mean error rates, along with error bars with & 1 standard error of the mean.
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Fig. 7. Text entry performance averaged across three different phrases. The graphs show mean
text entry rates and mean error rates, along with error bars with £ 1 standard error of the mean.

e SC vs. KB: (2.670 & 0.073 WPM) vs. (1.884 4+ 0.078 WPM), p < .001
QC vs. KB: (2.592 £ 0.071 WPM) vs. (1.884 £ 0.078 WPM), p < .001
SC vs. QC: (2.670 £ 0.073 WPM) vs. (2.592 + 0.071 WPM), p = .886, ns

e Phrase 3 vs. Phrase 1: (2.585 £ 0.075 WPM) vs. (2.187 + 0.064 WPM), p < .001
e Phrase 3 vs. Phrase 2: (2.585 £ 0.075 WPM) vs. (2.373 £+ 0.063 WPM), p = .001
e Phrase 2 vs. Phrase 1: (2.373 £ 0.063 WPM) vs. (2.187 + 0.064 WPM), p < .001

The KB was the slowest of the three tilt-based text entry methods. The SC appeared to
be the fastest one, with a less prominent difference when compared with the QC.
Concerning text entry performance through time, participants achieved the best results
when entering the third, i.e. the last phrase. In that respect, it was decided to use that
level of text entry performance in the further investigation. Namely, the participants’
third-phrase performance was compared with theoretical predictions of upper-bound
text entry speeds. The respective relations are shown in Fig. 8.
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Fig. 8. The comparison of text entry speeds between empirical evaluation results and theoretical
predictions. The graph shows mean text entry speeds and standard deviations, as well as
upper-bound values (long tilts usage is assumed).
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Interestingly, text entry speeds obtained from user testing are ordered just the
opposite from what theoretical predictions suggest. While predictive models assume
that bisection principle maintains the highest entry rate potential, in conducted
experiment both the SC and the QC showed to be significantly faster than the KB
method. In addition, real text entry speeds of the presented methods seem to be rather
low when compared to their upper-bound limits. This discrepancy between theoretical
predictions and empirical outcomes may raise the questions about validity of the
modeling procedure. However, more detailed inspection of the obtained results can put
a new light on the respective relation.

Upper-bound text entry speed predictions hold for total-expert behavior, which
assumes all mental activities ignored and error making completely avoided. Experi-
mental results revealed the largest error rate for the KB method (8.59 %), what makes
accuracy improvement more promising for the KB than for the other two methods
(5.64 % error rate with QC, 4.40 % for SC). It must be noted here that KB method
implementation has one severe limitation in handling wrong bisections. Namely,
bisection command has no undo option, thus causing errors to be even more time
consuming. According to the aforementioned, error-free text entry would further
benefit KB-method’s performance the most.

Regarding mental activities involved when using tilt-based methods, the KB seems to
be more demanding because of its ever-changing appearance. This especially applies to
novice users usually accustomed to positional consistency of keyboard characters.
Reaching the text entry expert level with QC or SC requires “shortest path” continuous
utilization when navigating cursor within an otherwise well-known character layout. On the
other hand, expert usage of the KB method assumes mastering the bisection principle, i.e.
learning and remembering character layouts invoked by particular bisection commands.

Given that the KB method offers more room for improvement, text entry speed can
be expected to further increase at the greater pace for KB than for the other two
methods. To corroborate this argument, efficiency improvement was analyzed basing
on the difference between input speeds achieved while entering the first phrase (at the
beginning of the experiment) and the third phrase (at the end of the experiment). The
results are presented in Fig. 9.

Users improved their text entry speed over three phrases in such way that, in
comparison with both the SC and the QC, KB improvement was more than twofold.
The presented values correspond to 3.21 CPM (characters per minute) enhancement for
KB, 1.57 CPM for QC, and 1.35 CPM for SC. Mean text entry speed enhancement
differed significantly between observed methods (F; 35 = 6.524, p < .05). Post hoc
pairwise comparisons confirmed statistical significance of the following differences:

e KB vs. QC: (0.627 &£ 0.091 WPM) vs. (0.290 £ 0.070 WPM), p < .05,
e KB vs. SC: (0.627 £ 0.091 WPM) vs. (0.278 £+ 0.067 WPM), p < .05.

Text entry speeds converge to their upper bounds at different paces. If such
improvement trends would hold for longer period, the relation between methods’ real
efficiencies would become in line with the ranking of the theoretical predictions.
Predicted limits seem more convincing in that respect, regardless of initial divergence
from empirical outcomes. Nevertheless, a more longitudinal study should be carried out
to confirm such presumptions. To put things into perspective, it should be noted that
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Fig. 9. An increase of text entry speed between entering the first phrase and the third phrase
(mean values £ 1 standard error).

real text entry speeds were obtained from the experiment wherein users spent no more
than 50 min per method. It is therefore reasonable to expect higher levels of text entry
expertise on the longer run.

The qualitative evaluation of the presented methods was based on two questionnaires.
The first one aimed for comparative rating of perceived workload, and was constructed
using the “Raw TLX” format. The goal of the second one was to assess users’ final
impressions on general usability attributes of the three different input techniques.

The box plots derived from the first questionnaire are shown in Fig. 10. The
Friedman test was used to assess TLX-based scores. In cases where significant effect was
confirmed, post hoc analysis was conducted by making use of Wilcoxon signed-rank
tests with a Bonferroni correction applied (i.e. significance level set at p < .017).

The type of text entry method being used had a significant effect on three factors:
perceived mental demand (XZ(Z) = 18.329, p < .001), physical demand (x2(2) =7.892,
p = .019), and overall performance (¥*(2) = 8.778, p = .012). Statistically significant
differences were not confirmed for perceived frustration (x2(2) = 1.848, p = .397) and
overall effort (x*(2) = 5.688, p = .058). Post hoc analysis revealed the following facts:

e The KB method required considerably higher mental activity than both the SC
method (Z = —3.708, p < .001) and the QC method (Z = —3.247, p = .001);

e Regarding physical activity, the SC method was significantly more demanding than
the QC (Z = —2.468, p = .014);

e Participants were more satisfied with their performance while using the QC than
while using the KB (Z = —3.013, p = .003).

The workload assessment results confirmed the issues previously discussed. As opposed
to cursor navigation concept, transformable character layout clearly imposed extra
mental efforts. When it comes to physical demand within cursor-based methods, the SC
involved much lengthier tilt-based distances between two characters, thus higher wrist
fatigue in comparison with the QC is no surprise. The KB had the lowest level of
perceived efficiency, which can in turn be contributed to the highest obtained error rate.

Ease of use, learnability, and overall satisfaction were the usability attributes
inspected in the concluding survey. Participants rated three text entry methods against
these attributes on a 7-point Likert scale. The results are shown in Fig. 11.
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Fig. 10. Users’ opinions on perceived workload of tilt-based input methods. For each factor, the
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Fig. 11. Usability attributes: box plots (left), mean values and confidence intervals (right)

The methods were equally rated for ease of use, as well as for overall satisfaction.
However, Friedman test revealed a statistically significant difference in perceived
learnability (;*(2) = 16.551, p < .001). Post hoc Wilcoxon signed-rank tests confirmed
that the SC method was the easiest to learn. From the perceived learnability standpoint, it
significantly outperformed both the KB (Z = —2.932, p = .003) and the QC (Z = —2.807,
p = .005). There was no significant difference in learnability between the KB and the QC
(Z = —1.811, p = .07). Cursor-based methods include a typical QWERTY layout and
somewhat simpler input schemes than the mentally demanding KB method. In addition,
the SC design is completely straightforward and does not involve any layout changes. In
that respect, the obtained learnability ratings seem fully justified.

4 Conclusion

Three tilt-based methods that utilize discrete tilt concept and rely on tilt-only interac-
tion were comparatively evaluated in a user study involving twenty participants.
Empirically obtained text entry speeds were compared with their theoretical upper
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bounds, previously derived by predictive modeling. The observed discrepancy between
empirical results and theoretical predictions was discussed in detail. In addition, the
results of qualitative assessment were presented, thus providing the insight into
methods’ workload demands and usability attributes.

In general, tilt-only interaction proved to be a viable option for text entry in the
mobile domain. Input efficiency may not be as high as needed, but discrete-tilt concept
could provide support in some specific use cases. Namely, tilt-based input offers a
possibility for blind typing, as well as texting on particularly small devices where touch
typing is unsuitable (e.g. smartwatches). As shown in this paper, a simpler character
input scheme would be a better choice for securing initial acceptance.
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Abstract. There is a demand for a way for blind persons to receive
information at any time and in any place, however that is impossible to
realize with an existing user interface: voice output. Thus the author
had developed a wristwatch-style refreshable braille display which is
named the Braillet. It has 8 braille cells and 16 input switches. It is
controlled from a host computer via the Bluetooth. An user interface
which enable an appropriate interaction with host computer using the
Braillet is explained. There is no standardized benchmark test to evalu-
ate the performance of refreshable braille displays. The author developed
a test that measures the response speed of them. It shows the Braillet
can display braille characters with sufficient quick response for users.
Executing the heaviest kinds of workload, the Braillet can work during
2h with the Wristband Battery 2.

Keywords: Braillet - Refreshable braille display - Wearable device -
Blind persons - Benchmark test

1 Introduction

There is no fully appropriate user interface for blind persons’ mobile use. Until
now, while standing, blind persons must use mobile computer devices with voice
output. It is in standing situations in outdoor or public spaces that mobile devices
demonstrate their advantages. Taking account of environmental noise, voice out-
put is not a comfortable user interface in these places. Moreover, for blind persons
who recognize circumstances with the auditory sense, the dispersion of atten-
tion between environmental sound and voice output from a device may result in
reduced recognition ability.

Refreshable braille displays have been used as output devices for computers
for blind persons as well as voice synthesis software. The size and weight of such
refreshable braille displays are too large and heavy for mobile use [1].

A wearable refreshable braille display in the shape of a wristwatch which is
named Braillet has been developed to realize more comprehensive support for
mobile use (Fig.1). [2] Blind persons can use it in a standing situation.

The development policies given below were decided on.

© Springer International Publishing Switzerland 2016
M. Antona and C. Stephanidis (Eds.): UAHCI 2016, Part II, LNCS 9738, pp. 153-161, 2016.
DOI: 10.1007/978-3-319-40244-4_15



154 K. Minatani

d

Fig. 1. Braillet’s appearance mounted on the arm of a Japanese adult male

— Downsizing: because of the device must be wearable on the arm.

— Proper functions for mobile use: for versatility this refreshable braille display
presents information by communicating with a host computer like a smart-
phone.

— Wireless communication: for the wearability the and flexibility, the commu-
nication between this device and a host computer must be a wireless one
(Bluetooth).

2 Hardware Implementation

Considering the wearability and the readability, the number of columns (charac-
ters) for this refreshable braille display is determined to be 8. The smallest-sized
braille cell unit that the author has been able to purchase is the SC11 supplied
by KGS Corporation. The SC11 is supplied as a component assembled with a
power supply backplane board for 8 cells.

Braillet also has totally 16 input switches. Namely, it has 8 touch cursors
corresponding to each braille cell and 3 buttons laid out to the left of the braille
cells (Fig.2) and a five directional navi-stick is mounted on the wristband.

The 1,500 mAh Wristband Battery 2 [3] is adopted. Using this product, a
battery unit can be loaded in the wristband part of a watch.

A high voltage power supply is required to drive piezoelectric elements. With
this refreshable braille display, using a DC-DC converter a 200V voltage is gen-
erated from the 5V voltage supplied by the battery.

The Microchip PIC24FJ64GB002 was adopted as micro computer, on which
a pic24f_btstack which is a Bluetooth stack ported to the PIC24F series, and
control firmware were loaded on it. The layout of the main board is shown in
Fig. 3.
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Fig. 2. The layout of the wristwatch-style refreshable braille display’s buttons and cells

Fig. 3. The layout of the main board

3 Components of a Proposed User Interface

3.1 Command Input Display and Content View Display

Topics discussed in this and next sections are fully explained in elsewhere [4].

User interface displays are divided into two classes: command input display,
and content view display. [4] A user selects aimed content on a command input
display and browses it on a content view display.

The command input display lists commands that can be executed using one-
character icons. For example, the watch function to display the current time can
be represented as “w”, the date function to display today’s date as “d” and the
music player function as “m”. A user can directly select a command by pressing a
touch cursor that corresponds to each one-character icon. An intuitive interface
is achieved when the one-character icons are appropriately chosen.
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When the touch cursor corresponding to each one-character icon is pressed,
the presentation of the refreshable braille display is then switched to the content
view display. For example, the watch function displays the current time. When
the back button (now assigned to the B button) is pressed in the content view
display, the display’s presentation is returned to the command input display.

The series of display transitions and operations described above is shown in
Fig.4. In this paper, 8-dot North American Braille Computer Code [5] is used
as a braille system.
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Fig. 4. An example of the series of display transitions and operations
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3.2 Assistance of Operation by Guidance

The usability of an interface that displays one-character icons on the command
input display is dominated by the intuitiveness of the one-character icons and the
user’s memory. For example, let us consider placing a one-character icon that
represents a function for displaying a weather report on the command input
display in addition to the three one-character icons mentioned above. If the rule
of using the first character of a function’s name as the one-character icon is
followed as intuitive, the one-character icon for a weather report function must
be “w”. To use this command input display appropriately, the user must correctly
understand and memorize how the two “w” icons correspond to each function
(watch and weather report) beforehand.

To assure the usability of the command input display, a guidance function for
indicating the function of a one-character icon is implemented. If a user simul-
taneously presses the guidance button (now assigned to the C button) and the
touch cursor that corresponds to the one-character icon for which he/she wants
to know the function, the description of the function represented by the one-
character icon is indicated. Users confirm functions represented by one-character
icons by using this guidance function. The display is returned to the command
input display by pressing the back button (now assigned to the B button) when
the description of the function is indicated.

If the touch cursor that was pressed with the guidance button is pressed
again, the corresponding function is executed. With this arrangement, when
users confirm that a one-character icon represents a function they want to exe-
cute, they can execute the function without the trouble of returning to a com-
mand input display. The series of display transitions and operations related to
the guidance functionality is shown in Fig. 5.

3.3 One-Character Icons that Utilize Geometric Shapes

We considered a way for the Braillet to be utilized by a person who does not
recognize braille. The Braillet’s user interface, the usability of which is highest
by using braille as characters, mainly focuses on braille users as a target. How-
ever, braille users are not the majority of visually impaired persons. Therefore,
we experimentally considered a user interface that can be available for visually
impaired persons who do not know braille as characters.

A music player interface has been developed that displays one-character icons
not as characters, but as geometric shapes. Braille symbols have similar geomet-
ric shapes to the pictograms used in music players. Functions of music player
software operating on the host computer are executed when touch cursors cor-
responding to each braille symbol are pushed.

The series of display transitions to execute the music player and the music
player interface, which displays one-character icons as geometric shapes, are
shown in Fig. 6.
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Fig. 5. The series of display transitions and operations related to the guidance func-

tionality

4 Benchmarking

To evaluate the applicability of the Braillet, the author developed a benchmark
test and software to execute it and carried it out with the Braillet.

4.1 Considerations of a Standardized Benchmark Test to Evaluate

the Performance of a Refreshable Braille Display

There is no standardized benchmark test to evaluate the performance of refre-
shable braille displays. Here, the word “performance” means the quality of a
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Fig. 6. The series of display transitions to execute the music player and the music

player interface

display device as a user interface, and response speed in particular. Measured
values of such performance are not indicated in the product specifications of
refreshable braille displays released by their manufacturers. This may be due to
manufacturers and consumers sharing a belief that the necessary performance is
satisfied. However, it is not obvious that such a conviction is correct. This is a
particularly serious issue in confirming the performance of non-traditional and

experimental refreshable braille displays like the Braillet.
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4.2 Method

The author developed a test that measures the response speed of a refreshable
braille display and compares it with the reading speeds of visually impaired
persons. An accurate measurement of reading speeds of visually impaired persons
has indicated a median speed of 7.5 characters per second (cps) and a maximum
of 14.4 cps. [6] These values can function as a benchmark. If the response speed
of a refreshable braille display achieves a speed that is necessary to display 14.4
cps, it can be judged that its speed is sufficient.

Software called BrailleBench has been prepared, which sends commands to
display a set of characters to a refreshable braille display at freely selectable inter-
vals. To communicate with the refreshable braille display, it uses the BRLTTY
[7] driver software for refreshable braille displays on Linux and its external API
BrlAPI. [8] The set of characters to be sent is generated at random from upper-
case or lowercase letters of the alphabet, digits and blank spaces. The length of
the set is coordinated with the capacity of the refreshable braille display output
(i.e., for Braillet it will be 8 characters).

A test involving sending a command to display a set of characters 100 times
at 0.3-s intervals was carried out with the Braillet and the Baum VarioConnect
40. The Baum VarioConnect 40 [9] was tested for comparison. It is a standard
portable 40-cell refreshable braille display, and it can be connected to a host
computer via USB or Bluetooth. To check the results, the evaluation is recorded
by a commercially available digital movie camera.

The reasons for sending the command to the refreshable braille displays at
0.3-s intervals are as follows. First, if the Braillet is functioning properly, a
sufficient response speed (over 14.4 cps) can be confirmed. Secondly, reliable
verification can be performed using videos recorded by the digital movie camera
(30 fps).

4.3 Results

The test finished in 30.1s with the Braillet (26.6 cps), and in 30.2s with the
VarioConnect 40 connected via USB (132.5 cps). The test also finished in 30.2s
with the VarioConnect 40 connected via Bluetooth (132.5 cps). The recorded
videos confirmed the proper operation of the refreshable braille displays.

4.4 Battery Run Time

The battery run time of the Braillet was measured using a simple test. The
watch function was executed, and the battery run time of the Braillet with a
1,500 mAh Wristband Battery 2 was measured. It has been confirmed that the
Braillet can operate for 2h with this arrangement.

It is reasonable to expect that the battery run time can be extended from
this measured value. The watch function sends a command to display charac-
ters representing the time every second. In practical use, displaying characters
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with such frequency may be one of the heaviest kinds of work for a refresh-
able braille display. The Braillet operates using 5V voltage, so it can operate
using USB standard compliant high-capacity batteries instead of the Wristband
Battery 2.

5 Conclusion

The size of the Braillet is 60 mm wide, 64 mm deep, and 28 mm in height. Taking
account of the fact that an 8-cell SC11 unit has a width of 51.2 mm and depth of
67.45 mm, it can be judged to have been sufficiently minimized in size. Its unit’s
measured weight is 73 g and total weight, including the Wristband Battery 2,
is 155 g.

An user interface which enable an appropriate interaction with host computer
is contrived.

It can display braille characters with sufficient quick response for blind per-
sons’ braille reading speed. It can work during 2 h with the Wristband Battery 2.
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Abstract. The limited screen real estate of touchscreen devices necessitates the
use of zooming operations for accessing graphical information such as maps.
While these operations are intuitive for sighted individuals, they are difficult to
perform for blind and visually-impaired (BVI) people using non-visual sensing
with touchscreen-based interfaces. We address this vexing design issue by
investigating the perceptual and cognitive factors involved in: (1) non-visual
zooming operations, and (2) integrating information across multiple zoom levels
to build a global cognitive map. A behavioral study compared map learning
performance between two zoom-mode conditions and a no-zoom control.
Results revealed that non-visual zooming operations are not only possible, but
actually lead to improved efficiency of touch-based non-visual learning. Find-
ings provide compelling evidence for the efficacy of incorporating zooming
operations on touchscreen-based non-visual interfaces and have significant
broader impacts for improving the accessibility of a wide range of graphical
information for BVI people.

Keywords: Interaction design - Assistive technology - Haptic information
access * Haptic interaction + Multimodal interface

1 Introduction

Gaining access to graphical information such as maps, graphs, and diagrams represents
a longstanding challenge for blind and visually-impaired (BVI) people. Efforts to
address this challenge can be traced back for centuries beginning with raised tangible
graphics [1, 2]. Many approaches have endeavored to provide non-visual access to
graphical information, with techniques ranging from simple paper-based tactile
graphics to complex refreshable haptic displays (see [3-5] for detailed reviews).
However, the majority of these approaches have not made significant inroads in
reaching blind end-users because of a number of factors, including that they are static,
expensive, have limited portability, are cumbersome to author, and require a steep
learning curve to master [6, 7]. With the recent advancement in touchscreen tech-
nologies, we have estimated (based on informal surveys of participants in our lab and
through discussion at blindness-related social/advocacy organizations) that 70-80 % of
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BVI people who use a cell phone are using touchscreen-based smartphones. As a result,
many researchers and developers are employing touchscreen devices to provide BVI
users with access to graphical information by capitalizing on the device’s built-in
vibration and auditory features [8—10]. Touchscreen-based solutions suffer from unique
challenges due to the perceptual limitation imposed by both haptic perception (e.g., low
haptic resolution and lack of cutaneous information) and the hardware (e.g., a fea-
tureless glass surface display with limited screen real estate). Our previous work
addressed these limitations through development of a touchscreen-based solution,
called a Vibro-Audio Interface (VAI) and demonstrated that the VAI is a viable
multimodal solution for learning various formats of graphical information such as
graphs, polygons, and maps [7, 11-13]. Studies have also shown that simulating haptic
feedback on touchscreen interfaces using additional hardware such as mounting
vibro-tactors on the fingers [14, 15, 17] and using electro-static screen overlays [16, 18]
can be used as a potential solution for providing BVI people with non-visual access to
graphical information.

Although promising, a major limitation with the VAI, and all other touchscreen-
based solutions, is that the underlying devices have a limited screen real estate (ranging
from ~ 3 to 18 in.), which constrains the amount of graphical information that can be
simultaneously presented. A common method for presenting complex large-format
graphical information (such as maps) is to group information based on its spatial
proximity and relevance, and then to allow users to access this grouped information at
different spatial and temporal intervals. These intervals are usually termed as zoom
levels and the process of navigating between these zoom levels is termed as a zoom-in
operation (navigating deeper into the rendering) or a zoom-out operation (navigating
towards the top layer). For example, choosing Toronto as a location in Google maps will
yield different information granularity based on its representation at different zoom
levels (see Fig. 1). Zoom level 0 (lowest zoom level) will yield the overview of the
globe, and as one zooms in to level 10, city names around Toronto will be accessible,
and by further zooming in to level 17, finer (deeper) details such as street names within
the city will become accessible. For the purpose of this paper, this scenario of navigating
between different levels of information content is referred to as information-zooming.

Missidsaugy

Fig. 1. Google maps displaying Toronto at zoom levels O, 7, and 18

Zooming operations are also used for magnifying (scaling-up) or shrinking
(scaling-down) the graphical renderings without affecting their topology. In general,
magnifying is termed as a zoom-in operation, and shrinking is termed as a zoom-out
operation. For the purpose of this paper, this alternative zooming scenario is referred to
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as image-zooming. Image-zooming does not involve navigating between different
levels of information content, as is the case with information-zooming; instead, a single
level of information content is either magnified or shrunk based on a fixed-step or a
variable-step scale factor. With both these scenarios, it is essential for the users to
integrate the different pieces of graphical information conveyed across zoom levels into
a consolidated whole, i.e., the cognitive map. This information integration is especially
important for BVI users as challenges in non-visual environmental sensing often limit
their access to information that is necessary for cognitive map development [6]. To
overcome this issue it is vital that BVI people can access spatial products such as maps
to learn environmental relations. However, for this to work with touchscreen devices,
they must be able to accurately integrate information between different zoom levels.
Sighted individuals can intuitively perform this integration process by using various
zooming techniques (e.g., pinch gestures) as rapid saccadic eye movements and a large
field of view makes the top-down grouping of map information relatively easy [3, 19].
By contrast, touch-based non-visual interfaces cannot directly employ these techniques
as haptic exploration is a slow, serial, and highly cognitively demanding process.
In addition, finger-based gestures are the primary mode of accessing and learning the
graphical elements, so cannot be simultaneously used for performing zooming oper-
ations [20]. Moreover, haptic exploration requires investigating the map using a con-
tour following technique to determine whether to zoom in or out [21]. This process can
be extremely inefficient and frustrating depending on the complexity and structure of
the graphic [22, 23] and how the zoom levels are implemented [24]. To appreciate this
challenge, the reader is invited to try learning a map using zooming operations with
your eyes closed. To overcome this challenge you must learn graphical elements at
each zoom level independently and then integrate the levels to build a comprehensive
mental representation of the map. To ease this non-visual integration process, the
information across levels (at least the adjacent levels) should have meaningful relations
[24], and include prominent features (landmarks) such that users can easily relate and
integrate the levels [25]. The question remains open as to how non-visual graphical
elements can be best learned at each zoom level and then integrated to build a global
cognitive map. To our knowledge, no work to date has addressed this issue. Our
motivation is to fill this gap in the literature by experimentally evaluating whether users
will be able to employ non-visual zooming operations to build a global cognitive map
by integrating and relating graphical elements presented across multiple zoom levels.

2 Current Research

Many researchers have evaluated the use of traditional zooming techniques (known to
work with visual displays) with non-visual interfaces. Some notable work with haptic
displays include the use of fixed-step zooming for enhancing or shrinking virtual
graphical images at a fixed linear scale [26, 27], identifying the number of steps (zoom
levels) for optimal handling in haptic zoomable interfaces [28], and the use of loga-
rithmic step zooming that enhances or shrinks the graphical image via electronic haptic
displays [29]. Studies have also made comparisons between zoom levels with
audio-tactile map exploration [10], and studied zooming operations using auditory cues
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to learn virtual environments [30]. While each of these projects demonstrated the users’
ability to perform traditional zooming techniques to achieve a particular task, they did
not evaluate whether users were able to learn and develop a cognitive map of the given
graphical material, which is our focus here. Another major limitation of these studies is
that they did not address information-zooming scenarios; rather, evaluations were only
made with image-zooming applications, which results in graphical elements being
cropped or partially displayed while zooming from one level to another. Work by [31]
addressed these issues with image-zooming scenarios and found that use of — what is
called — an intuitive zooming approach was more effective than the traditional fixed
step-zoom approach [21] and that maintaining meaningful relations across zoom levels
benefits tactile learning [24]. However, these studies did not evaluate whether users
were able to develop a global cognitive map of the graphical renderings being
apprehended. For a zooming method (or algorithm) to be truly useful, in addition to
being intuitive and robust, it should also support exploration and integration of
graphical elements across different zoom levels. With this logic, a behavioral study was
conducted to evaluate whether non-visual zooming methods support users in devel-
opment of cognitive maps by facilitating non-visual exploration, and integration of
graphical elements across multiple zoom levels.

3 Experimental Evaluation

This study extends the use of our Vibro-Audio Interface for investigating graphical
access and map reading as evaluated in previous work [7, 12] by employing complex
large-format graphical materials such that the use of zooming or panning operations is
necessary to perceive the layouts in their entirety. Twelve blindfolded-sighted partic-
ipants (five males and seven females, ages 19-30) were recruited for the study. All gave
informed consent and were paid for their participation. The study was approved by the
Institutional Review Board (IRB) of the University of Maine. It is important to note
that use of blindfolded-sighted participants is justifiable here as we are testing the
ability to learn and represent non-visual material that is equally accessible to both
sighted and BVI groups. In support, an earlier study with the VAI found no differences
between blindfolded-sighted and BVI participants [7]. Indeed, inclusion of
blindfolded-sighted participants is generally accepted as a normal first step in the
preliminary testing of assistive technology (see [32] for discussion).

3.1 Experimental Conditions

Three different zoom-mode conditions were compared as part of this study, namely:
(1) Fixed zoom, (2) Functional zoom, and (3) No zoom (control).

Fixed zoom. This method is where a single level of information content is either
magnified (zoomed-in) or shrunk (zoomed-out) based on a fixed-step scale factor. The
advantage of adopting a fixed step zoom methodology is the redundancy of the
graphical elements across zoom levels, which facilitates the integration process as users
can relate graphical elements by maintaining references (i.e., landmarks) between the
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zoom levels. Since touchscreens have a limited screen real estate (i.e., viewport),
information content will inevitably extend beyond the viewport as one zooms in using
this method. To facilitate access to the information beyond what is directly perceivable
on the display, it is necessary to incorporate panning operations. From earlier work
with the VAI, we found that a technique called two-finger drag was an intuitive and
efficient approach for performing non-visual panning [12]. With this technique, users
can explore and learn graphical elements with their primary finger and when panning is
necessary they initiate or stop the panning-mode by placing or removing a second
finger on the screen. Once in panning mode, users could pan the map in any direction
by dragging it with the two fingers synchronously. The advantage of this panning
method is that users can stay oriented and maintain their reference as their primary
finger is constantly in contact with the map (Fig. 2).

Level 1 Level 2 Level 1 Level 2
EEr ST BRI YEIIT EXC ST

Fig. 2. Fixed zoom demo (left), functional zoom demo (right)

Functional zoom. The functional zoom method implemented here is adopted from what
is termed “intuitive zooming” implemented on a tactile mouse-based display [24, 31],
where the different zoom levels are based on an object hierarchy (see [24] for details). This
zooming algorithm involves two rules: (1) objects that are close to each other are con-
sidered as meaningful groupings and are selected as a whole to be represented in a
sub-graphic; otherwise, (2) individual objects are represented in each sub-graphic. By
adopting this algorithm the redundancy of graphical elements across zoom levels was
avoided in this condition. For instance, zooming in to level 2 with functional zoom will
only show the corridor segments and landmarks. Whereas level 2 in the fixed zoom
condition will show the corridor segments and landmarks along with the boundary (re-
dundant from level 1). While the spatial relations between the two levels are explicitin the
fixed zoom condition, they must be interpreted between levels with the functional zoom
technique. The redundancy was purposefully avoided in this condition to assess whether
users would be able to interpret these spatial relations when they are not explicitly
specified.

No-zoom control condition. To assess the influence of using zooming operations and
their effect on spatial and temporal integration of graphical elements across zoom
levels, a no-zoom condition was included as a control. In this condition, the entire
indoor layout was presented to the user at a single zoom level using the VAL
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To facilitate access to the complete map, which extended beyond the contours of the
display, the two-finger drag panning method was also incorporated into this condition.

3.2 Experimental Stimuli and Apparatus

For all three conditions, the Vibro-Audio Interface was implemented on a Samsung
Galaxy Tab 7.0 Plus tablet, with a 17.78 cm (7.0 in.) touchscreen serving as the
information display. Three building layout maps were used as experimental stimuli
(with two additional maps used for practice). Each map was composed of corridors,
landmarks, and junctions. Each map had three levels of information: (1) a layer con-
taining the exterior wall structure of the building, (2) a layer showing the corridor
structure with position of important landmarks indicated, and (3) a layer showing
landmarks (e.g., an Exit). The three maps were carefully designed such that they had
the same complexity but different topology. Each map required the user to zoom into
each of the three different levels (and/or to pan in all four directions) in order to access
the map in its entirety. The complexity was matched in terms of: (1) Boundary
structure, (2) Number and orientation of corridor segments, (3) Number of junctions,
and (4) Landmarks. Each of the maps had 3 landmarks with names based on a standard
building layout theme, e.g. entrance, exit, and rest room.

The maps were all rendered using previously established vibro-tactile parameters
(7). Line widths of 8.9 mm (0.35 in.) were used, which corresponded to 60 pixels on
the 7.0 in. touchscreen. The vibration feedback was incorporated using Immersion
Corp’s universal haptic layer (UHL) (Immersion, 2013). The exterior walls were given
a constant vibration, based on the UHL effect “Enginel_100” which uses a repeating
loop at 250 Hz with 100 % power. A pulsing vibration based on the UHL effect
“Weapon_1~ (a wide-band 0.01 s pulse with a 50 % duty cycle and a 0.02 s period)
indicated the junctions. The corridors were rendered with a fast pulsing vibration based
on the UHL effect “Engine3_100" which uses a repeating loop at 143 Hz with 100 %
power. The landmarks were indicated by an auditory cue (sine tone) coupled with a fast
pulsing vibration, based on the UHL effect “Engine3_100". In addition, speech output
(e.g., name of the landmark) was provided for the junctions and landmarks upon
tapping the vibrating region. Similarly, the zoom levels were indicated by speech
output. For example, zooming-in to level 2 from level 1 was indicated by a speech
message “at corridor level”.

3.3 Procedure

A within-subjects design was used in the experiment. In each condition, participants
learned a building layout map and performed subsequent testing tasks. The condition
orders were counterbalanced and individual maps randomized between participants.
The study consisted of a practice, learning, and testing phase for each condition. The
first practice trial in each condition was a demo trial where the experimenter explained
the zooming technique, task, goal, and strategies. The participant explored the stimuli
with corrective feedback from the experimenter. In the second practice trial, they were
blindfolded and were asked to learn the complete map, and perform a test sequence
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without a blindfold. The experimenter evaluated the practice test results immediately to
ensure they correctly understood the tasks before moving on to the learning phase.
During the learning phase, participants were first blindfolded and were instructed to
explore and learn the map. While learning, they were allowed to switch back and forth
between the zoom levels without restriction. They were asked to indicate to the
experimenter when they believed that they had learned the entire map. Once indicated,
the experimenter removed the device and proceeded to the testing phase, which con-
sisted of three tasks: (1) landmark positioning, (2) inter-landmark pointing, and (3) map
reconstruction.

In the landmark positioning task, blindfolded participants were asked to mark the
position of a landmark by either zooming-in or zooming-out from one level to another
level. The task assessed the accuracy of participants’ mental representation of the
physical map, as correct performance required them to infer the spatial relations from
their cognitive map. As an example, “from the landmark level (level 3), zoom-out to
the exterior wall level (level 1) and mark the position of “Exit” with reference to its
position on the exterior wall of the building”. This task was excluded from the no-zoom
control condition, as there was only one zoom-level. The inter-landmark pointing task
assessed the accuracy of participants’ cognitive map by asking them to indicate the
allocentric direction between landmarks using a physical pointer affixed to a wooden
board. Since participants never learned the straight-line direction between landmarks,
they could only perform this Euclidean task by inferring the spatial relations from their
cognitive map. Three pointing trials were tested for each map (e.g., indicate the
direction from the entrance to the restroom) covering all three pairs of landmarks.
Finally, in the reconstruction task, participants drew the map and labeled the landmarks
on a template canvas of the same size as the original map. To provide them with a
reference frame of the map’s scale, the reconstruction canvas was matched with the
device screen size. From this design, seven experimental measures were evaluated as a
function of zoom-mode condition.

3.4 Experimental Measures

Learning time. The learning time represents the level of cognitive effort imposed on
the user while learning the map with each zoom-mode condition. The Learning time is
the time taken from the moment they first touched the screen until they confirmed that
they had completed learning of the map. The learning time ranged from ~ 1.5 min
to ~ 11 min (Mean = 304 s, SD = 153 s).

Positioning accuracy. As discussed earlier, participants were asked to mark the
position of landmarks from one zoom level onto another zoom level and accuracy was
measured by comparing the marked position to its actual position. The no-zoom control
condition was excluded for this measure, as there were no zoom levels.

Positioning Time. For the three positioning tasks, the time taken to identify a
landmark using zooming operations was measured. Similar to positioning accuracy,
this time was only compared between the functional zoom and fixed zoom conditions.
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Pointing accuracy. Angular errors were measured by comparing the reproduced
angle to the actual angle between landmarks and were then analyzed in two ways:
Unsigned (absolute) error and Signed (relative) error (under-estimation represents a
negative bias and over-estimation represents a positive bias).

Reconstruction accuracy. The reconstructed maps were analyzed in terms of whe-
ther the maps reflected the correct spatial configuration of the exterior walls and cor-
ridor segments using a bi-dimensional regression method [33]. Thirteen anchor points
(3 landmarks and 10 junctions) were chosen on each reconstructed map. Their degree
of correspondence with the actual map were analyzed based on three factors: (1) Scale
(i.e., magnitude of expansion or contraction), (2) Theta (i.e., rotation), and (3) Distor-
tion Index (i.e., overall difference considering both scale and theta).

Landmark labeling accuracy. Landmark labeling accuracy was measured from the
reconstructed map and discrete scoring was applied based on their correctness, ranging
from O to 3 (i.e., 1 for each correct label, 3 if all three labels were correct).

Subjective preference. Participants were asked to order the three conditions based on
their preference (with one being most preferred). These data were analyzed to gauge
what conditions were most liked.

4 Results

Performance data for each of the measures described above were analyzed and com-
pared between the three zoom-mode conditions using a set of repeated measures
ANOVAs and post-hoc paired sample t-tests. The f, t and p values of these analyses are
given in Table 1, along with significant group comparisons. Overall results demon-
strated that there were no significant differences between conditions across all measures
tested except for learning time.

Table 1. ANOVA and paired sample t-tests results along with significant group comparisons

paired-sample t-tests

Measures Significant Group Anova Fixed vs. Fixed vs. Functional vs.
Comparisons Functional Control Control
f sig. t sig. t sig. t sig.

Fixed vs. Functional,

. 8.591| 0.002| 4.044| 0.002| 0.787| 0.448| 3.694| 0.004
Functional vs. Control

Learning Time

Positioning accuracy None 1.044] 0.329( -1.022] 0.329 * * * *
Positioning time None 0.363| 0.559| -0.457| 0.650 * * * *
Pointing accuracy None 1.261| 0.303| 1.989| 0.072| -0.74| 0.48| -1.34| 0.207
Reconstruction accuracy |None 0.186| 0.831| -0.432| 0.674| 0.000| 1.000| 0.561| 0.586

Landmark labeling None 0.000( 1.000( 0.000| 1.000| 0.000|1.000| 0.000| 1.000
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Learning time. Results showed that participants took less time to learn using the
functional zoom condition (M = 222.33 s, SD = 99.35) as compared to the fixed zoom
condition (M = 335.83 s, SD = 145.95) or the no-zoom condition (M = 368.92 s,
SD = 175.47). Learning time with functional zoom was significantly faster than the
other two conditions (ps < 0.05), which demonstrates the intuitiveness of this method.
However, no significant differences were observed between the fixed and no-zoom
conditions. This is interesting because participants performed both zooming and pan-
ning operations in the fixed zoom condition, whereas they performed only panning in
the no-zooming condition. This suggests that incorporation of a zooming operation did
not impose any additional measurable cognitive load on the learning process.

Positioning Task. Results showed that there was no significant difference between
fixed and functional zoom conditions for either the relative positioning accuracy or the
positioning time. This similarity is an important outcome, as fixed zoom (M = 27.55 s,
SD = 6.6) was expected to perform better than the functional zoom (M = 25.44 s,
SD = 5.11) as it had the advantage of providing a clear reference between corridors and
landmarks at a single zoom level. The similarity of performance demonstrates that
participants were able to accurately relate graphical elements and reference them even
when presented independently across zoom levels.

Pointing Task. No significant differences (all ps > 0.05) were observed between the
three zoom-mode conditions in pointing accuracy (for both signed & unsigned error),
indicating that learning from all three conditions led to the development of a similar
cognitive map. This outcome also suggests that none of the conditions led to reliably
different cognitive biases (signed error) in the mental representation of the map.

Reconstruction Task. Results of the bi-dimensional regression analysis also revealed
no significant differences between zoom-mode conditions (all ps > 0.05) for the three
factors evaluated: Scale, Theta and Distortion Index. A numerical difference in the
scale factor suggests that participants generally perceived the map to be of smaller size
when apprehended from the zooming conditions (Fixed M = 0.983, SD = 0.15,
Functional M = 0.975, SD = 0.11) but not when perceived from the no-zoom control
condition (M = 1.05, SD = 0.16). This is likely because when they started learning the
map, the rendering was within the display frame for zooming conditions (level 1) but
extended beyond the frame in the no-zoom control condition. This difference might
have created an illusion that maps rendered in this condition were bigger than the maps
in the zooming conditions. However, this difference was not statistically significant, so
should be taken with a grain of salt. In addition, overall performance with the theta and
DI factors suggested that all three conditions led to the development of a similar
cognitive map.

Subjective preference. Participants preferred the zooming conditions over the
no-zoom condition, with an equal level of preference for the two zooming conditions.
We attribute this outcome to the fact that graphical elements were less cluttered in the
zooming conditions as compared to the no-zoom condition. In parallel with our
interpretation, seven (out of twelve) participants self reported that it was easier to learn
graphical elements as groups (zoom levels) rather than learning them all at once.
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5 General Discussion

It is necessary to incorporate zooming operations for accessing complex graphical
information such as maps within the limited screen real estate of touchscreen devices.
However, implementing and performing zooming techniques with non-visual interfaces
is difficult owing to the perceptual and cognitive challenges underlying touch-based
exploration. Furthermore, in situations with complex graphical information such as
maps, the various graphical elements are often disconnected and rendered across
multiple zoom levels. This paper addressed these challenges and investigated whether
users could perform non-visual zooming operations and subsequently integrate
graphical elements across zoom levels to form a globally coherent spatial representa-
tion in memory. A usability study was conducted to assess users ability to perform two
different zooming methods when learning indoor layout maps by integrating map
information presented across three zoom levels. Accuracy in cognitive map develop-
ment was evaluated by comparing performance in exploration, learning, and spatial
behaviors between three zoom mode conditions, namely: (1) fixed-step zoom,
(2) functional zoom, and (3) a no-zoom control condition. All six measures tested
required development and accessing of cognitive maps to infer various spatial relations
between graphical elements. We postulated that if users were able to effectively inte-
grate and relate graphical elements across zoom levels in the zooming conditions, the
resulting cognitive maps should be similar to the one developed from the no-zoom
control condition.

The most important outcome of the study is the similarity of performance observed
across pointing, positioning, and map reconstruction tasks between the three
zoom-mode conditions, demonstrating that all three conditions led to development of a
similar cognitive map. It is important to note that the performance with the no-zoom
control condition was not negatively influenced by the incorporation of a panning
operation as the fixed zoom condition also incorporated panning and exhibited similar
(even numerically better) performance. Furthermore, the error performance found here
across all conditions is consistent with previous work on touchscreen-based graphical
access [7, 11-14], suggesting that learning from all three zoom-mode conditions led to
development of an accurate cognitive map.

Learning time with functional zoom was significantly faster than the other two
conditions. Although not statistically different, the overall trend of the data suggests
that the functional zoom technique exhibited superior performance in all measures
tested. This superior performance for functional zoom demonstrates that users were
able to integrate and relate graphical elements even when the inter-element relations are
not explicit. These findings are congruent with earlier work on intuitive-zooming [24]
and suggest that avoiding redundancy and maintaining meaningful graphical relations
between adjacent zoom levels is critical for effective non-visual exploration and
learning of complex graphical information using zooming operations.

One limitation of the current study procedure was that the design did not require
participants to perform zoom-out operations during the learning phase and only one of
the three positioning trials during testing involved zoom-out operations. Although the
positioning performance did not significantly differ between the three trials, enforcing
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equal use of zoom-in and zoom-out operations during learning would likely strengthen
users’ ability to integrate graphical elements. Future work should address this limitation
and compare more than 3 zoom levels to generalize the findings, which would also be
more representative of complex graphical materials.

In conclusion, incorporating zooming and panning operations are an important first
step in making digital graphics accessible to BVI people using touchscreen interfaces.
We contribute to this effort by demonstrating that touch-based non-visual zooming
operations support learning of complex large-scale graphical materials and aid the
development of accurate cognitive maps. As discussed earlier, a major challenge in
providing traditional tactile map access to BVI users is the size of the physical maps
and the expense and effort of authoring these products for non-visual access. We
believe touchscreen-based multimodal interfaces are a viable solution to overcome
these challenges. Providing map access via such interfaces could have significant
broader impacts on increasing BVI independence by offering a new tool to promote
environmental learning and wayfinding behavior.

Acknowledgements. We acknowledge support from NSF grants CHS-1425337 and
CDI-1028895 on this project.1

References

1. Eriksson, Y.: Tactile Pictures. Pictorial representations for the blind, pp. 1784-1940 (1998)

2. Perkins, M.: Perkins Museum (2015). http://www.perkinsmuseum.org/. Accessed 01 Jan
2015

3. O’Modhrain, S., Giudice, N.A., Gardner, J.A., Legge, G.E.: Designing media for
visually-impaired users of refreshable touch displays: possibilities and pitfalls. Trans.
Haptics 8(3), 248-257 (2015)

4. Rowell, J., Ungar, S.: The world of touch: an international survey of tactile maps. Part 1:
production. Br. J. Vis. Impair. 21(3), 98-104 (2003)

5. Rowell, J., Ungar, S.: The world of touch: an international survey of tactile maps. Part 2:
design. Br. J. Vis. Impair. 21(3), 105-110 (2003)

6. Giudice, N.A., Legge, G.E.: Blind navigation and the role of technology. In: Engineering
Handbook of Smart Technology for Aging, Disability, and Independence, pp. 479-500.
Wiley (2008)

7. Giudice, N.A., Palani, H.P., Brenner, E., Kramer, K.M.: Learning non-visual graphical
information using a touch-based vibro-audio interface. In: Proceedings 14th
International ACM SIGACCESS Conference on Computers and Accessibility, pp. 103—
110 (2012)

8. Hoggan, E., Brewster, S.A., Johnston, J.: Investigating the effectiveness of tactile feedback
for mobile touchscreens. In: Proceeding Twenty-Sixth Annual CHI Conference Human
Factors Computer Systems - CHI 2008, p. 1573 (2008)

9. Hoggan, E., Brewster, S.A.: Designing audio and tactile crossmodal icons for mobile
devices. In: Proceedings of the 9th International Conference on Multimodal Interfaces ICMI
2007, p. 162 (2007)


http://www.perkinsmuseum.org/

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.
23.

24.

25.

26.

27.

Evaluation of Non-visual Zooming Operations 173

Poppinga, B., Pielot, M., Magnusson, C., Rassmus-Grohn, K.: TouchOver map :
audio-tactile exploration of interactive maps. In: Proceedings of 12th International
Conference of Human Computer Interaction with Mobile devices ACM, Stock. Sweden,
pp. 545-550 (2011)

Raja, M.K.: The development and validation of a new smartphone based non-visual spatial
interface for learning indoor layouts, University of Maine (2011)

Palani, H.P., Giudice, N.A.: Evaluation of non-visual panning operations using touch-screen
devices. In: Proceedings of 16th International ACM SIGACCESS Conference on Computers
& Accessibility (2014)

Gershon, P., Klatzky, R.L., Palani, H.P., Giudice, N.A.: Visual, tangible, and touch-screen:
comparison of platforms for displaying simple graphics. Assist. Technol. 28, 1-6 (2015)
Goncu, C., Marriott, K.: GraCALC: An accessible graphing calculator. In: Proceedings of
17th International ACM SIGACCESS Conference on Computers & Accessibility, pp. 311—
312 (2015)

Goncu, C., Marriott, K.: GraVVITAS: generic multi-touch presentation of accessible
graphics. In: Campos, P., Graham, N., Jorge, J., Nunes, N., Palanque, P., Winckler, M. (eds.)
INTERACT 2011, Part I. LNCS, vol. 6946, pp. 30-48. Springer, Heidelberg (2011)
Mullenbach, J., Shultz, C., Colgate, J.E., Piper, A.M.: Exploring affective communication
through variable - friction surface haptics. In: Proceedings of SIGCHI Conference on Human
Factors in Computing Systems, pp. 3963-3972 (2014)

Noguchi, T., Fukushima, Y., Yairi, LE.: Evaluating information support system for visually
impaired people with mobile touch screens and vibration. In: Proceedings of 13th
International ACM SIGACCESS Conference on Computers and Accessibility, p. 243 (2011)
Xu, C., Israr, A., Poupyrev, 1., Bau, O., Harrison, C.: Tactile display for the visually
impaired using TeslaTouch. In: Proceedings CHI EA 2011, pp. 317-322 (2011)

Klatzky, R.L., Giudice, N.A., Bennett, C.R., Loomis, J.M.: Touch-screen technology for the
dynamic display of 2D spatial information without vision: Promise and progress. Multisens.
Res. 27(5-6), 359-378 (2014)

Jones, L.A., Lederman, S.J.: Human Hand Function. Oxford University Press, Oxford
(2006)

Rastogi, R., Pawluk, T.V.D., Ketchum, J.: Intuitive tactile zooming for graphics accessed by
individuals who are blind and visually impaired. IEEE Trans. Neural Syst. Rehabil. Eng.
21(4), 655-663 (2013)

Casey, S.M.: Cognitive mapping by the blind. J. Vis. Impair. Blind. 72(8), 297-301 (1978)
Wijntjes, M.W.A., van Lienen, T., Verstijnen, .M., Kappers, A.M.L.: Look what i have felt:
unidentified haptic line drawings are identified after sketching. Acta Psychol. (Amst) 128(2),
255-263 (2008)

Rastogi, R., Pawluk, D.T.V.: Toward an improved haptic zooming algorithm for graphical
information accessed by individuals who are blind and visually impaired. Assist. Technol.
25(1), 9-15 (2013)

Passini, R., Proulx, G.: Wayfinding without vision: an experiment with congenitally totally
blind people. Envi. Behav. 20(2), 227-252 (1988)

Schloerb, D.W., Lahav, O., Desloge, J.G., Srinivasan, M.A.: BlindAid : virtual environment
system for self-reliant trip planning and orientation and mobility training. In: Haptic
Symposium, pp. 363-370 (2010)

Schmitz, B., Ertl, T.: Making digital maps accessible using vibrations. In: Miesenberger, K.,
Klaus, J., Zagler, W., Karshmer, A. (eds.) ICCHP 2010, Part 1. LNCS, vol. 6179, pp. 100—
107. Springer, Heidelberg (2010)



174 H. Palani et al.

28. Ziat, M., Gapenne, O., Stewart, J., Lenay, C., Bausse, J.: Design of a haptic zoom: levels and
steps. In: Second Joint EuroHaptics Conference and Symposium on Haptic Interfaces for
Virtual Environment and Teleoperator Systems, pp. 102—-108 (2007)

29. Magnuson, C., Rassmus-Grohn, K.: Non-visual zoom and scrolling operations in a virtual
haptic environment. In: Proceedings of Eurohaptics, pp. 6-9 (2003)

30. Walker, S., Salisbury, J.K.: Large haptic topographic maps: marsview and the proxy graph
algorithm. ACM Siggraph, pp. 83-92 (2003)

31. Rastogi, R., Street, W.M., V Pawluk, D.T.: Automatic, intuitive zooming for people who are
blind or visually impaired. In: Proceedings of 12th International ACM SIGACCESS
Conference on Computer Accessibility, pp. 239-240 (2010)

32. Chae, S., Yim, S.-B., Han, Y.: Flight simulation on tiled displays with distributed computing
scheme. In: Kim, J.-H., Lee, K., Tanaka, S., Park, S.-H. (eds.) AsiaSim 2011. PICT, vol. 4,
pp. 1-6. Springer, Heidelberg (2012)

33. Tobler, W.R.: Bidimensional regression. Geogr. Anal. 26, 186-212 (1994)



Proposal of an Alternative HMI Mechanism
for Blind Android Users Based on Media
Headsets as Input/Output Peripherals

Miguel Paramo Castrillo(m), Silvia de los Rios(m),
Juan Bautista Montalva Colomer,
Maria Fernanda Cabrera-Umpierrez, and Maria Teresa Arredondo

Life Supporting Technologies,
Universidad Politécnica de Madrid, Madrid, Spain
{mparamo, srios, jmontalva, chiqui,mta}@lst. tfo.upm. es

Abstract. This paper introduces an alternative method of interaction over
Graphical User Interfaces (GUIs), using a button enabled headset as a main
Input/Output (I0) peripheral. This paper is focused on the underlying basis
which is based on the results and implementation of an Android prototype once
the viability for this system has been remarkably proven. Being blind Android
users the initial target beneficiaries does not restrict the scope of this solution
since its conceptual approach is scalable to other various systems and may be
applied to mainstream users. Hence, the main objective is to create an alterna-
tive, effective and low cost mechanism for blind users or eyes free scenarios by
means of the buttons built in modern media headsets; or in other words, the main
motivation of this article is to present this solution as an alternative Human
Machine Interaction (HMI) mechanism with the objective of proposing an
elegant and comfortable way of interaction over specifically designed software;
resulting in a plausible better solution for many use cases where the eyes free
approach may be beneficial.

Keywords: Interaction - Eyes-free - HMI + Android - Blind - Headset -
Accessibility - UX - Ul

1 Introduction

There are close to 40 million blind persons and 285 million of visual impaired world-
wide [1]. A fraction of these people uses a smartphone on their daily basis and in any
case, no one should be excluded from using it. Blind people face the challenge of using a
mobile device that is designed for the non visual impaired and integrates a touch screen
as the main input hardware. Blind users tend to interact with their devices with the
assistance of a voice synthesizer or TTS (Text To Speech) combined with an “Explore
by Touch” mode in detriment of the usage of traditional output to Braille accessories.
This assistive solution is integrated by default on the main mobile operating systems
(Android [2] and iOS [3]) and relies on a software that recognizes a set of gestures the
user can “draw” with their fingers over the touch screen; enabling the navigation across
the GUI, the identification of the different elements within it and the interaction with
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them while providing spoken feedback through the TTS at the same time. According to
the general opinion of blind users, this current accessibility implementation has still
slight room for improvement but is solving the obvious challenges they face and is
satisfactory, especially the iOS implementation.

Despite the viability of the current solutions, they attempt to adapt the GUIs instead
of doing the inverse process: not forcing the people to operate with an input hardware
that was not originally conceived for them.

Some hypotheses are proposed: interaction based on gestures is not so intuitive and
may lack precision; while the feedback given by the headset buttons themselves feels
instead more accurate and precise. Apart of that, some Explore by Touch gestures are
not natural or intuitive and require some training and learning [4]. Finally, the screen is
also one of the major battery drainers of the smartphones (according to independent
tests, on average it takes at least 30 % of the total or a regular usage) so this alternative
system would certainly save power (using the screen to display any GUI is optional).

Modern mobile headsets have evolved and may integrate a built-in microphone for
hands-free calls, up to three buttons for media player controlling [5] or even radio
antennae. They keep the same size of a traditional headset and are retro compatible
with standard jack plugs; meaning they can be plugged directly into a compatible jack
port without requiring alternative hardware or further setup (Fig. 1).

Button 3
Button 1

Button 2 __..-————0/

Audio/Voice
Stereo Headset s

3.5 mm Jack 4—)
Wire —

Fig. 1. A three-buttoned media headset by Samsung

.‘/
4

2 Methodology

This proposal has been conceived following steps: Analysis, high level design, proof of
concept implementation, prototype implementation and tests. As a prototype or Mini-
mum Viable Product (MVP), the initial phase consisted on planning the solution and the
HMI mechanism; this step also implied the analysis of use cases and potential benefits
for the users. After that, the initial proof of concept (alpha) version was coded over a
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simple and function-less app in order to ensure that the implementation was feasible for
the target system. Once the initial prototype was created and polished, then a full demo
newsreader app with several functions was created. This second MVP (beta) was the
solution subjected to evaluation with several users: 14 users: 12 non blind users and 2
blind users. All the feedback given was analyzed and conclusions were taken afterwards.

The track to achieve the proposed solution had two fundamental pillars which are
the Software Development Methodology (SDM) and the User Centered Design
(UCD) methodology [6]. Due to the cyclical SDM process and the also cyclical nature
of the UCD methodology, both were combined into a single development process were
users would participate and guide the successive iterations of the product. At the
current state of the proposed solution, technical viability was granted and the proof of
concept was made, hence not requiring a second iteration.

3 Implementation

This HMI implementation requires either a software layer built on top of some OS
(Operating System) interaction mechanisms (acting as a hook for certain input events)
or a custom made application that handles the behavior of the input events. Both
solutions are feasible (at the moment this paper was written) but the first one relies
much more on the Android OS and may not have granted stability and maintenance in
the future, plus, it is less flexible and powerful since it limits the hooked events for
security reasons and the hooking mechanism is more complex and slower, presumably
lagging the response time and jittering the interaction. So for those reasons, the MVP
was created following the second paradigm as described as follows. In any case, the
specific implementation for Android can essentially be adapted to other systems.

When pressed, those headset buttons feed the device with a signal that is directly
mapped by the OS into a keystroke as if generated directly from a keyboard. The
Android API [7, 8] legitimately allows capturing and managing these input events
directly from a foreground application (that could be the main launcher but for security
reasons, not a third party app). Developers can use this eases in order to build apps
based on the here exposed solution; where tactile exploration is not required and their
users can control the whole application even keeping the device into their pocket.

When the prototype is launched, the Text To Speech engine is activated so it is
ready to be called from the interface anytime. It operates in “Flush” mode, meaning that
any message sent will not be queued but played immediately instead; even “cutting”
the previous pending utterance if any. This way any user that has gain expertise with
the system can interact far more quickly and also there are no problems of synchro-
nization or delay among the focused element with the spoken feedback. Each time an
element gains focus or is selected (both events are treated as the same) the TTS
provides a description of it.

The given implementation considered different input events that are mapped to
trigger certain actions depending on the operating mode of the user interface.
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3.1 Input Events

Given a single commutable signal, there is a chance of extending the input it feeds into
the system by controlling the intervals and duration of the “clicks”. An extra degree of
freedom (the time variable) allows a single input signal to “expand” into the following
three:

— Single click (S): The user clicks on the button for a short time. The interval where
the switch is commuted is shorter than the one established for the “long press”
event.

— Double click (D): The user clicks twice times the commuter in a short period of
time. The interval between the two clicks is shorter that the window time estab-
lished for two separated “single click” events.

— Long press (L): The user presses the button for a time longer than the defined for a
“single click”.

3.2 Actions
On the other hand, the plausible actions that can be carried out are the following:

— Activation (A): It will activate the focused element. The response of the element
will likely provide a description of it, navigate to another menu, modify its state or
trigger a certain predefined action.

— Next element (N): Action that navigates to the next element in the UL It will
un-focus the current element and focus/select the next one. The TTS will speak the
description of the element being now focused automatically. As stated before, the
interface is linear and cyclical so the last element will be concatenated with the first
and vice versa.

— Previous element (P): The exact opposite of “Next”, it gives focus to the previous
element in the UL

— Back (B): Action that returns back to the previous menu. If the user switched to
another menu, since they are stacked, this event will “close” the current menu and
enter back into the one where the current was coming from (Fig. 2).

3.3 UI Setups

There are certain particularities of the interface’s behavior that must be considered.
These HMI mechanisms are based on a sequential (linear) and cyclical Ul Cyclical
means that it “chains” in both directions (next and previous) the first and last element
within the interface. Also, being linear makes each menu to position the UI components
in just one dimension (vertical or horizontal). Apart of those two important charac-
teristics, the Ul can also function under those following setups based on the way they
handle the inputs, the logic within the UI or the UI design principles (Fig. 3).

— Default (D): Each action has a direct input which is triggered on the release of the
input event. Interface that only responds to input events without any other internal
behavior.
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— Continuous input (C): Particular case of the default mode. An input signal that is
kept in time (by definition, only applicable to long presses) can be kept acting even
after the initial treatment of the input. Unlike the default mode, it delivers events
instead of waiting for a release of the commuter. This continuous “Long press”
input is interesting and supposed to be limited to generate a continuous flow of
“Next” events (it would be similar to a manual auto-scan that stops when the user
releases the button) or “Back” events (similar to going quickly from the hierarchy of
menus to the root).

— Auto-Scan (S): The “Next” (or “Previous”) action is automatically triggered at
regular pulses by a timer; so the Ul is continuously and automatically advancing
from one element to the next. This mode is opened to other exclusive actions (these
actions for scan control are referred as R from now on) such reverting the scanning
direction, halting/un-halting it or even slowing it down briefly (Fig. 4).

P MUSIC PLAYER P Rolling Stones P Rolling Stones

Pink Floyd Gimme Shelter Gimme Shelter Il
Bob Dylan Paint it Black Paint it Black
Rolling Stones A Start Me Up A Start Me Up
Dire Straits Jumpin’ Jack Flash Jumpin’ Jack Flash
The Beatles Satisfaction Satisfaction
Sex Pistols Back ha Back ha
Elvis
< o o | I CNCI I CCTI

P,
x times N
olling tones

Gimme Shelter
A Paint it Black

Start Me Up

Jumpin’ Jack Flash

Satisfaction

Back )

Fig. 4. Back as an element (E) mode. There are no Back actions since the Ul includes an
element that triggers this action.
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— Back as Element (E): Design principle that includes the “Back” action as a
focusable element within the UL This setup is complementary to the rest (Fig. 5).
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Fig. 5. Newsreader prototype on continuous mode

It is possible to define the behavior of 1 to 3 buttoned headsets by mapping the
inputs (Single, Double, Long) with the actions (Activate, Next, Previous, Back and
scan control R) working under certain setups (operation modes) of the UI (Default,
Auto-Scan, Continuous input and with Back as Element).

3.4 Single Buttoned Headset Viable Configuration Mappings

It is available just a single button. Single click advances to the following element,
double activates and long press returns. No previous action can be performed but the
cyclical interface solves the issue. A variant integrates the “Back™ as a focusable
element at the end of each menu. In this second case, either double click, long press or
both can be used to activate (these optional configuration is represented as -/symbol in
all tables, where at least one of the inputs must handle the event):

ode D Input Mode DE Input

Button s| b| L Button s| b| L
1 N A] B 1 N -/A

Other alternatives; click activates while long press moves continuously to the next
element. Double click returns back:

Input

Button S D L
1 A B N
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Its variation including the “Back” element can avoid using the double click:

ode Input ode Input
Button S D L Button S D L
1 A -/A N 1 N A

Finally, under auto-scan, the button just activates the focused element since the
logic behind the interface is responsible of the automatic and sequential navigation.
Flux control of the scanner is optional as well:

| Modes | Input | Mode SE | Input

Button S D L Button S D
1 A -/R B 1 A -/R

3.5 Double Buttoned Headset Viable Configurations

Under those kind of headsets mappings for button 1 or 2 can be reverted. One button
goes previous and its long press returns back. The second button goes next and its long
press activates:

ode D Input Mode DE Input
Button S D L Button S D | L
1 P - B 1 P
-/A
2 N -/A 2 N /

Also other configurations are viable without mapping the “Previous” action. One
button activates and when long pressed it returns back. The second button navigates
sequentially and optionally in continuous mode:

ode D Input Input
Button S D L Button S D L
1 A - B 1 A - B
2 N - - 2 N - N

Under auto-scan, the first button controls activation and the second just the scanner
flux. Long press returns. In case of “Back” element implemented, activation on other
events apart from single click is optional:
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ode Input ode Input
Button s D L Button D |
1 A -/A /8 1 -/A
2 -SR] -/R 2 -/R

3.6 Triple Buttoned Headset Viable Configurations

Headsets with more than three buttons can avoid “complex” interactions such the
double click and can be set in a natural an easy way of interaction. Also, having such
variety of inputs, there is no need to implement the auto-scan or the “Back™ despite
they can be set that way. The two main configurations are the same under default or
continuous mode. It can be used one button for each next/previous event while the third
button activates and its long press returns:

Input Input
Button S D L Button S D L
1 A - B 1 A - B
2 P - - 2 P - P
3 N - - 3 N - N

Other mappings for those three buttons may not feel much natural. Also any Ul in
auto-scan or with the back element over-complex or redundant since there is enough
control capability with those 3 buttoned headsets.

4 Results

A first prototype was made for the Android platform and tested with 12 non blind users
and two blind users, as mentioned above. In the test sessions they attempted to com-
plete a variety of uses cases just using the buttons on the media headset and not being
able to either touch or watch the screen. The observation of the trials and the focus
groups taken afterwards for a preliminary evaluation were very positive and increased
the interest of deeper research in order to improve the yet promising results. The
prototype consisted on a GUI integrating a complete news reader among other func-
tionalities. Users could consult a given newspaper, navigate among its categories and
the latest news published in each and also control the article presentation paragraph by
paragraph. The prototype was based on the continuous mode setup under a three
buttoned headset and the previously detailed mapping.

The results were very promising since all of the users were able to interact with the
prototype application without being able to see the screen and also without any training
apart of a brief explanation. After few seconds they could interact naturally, quickly
and with an extreme accuracy. There were no errors or misunderstandings as long as



184 M.P. Castrillo et al.

the TTS information was also enough descriptive. Also, two of the users were tech-
nically limited and never had used a smartphone before. One of them was a blind
woman used to work with a Nokia device with a built in voice synthesizer. Even
though they could complete all the trial use cases at its first attempt and even started
using the system by themselves freely. This blind woman was totally impressed and
delighted with the solution and demanded for a complete system based on this method
of interaction.

5 Conclusions and Future Lines

The technique detailed in this paper is a viable alternative for eyes free control of Uls
and has the potential of being extremely useful for blind users. It is yet pending to
evaluate the solution with a wider sample of blind users and with a more sophisticated
and improved prototype and also to test it in terms of satisfaction, accuracy, speed and
power consumption against the commercial solutions (Touch to explore and Voice
over). However the initial tests were promising and the feedback gathered during the
trials will be considered in future iterations of the product despite those considerations
are more related to the UI itself than the HMI mechanism.

Finally, the conclusions of this experiment put into manifest that other techniques
involving accessible design, an ontology of interactive components and layout defi-
nitions of the Ul are not mandatory but extremely relevant in order to achieve an
excellent user experience when a GUI-less is meant to be designed under following this
HMI mechanism. Those fields, along with a deep analysis and specification of the setup
modes are beyond the scope of this paper but will be considered on future lines for an
eventual development of a commercial solution under the precepts of Universal design.
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Abstract. On mobile devices, most text entry systems offer assistance
through the means of prediction or correction word lists. These lists can
hardly be used by visually impaired users in a short time. In this paper,
we present three studies to find an interaction which minimizes the time
required to select a word from a list without knowing its elements a
priori. First, we explored the various possible item layouts, to conclude
that a linear spatial arrangement is preferable. Then we studied the
audio feedback, and we have determined that providing on-demand audio
feedback is enough. Finally, we proposed four validation interactions to
retain a validation based on the principle of a press-release gesture.

1 Introduction

Smartphones are difficult to use for visually impaired people due to their big
touchscreen presenting no physical buttons, hence presenting no tactile cues.
Consequently, their daily uses are difficult, especially for text input. However,
there exist techniques allowing the visually impaired to use a traditional soft
keyboard (VoiceOver for Apple, TalkBack for Android, DUCK). Since the visu-
ally impaired know the character layout, they can type fast relying on that
knowledge.

Yet, soft keyboards are often enhanced by a completion, prediction or cor-
rection system. Such a system usually offers a word list to the user. That list
is made of the most probable words given the input context. As a consequence,
every proposed word differs on each time the list is being displayed. The users
can neither learn nor anticipate the word list that appears. Such lists are thus
problematic for the visually impaired as they lack a global vision of the list when
it appears. They have to browse it entirely to see the proposed words. Selecting
a word in such a list is usually a time loss for the user.

This article aims to facilitate access towards different words within a list as
well as selecting the wanted word. As such, we carried out three studies on three
problems linked to list interaction. The first study focuses on how to present the
different words of a list to a visually impaired user. The second study aims to
find the best vocal feedback to the user whilst he uses the list. Finally, the third
study was made to find the best interaction allowing to select the word chosen
by the user.
© Springer International Publishing Switzerland 2016
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2 Items Presentation

The first problem at hand is to correctly present the items to the user. Indeed,
since visually impaired users have no access to visual information, they should
have little to no time lost finding all the elements they need to select.

When it comes to lists and layouts, the usual design is made through a
balance between depth and breadth, turning most of the selective operations
into a hierarchical browsing. Hierarchy is very common on small devices, as it
allows a logical organization and presentation of a large number of items through
a tree-like structure [10].

Usually, when browsing a list, selecting an item determines what will be
presented next, since browsing is made in a linear fashion. As such, hierarchical
browsing is sometimes a challenge, even more when it grows deeper and wider.
Different strategies and trade-offs have been studied and modeled [4]. It appears
that broader and wider presentations are more efficient [8,12]. However, since
the efficiency depends on screen size and the complexity of the task [3], Users
actually prefer a deeper hierarchy on a mobile phone, which has a small screen
size [5]. However, due to the serial quality of audio-enhanced lists, a broad list
might result in information overload for the user.

The items or options in a visual menu are often ordered in some logical
fashion. Alphabetical, numerical, and chronological ordering are all examples
of ordering techniques that can reduce menu selection times if used appropri-
ately [10]. Ordering menus by frequency of use is another technique that has
been found to significantly reduce performance times [11], although it results
in dynamic menus that also lead to poorer performance due to the lack of con-
sistency [9]. Even it’s preferable to offer a display that order elements under a
hierarchy to increase learning. it is however impossible for us to use that app-
roach due to the extreme changing nature of our content: we cannot establish a
stable hierarchy that the user could remember or use easily without increasing
his cognitive load more than necessary.

For modern screen readers, there exist different strategies to avoid these
problems. According to Borodin [1], modern screen readers often read the num-
ber of available items, then open an auxiliary window for the user to navigate
within the list (like JAWS). Again, the main approach is a vocalization of the
list content to the user, which takes time and is not really usable on a mobile
environment.

As it is not possible to build a solution effective to quickly run through the
elements in a preferred order, giving the smallness of our screen, we chose to
focus on a simple set of layouts that an user could easily browse efficiently.

2.1 Proposed Presentations

During our first experimental study, we wanted to know what item presenta-
tion would best meet the needs of users. Therefore, we proposed three different
presentations.
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The first presentation displays the whole word list on the screen. The screen
is used entirely and divided so that every item has an identical size. This pre-
sentation is called “absolute” presentation. Using this as a principle, we studied
three different layouts:

— line: the elements are placed on a horizontal line,

— column: the elements are arranged in a vertical column,

— grid: the elements are arranged in several columns comprising an even number
of elements.

The second presentation describes a more dynamic arrangement. Unlike the
“absolute” presentation, the elements are dynamically linked to the position of
the user’s finger. The first element is positioned at the location where the user
places his finger, and the following items are achieved when the user moves
away from that point. The user can confirm the item he is looking for releas-
ing his finger from the screen. This presentation will be called the “relative”
presentation.

In these two presentations, the main interaction is to press finger onto the
screen to select an item, move finger on the screen to navigate among the different
items and then release the finger to validate the last selected item. On the other
hand, the user can cancel by pressing with two fingers onto the screen.

In this last presentation, the items are not all visible on the screen at the
same time. Only one word is available. The user can browse the list by sliding
his finger left or right, validate by sliding down and cancel by sliding up. This
presentation will be called the “list” presentation.

2.2 Method

Participants. 12 participants (3 women and 9 men, mean age = 25) with
normal or corrected-to-normal vision participated in our study. They were all
blindfolded to ensure they couldn’t see the screen at all.

Apparatus. Participants used a Samsung Galaxy SIIT smartphone. The device
has a resolution of 306 ppp for a 136.6 mm x 70.6 mm screen, a ARM Cortex-A9
MPCore Quad core set at 1.4 GHz and uses Android 4.3. They used their finger
to navigate through the items. The items were synthesized from text using the
Google Translate service. The audio was trimmed to provide feedback as fast
as possible, reducing any possible delay. Nothing was displayed onto the screen
during the experiment, making the grids and items invisible to the users.

Procedure. The task was to find a word in the available items as fast as
possible. The task went as follow: first, the participant was read the instruction,
he was then given the word to search, then he had to browse the items to find
the correct one, and ultimately validate it. If he answered a different item, we
considered his answer to be wrong. Once a session was completed, the participant
was asked to answer a SUS test for each technique, and state his preference
among the layouts he went through.
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Design. Each participant had to go through two sessions. One session comprised
only four elements per list, while the other comprised only six elements per list.
Both sessions were run one after the other. The twelve participants were then
split at random into two even groups. The first group started with four items lists,
while the second started with six items lists. For every session, the participant
had to go through five blocks of tasks, one for each presentation. The blocks were
balanced through a Latin square. Each block was made of three series of tasks,
each run one after the other. Each series comprised as many tasks as there were
positions in the list (4 or 6). For each task, the position of the word to select was
picked at random. However, in each series, every possible position in the list is
tested through a selection task. This leads us to a total of 1,800 trials.

Collected Data. In order to study the different presentations, we collected
various data during the experiment: we collected the number of items seen by
the user, the time taken for the participant to make his selection, the distance
(in pixels) he traveled, the errors he made and the answers he gave to the SUS
questionnaire.

2.3 Results and Discussion

Figures 1 and 2 show the main results of the first study. The vertical bars depict
the items arranged in a line (yellow), a grid (orange), a column (red), using a rel-
ative arrangement (green), and using a list (blue). The hatched bars correspond
to the 6 items results, while the clear bars are used for the 4 items lists.
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Fig. 1. Mean time in seconds (left), and error rate (right) to select an item with each
presentation. (Color figure online)
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Number of Items. In the first place, we can see that the number of items
browsed depends on the number of items within that list. Indeed, when the user
has six items in the list, he goes through more items to find the one he wants. On
average, the user browses 1.5 additional items when there are six items rather
than four. This is also visible on the time measured, which takes 1.7s (about
120 %) longer to find the desired word. This increase is not due by the two items
that are additionally present at the end of the list : indeed, no matter what the
desired item’s position is, there is always a significant increase in the time spent
for a six items list.

Items Browsed. Items browsed (Fig. 1 - Right) is the number of items covered
participants browsed before he validated his selection. The validated word itself
is included. The “list” presentation is the one needing the least browsed items
to reach the desired word : for a list of 4 items, the “list” presentation only
needs 1.85 items, while the “relative” presentation needs 3. For the “absolute”
presentations, this number is of 2.9 items on average, no matter the layout used.
The differences between relative and absolute are not significant (p > 0.05),
but the differences between the list and the absolute and relative layout are
(p < 0.04) significant. This notable difference can be explained by the fact that
all the items are shown at the same time on screen for the absolute and relative
presentations. The user, while browsing the list, can pass through the desired
item and not stop on it. As a consequence, he has to go through more items
to select the correct one. On the “list” presentation, the items are shown one
at a time. Thus, the user can pass through less easily, and therefore selects the
needed item in a shorter time.

Time Selection. Time selection (Fig. 1 - Left) is the time required to select the
desired item. It is computed between the moment the user presses his finger on
the screen to point the first item and the moment when he validates his choice
by releasing his finger.

There is not a significant difference between the absolute and relative pre-
sentation.

There is no significant difference between the absolute and the list presenta-
tion. However, there is a visible difference on the item level. This is due to the
time spent interacting: swiping on the screen is an easy gestures, but it takes
more time than absolute selection.

The relative layout is longer than the two others, especially in the context of
a list with six items. This is due to the smallness of the items in the list, requir-
ing slow gestures to compensate the needed high precision. Thus, the relative
presentation takes longer.

Similarly, there is no significant difference within the absolute layout (line,
grid and column are similar time-wise speaking).
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Accuracy. The precision is given by the error rate in the selection task for each
presentation type (Fig.2 - Left). It is computed through the ratio of incorrectly
selected items divided by the total number of selected items.

There is no significant difference in terms of error rate between the absolute
layouts and the list layout. When it comes to lists of six items, the relative
layout becomes significantly more error-prone compared to the others (9.7 %
compared to 3% on average, p < 0.05 given by a Friedmann analysis). This can
be explained to the required precision to interact with the relative layout: the
more elements there are on the screen, the smaller they become. Shall the user
selects a starting point in a corner, the elements are going to be harder to select.
These cumulative problems cause a higher error rate.
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Fig. 2. Error rate to select an item with each presentation (left), and SUS Score for
the three presentations (right) (Color figure online)

User Satisfaction. User satisfaction was evaluated through the obtained
results collected in the SUS questionnaire (Fig.2 - Right). Subjects gave the
“usable” rating for all presentations when there were only four elements: in fact,
every presentation has obtained a score of at least 70. The absolute presenta-
tion was the one preferred. For presentations involving six elements, scores were
lower, showing that the dynamic one was unusable in this case (score 58). This
reflects the user’s preference : users prefer to use our presentation for small lists
than large lists, and if possible absolute presentations interactions.

In summary, the absolute layout appears to be the most appropriate. Indeed,
it is the one necessitating the least time while yielding a small error rate. The list
layout shows less browsed items, but takes more time. Finally, the relative layout
is inappropriate. Indeed, it’s longer to use than the other two, and yields more
errors. Besides, depending on the initial position, items can be of smaller sizes,
leading to precision problems. Therefore, for the two following studies, we have
retained the “line” layout of the “absolute” presentation. On the other hand,
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we saw that the time spent selecting and browsing an item is directly linked to
the size of the list. Since it is faster with four elements and better rated by the
participants. So we kept only four items for our list in the two last studies.

3 Audio Feedback

Beyond the way the items are arranged for an easy navigation, the offered audio
feedback must also be efficient for the visually impaired users : it should allow
them to have a fast and efficient knowledge about the possible words along with
their position in the list; and as a consequence, on the screen as well.
Concerning parsimony, Brewster [2] indicates that for small devices such as
connected phones or watch, interactions should reduce the number of modalities.
Indeed, for them, it’s more efficient to use different and distinguishable gestures
than to rely on provided tactile or audio feedback to guide the user to validating
an option. As such, if there is no need for audio feedback beforehand, it would be
better to limit it to just during the selection. Being cautious to the quantity of
the feedback is thus important : we must not overload the user with information.
When the word list is known beforehand, sound-based techniques can be used.
This allows to shorten the necessary time for audio feedback. Zhao presents an
approach of continuous audio feedback through the Earpod [16]. The earPod
provides users with audio feedback that is synchronously linked to touch input.
It is intended to allow users to discover menus and lists at their own pace. Each
interaction made by the user is sonified, making audio feedback more precise
than visual feedback. This system, according to them, gets less efficient when
imbrication appears or menus and list grew bigger. Finally, when the elements
are different in meaning but small in numbers, one of the most common choices
is the use of earcons (according to Helle [6]) : an earcon, similarly to an icon,
uses a distinctive sound to allow a quick finding of the information (e.g. an alarm
beep for an error, a noise of torn paper to notify a deletion. A study made by
Walker [13] compares the earcons alongside a text-to-speech approach : given
the results, text-to-speech is more efficient when it is coupled with earcons and
spearcons. Spearcons, like their earcons counterparts, are sounds that are made
to distinguish between different items. Unlike earcons, though, they are made up
of synthesized speech that is speeded up to the point of being too fast to be fully
recognizable. However, the designers must be cautious: sonification methods and
earcons are often regarded as being distracting, and are not always appreciated
by the majority of the users. However, in a context of text-input, this solution is
quite impracticable : indeed, the proposed lists of words offered by a prediction
system depends on the user’s own input. As such, we chose not to use a sound-
based solution. Ordering menus by frequency of use could potentially be very
beneficial, especially since auditory menus are usually conveyed serially. In most
cases the user would probably be able to make a selection after listening to just a
few menu items [15]. In our case, since words are sorted by their usage frequency,
the desired word is highly likely too be in one of the first positions in the list.
Given this observation, this second study was made to assess whether it would
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be beneficial for the user to be given the whole set of words before he starts
making his selection within the list.

3.1 Considered Feedback
In this experiment, we assess and compare two types of feedback :

— item: as in feedback produced when the user selects an element, and only
there;

— context: feedback played before the user makes any selection, in which the
entire list is being read to the user, in addition to the “item” feedback provided
to the user as he selects.

3.2 Method

Hypothesis. With the absolute layout, the user can easily learn and know
the on-screen position of each item. As such, if the list of words is announced
beforehand, the user may point directly to where he expects to find the desired
word. Therefore, he won’t have to go through all the items to find the one he
wants. Our first hypothesis (H1) is that the user browse through fewer items if
the items in the list are announced beforehand, and during their selection. Our
second hypothesis (H2) is thus that if the user browses fewer items, he will select
the desired word faster.

Participants. 12 participants (3 women and 9 men, mean age = 25) with
normal or corrected-to-normal vision participated in our study. They were all
blindfolded to ensure they couldn’t see the screen at all.

Apparatus. Participants use the same smartphone that in the first study. They
used their finger to navigate through the items. The items were made from
random fruit names that were synthetized from text using the Google Translate
service. The audio was trimmed to provide feedback as fast as possible, reducing
any possible delay. Nothing was displayed onto the screen during the experiment,
making the grids and items invisble to the participants.

Procedure. The task was to find a word in the available items as fast as pos-
sible. The task went as follow: first, the participant was read the instruction, he
was then given the word to search, then he had to browse the items to find the
correct one, and ultimately validate it. If he answered a different item, we con-
sidered his answer to be wrong. The participants had then to state his preference
through a SUS questionnaire. These tests were done after each combination was
played.
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Design. The experiment was made into one single session. Each participant
had to go through two blocks. The twelve participants were then split at random
into two even groups. The first group started with “context” feedback while the
other group started with “item” feedback. Each block was made of six series
of tasks, each run one after the other. Each series comprised five tasks, one for
each position in the list, including its absence. Each item position (including its
absence) was made to be selected three times in the list. Similarly to our first
experiment, the positions were randomized. The users gave us a total of 660
trials.

Collected Data. In order to study the different feedbacks, we collected various
data during the experiment: we collected the number of items seen by the user,
the time taken for the user to make his selection, the errors he made and the
answers he gave to the SUS questionnaire.

3.3 Results

The main result of our second experiment concern the number of items browsed
to reach the desired word. When the user is given “context” feedback, he browses
1.9 items on average, versus 3.6 items on average with “item” feedback when
he has no help for the selection (p < 0.05). This result hence confirms our first
hypothesis H1.

For the item feedback, the position of the desired word in the list has an
influence. Indeed, the more the word is located far away in the list, the more
items the user browses: when the word is located in the first position of the list,
the average number of items browsed is 2.3, while it is respectively of 2.8, 3.3
and 3.6 for the following three positions. For the context feedback, there is no
such effect : no matter the position of the desired item is, the number of items
browsed is between 1.6 and 1.8. This means that the user has a knowledge of
the layout when he knows the words in advance, and can thus point the words
faster on screen.

However, the participants averaged a higher time when the list was
announced before (5.56 s) compared to when the list was not given at the begin-
ning (5.26s). Yet this difference is not significant. Our hypothesis H2 is not
verified. This result is verified no matter what the position of the word in the
list is. In all the cases, the user takes a bit less time with item feedback than
context feedback. This can be explained by the time taken to pronounce the list
initially, in the case of context feedback, which is not compensated by the time
saved by the user to select the desired word.

In both cases, the error rate is low (1.8 % for “context” feedback and 1.2 %
for “item” feedback) and therefore has no impact. Finally, the scores for SUS
questionnaire are almost similar for both conditions (79 for “context” feedback
and 77.6 for “item” feedback).
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4 Validation Technique

Once the user has selected one word, he must validate it. Here, in this third
study, we focus on what gesture would be best suited to validate a word, as
opposed as its simple selection.

When it comes to validation, for Kane et al. [7], the solution must rely on ges-
tures which use multiple fingers. In their study, they designed such interactions
to be used within list driven environment (for example, checking a contact within
the list, browsing through a musical playlist, etc.) by focusing on a “swiping”
approach, like a “one-finger-scan”, coupled with a “second-finger-tap”. In this
context, the lists are browsed as the finger draws onto the list with the first fin-
ger, and validated using a second finger without releasing the first finger. Such
an approach simplifies the exploration while offering the user an easier selec-
tion. For Kane, it is vital to use multi-finger exploration to enhance accessibility
towards visually impaired users.

For Wilson et al. [14], selection is made through a pressure-detection solution.
They studied two main validation strategies : holding the finger temporally on
an item to validate it, or release the finger from the screen. According to their
studies, error-wise, it’s more efficient to hold temporally than to release the
finger, but at the expense of a longer interaction time.

4.1 Considered Feedback

We studied four different validation interactions which can be used to select an
item from a list:

— release: the user slides his finger on the screen to select a word, and release
it to confirm his choice.

— dual tap: the user presses finger onto the screen to select an item, moves
finger on the screen to navigate among the different items and then types
the screen with two fingers simultaneously to validate the item placed at this
location.

— double tap: the user select an item in the same way that the “dual tap”,
and validate its choice by performing a double tap with one finger (similar to
a double-click).

— broken line: the user slides his finger on the screen to select a word. To
validate his selection, the user must perform a 90 angle on his route.

We retain, according to our observations of the two previous studies, a line
layout containing four elements, with the “item” feedback.

4.2 Method

Participants. 12 participants (3 women and 9 men, mean age = 32.5 years)
participated in our study. They all had normal or corrected-to-normal vision.
They were all blindfolded to ensure they couldn’t see the screen at all.
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Apparatus. Participants use the same smartphone that in the first two studies.
They used their finger to navigate through the items. The items were made from
random fruit names that were synthetized from text using the Google Translate
service. The audio was trimmed to provide feedback as fast as possible, reducing
any possible delay. Nothing was displayed onto the screen during the experiment,
making the grids and items invisible to the participants.

Procedure. The task was to find a word in the available items as fast as
possible. The task went as follow: first, the participant was read the instruction,
he was then given the word to search, then he had to browse the items to find
the correct one, and ultimately validate it. If he answered a different item, we
considered his answer to be wrong. Once a session was completed, the participant
was asked to answer a SUS test for each technique, and state his preference
among the layouts he went through.

Design. The whole experiment was conducted in one single session for all the
participants. Every session constituted of four blocks, run one after the other.
Each block was made to test one validation interaction. The block order was
balanced through a Latin square. Each block was made of two series of tasks,
each run one after the other. Each series comprised four selection tasks. For each
task, the position of the word to select was picked at random. However, in each
series, every possible position in the list is tested through a selection task. At
the end of each block, the participants had to fill in a SUS questionnaire. The
users gave us a total of 384 trials.

Collected Data. In order to study the different interactions, we collected var-
ious data during the experiment : we collected the number of items seen by the
user, the time taken for the user to make his selection, the errors he made and
the answers he gave to the SUS questionnaires.

4.3 Results

Quantitative Results. We first computed the time taken to validate an item
using a specific gestures, this is to say the time spent between the moment the
instructions finish and the moment the users validate his input.

The users took 5.6s on average for release, 6.16s for double tap, 5.66s for
dual tap and 6.75s for broken line.

There is no significant difference between the dual tap and the release gestures
(p > 0.1), nor between the broken line and the double tap gestures (p > 0.1).
There is however a significant difference between the two groups dual tap/release
and double tap/broken line (p < 0.01).

Finally, we computed the error rate for each validation technique. They are
4,2% for drag and release, 6 % for double tap, 6% for dual tap, and 9% for
broken line.
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Here, there is no significant difference between the dual tap/drag and
release/double tap gestures (p = 0.34), but they are about one half compared
to the broken line gesture (p = 0.03). In any case, release seems to be the better
suited in terms of efficiency.

Qualitative Results. According to the users’ answers, they found broken line
and dual tap to be unsatisfactory (both ranked under 70), whereas they ranked
double tap and release to be their favourite interactions (they scored 81 and 85
respectively). The overall ranking gave release the first position (selected 1st by
nine users on the twelve), followed by dual tap, broken line, while dual tap was
ranked last by our users.

4.4 Discussion

As we saw in this study, the validation gesture is something that should be
thought carefully. Indeed, offering an easy approach to items must go in par
with a clearly well defined method to distinguish selection from validation. Timed
validation (via double tap) or pattern validation (via drawing lines) can be used
effectively to split the interaction between selection and validation, but it’s slower
and might take more time to be accurate. Given our users’ feedback, it also helps
to have an unmistakable way which is resistant to mistypings: as such, a drag-
and-release approach is better suited for validation.

5 Conclusion

In this article, we showed the importance of adopting a practical approach to
design interactions for selection and validation in a dynamic context accessible
by the visually impaired. Since there is little learning or memorization available,
information must be directly accessible, preferably arranged linearly (possibly a
grid with many elements). The audio feedback is only required when selecting
elements (no significant gain in terms of time). Finally, the validation must be
fast and accurate, if possible in one simple gesture, such as a drag-and-release
approach.

In this study, we restricted ourselves to a list of words. However, in the case
of text input, a possible improvement can use some context analysis solutions to
sort the list of suggestions or corrections to be as fast and accurate as possible.
We see this technique as a result of our ongoing work to improve the efficiency
of our system.
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Abstract. Mobile augmented reality (MAR) services allow a user to interact
with virtual information in the real word through the user interface (UI) of
his/her mobile device. However, it is necessary to introduce augmented reality
(AR)-related usability principles when developing and designing MAR services
to ensure that they conform to the usability principles and provide user expe-
riences that meet users’ expectations. On this basis, the present study designed
an MAR application aimed at product marketing and providing an interactive
experience based on the usability principles. In addition, experts were invited to
measure the usability of the system based on a mobile-specific heuristic eval-
uation checklist. The results demonstrated that the MAR application designed in
the present study met the system usability requirements and could provide users
with a positive experience during their interactions with it.

Keywords: Mobile augmented reality application - Experiential marketing -
Usability + Mobile-specific heuristic evaluation

1 Introduction

Augmented reality (AR) is a technology that integrates computer-generated digital
information into the physical world using real-time computing techniques to provide
users with an interactive experience of a combined virtual and physical world. In
addition, AR provides experiences and sensations that cannot be perceived or imagined
in normal natural environments by enhancing users’ sensory perceptions (e.g., visual,
auditory or tactile perception) using digital technologies [1]. With the rapid popular-
ization of smart phones and tablet computers, the video cameras, graphics processing
capabilities, wireless communication functions and global positioning system
(GPS) capabilities with which these smart systems are equipped have significantly
improved the usability and practicality of AR technology. In other words, a user’s
personal smart mobile device, which acts as another set of visual and auditory sense
organs, can perceive virtual information embedded in the real world and integrate this
information into the interface that is displayed to the user. When the user aims the
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camera on his/her mobile device at an object or a marker, the virtual information is
directly superimposed and displayed on the user interface (UI) via the camera’s lens,
and the user can interact with the system through a new UI that integrates virtual and
real information [2, 3]. As a result, experiential marketing combined with AR tech-
nology has become the model application of this technology that is currently the most
popular. An introduction by means of AR technology can not only can provide con-
sumers with effective service experiences but can also improve brand value and con-
solidate long-term customer loyalty [4]. For example, the Japanese personal care
company Shiseido allows consumers to experience different makeup effects in real time
using the Magic Makeup Mirror makeup simulator [5]. The German shoe chain Goertz
allows consumers to try on different styles of shoes virtually using Kinect
motion-sensing technology. Consumers can upload photographs to Facebook and make
purchases directly using Quick Response codes displayed on the monitor [6]. IKEA’s
AR catalog, which is based on a similar concept, allows consumers to directly bring
various types of virtual exhibits home and to easily try to match various furniture styles
at home using markers in the AR catalog without having to move any furniture at
home. These practical applications demonstrate that the use of AR technology has been
gradually expanding from exhibitions and physical stores to personalized mobile
experiences.

Good systems cannot be created using advanced hardware and technology alone.
Mobile AR (MAR) applications can create more realistic and innovative experiences,
but they also cause MAR services to face more usability-related challenges. However,
when mobile applications and AR technology are being used and developed exten-
sively, the focus is often on technological development, and the user experience and
usability are not considered. As a result, there are few MAR applications on the market
that are user-friendly and satisfy users’ expectations [7]. Therefore, to optimize the
usability of AR applications and provide user-friendly interactive experiences, the
present study first investigated the usability of mobile applications and AR technology.
Then, based on suitable AR UI design usability principles, the present study designed a
MAR application that satisfied the requirements of product marketing and interactive
experiences. Finally, the present study measured the usability of the UI based on a
mobile-specific heuristic evaluation checklist.

2 Usability Issues for MAR Applications

MAR allows the real world to become part of the overall interactive UI. Therefore, the
timeliness of the display of virtual information, the way the information is visualized,
the accuracy of marker recognition and the ability to interact with the user all affect the
overall interactive experience of MAR [8]. Ko et al. [9] summarized the usability issues
that a user faces when operating an MAR application. (a) Small display size — Inter-
actions with MAR applications are based on mobile devices. Therefore, the size of the
screen of the mobile device creates a usability issue when the user receives information.
In addition, AR displays real and virtual information simultaneously. Therefore, it is
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necessary to avoid displaying an excessive amount of information and requiring
complex UI operations when the UI is being designed. (b) Multimodal interface —
MAR discovers virtual information in the real environment through a mobile device.
Therefore, it is necessary to consider the properties and usability of two types of Ul:
tangible Uls and conventional graphical Uls. (c¢) Limited manipulation — The touch
screen of a mobile device is its main input terminal. Gesture operations can generate a
direct link between the user and a virtual object. In addition, suitable gesture operations
can improve operability and the understanding of the information. On this basis, Ko
et al. [9] proposed five usability principles for AR applications in a smart phone
environment. (a) User-information — MAR applications need to provide users with
suitable visual information and a clearly classified menu 