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Abstract. Molecular evolutionary methods and tools are difficult to val-
idate as we have almost no direct access to ancient molecules. Inference
methods may be tested with simulated data, producing full scenarios
they can be compared with. But often simulations design is concomitant
with the design of a particular method, developed by a same team, based
on the same assumptions, when both should be blind to each other. In
silico experimental evolution consists in evolving digital organisms with
the aim of testing or discovering complex evolutionary processes. Mod-
els were not designed with a particular inference method in mind, only
with basic biological principles. As such they provide a unique opportu-
nity to blind test the behavior of inference methods. We give a proof of
this concept on a comparative genomics problem: inferring the number
of inversions separating two genomes. We use Aevol, an in silico experi-
mental evolution platform, to produce benchmarks, and show that most
combinatorial or statistical estimators of the number of inversions fail on
this dataset while they were behaving perfectly on ad-hoc simulations.
We argue that biological data is probably closer to the difficult situation.
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1 Validation of Evolutionary Inferences

The comparative method in evolutionary biology consists in detecting similarities
and differences between extant organisms, and, based on more or less formalized
hypotheses on the evolutionary processes, infer ancestral states explaining the
similarities and an evolutionary history explaining the differences.

A common concern in all evolutionary studies is the validity of the methods
and results. Results concern events that were supposed to occur in a deep past
(up to 4 billion years) and they have no other trace today than the present
molecules used by the comparative method.

As we cannot travel back in time to verify the results, there are several ways
to assess the validity of molecular evolution studies: theoretical considerations
about the models and methods (realism, consistency, computational complexity,
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model testing, ability to generate a statistical support or a variety of the solu-
tions) [24], coherence with fossil records [26], or ancient DNA [11], or empirical
tests when the solution is known, on experimental evolution [17] or simulations.
Each method has its caveats. Models for inference have to adopt a compromise
between realism, consistency and complexity. Ancient DNA is rarely available,
usually not in an assembled shape. Fossils are also rare and provide a biased sam-
pling of ancient diversity. Experimental evolution is expensive, time-consuming
and limited in the number of generations it can provide.

Simulation is the most popular validation tool. Genome evolution can be
simulated in silico for a much higher number of generations than in experi-
mental evolution, at a lower cost. All the history can be recorded in details,
and compared with the inference results. A problem with simulations, how-
ever, is that they necessarily oversimplify genome evolution processes. Moreover,
very often, even if they are designed to be used by another team for inference
[4,10,14,15,23], they encode the same simplifications as the inference methods.
For example, only fixed mutations are generated because only these are visible
by inference methods, selection is tuned to fit what is visible by the inference
methods; genes are evolutionary units in simulations because they are the units
taken for inference. Everything is designed thinking of the possibilities of the
inference methods, leading to easy unrealistic instances.

This mode of ad-hoc simulation has been widely applied to test estimators
of rearrangement distances, and in particular inversion distances [5,7,9,12,22].
The problem consists in comparing two genomes and estimating the number
of inversions (a rearrangement that reverses the reading direction of a genomic
segment) that have occurred in the evolutionary lineages separating them. To
construct a solution, conserved genes or synteny blocks are detected in the two
genomes, and a number of inversions explaining the differences in gene orders
is estimated. A lot of work has consisted in finding shortest scenarios [13]. Sta-
tistical estimations need a model. The standard and most used model depicts
genomes as permutations of genes and assumes that an inversion reverses a seg-
ment of the permutation, taken uniformly at random over all segments. When
simulators are designed to validate the estimators, they also use permutations as
models of gene orders, and inversions on segments of this permutations, chosen
uniformly at random. Estimators show good performances on such simulations,
but transforming a genome into a permutation of genes is such a simplification
from both parts that it means nothing about any ability to estimate a rearrange-
ment distance in biological data [8].

We propose to use simulations that were not designed for validation pur-
poses. It is the case, in artificial life, of in silico experimental evolution [18], and
in particular of the Aevol platform [3,19]. Aevol contains, among many other fea-
tures, all what is needed to test rearrangement inference methods. The genomes
have gene sequences and non coding sequences organized in a chromosome, and
evolve with inversions, in addition to substitutions, indels, duplications, losses,
translocations. Rearrangements are chosen with a uniform random model on the
genome, which should fit the goals of the statistical estimators, but is different
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from a uniform random model on permutations [8]. We tested 10 different esti-
mators of inversion distance on 18 different datasets generated by Aevol. The
difference with ad-hoc simulations is striking. Most estimators completely fail to
give a close estimate in a vast majority of conditions. We argue that the reason
for this failure lies in realistic features in artificial genomes that are very likely
to reproduce the failure on real data.

We first describe the principle of the estimators, then the principles of the
simulator, with its goals and its functioning. We will show how to process its
results to test statistical estimators of rearrangement distances.

2 Comparative Genomics: Estimating an Inversion
Distance

We tested 10 estimators of the number of inversions separating two genomes,
called ID (the inversion distance) [16], CL for Caprara and Lancia [9], EH for
Eriksen and Hultman [12], Badger [20], BD for Berestycki and Durrett [5], LM
for Lin and Moret [22], BGT for Biller, Guéguen and Tannier [7], AA for Alexeev
and Alekseyev [2], ER1 and ER2 for Erdös-Renyi 1 and 2 [8].

For 8 of them (ID, LM, BGT, Badger, EH, BD, CL, AA), a genome is defined
as a signed permutation, π over {1, . . . , n}, that is, an ordering of the elements
of {1, . . . , n} where each element is given a sign, + or − (+ usually omitted),
representing the reading direction of an element. The elements of the permuta-
tion are genes, or solid regions, the ones that are never cut by inversions. All
inversions have the same probability. For the two remaining estimators (ER1 and
ER2), a genome is made up of two components: the same signed permutation,
and in addition a vector p of n + 1 breakage probabilities, pi > 0, 0 ≤ i ≤ n,
with

∑
i pi = 1. An inversion of the segment [πi, . . . , πj ] has probability pi−1pj .

Suppose A and B are two signed permutations. We define the breakpoint
graph of A and B as the graph with 2n + 2 vertices and 2n + 2 edges: for each
element i ∈ {1, . . . , n}, define two vertices it and ih, plus two additional vertices
0h and n+1t; then for any two consecutive numbers ab of A, join two extremities
by an A-edge: first is ah if a is positive, at otherwise, second is bt if b is positive, bh
otherwise. Additionally, if a is the first element of the permutation, join 0h and
at if a is positive, ah otherwise, and if b is the last element of the permutation,
join n + 1t and bh if b is positive, bt otherwise. Do the same for B, and call the
edges B-edges.

An adjacency of a genome A is an A-edge in the breakpoint graph. It is a
common adjacency with a genome B if it is also a B-edge, otherwise it is a
breakpoint. Breakpoint graphs have a uniform degree of 2 on all vertices, thus
they are sets of disjoint cycles alternating between A-edges and B-edges. We note
b the number of breakpoints, c the number of cycles of the breakpoint graph,
and c2 the number of cycles with 4 edges.

The parsimony estimator (ID) is the minimum number of inversions necessary
to transform A into B, which is close to n + 1 − c [16]. Badger is a Bayesian
sampler of inversion scenarios and computes an a posteriori probable distance.
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The others all work with the method of moments. This consists in computing an
expected value for one or two observable parameters of the breakpoint graph (b,
c2, c or a combination of two of them) if A and B are separated by k inversions.
It is a function of k and n: fn(k). It is never computed exactly, approximate
formulas or computation principles are given. Then k is estimated as k̂ = f−1

n (p)
for the observed value p of the parameter. LM, CL, BGT, ER1 are based on the
expected value of b. EH and BD are based on the expected value of c. ER2 is
based on expected values for b and c2, and AA uses expected values for b and
c. The two latter use two values because they also consider n as unknown and
estimate it as well as k.

3 Artificial Life: In Silico Experimental Evolution
and the Aevol Platform

Unlike many simulators used to validate phylogenetic inference methods [4,10,
14,15,23], Aevol does not represent a species by a single lineage undergoing
fixed mutations. Like forward-in-time simulators used in population genetics, it
explicitly represents all genotypes present in the population and simulates spon-
taneous mutations, which can be deleterious, neutral or beneficial. An important
difference, however, is that the selection coefficients of mutations are not prede-
fined for each locus nor drawn from a random distribution. Instead, an artificial
chemistry is used to decode each genome present in the population and compute
its phenotype, which is its ability to perform a computational task (see details
below). Point mutations or small indels can alter gene sequences and non coding
sequences. A local mutation in a gene can have a different effect on phenotype
and fitness, depending on the genomic background (other genes). Chromoso-
mal rearrangements like duplications, deletions, translocations or inversions can
occur anywhere in the chromosome sequence. They can alter gene number and
gene order and disrupt genes.

Figure 1 summarizes the functioning of Aevol. We give a high level description
here, and emphasize that the tool has many other possibilities than being used
as a bench mark. For a complete description and some of its possibilities, see
[3,19]. Genomes are circular sequences on a binary alphabet. A population of
typically 1000 genomes lives at a given generation. Genes are segments situated
on a transcribed sequence (i.e., a sequence starting after a promoter and ending
at a terminator sequence) starting after a Ribosome Binding Start and a Start
codon and ended by a Stop codon on the same reading frame. Inside a gene,
a coding sequence is translated into a protein sequence using a genetic code
on size three codons. This protein sequence encodes the parameters of a piece-
wise linear function that indicates the contribution (in [−1, 1]) of the protein to
each abstract “phenotypic trait” in [0, 1]. All proteins encoded in a genome are
summed to produce the phenotype, which is thus a piece-wise linear function
indicating the level of each phenotypic trait in [0, 1].

This phenotype is then compared with a target function indirectly repre-
senting the environment of the individual. The difference between the two is
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Fig. 1. Overview of the Aevol model. (A) A population of genomes is simulated.
At each generation, all genomes are evaluated and the fittest ones are replicated to
produce the next generation. The replication process includes variation operators. The
joint actions of selection, genetic drift and variation make the population evolve. (B)
Overview of the genome decoding process. Left: Each individual own a circular double-
strand genome with scattered genes. Right: The individual’s phenotype is the level
of each abstract phenotypic trait in [0, 1]. It is compared a target representing the
optimal phenotype given the environment. Middle: Each gene is decoded into a protein
that contributes to a small subset of phenotypic traits. More precisely, the sequence
of the gene is decoded into three reals that specify the mean, width and height of
a triangular kernel function. All the proteins are then summed up to compute the
phenotype. The individual displayed here was obtained after 460.000 generations of
evolution in Aevol under a mutational pressure of 10−6 mutations/bp/generation for
local events and 10−5 mutations/bp/generation for chromosomal rearrangements (see
below). Its genome is 6898 bp long. It encodes 113 genes and 35 RNAs (not shown).
28.4 % of the genome is non-coding. (C) Overview of the replication process. During
its replication each genome may undergo chromosomal rearrangements affecting large
DNA segments (here an inversion and a translocation) and local mutations (point
mutations or small InDels).

used to compute the fitness of the genome. To produce the next generation,
genomes with high fitness are replicated in the following generation with higher
probability than genomes with low fitness. During replication, local mutations
and chromosomal rearrangements are performed on the genomes, at a sponta-
neous rate fixed by simulation parameters.
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The population is initialized with a same random genome containing at least
one gene. As generations go by, neutral, deleterious or beneficial mutants appear
and their frequencies in the population vary depending on natural selection and
genetic drift. The target function is better and better approximated and the
genome structure evolves to eventually contain between tens to hundreds of
genes (depending on the evolutionary conditions) scattered along the genome.

In silico experimental evolution allows for perfect recording of all mutational
events that have occurred in the lineage of any organism. It is thus possible to
trace the evolution of a single gene along the generations, and thus to compare
genomes from different generations by identifying genes that descend one from
the other.

4 Inversion Distance Estimators on Artificial Genomes

We propose 18 runs of Aevol to be used as benchmark datasets for comparative
genomics studies. All estimators were computed for the 18 experiments, and
we show the results for two experiments in Fig. 2. Experiments with 6 different
conditions were run 3 times each, with a different seed each time. The conditions
concern the allowed mutation types, among: inversions, duplications (where the
copied segment is pasted anywhere on the genome), tandem duplications (where
it is pasted next to the position of the ancestral segment), losses, translocations,
point mutations and small InDels. Mutation rates were set to 5.10−6 mutation
per base per generation for point mutations and InDels, and 10−5 for larger
allowed rearrangements. All runs were stopped after 15000 generations with a
genome containing approximately 100 genes. We make accessible, for each of
the 18 runs, the input parameters, and for each generation, the list of genes,
their coordinates on the genome, and their genealogy (how they relate to each
other across generations). Material can be uploaded here: http://aevol.inrialpes.
fr/resources/benchmark/cie 2016.

From Aevol output we compute signed permutations of genes without dupli-
cates which model the relative order of genes compared with the last generation.
We keep, in each generation, only the genes that have a unique descendant in the
last generation, with no duplication event in its history between this generation
and the last. Only the last generations can contain such genes, so permutations
are only computed for a few hundred generations.

The results for two different runs out of 18 are shown in Fig. 2. The two
were chosen for extreme but informative behaviors. The first run allowed for
inversions, duplications and small mutations (A), while the second one allowed
for translocations and tandem duplications in addition (B). At each generation
we keep the genome in the ancestry lineage of the fittest genome at genera-
tion 15 000. The true number of inversions is compared with the estimated one,
according to 7 estimators (we removed 3 of them because the curves were indis-
tinguishable from others). The results highly depend on the conditions. On the
(A) part, all estimators except AA are estimating a rather good number of inver-
sions up to 50 events. On the (B) part, we cut the graph after 100 generations

http://aevol.inrialpes.fr/resources/benchmark/cie_2016
http://aevol.inrialpes.fr/resources/benchmark/cie_2016
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Fig. 2. The results of 7 estimators: ID, Badger, EH, BGT, ER1, ER2, AA. The other
ones gave indistinguishable curves (BD from EH, LM and CL from BGT). x axis is the
generation number. y axis is the number of inversions. All generations are compared
with the last one, number 15000. The true number is the black solid line, and the others
are estimated numbers. These Aevol runs includes (A) inversions, duplications and
deletions (B) inversions, duplications, tandem duplication, translocations and deletions.
The number of compared genes is from 119 to 109 (A), and from 92 to 49 (B).
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because all estimators had lost the signal for a long time. This rapid signal loss
is expected because of the accumulation of translocations that blur the inversion
signal. On both runs, EH and BD are giving estimates which are almost equal to
ID, the parsimony value. BGT, LM, CL and AA are constantly worse than the
parsimony value. Only ER1 gives a better estimate than parsimony until gener-
ation 600 (after ∼200 inversions) in the first run. On ad-hoc simulators reported
in the papers describing the estimators, all 10 estimators gave significantly better
results than parsimony for any variation of parameters [5,7,8,12,20,22].

5 Discussion

In our experiments there are many quality differences between estimators. But a
general tendency is that after a low true number of events (∼n/3, where n is the
number of genes), most of them significantly underestimate the true value. This
highly contrasts with the claimed performances of these estimators. For example
ID is supposed to have great chance of giving the right value up to n/2, while
LM, EH, BD, BGT all have been tested on simulations and reported to give the
right value far above n [5,7,12,22].

We argue that our datasets are not artefactually difficult (nor purposely made
difficult), and that the poor results encountered here are susceptible to reflect real
results on biological data. One argument for this is the better behavior of ER1 in
several situations, including the one depicted on Fig. 2(A). The addition of ER1
compared to the other estimators is that it takes into account the distribution
of intergene sizes. It suggests that part of the failure of the other estimators can
be explained by this ignorance of intergene sizes. In biological data, intergene
sizes influence probabilities of breakages, as it has been shown several times on
mammals for example [6,21].

Some estimators have been tried on biological data. The inversion distance is
often used. Badger has been used several times to reconstruct bacterial or mito-
condrial gene orders [20], and AA has been used to estimate distances between
Yeast genomes [2], and ER2 on amniote data [7]. The results have to be read in
regard of this study on artificial life.

Part of the discrepancy between the true value and the estimated value
remains unexplained. The complexity of the real scenarios probably blurs the
signal that estimators are able to capture. But again, this complexity is not a
specificity of Aevol, and is probably encountered in biological data. So by this
simple experiment we can worry that none of the existing estimators of rearrange-
ment distance would be able to produce a plausible value on real genomes.

Future Work. We tested only the estimation of the number of inversions. But
only with the runs we have already computed, a lot more can be done: estimation
of the proportion of translocations as in [1], or estimating both inversions and
duplications as in [25]. Artificial genomes could in principle not only be used
by comparative genomics inference methods, but by a larger set of molecular
evolution studies. For the moment the sequences are made of 0s and 1s, which is
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not a problem to study gene order, but can be disturbing for sequence analyses.
This way of coding sequences is on another hand a good sign that Aevol was not
developed for benchmarking purposes. In a close future nucleotidic and proteic
sequences with the biological alphabet will be added to extend the benchmarking
possibilities of the model.

Also we work with only one lineage, and compare only two genomes here,
because Aevol evolves a single population. A useful addition will be speciation
processes, in order to be able to compare several genomes.

On the Blind Multidisciplinarity. This study experiments a singular kind of inter-
disciplinarity. Obviously communities from comparative genomics and artificial
life have to work together in order to make such results possible. But, on the
opposite, these results are only possible because both communities first work in
relative isolation. If they had defined their working plans together, spoke to each
other too often or influenced each other’s way of thinking evolutionary biology,
the work would have lost some value. Indeed, what makes the difficulty here for
comparative genomicists is that they have to infer histories on data for which
they have no stranglehold on the processes, just as for biological data, but on
which they also have the correct answer, just not as for biological data.
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7. Biller, P., Guéguen, L., Tannier, E.: Moments of genome evolution by double cut-
and-join. BMC Bioinform. 16(Suppl 14), S7 (2015)
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