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Preface

This volume contains a selection of the papers presented at the 12th International Baltic
Conference on Databases and Information Systems 2016 (DB&IS 2016). The con-
ference was held during July 4–6, 2016, in Riga, Latvia. DB&IS 2016 continued the
DB&IS series of biennial conferences, which have been held in Trakai (1994), Tallinn
(1996, 2002, 2008, 2014), Riga (1998, 2004, 2010), and Vilnius (2000, 2006, 2012).

During this period, the DB&IS conference has become an international forum for
researchers and developers in the field of databases, information systems, and related
areas. The conference features original research and application papers on the theory,
design, and implementation of today’s information systems on a set of themes and
issues.

The volume of Communications in Computer and Information Science series by
Springer marks a new step for the conference. Having the proceedings published by
Springer has raised the bar for our authors and will contribute to our on-going aim of
improving the quality of the event.

DB&IS 2016 was organized by the Faculty of Computing, University of Latvia. The
international Program Committee had 56 representatives from 21 countries all over the
world. This year, 62 submissions from 16 countries were received. At least three
reviewers evaluated each conference paper applying the single-blind type of peer
review. As a result, 25 papers were accepted as full papers for publication in the present
volume. The conference program was extended with several good talks, and additional
papers were accepted for publication by the Baltic Journal of Modern Computing
(BJMC). The conference was also accompanied by a doctoral consortium.

The selected papers span a wide spectrum of topics related to the development of
information systems and data processing. The first significant topic covered is the
development of ontology applications. The contributions address research on ontology
visualization, ad hoc querying using controlled natural language, data mapping from
one representation to another, as well as creating and exploiting concept maps in
teaching and learning. The second topic is traditional for the DB&IS conferences —
tools, technologies, and languages for model-driven development. There are papers that
describe different kinds of models, metamodels, model transformations, tools for
model-driven development, and business process modeling. The third group of papers
addresses issues related to decision support systems and data mining, starting from
specific novel techniques and finishing with domain-oriented systems that discover
knowledge and improve human life. Natural language processing and building lin-
guistic components for information systems are a rapidly developing research area
promising to lead to excellent practical outcomes. This volume includes papers that
deal with natural language processing and propose different usage of results. The other
papers are related to advanced systems and technologies such as self-management of
IS, the semantic-driven design of IS, human–computer interaction, improvement of IS
performance, automatic usability evaluation, model-driven testing of real-time



distributed systems, development of adaptive e-learning systems, and knowledge
management performance measurement.

We would like to express our warmest thanks to all authors who contributed to the
12th International Baltic Conference on Databases and Information Systems 2016. Our
special thanks to the invited speakers, Prof. Andris Ambainis, Prof. Gintautas Dze-
myda, and Prof. Jaak Vilo, for sharing their knowledge. We are very grateful to the
members of the international Program Committee and additional referees for their
reviews and comments. We are grateful to the presenters, session chairs, and confer-
ence participants for their time and effort that made the DB&IS 2016 success. We also
wish to express our thanks to the conference organizing team, the University of Latvia,
Exigen Services Latvia, the IEEE, the IEEE Latvia Section, and other supporters for
their contribution and making the event possible. Last, but not least, we would like to
thank Springer for their excellent cooperation during the publication of this volume.

July 2016 Vineta Arnicane
Guntis Arnicans

Juris Borzovs
Laila Niedrite
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Towards Self-explanatory Ontology Visualization
with Contextual Verbalization

Renārs Liepiņš(B), Uldis Bojārs, Normunds Grūz̄ıtis,
Kārlis Čerāns, and Edgars Celms

Institute of Mathematics and Computer Science, University of Latvia,
Raina Bulvaris 29, Riga LV-1459, Latvia

{renars.liepins,uldis.bojars,normunds.gruzitis,
karlis.cerans,edgars.celms}@lumii.lv

Abstract. Ontologies are one of the core foundations of the Semantic
Web. To participate in Semantic Web projects, domain experts need to be
able to understand the ontologies involved. Visual notations can provide
an overview of the ontology and help users to understand the connections
among entities. However, the users first need to learn the visual nota-
tion before they can interpret it correctly. Controlled natural language
representation would be readable right away and might be preferred in
case of complex axioms, however, the structure of the ontology would
remain less apparent. We propose to combine ontology visualizations
with contextual ontology verbalizations of selected ontology (diagram)
elements, displaying controlled natural language (CNL) explanations of
OWL axioms corresponding to the selected visual notation elements.
Thus, the domain experts will benefit from both the high-level overview
provided by the graphical notation and the detailed textual explanations
of particular elements in the diagram.

Keywords: Owl · Ontology visualization · Contextual verbalization

1 Introduction

Semantic Web technologies have been successfully applied in pilot projects and
are now transitioning toward mainstream adoption in the industry. However, for
this transition to go successfully, there are still hurdles that have to be overcome.
One of them are the difficulties that domain experts have in understanding math-
ematical formalisms and their notations that are used in ontology engineering.

Visual notations have been proposed as a way to help domain experts to work
with ontologies. Indeed, when domain experts collaborate with ontology experts
in designing an ontology “they very quickly move to sketching 2D images to
communicate their thoughts” [9]. The use of diagrams has also been supported

This work has been supported by the ESF project 2013/0005/1DP/1.1.1.2.0/
13/APIA/VIAA/049 and the Latvian State Research program NexIT project No. 1
“Technologies of ontologies, semantic web and security”.

c© Springer International Publishing Switzerland 2016
G. Arnicans et al. (Eds.): DB&IS 2016, CCIS 615, pp. 3–17, 2016.
DOI: 10.1007/978-3-319-40180-5 1



4 R. Liepiņš et al.

by an empirical study done by Warren et al. where they reported that “one-third
of [participants] commented on the value of drawing a diagram” to understand
what is going on in the ontology [23].

Despite the apparent success of the graphical approaches, there is still a
fundamental problem with them. When a novice user wants to understand a
particular ontology, he or she cannot just look at the diagram and know what it
means. The user first needs to learn the syntax and semantics of the notation –
its mapping to the underlying formalism. In some diagrams an edge with a label
P between nodes A and B might denote a property P that has domain A and
range B, while in others it might mean that every A has at least one property
P to something that is B. This limitation has long been noticed in software
engineering [20] and, for this reason, formal models in software engineering are
often translated into informal textual documentation by systems analysts, so
that they can be validated by domain experts [5].

A similar idea of automatic conversion of ontologies into seemingly informal
controlled natural language (CNL) texts and presenting the texts to domain
experts has been investigated by multiple groups [12,16,22]. CNL is more under-
standable to domain experts and end-users than the alternative representations
because the notation itself does not have to be learned, or the learning time is
very short. Hoverer, the comparative studies of textual and graphical notations
have shown that while domain experts that are new to graphical notations better
understand the natural language text, they still prefer the graphical notations in
the long run [15,19]. It leads to a dilemma of how to introduce domain experts to
ontologies. The CNL representation shall be readable right away and might be
preferred in case of complex axioms (restrictions) while the graphical notation
makes the overall structure and the connections more comprehensible.

We present an approach that combines the benefits of both graphical nota-
tions and CNL verbalizations. The solution is to extend the graphical notation
with contextual verbalizations of the axioms that are represented by the selected
graphical element. The graphical representation gives the users an overview of
the ontology while the contextual verbalizations explain what the particular
graphical elements mean. Thus, domain experts that are novices in ontology
engineering shall be able to learn and use the graphical notation rapidly and
independently without special training.

In Sect. 2, we present the general principles of extending graphical ontol-
ogy notations with contextual natural language verbalizations. In Sect. 3, we
demonstrate the proposed approach in practice by extending a particular graph-
ical ontology notation and editor, OWLGrEd, with contextual verbalizations in
controlled English. In Sect. 4, we discuss the benefits and limitations of our app-
roach, as well as sketch some future work. Related work is discussed in Sect. 5,
and we conclude the article in Sect. 6.

2 Extending Graphical Notations with Contextual
Verbalizations

This section describes the proposed approach for contextual verbalization of
graphical elements in ontology diagrams, starting with a motivating example.
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We are focusing particularly on OWL ontologies, assuming that they are already
given and that the ontology symbols (names) are lexically motivated and con-
sistent, i.e., we are not considering the authoring of ontologies in this arti-
cle, although the contextual verbalizations might be helpful in the authoring
process as well, and it would motivate to follow a lexical and consistent naming
convention.

2.1 Motivating Example

In most diagrammatic OWL ontology notations, object property declarations are
shown either as boxes (for example in VOWL [14]) or as labeled links connecting
the property domain and range classes as in OWLGrEd [2]. Figure 1 illustrates a
simplified ontology fragment that includes classes Person and Thing, an object
property likes and a data property hasAge. This fragment is represented by
using three alternative formal notations: Manchester OWL Syntax [8], VOWL
and OWLGrEd. As can be seen, the visualizations are tiny and may already
seem self-explanatory. Nevertheless, even in this simple case, the notation for
domain experts may be far from obvious. For example, the Manchester OWL
Syntax uses the terms domain and range when defining a property, and these
terms may not be familiar to a domain expert. In the graphical notations, the
situation is even worse because the user may not even suspect that the edges
represent more than one assertion and that the assertions are far-reaching. In
the case of likes, it means that everyone that likes something is necessarily a
person, and vice versa.

We have encountered such problems in practice when introducing ontologies
in the OWLGrEd notation to users familiar with the UML notation. Initially,
it turned out that they are misunderstanding the meaning of the association
edges. For example, they would interpret that the edge likes in Fig. 1 means
“persons may like persons”, which is true, however, they would also assume
that other disjoint classes could also have this property, which is false in OWL
because multiple domain/range axioms of the same property are combined to
form an intersection. Thus, even having a very simple ontology, there is a poten-
tial for misunderstanding the meaning of both the formal textual notation (e.g.,
Manchester OWL Syntax) and the graphical notations.

The data property hasAge in Fig. 1 illustrates another kind of a problem.
In some graphical notations (e.g., VOWL), data properties are represented by
edges, and their value types – by nodes (using a style that is different from class
nodes). In other notations (e.g., OWLGrEd), data properties are represented
by labels inside the class node that corresponds to the data property’s domain.
While the representation and therefore the reading is similar to the object prop-
erties in VOWL, verbalization might help to novice OWLGrEd users.

2.2 Proposed Approach

We propose to extend graphical ontology diagrams with contextual on-demand
verbalizations of OWL axioms related to the selected diagram elements, with
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Class: Person
SubClassOf: owl:Thing

ObjectProperty: hasChild
Domain: Person
Range: Person

DataProperty: hasAge
Domain: Person
Range: xsd:integer
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Every person is a thing.
Everything that likes something is a person.
Everything that is liked by something is a person.
Everything that has an age is a person.
Everything that is an age of something is an integer.
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Fig. 1. A simplified ontology fragment alternatively represented by using Manchester
OWL Syntax, VOWL and OWLGrEd, and an explanation in a controlled natural
language

the goal to help users to better understand their ontologies and to learn the
graphical notations based on their own and/or real-world examples.

The contextual verbalization of ontology diagrams relies on the assumption
that every diagram element represents a set of ontology axioms, i.e., the ontology
axioms are generally presented locally in the diagram, although possibly a single
ontology axiom can be related to several elements of the diagram.

The same verbalization can be applied to all the different OWL visual nota-
tions, i.e., we do not have to design a new verbalization (explanation) grammar
for each new visual notation, because they all are mapped to the same underlying
OWL axioms. Thus, the OWL visualizers can reuse the same OWL verbalizers
to provide contextual explanations of any graphical OWL notation.

By reusing ontology verbalizers, existing ontology visualization systems can
be easily extended with a verbalization service. Figure 2 illustrates the proposed
approach:

1. Visualizer is the existing visualization component that transforms an OWL
ontology into its graphical representation.

2. The system is extended by a User Selection mechanism that allows users to
select the graphical element that they want to verbalize.

Ontology Visualization

User  Selection

Relevant
Axioms

Verbalization of
User Selection 

OWL Ontology

A B

C

Every C is a B

Collector 
of 

Relevant 
Axioms

Visualizer Verbalizer

Fig. 2. Architecture of a contextual ontology verbalizer
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3. Collector gathers a subset of the ontology axioms that correspond to the
selected graphical element.

4. The relevant axioms are passed to Verbalizer that produces CNL statements
– a textual explanation that is shown to the user.

By applying the proposed approach and by using natural language to interac-
tively explain what the graphical notation means, developers of graphical OWL
editors and viewers can enable users (domain experts in particular) to avoid mis-
interpretations of ontology elements and their underlying axioms, resulting in a
better understand of both the ontology and the notation. For example, when
domain experts encounter the ontology in Fig. 1, they would not have to guess
what the elements of this graphical notation mean. Instead, they can just ask
the system to explain the notation using the example of the ontology that they
are exploring. When the user clicks on the edge likes in Fig. 1, the system shows
the verbalization

Everything that likes something is a person. Everything that is liked by
something is a person.

which unambiguously explains the complete meaning of this graphical element.
The verbalization of ontology axioms has been shown to be helpful in teach-

ing OWL to newcomers both in practical experience reports [18] as well as in
statistical evaluations [12].

3 Case Study: Extending OWLGrEd with Contextual
Verbalizations in ACE

The proposed approach is illustrated by a case study demonstrating the enhance-
ment of extending OWLGrEd, a graphical notation and editor for OWL, with
on-demand contextual verbalizations of the underlying OWL axioms using
Attempto Controlled English (ACE) [6]. The CNL verbalization layer allows
users to inspect a particular element of the presented ontology diagram and
to receive a verbal explanation of the ontology axioms that are related to this
ontology element.

A demonstration of our implementation is available online.1

3.1 Overview of the OWLGrEd Notation

The OWLGrEd notation [2] is a compact and complete UML-style notation for
OWL 2 ontologies. It relies on Manchester OWL Syntax [8] for certain class
expressions.

This notation is implemented in the OWLGrEd ontology editor2 and its online
ontology visualization tool3 [13]. The approach proposed in this article is imple-
mented as a custom version of the OWLGrEd editor and visualization tool.
1 http://owlgred.lumii.lv/cnl-demo.
2 http://owlgred.lumii.lv.
3 http://owlgred.lumii.lv/online visualization/.

http://owlgred.lumii.lv/cnl-demo
http://owlgred.lumii.lv
http://owlgred.lumii.lv/online_visualization/
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In order to keep the visualizations compact and to give the ontology devel-
opers flexibility in visualizing their ontologies, the OWLGrEd notation provides
several alternatives how a certain OWL axiom can be represented (e.g., either as
a visual element or as an expression in Manchester OWL Syntax inside the class
element). This makes the OWLGrEd notation a good case study for exploring
the use of contextual verbalizations. In order to fully understand a visualization
of an ontology, the domain experts would need to understand both the graphical
elements and the expressions in Manchester OWL Syntax.

Fig. 3. An example mini-university ontology represented in the OWLGrEd notation

Figure 3 demonstrates the OWLGrEd notation through an example of a
mini-university ontology. OWL classes (e.g., Student, Person, Course in Fig. 3)
are represented by UML classes while OWL object properties are represented
by roles on the associations between the relevant domain and range classes
(e.g., teaches, takes, hasEnrolled). OWL datatype properties are represented by
attributes of the property domain classes. OWL individuals are represented by
UML objects (e.g., Alice, Bob, ComputerScience).

Simple cardinality constraints can be described along with the object or
datatype properties (e.g., every student is enrolled in exactly 1 academic pro-
gram), and inverse-of relations can be encoded as inverse roles of the same
association.

Subclass assertions can be visualized in the form of UML generalizations that
can be grouped together using generalization sets (the “fork” elements). Disjoint-
ness or completeness assertions on subclasses can be represented using UML
generalization set constraints (e.g., classes Assistant, Docent and Professor all
are subclasses of Teacher and are pairwise disjoint). OWLGrEd also introduces
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a graphical notation for property-based class restrictions – a red arrow between
the nodes. For example, the red arrow between classes MandatoryCourse and
Professor corresponds to the following restriction in the Manchester notation:

MandatoryCourse SubClassOf inverse teaches only Professor

Class elements can have text fields with OWL class expressions in Manchester
OWL Syntax. While OWLGrEd allows to specify class expressions in a graph-
ical form, more compact visualizations can be achieved by using the tex-
tual Manchester notation (e.g., in the descriptions of Course, SimpleCourse
and BigCourse). The ‘<’ textual notation is used for sub-class and sub-
property relations, ‘=’ for equivalent classes/properties and ‘<>’ for disjoint
classes/properties (e.g., Person <> Course).

Fig. 4. Options for representing the class hierarchy in OWLGrEd

Figure 4 illustrates the multiple ways how OWL axioms can be represented
in diagrams using the OWLGrEd notation. It shows how the generalization
(a subclass-of relation) can be represented using a line notation, a more compact
“fork” notation and a text notation that may be preferable in some cases (e.g.,
for referring to a superclass that is defined using an OWL class expression and
is not referenced anywhere else).

On the assertion or individual level (ABox), there are two options for stating
class assertions (instances): by using the instanceOf arrow to the corresponding
class element or by stating the class name or expression in the box element
denoting the individual.

We refer to [1,2] for a more detailed explanation of the OWLGrEd notation
and editor, as well as the principles of its visual extensions [4].

3.2 Adding Verbalizations to OWLGrEd

In order to help domain experts to understand the visualized ontology diagram,
they are presented with explanations – textual representation (verbalization) of
all OWL axioms corresponding to a given element of the ontology diagram.

The verbalization can help users even in relatively simple cases, such as
object property declarations where user’s intuitive understanding of the domain
and range of the property might not match what is asserted in the ontology. The
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verbalization of OWL axioms makes this information explicit while not requiring
users to be ontology experts. The value of contextual ontology verbalization is
even more apparent for elements whose semantics might be somewhat tricky
even for more experienced users (e.g., some, only and cardinality constraints on
properties, or generalization forks with disjoint and complete constraints).

The CNL verbalization layer for which an experimental support has been
added to the OWLGrEd editor enhances the ontology diagrams with an inter-
active means for viewing textual explanations of the axioms associated with a
particular graphical element.

By clicking a mouse pointer on an element, a pop-up widget is thrown, con-
taining a CNL verbalization of the corresponding axioms in Attempto Controlled
English. By default, the OWLGrEd visualizer minimizes the number of verbal-
ization widgets shown simultaneously by hiding them after a certain timeout. For
users to simultaneously see the verbalizations for multiple graphical elements,
there is an option to “freeze” the widgets and prevent them from disappearing.

Fig. 5. The example ontology in the OWLGrEd notation (see Fig. 3) with CNL ver-
balizations (explanations) of the selected diagram elements.

Figure 5 shows an example of multiple verbalizations displayed on the dia-
gram introduced in Fig. 3. They describe the ontology elements that represent
the class Course, the object property teaches, the individual Alice and the restric-
tion on the class MandatoryCourse. Verbalizations are implicitly linked to the
corresponding elements using the element labels. While it might be less conve-
nient to identify the implicit links in a static image, the interactive nature of
the combined ontology visualization and verbalization tool makes it easier for
users to keep the track. Visual cues (e.g., a line between a verbalization and the
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diagram element) could be added to make the linking more noticeable. However,
to keep the visualization simple, such cues are not currently employed.

The object property teaches, represented in the diagram by an edge connect-
ing the class Teacher to the class Course, has the following verbalization in ACE
(see Fig. 5):

Every teacher teaches at most 2 courses.

Everything that is taught by something is a course.

Everything that teaches something is a teacher.

If X takes Y then it is false that X teaches Y.

Note that the specific OWL terms, like disjoint, subclass and inverse, are not
used in the ACE statements. The same meaning is expressed implicitly – via
paraphrasing – using more general common sense constructions and terms.

In this case, the edge represents not only the domain and range axioms of the
property but also the cardinality of the range and the restriction that teaches is
disjoint with takes (expressed by the if-then statement).

The property restriction on the class MandatoryCourse, shown in the diagram
as a red line connecting the class MandatoryCourse to the class Professor, is
another case when a CNL explanation is essential. Its meaning is expressed in
ACE by the following statement:

Everything that teaches a mandatory course is a professor.

In this case, similarly as in the case of the disjoint restrictions, the ACE
verbalizer has rewritten the axiom in a more general but semantically equivalent
form avoiding the use of the determiner only (nothing but in ACE) [10]. At the
first glance, it might seem confusing for an expert, however, such a semantic
paraphrase can be helpful to better understand the consequences of the direct
reading of the axiom:

Every mandatory course is taught by nothing but professors.

The steps involved in the verbalization of an ontology diagram element (as
implemented in OWLGrEd) are:

1. Every diagram element represents a set of OWL axioms.
2. The set of axioms corresponding to this element is ordered by axiom type

and sent as a list to the verbalization component.
3. The verbalization component returns a corresponding list of CNL statements.
4. The resulting CNL statements (the textual explanation of the diagram ele-

ment) are displayed to the user.

The translation from OWL to ACE is done by reusing the readily available
verbalizer from the ACE toolkit [11].4

4 http://attempto.ifi.uzh.ch/site/resources/.

http://attempto.ifi.uzh.ch/site/resources/
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In order to acquire lexically and grammatically well-formed sentences (from
the natural language user’s point of view), additional lexical information may
need to be provided, e.g., that the property teaches is verbalized using the
past participle form “taught” in the passive voice (inverse-of ) constructions
or that the class MandatoryCourse is verbalized as a multi-word unit “manda-
tory course”. This information is passed to the OWL-to-ACE verbalizer as an
ontology-specific lexicon.

In the case of controlled English, the necessary lexical information can be
largely restored automatically from the entity names (ontology symbols), pro-
vided that English is used as a meta-language and that the entity names are
lexically motivated and consistently formed.

If aiming for multilingual verbalizations, domain-specific translation equiv-
alents would have to be specified additionally, which, in general, would be a
semi-automatic task.

An appropriate and convenient means for implementing a multilingual OWL
verbalization grammar is Grammatical Framework (GF) [17] which provides a
reusable resource grammar library for about 30 languages.5 Moreover, an ACE
grammar library based on the GF general-purpose resource grammar library
is already available for about 10 languages [3]. This allows for using English-
based entity names and the OWL subset of ACE as an interlingua, following the
two-level OWL-to-CNL approach suggested in [7].

In fact, we have applied the GF-based approach to provide an optional sup-
port for lexicalization and verbalization in OWLGrEd in both English and Lat-
vian, a highly inflected Baltic language.

4 Discussion

This section discusses the use of contextual ontology verbalization, focusing on
its applicability to various graphical notations, extending the scope of axioms to
include in verbalizations and the potential limitations of the approach.

4.1 Applicability to Other Notations

The proposed approach is applicable to any ontology visualization where graph-
ical elements represent one or more OWL axioms. The value of using verbaliza-
tion functionality is higher for more complex notations (e.g., OWLGrEd) where
graphical elements may represent multiple axioms but even in simple graph-
ical notations, where each graphical element corresponds to one axiom, users
will need to know how to read the notation. Contextual ontology verbalization
addresses this need by providing textual explanations of diagram elements and
the underlying OWL axioms.

A more challenging case is notations where some OWL axioms are repre-
sented as spatial relations between the elements and are not directly represented

5 http://www.grammaticalframework.org/.

http://www.grammaticalframework.org/
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by any graphical elements (e.g., Concept Diagrams represent subclass-of rela-
tions as shapes that are included in one another [21]). In order to represent
these axioms in ontology verbalization they need to be “attached” to one or
more graphical elements that these axioms refer to. As a result, they will be
included in verbalizations of relevant graphical elements. In the case of Con-
cept Diagrams, the subclass-of relation, which is represented by shape inclusion,
would be verbalized as part of the subclass shape.

4.2 Extending the Scope of Verbalization

The scope of OWL axioms that are included in CNL explanations of diagram
elements can be adjusted by modifying the Collector component (see Fig. 2) that
selects OWL axioms related to a particular element. In our primary use case,
the choice of OWL axioms to verbalize is straightforward – for each element
only the axioms directly associated with this element (i.e. the axioms that this
element represents) are used for generating CNL verbalizations. Depending on
the graphical notation the scope of axioms for verbalization may need to be
expanded, as we pointed out in Sect. 4.1.

Enlarging the scope of axioms to verbalize may also be useful for generating
contextual documentation of a selected element. In contrast to the primary use
case, where the verbalization was used to explain the notation, in the case of
contextual documentation, we want to show the user all the axioms that are
related to the selected element (e.g., when the user selects a class node, the sys-
tem would also show verbalizations of domain and range axioms where this class
is mentioned). Such approach is widely used in textual ontology documentation
(e.g., in FOAF vocabulary specification6).

Another use case for enhanced verbalizations is running inference on the
ontology and including inferred OWL axioms in verbalizations. Since it is not
practical to show all inferred axioms in the graphical representation, contextual
verbalizations are a suitable place for displaying this information. Verbalization
of inferred axioms may also be useful for ontology debugging. For instance, in
the ontology in Fig. 3, it might be derived that every individual belonging to
the class BigCourse also belongs to the class Course, however the same would
not necessarily be true for every individual belonging to the class SimpleCourse
(one can term this a design error present in the ontology).

To support these use cases, the scope of verbalization axioms can be increased
to include additional axioms. It is important to note that by doing this (i.e.
by adding axioms not directly represented by the element) we would lose the
benefit of having equivalent visual and verbal representations of the ontology
and the resulting verbalizations might not be as useful for users in learning
the graphical notation. This limitation can be partially alleviated by visually
distinguishing between CNL sentences that represent direct axioms (i.e. axioms
that directly correspond to a graphical element) and other axioms included in
the verbalization.

6 http://xmlns.com/foaf/spec/#sec-crossref.

http://xmlns.com/foaf/spec/#sec-crossref
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4.3 Limitations

Due to the interactive nature of the approach it might not work well for docu-
menting ontologies when diagrams are printed out or saved as screenshots. While
the example in Fig. 5 shows how multiple verbalizations are displayed simulta-
neously and that they can still be useful when saved as screenshots, the image
would become too cluttered if a larger amount of verbalizations were displayed
simultaneously therefore a naive approach of showing all verbalizations on a
diagram at once would not work for documentation.

The combined ontology visualization and verbalization approach can be
adapted to documenting ontologies by exporting fragments of the ontology dia-
gram showing a particular graphical element along with verbalized statements
corresponding to this element. The resulting documentation would have some
redundancy because one CNL statement may be relevant to multiple concepts.
However, it has been shown that such “dictionaries” are perceived to be more
usable than the alternative, where all axioms verbalizations are displayed just
once, without grouping [24].

Verbalization techniques that are a part of the proposed approach have the
same limitations as ontology verbalization in general. In particular, verbaliza-
tion may require additional lexical information to generate grammatically well-
formed sentences. To some degree, by employing good ontology design practices
and naming conventions as well as by annotating ontology entities with lexical
labels, this limitation can be overcome. Another issue is specific kinds of axioms
that are difficult or verbose to express in natural language without using terms
of the underlying formalism.

As it was mentioned, the contextual verbalizations could be generated in
multiple languages, provided that the translation equivalents have been pro-
vided while authoring the ontology. This would allow domain experts to explore
ontologies in their native language and would be even more important to the
regular end-users exploring ontology-based applications.

5 Related Work

To the best of our knowledge, there are no publications proposing combining
OWL ontology visualizations with contextual CNL verbalizations but there has
been a movement towards cooperation between both fields. In ontology visual-
izations, notations have been adding explicit labels to each graphical element
that describes what kind of axiom it represents. For example, in VOWL a line
representing a subclass-of relation is explicitly labeled with the text “Subclass
of”. This practice makes the notation more understandable to users as reported
in the VOWL user study where a user stated that “there was no need to use
the printed [notation reference] table as the VOWL visualization was very self-
explanatory” [14]. However, such labeling of graphical elements is only useful
in notations where each graphical element represents one axiom. In more com-
plex visualizations where one graphical element represents multiple axioms there
would be no place for all the labels corresponding to these axioms. For example,
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in the OWLGrEd notation, class boxes can represent not just class definitions
but also subclass-of and disjoint classes assertions. In such cases, verbalizations
provide understandable explanations. Moreover, in some notations (e.g., Con-
cept Diagrams [21]) there might be no graphical elements at all for certain kinds
of axioms, as it was mentioned in Sect. 4.1.

In the field of textual ontology verbalizations there has been some exploration
of how to make verbalizations more convenient for users. One approach that
has been tried is grouping verbalizations by entities. It produces a kind of a
dictionary, where records are entities (class, property, individual), and every
record contains verbalizations of axioms that refer to this entity. The resulting
document is significantly larger than a plain, non-grouped verbalization because
many axioms may refer to multiple entities and thus will be repeated in each
entity. Nevertheless, the grouped presentation was preferred by users [24]. Our
approach can be considered a generalization of this approach, where a dictionary
is replaced by an ontology visualization that serves as a map of the ontology.

An ad-hoc combination of verbalization and visualization approaches could
be achieved using existing ontology tools such as Protégé by using separate visu-
alization and verbalization plugins (e.g., ProtégéVOWL7 for visualization and
ACEView8 for verbalization). However, this would not help in understanding
the graphical notation because the two views are independent, and thus a user
cannot know which verbalizations correspond to which graphical elements. Our
approach employs closer integration of the two ontology representations and pro-
vides contextual verbalization of axioms that directly correspond to the selected
graphical element, helping users in understanding the ontology and learning the
graphical notation used.

6 Conclusions

Mathematical formalisms used in ontology engineering are hard to understand
for domain experts. Usually, graphical notations are suggested as a solution
to this problem. However, the graphical notations, while preferred by domain
experts, still have to be learned to be genuinely helpful in understanding. Until
now the only way to learn these notations was by reading the documentation.

In this article, we proposed to use the CNL verbalizations to solve the learn-
ing problem. Using our approach the domain expert can interactively select a
graphical element and receive the explanation of what the element means. The
explanation is generated by passing the corresponding axioms of the element
through one of the existing verbalization services. The service returns natural
language sentences explaining the OWL axioms that correspond to the selected
element and thus explaining what it means.

We demonstrated the proposed approach in a case study where we extended
an existing ontology editor with the contextual CNL explanations. We also pre-

7 http://vowl.visualdataweb.org/protegevowl.html.
8 http://attempto.ifi.uzh.ch/aceview/.

http://vowl.visualdataweb.org/protegevowl.html
http://attempto.ifi.uzh.ch/aceview/
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sented the architecture of the extension that is general enough to apply to wide
range of other ontology notations and tools.

In conclusion, we have shown how to extend graphical notations with contex-
tual CNL verbalizations that explain the selected ontology element. The expla-
nations help domain experts to rapidly and independently learn and use the
notation from the beginning without a special training, thus making it easier for
domain experts to participate in ontology engineering without extended train-
ing, which solves one of the problems that hinder the adoption of Semantic Web
technologies in the mainstream industry.
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Abstract. The ad-hoc querying process is slow and error prone due to inability
of business experts of accessing data directly without involving IT experts. The
problem lies in complexity of means used to query data. We propose a new
natural language- and semistar ontology-based ad-hoc querying approach which
lowers the steep learning curve required to be able to query data. The proposed
approach would significantly shorten the time needed to master the ad-hoc
querying and to gain the direct access to data by business experts, thus facili-
tating the decision making process in enterprises, government institutions and
other organizations.
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1 Introduction and Problem Statement

The amount of data collected by enterprises, government institutions and other orga-
nizations grows significantly every year. Data alone do not guarantee a success – data
should be transformed into information, and it should be used accordingly in order to
succeed. This process has often been referred to as Business Intelligence (BI). Typi-
cally, BI tools offer wide possibilities of data analysis, however they require a sig-
nificant amount of investment and IT expertise. Needless to say that BI processes
involve IT experts whose task is to translate business requirements and queries into a
language which is understandable by computer. For example, the Children’s Clinical
University Hospital (Riga, Latvia) collects sensitive data of clinical processes. Data are
stored in the relational database and maintained by the team of local IT experts. The IT
experts take part in the clinical processes. They translate hospital managers, practi-
tioners and researchers questions into SQL queries. Although there are predefined
reports, the business requirements are changing very often and, consequently, IT
experts are overloaded. Therefore business decision processes are very slow and
error-prone because of miscommunication and hurry. Direct access to data by domain
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experts would be a solution. However the problem is that domain experts do not
possess the required skills to formulate queries by themselves, because of the com-
plexity of query languages used to retrieve answers from data stores. In our previous
work [1] we have defined so called “3How” problem which consists of three main
problems related to this context:

(1) how to describe data to be easily perceived by domain experts;
(2) how to query data simply enough for domain experts;
(3) how to perform query efficiently enough in order to get an answer to a sufficiently

wide class of queries in reasonable time.

Actually, the problem has been relevant for more than 40 years. The SQL
(SEQUEL) language [2] is the de facto standard of querying relational databases where
most of data are being stored at the moment. However, it turned out that the way data
are stored and retrieved in the relational databases was too complicated for domain
experts. There are similar languages to SQL (e.g. SPARQL for RDF ontologies [3])
which require a very precise formulation of the textual query (both syntax and
semantics) and deep knowledge of underlying technology, thus making them too
sophisticated to learn and use. Therefore there have been attempts to make wrappers for
these languages – e.g. graphical query builders like Graphical Query Designer for SQL
Server [4], ViziQuer [5] and Ontology Based Data Access (OBDA) approach [6],
particularly, the OptiqueVQS [7] for SPARQL and RDF databases, or form-based tools
using wizards and standard GUI elements (e.g. tables and lists) like SAP Quick
Viewer SQVI [8]. There are also other proposals which provide the means for direct
data access. One of the most well-known approaches is Self-Service Business Intelli-
gence (SSBI) which was proposed by Microsoft [9]. It provides a rich set of tools
(Power BI) allowing the end-user to build sophisticated data visualizations and make
data analysis mainly through spreadsheet applications.

Yet, there is a significant drawback of the mentioned approaches, namely, a steep
learning curve which is required to learn a new query language and to understand the
way data are stored. In order to make the learning of ad-hoc querying easier we propose
a new query language which is based on the controlled natural language. We rely on
simple semistar data ontologies which resemble the structure of documents which are
backing up the business processes in the organization. Health records are good
examples of such documents in a hospital. Semistar ontology defines a vocabulary
(terms) which are allowed to use while querying the data. This allows us to control the
language in the way which is familiar to the domain expert. Therefore, the complexity
of precise understanding of the rich natural language can be reduced in our imple-
mentation of natural language query interface. It should be noted that our query sys-
tem’s ability to explain to the user how his query has been understood plays an
important role for ad-hoc querying.

Experiments have shown that the proposed query language can be taught in a short
time to medical students. Even after a short (2 h) lecture for a group of medicine
students almost every participant could understand the given examples of queries
written in the proposed language. Most of the students were also able to formulate
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queries for the proposed questions about the clinical processes of the hospital. This
paper is organized as follows. Section 2 sums up the related work done by other
authors. In Sect. 3 we introduce the concept of semistar data ontology which is heavily
exploited in designing the proposed query language. The language itself is described
in Sect. 4 where we give its syntax and semantics together with its typical examples. In
Sect. 5 we briefly outline the basics of the implementation of the language, and in
Sect. 6 we describe the practical experiments we have performed to test our language
from different points of view. Section 7 concludes the paper.

2 Related Work

A viable option to query data simply enough for domain experts (2nd problem of
“3How”) is a natural language. Therefore in this section we will discuss the existing
natural language interfaces to databases (NLIDB-s). A lot of work has been done in this
area [10–14]. “Natural language is an effective method of interaction for casual users
with a good knowledge of the database, who perform question-answering tasks, in a
restricted domain” [15]. It should be noted that the formulation of the precise query
itself is a hard problem for users without mathematical background, e.g. Ogden et al.
showed that users would not be able to specify the meaning of “and” clearly enough for
unambiguous understanding of a query [16]. Related research [17] in the knowledge
base area has reported that there are still lots of problems in the understanding of
complex queries.

In order to make an NLIDB system usable by domain experts it is necessary to
solve the problem of linguistic coverage. People do not know what the computer
“knows”, i.e. when a natural language is used there is no common context in the
conversation between the user and the database [18]. It is very important to explain to
users what the database “knows” and what can be asked. Database schemas used by IT
experts (like ER models) are too complex and contain too many technical details to be
useful for the explanation of the underlying data. Computers, on the other hand, cannot
properly understand what users mean by their queries because of richness and ambi-
guity of the natural language. In order to achieve a consensus between the user and the
computer an intermediate representation of data schema is needed.

Many NLIDB solutions rely on the user’s domain knowledge and meaningful
names used in the schema’s elements. These solutions search for similarities between
the names and the terms written by user [10, 12]. There are NLIDB solutions that use
ontologies (lexicons, vocabularies) to represent the data schema [10, 19, 20].
Ontologies define concepts, their properties and relationships which can be used by
user. Ontology is automatically obtained from the relational database schema. Ontol-
ogy hides some technical details, but still requires the understanding of basic
entity-relationship model principles. Thus, the traditional NLIDB approaches have not
reached wide usage, at least not for deep querying with nontrivial calculations.
Therefore other approaches have to be studied in order to solve the “3How” problem. It
is the main goal of this paper.
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3 Semistar Data Ontologies

Analysis of current situation suggests that it is hopeless to try to develop an easily
perceptible query language that can be used on arbitrary ontologies, because such
language has not yet appeared after 30 years since the invention of relational databases.
Therefore we introduce an important subset of data ontologies called the Semistar
ontologies (see also [1, 21, 22]). A typical example of a semistar ontology is depicted
in Fig. 1. This is a simplified version of data ontology used in Riga Children’s Clinical
University Hospital (the actually used ontology consists of 25 classes and 142 attri-
butes). Semistar ontologies are data ontologies whose graphical representation corre-
sponds to a star-like structure (having no loops) with a restriction on multiplicities, such
that all associations must have the multiplicity equal to 1 at the end of the association
that is nearer to the star’s center. Semistar ontologies have only one type of associations
between basic classes – the “has” relation (e.g. Patient has HospitalEpisodes, Hospi-
talEpisode has TreatmentWards, etc.). Besides basic classes, a semistar ontology can
also contain other classes called the classifiers (depicted with white background in
Fig. 1). Associations between basic classes and classifier classes are coded as attributes
(e.g. familyDoctor: CPhysician).

Semistar ontology is a practically important and expressive subset of all data
ontologies, and practical use-cases often exploit exactly this type of ontologies. As can
be seen in Fig. 1, hospital ontology viewed from patients’ and physicians’ point of
view comes out to be a semistar ontology. Our experience shows that even in more
general cases, when some ontology is not a semistar ontology, one can usually find an
important subset of it to comply to principles of semistar ontology. We can always
think of a semistar ontology as a subject-oriented ontology where the role of the subject
can be performed by a patient (in case of medical domain), a customer (in case of some
service domain), etc.

We allow attributes of basic classes to have two kinds of data types – the primitive
types and the classifiers. We use the following predefined data types and operations:

– Integer (e.g. 75, −75), Real (e.g. 0.75, −75.0), operations: +, −, *, /;
– Boolean (true, false), operations: and, or, not;

Fig. 1. Simplified semistar ontology used in Riga Children’s Clinical University Hospital.
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– String (e.g. “abc”), operations: substring (e.g. “abcde”.substring(2,3)=“bc”);
– Date (e.g. 2015.06.17), unary operations: year(), month(), day(), dayOfWeek(),

binary operation: - (e.g. 2015.06.17−2015.05.12 = 1M5D);
– DateTime (e.g. 2015.06.17T10:45), unary operations: year(), month(), day(), hour(),

minute(), second(), date(), binary operation: − (subtraction);
– Duration (e.g. 3Y4M5DT6H7M30.25S), unary operations: years(), months(), days(),

hours(), minutes(), seconds().

If some attribute a has a classifier class as data type and this classifier class has some
attribute k, then also a.k denotes a valid attribute expression and its data type will be that of
attribute k. If x is an instance of some class, for which attribute a is defined, then also x.a (or
x.a.k, if type of a is a classifier class) denotes a valid attribute expression.We can buildmore
complex attribute expressions from simpler ones using the abovementioned operations
allowed for the given data types. Some examples of attribute expressions: personCode,
x.personCode, x.familyDoctor.surname, x.admissionTime.month(), (dischargeTime-
admissionTime).days(), etc.

We can now compare two attribute expressions (or constants) to obtain attribute
conditions, e.g. personCode=250285-10507, x.personCode=250285-10507, person
Code.substring(1,4)=2502, dischargeTime-admissionTime>25d (meaning – 25 days),
x.birthDate.year()>=1985, familyDoctor<>nil (a family doctor exists), etc.

4 Query Language

4.1 Basic Ideas

The query language we propose in this paper is to be used for formulation of ad-hoc
queries, meaning queries that can be formulated in one sentence (perhaps together with
some subordinate clauses) in natural language, so that the end-user can still understand
it very well. The language will work on semistar ontologies. The simplicity of the “has”
relation is the main factor, which allows query language to be simple and similar to a
natural language. It is therefore convenient to build queries in a controlled natural
language. This feature allows the language to be easily perceptible by non-IT
specialists.

Let us introduce an example query that will be exploited further in this section – count
Patients, who have at least one HospitalEpisode, which has Manipulation with
manipul.code=02078. This natural language sentence is understandable by the domain
expert. Let us now inspect a bit more complicated query: count Patients, who have at least
one HospitalEpisode, which has at least one TreatmentWard, which has at least one
Manipulation with manipul.code=02078. This sentence may cause a certain ambiguity as
it is not clear whether the asked Manipulation refers to HospitalEpisode or to Treat-
mentWard. It could be used in both meanings. In other words, relative pronouns such as
“who” and “which” not always give us accurate understanding of what we relate to. To
cope with such situations we introduce a concept of so called short name in our controlled
natural language. Formally, the short name is a variable over instances of the given class –
count Patients p, where exists p.HospitalEpisode e, where exists e.TreatmentWard t,
where exists t.Manipulation m, where m.manipul.code=02078. Now we are able to specify
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also the second of abovementioned meanings – count Patients p, where exists p.Hospi-
talEpisode e, where exists e.TreatmentWard t, where exists e.Manipulation m, where
m.manipul.code=02078. We have also unified other components of the natural language,
e.g. we use the keyword “where” instead of “who”, “which” and “with”, and the keyword
“exists” instead of “have/has at least one”. The dot notation after the short name must be
perceived as the “of” relation – count Patient p, where exists HospitalEpisode e of Patient
p, where exists TreatmentWard t of HospitalEpisode e, where exists Manipulation m of
TreatmentWard t, where manipul.code of Manipulation m equals 02078.

Formally speaking, the short name must be used before every attribute name to get
rid of ambiguities. However, in cases when it is clear to which class the particular
attribute refers the short name can be omitted. We also allow omitting other features of
the language that are not critical for understanding of queries (e.g. one can omit the
empty parentheses after the unary Date and DateTime operations like year() orminute()).

Let us now introduce some basic notations that we will use describe the query
language. We will use the terms parent class and child class to refer to classes that are
higher or lower in the “have” hierarchy. For example, the class “TreatmentWard” has
two parent classes – “HospitalEpisode” (direct parent) and “Patient” (further ancestor)
and one child class “Manipulation”. If x is an instance of the class “TreatmentWard”,
then its parent instances will be denoted as x.HospitalEpisode and x.Patient. In both
cases they denote exactly one instance, i.e. that of the class “HospitalEpisode” and of the
class “Patient”, respectively. We use the same dot notation also for accessing instances
of child classes, but in this case we obtain a set of instances. For example, x.Manipu-
lation would be a set of manipulations reachable from the given treatment ward x.

In more complicated cases another concept of brother class is important. If x is an
instance of the class “HospitalEpisode”, then by x.HospitalEpisode we understand
y.HospitalEpisode, where y=x.Patient (i.e. y is the closest parent of x, which is also
parent class of the given class “HospitalEpisode”). Similarly, if x is an instance of the
class “TreatmentWard”, then x.OutpatientEpisode=y.OutpatientEpisode, where y=x.
Patient.

If AClass is an arbitrary class of the ontology, we will use the term AClass attribute
expression to denote attribute expressions of both AClass itself and all of its parent
classes (we assume here that parents and children share no common attribute names).
We cannot use attribute expressions of child classes here, because there can be many
children instances for the given AClass instance. We will be able to access these
instances by introducing quantors exists/notexists later.

We can also perceive our query language as an analogue to some many-sorted
predicate language with a difference that it is written in such syntax that is more
user-friendly. There has been an attempt to create such a language [23], though it has
not led to a practical implementation.

4.2 Syntax and Semantics of the Query Language

Queries are to be written in a controlled natural language and are based on seven
sentence templates. The main part of the templates is the so called selection condition,
which is a selection condition over instances of the given class. We assume that
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selection conditions are to be written in a natural language. We describe the used
language constructs more formally at the end of this section. However, the sentence
templates described in this section can be understood without knowing the precise
syntax of selection conditions.

Semantics: counts instances of AClass, which satisfy the selection condition.
Examples:

– COUNT Patients, WHERE EXISTS HospitalEpisode, WHERE referringPhysician =
familyDoctor (count of patients who have been referred to hospital by their family
doctors);

– COUNT HospitalEpisodes, WHERE dischargeTime-admissionTime>15d (how
many episodes have lasted longer than 15 days);

– COUNT HospitalEpisodes e1, WHERE EXISTS HospitalEpisode e2, WHERE
e1<>e2 AND e2.admissionTime>e1.dischargeTime AND e2.admissionTime-e1.
dischargeTime<30d (how many there have been such episodes, after which the
patient has returned to hospital in less than 30 days).

Semantics: selects instances of AClass, which satisfy the selection condition, calculates
the attribute expression for each of these instances obtaining a list to which the
specified aggregate function is then applied. Examples:

– SUM totalCost FROM HospitalEpisodes, WHERE dischargeReason=healthy AND
birthDate.year()=2012 (how much successful treatments of patients born in 2012
have cost);

– MOST diagnosis.code FROM DischargeDiagnoses, WHERE nr=1 AND dis-
chargeReason=deceased (get the most frequent main (nr=1) death diagnosis).

Semantics is obvious. Examples:

– SELECT FROM HospitalEpisodes, WHERE dischargeReason=deceased,
ATTRIBUTE responsiblePhysician.surname ALL DISTINCT VALUES;

– SELECT FROM DischargeDiagnoses, WHERE nr=1 AND dischargeReason=
deceased, ATTRIBUTE diagnosis.code ALL DISTINCT VALUES.

Semantics: shows n or all instances of AClass which satisfy the selection condition.
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Semantics: the same as “show”, but shows also the child class instances attached to the
selected AClass instances.

Semantics: selects all instances of AClass, which satisfy the selection condition, then
makes a table with columns C1 to Cn, which for every selected AClass instance
x contains an individual row, which in column C1 contains the value of the <x-expr’1>,
…, in column Cn contains the value of the <x-expr’n>. Then it is possible to perform
some basic operations with the table like filtering out unnecessary rows, sorting the
rows by values of some column and then taking just the first or the last n rows from the
table. Examples:

– SELECT HospitalEpisodes x, WHERE dischargeReason=deceased, DEFINE TABLE
x.surname (COLUMN Surname), x.dischargeTime.date() (COLUMN Dying_
date), (COUNT x.Manipulation, WHERE manipul.code=02078) (COLLUMN
Count_02078), (SUM manipul.cost FROM x.Manipulation, WHERE manipul.
code=02078) (COLUMN cost_02078);

– SELECT CPhysicians k, WHERE name=Gatis AND EXISTS HospitalEpisode,
WHERE responsiblePhysician=k, DEFINE TABLE surname (COLUMN Physician_
surname), (COUNT HospitalEpisodes, WHERE responsiblePhysician=k)
(COLUMN Episode_count), (MOST diagnosis.code FROM AdmissionDiagnoses,
WHERE nr=1 AND responsiblePhysician=k) (COLUMN Most_frequent_main_
diagnosis), KEEP ROWS WHERE Episode_count>5, SORT DESCCENDING BY
COLUMN Episode_count, LEAVE FIRST 10 ROWS.

Let us now talk a bit more precisely about the means for defining columns. The
expression <x-expr’i> defines the value of column Ci in the row that corresponds to the
AClass instance x. This expression can be defined in one of four ways:

<x-dependent attribute expression> examples: x.surname, x.discharge
Time.date(). Prefix “x.” can be used before attributes of both x and its parents.
Semantics is obvious.
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<x-dependent count expression> examples: (COUNT x.Manipulations,
WHERE manipul.code=02078), (COUNT HospitalEpisodes, WHERE responsi-
blePhysician=x). In the first example we use the prefix x in “x.Manipulations” to denote
that we do not select from the whole set of manipulations, but only from those that are
reachable from x.

<x-dependent {SUM/MAX/MIN/MOST} expression> examples: (SUM
manipul.cost FROM x.Manipulations, WHERE manipul.code=02078), (MOST diag-
nosis.code FROM AdmissionDiagnoses, WHERE nr=1 AND responsiblePhysician=x).

<x-dependent child attribute selector expression> examples: (x.
DischargeDiagnosis, WHERE nr=1).diagnosis.code, (x.TreatmentWard, WHERE
nr=*).ward (by * we denote the number of the last instance of TreatmentWard con-
nected to the given HospitalEpisode x). This is a new kind of construction whose
general form is as follows: (x.<name of x children class A>, WHERE <selection
condition>).<name of attribute a of class A>. Its value is defined in the following way –
we start by taking all instances of class A that are reachable from x, then select of them
those instances that satisfy the selection condition and then create a list of values of the
attribute a of the selected instances. The most important case here is the one where this
list contains only one instance, e.g. in the following table definition example:

SELECT HospitalEpisodes x, WHERE dischargeReason=deceased, DEFINE TABLE
x.surname (COLUMN Surname), x.dischargeTime.date() (COLUMN Dying_date), (x.
DischargeDiagnosis, WHERE nr=1).diagnosis.code (COLUMN main_diagnosis), (x.
TreatmentWard, WHERE nr=*).ward (COLUMN last_ward).

T7. There are two more cases in the definition of the table, where table rows come
from other source, not being instances of some class. Being very similar these two
cases form two subtemplates of the last template:

Semantics of both cases is obvious. Examples:

– SELECT FROM TreatmentWards ATTRIBUTE ward ALL DISTINCT VALUES x,
DEFINE TABLE x (COLLUMN Ward), (SUM manipul.cost FROM Manipulations,
WHERE ward=x) (COLUMN Cost);

– SELECT FROM INTERVAL (1-12) ALL DISTINCT VALUES x, DEFINE TABLE x
(COLUMN Month), (COUNT HospitalEpisodes, WHERE admissionTime.month()
=x) (COLUMN Episode_count) (MOST diagnosis.code FROM AdmissionDiag-
noses, WHERE nr=1 AND admissionTime.month()=x) (COLUMN
Most_frequent_main_diagnosis).
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Let us conclude this section by defining more formally the constructs of a con-
trolled natural language allowed in the selection conditions. They can, of course, be
guessed from the examples given above.

Short name provides a name for the given object and can be any string different from
the class and attribute names. The abovementioned grammar provides a formal language
(for formulating selection expressions) that is close to a natural language and therefore
easily perceptible. From a natural language’s point of view selection expressions are
sentences in a controlled natural language that exploit both words of a natural language
(like AND, OR, WHERE, EXISTS, NOTEXISTS) and “foreign” words – attribute
expressions whose syntax and semantics were described above. The grammar is only
needed as a guide how to build the selection expressions. We do not use it in teaching the
language to domain experts. We, instead, use the same principle exploited when a child
learns to speak a natural language, i.e. learning from examples. It was therefore necessary
to first see the sentence templates together with some examples and only afterwards see
the formal grammar underlying parts of these templates.

5 Implementation of the Query Language

In this section we will lay out the basics of the system underlying the query imple-
mentation. The very basic component here is the system metamodel which describes
the classes, associations and attributes used in the particular hospital metamodel on
which the query is to be executed. A simplified version of the system metamodel can be
seen in Fig. 2. This metamodel is coded in Java, where each logical class of the
metamodel corresponds to one Java class. There are only two types of multiplicities
used for roles in the system metamodel – 1 and *. These are coded as Java attributes of
types A and List<A> respectively (where A is the name of the class to which the
respective association end is attached).

The overall architecture of the system is depicted in Fig. 3. The system metamodel
described above forms the basis of the architecture and serves as an input for three
types of generators seen in Fig. 3.

The first generator is used for generating information about abstract data types for
the querying system. It takes as an input information about classes from the above-
mentioned system metamodel and gives as an output a set of Java classes together with
their respective attributes (including associations). These classes are the ones
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describing the underlying hospital information system. Let us call them hospital
classes. The query will be formed and executed on hospital classes.

The second generator generates operations for the hospital classes generated by the
first generator. It takes as an input the system metamodel and the operation templates
and generates necessary operations for hospital classes. These operations lay a foun-
dation to which the natural language queries will be translated. The structure of
operation templates and their consisting parts are outside the scope of this paper.

The third generator generates the Java code (called the Loader) that loads particular
instances of hospital classes from .csv files into the hospital classes themselves. The
generator takes the system metamodel and a mapping from .csv to Java classes as
inputs and gives the fully functioning Loader code as an output. The Loader can then
read the .csv files obtained from the database of the hospital information system and
generate from them respective instances of the hospital classes (each .csv file more or
less corresponds to one hospital class). The Loader must be able to cope with
incomplete or even incorrect data, which are typical situations, as our experience has
shown. For example, the loading process must work well, when some attribute is not
set in the .csv file, when the value of some attribute does not comply with the expected
data type, when the foreign key points to a non-existent instance of another table etc.

Fig. 2. The system metamodel (a simplified version).

Fig. 3. The overall system architecture.
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The mapping from .csv to Java classes is currently very simple, it only links text fields
to attributes. The development of this mapping is a broad topic itself, and we have
several ideas about how it can be improved – it can take into account only things
needed for the execution of a particular query, it can be bi-directional etc. This is,
however, not in the scope of this paper.

All three generators are started one after another, when the system is started. It can
take some time, depending on the volume of data to be read from .csv files. When the
process has ended all the necessary data are located in RAM, and the system is ready to
execute user queries.

Query execution consists of a Read-Evaluate-Print loop – user enters a query in a
controlled natural language, it is then translated to Java syntax (largely exploiting the
operations generated for hospital classes by the second generator), executed in Java,
and finally the obtained result is depicted back to the user. There is one side branch to
this general schema as can be seen in Fig. 3 – evaluation of the natural language query
is performed by the query translator during the query forming phase, and the parsed
query is shown back to the user immediately so that he can alter the query accordingly
if necessary. To be able to understand and parse the query, the translator also exploits
the system MM to obtain information about class names, attributes and associations.

Large part of the system functionality is composed of the operations generated for
hospital classes during the system start-up. Let us now take a bit deeper insight into
how these class methods look like. These are functions written in the functional pro-
gramming style:

– F<T1,T2,…,Tn,R> – function of n arguments (with types T1, T2, …, Tn) whose
return type is R;

– pred<T> – predicate of one argument with type T (the same as F<T,bool>).

There are two types of functions, namely, global functions over all instances of
some class and more local functions over only those instances of some class that can be
reached from some given instance. For example, there is a method countA(pred<A>)
generated for every class A. It returns the total count of instances of class A, for which
the given predicate returns true. Similarly, there is a method countAB(b,pred<A>),
which only inspects those instances of class A that are reachable through links from the
given instance b of class B. A list of the main methods can be seen in Table 1.

In the process of designing the operation structure and syntax two contradicting
things were to be taken into account – logical clearness and potential performance. One
of the first goals for this system was its ability to respond to queries rapidly (in no more
than 1–2 s on one year data of Riga Children’s Clinical University Hospital) and to do
that on a regular computer at hospital, not on a supercomputer. Thus, the implemen-
tation efficiency was the main factor that dictated the design of the class methods to
which queries are translated. It is therefore not the best solution from the logical
clearness point of view.

Concluding the description of the query execution engine, it can be noted that we
have developed our own No-SQL embedded in-memory database with a functional
query language and with a good API in the form of the generated operations. We have
eliminated the need for interpreter and reflection, which has given us an opportunity to
improve the performance of query execution. Of course, some improvements have been
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made possible thanks to the fact that we exploit the data only in read-only mode. We
have explored other in-memory databases before and found no solution suitable for our
specific needs. We will not analyze deeper other approaches in this paper.

Let us conclude with an example showing the translated result of a query.
Query in our language: COUNT Patient p, WHERE EXISTS HospitalEpisode e,

WHERE EXISTS Manipulation m, WHERE manipul.code=02078
Translated query in Java: countPatient(p->anyHospitalEpisodePatient(p,e-

>anyManipulationHospitalEpisode(e,m->m.manipul.code.equals(“02078”))));

6 Proof of Concepts

We showed in Sect. 3 that semistar ontologies cover quite a wide spectrum of prac-
tically important data ontologies including hospital data schemas from patients’ and
physicians’ point of view. In this section we will briefly inspect the other aspects of the
“3How” problem mentioned in Introduction, i.e. (1) Is the offered query language
expressive enough for practical use-cases and simple enough for understanding by
domain experts; and (2) Does the query language have sufficiently efficient
implementation?

The first aspect consists of two parts. The expressiveness of the query language was
demonstrated by turning it into a working language for Riga Children’s Clinical
University Hospital when annual reports had to be generated. It turned out to be
expressive enough for this task. During the two year period, when it was used for report
generation, the language underwent a continuous improvement process. It was
important to achieve such a level that managers of wards are able to formulate
themselves all the necessary queries without going to a programmer with every 5th or
10th query to write the desired query in SQL. Results of such queries were either single
numbers or data fields, or tables of data fields. In case of tables, we do not undertake all
the necessary calculations and table operations provided by other applications such as
MS Excel. Our aim is to generate a table containing all the necessary data that can then
be exported to a spreadsheet or an R tool (a tool for statistical analysis).

Table 1. List of the main methods of hospital classes.

Prefix of method name Global method Method with context

count + +
sum + +
min/max + +
avg + +
most + −

countDistinct + −

findOne/findAll + +
any/all + +
map + +
table + +
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The second part of the first abovementioned aspect regards the possibility for
domain experts to learn the language. To test this aspect we performed both individual
experiments with potential end-users and group tests. General situation from the lan-
guage teaching point of view was best demonstrated in an experiment with experienced
nurses who study to obtain Master Degree at the Medical Faculty, University of Latvia.
We presented a two hour long lecture about the language and the tool for querying the
data. One third of that time was devoted to explanation of the underlying data ontology
(to explain to non-programmers what is a class, an attribute, etc.). Afterwards the
language was explained on examples, and homework was given to test the level of
understanding. The homework consisted of two parts. Firstly, students had to under-
stand sentences written in our controlled natural language and to write them in a good
really natural language. Secondly, they had to work in the opposite direction turning
natural language sentences into our formal language. Results obtained from this
experiment can be seen in Table 2. The main conclusion here is that another two hours
long lecture after the completion of homework would be beneficial for a better
understanding of the proposed query language.

A very important factor related to the teaching process is the fact that the under-
lying data ontology was anonymized (from patients’, physicians’ and wards’ point of
view), but real. Our experience shows that students being domain experts of this
ontology rapidly got very interested in the querying process and started to perceive this
as a game. This fact had a beneficial impact on the learning process.

Finally, let us talk a bit about the ability to implement the language efficiently. The
main principles of such implementation were already given in Sect. 4. To test the
performance of our implementation we gathered 120 typical query examples from real
annual report analysis of intensive care ward and from discussions with managers of
other wards. The complexity of these queries is similar to those demonstrated in
Sect. 4. The volume of data over the period of year 2015 was the following – there
were about 35’000 hospital episodes and 70’000 outpatient episodes in Riga Children’s
Clinical University Hospital (in total the data took up less than 2 GB RAM). The
performance on such queries and data volume can be seen in Fig. 4, where queries are
sorted in an increasing order by their execution time.

We can see that the vast majority of these 120 queries executes in less than 0.3 s.
According to statistics there are about 350’000 hospital episodes together in all hos-
pitals in Latvia per year (about ten times more than in Riga Children’s Clinical
University Hospital). It means that all these data would take up less than 20 GB RAM.
Currently a quad-core computer with 32 GB RAM costs about 1’000 euro. Since the

Table 2. The results of the experiment

Number of students succeeded (n = 15)

Task execution level (%) � 90 � 75<90 � 50<75 � 25<50 <25
Understanding of queries 9 2 2 1 1
Writing of queries 3 5 2 3 2
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semistar data ontology is granular [21, 22], the query execution can be done in parallel
on all four cores thus improving the execution time four times (our experiment seen in
Fig. 4 was performed on only one core). We can conclude that the performance of the
query execution over data of all the hospitals in Latvia would only be 2.5–3 times
slower than it is now providing the ability to answer a vast majority of queries in less
than one second.

We are, of course, not limited by only one computer with four cores. We can also
use several computers connected via high throughput Ethernet thus reducing the
waiting time even more (e.g. one second on ten year data of all Latvian hospitals). Of
course, sufficient performance on very large data volumes is another research topic that
requires more studies.

By working on the proof of concepts we can conclude that practical testing of our
approach has demonstrated that the “3How” problem can be successfully solved at least
for the scope of the health system in Latvia.

7 Conclusions and Future Work

Practical experiments with our query language have shown that there are yet at least
two important features that must be added to increase its usability – subset definition
feature (DEFINE InfectiousDisease = SELECT …) and attribute definition feature
(DEFINE HospitalEpisode.duration = dischargeTime-admissionTime). These and
similar features are currently under development and require some technical work to be
implemented. Another useful feature would be to obtain event distribution in time,
which could further be analyzed in MS Excel using its time axis component.

In this paper we have sketched a formal natural language for formulating queries
that is still quite a bit controlled. Our future goals include reducing the level of control,
so that the language would become more and more usable for domain experts being

Fig. 4. Performance of the query execution.
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non-programmers. Queries would be formulated very inaccurately (perhaps providing
only some basic keywords), and the system could try to understand the query the user
has wanted to formulate and offer the resulting query (or more than one potential
queries) back to the user for affirmation. This would be the next step towards a really
user-friendly query language.
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Abstract. We describe the RDB2OWL Lite language for relational database to
RDF/OWL mapping specification and discuss the architectural and content
specification patterns arising in mapping definition. RDB2OWL Lite is a sim-
plification of original RDB2OWL with aggregation possibilities and order-based
filters removed, while providing in-mapping SQL view definition possibilities.
The mapping constructs and their usage patterns are illustrated on mapping
examples from medical domain: medicine registries and hospital information
system. The RDB2OWL Lite mapping implementation is offered both via
translation into D2RQ and into standard R2RML mapping notations.

Keywords: Database to ontology mapping � Ontologies � RDF � Mapping
patterns

1 Introduction

Exposing the contents of relational databases (RDB) to semantic web standard RDF [1]
and OWL [2] formats enables the integration of the RDB contents into the Linked Data
[3] and Semantic web [4] information landscape. An important benefit of
RDB-to-RDF/OWL mapping is also the possibility of creating a conceptual model of
the relational database data on the level of RDF Schema/OWL and further on accessing
the RDB contents from the created semantic/conceptual model perspective. Since the
RDB-to-RDF/OWL mapping connects the technical data structure (the existing RDB
schema) with the conceptual one, it would typically have not a one-to-one data
structure reproduction, but would rather involve some data transformation means.

The task of mapping relational databases to RDF/OWL format is nowadays well
understood and widely studied, just to mention D2RQ [5], Virtuoso RDF Graphs [6],
Ultrawrap [7] and Spyder [8] among different RDB-to-RDF/OWL mapping languages
and tools, together with W3C standard R2RML [9]. Most of RDB-to-RDF/OWL
mapping languages and approaches, however concentrate most on clear mapping
structure and efficient implementation with less attention paid to the concise mapping
writing possibility suitable both for manual mapping information creation and using of
the mapping information as semantic-level documentation of the relational database
structure. There are higher-level mapping definition means in Spyder tool [8], as well
as ontop [10], where the mappings are described as separate artifacts to be considered
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besides both the database and ontology structures. An earlier work of the authors [11,
12] on RDB2OWL language has shown a principal possibility of reusing both the
target ontology and source database structures in the mapping definition via placing the
mapping information in a compact textual form into the annotations of the target
ontology entities. A distinguishing RDB2OWL language feature is the possibility to
introduce user defined functions and a number of meta-level features such as
multi-class conceptualization this way obtaining compact and more reader-oriented
mapping specifications.

RDB2OWL Lite is a simplification of original RDB2OWL by removing
in-mapping aggregation possibilities and order-based filters. We show here by analysis
of database-to-ontology mapping architectures that the aggregation operations can be
performed already on the level of SQL views within the databases; limited forms of
aggregation can be performed also on the end-user query level either directly in
SPARQL 1.1 language [13] that supports aggregate query notation, or in visual query
language ViziQuer [14].

RDB2OWL Lite provides also new practically motivated mapping features such as
in-mapping SQL view definition. This feature can be efficiently exploited in translation
of RDB2OWL mappings into R2RML and it can turn the database pre-processing
phase unnecessary. New notations for linked view referencing in data property maps
and class instance URI specification are introduced, as well.

The RDB2OWL Lite implementation is available both via earlier existing mapping
translation into D2RQ (D2RQ mapping running is supported by D2R server [5]), and in
a novel way via translation into the standard R2RML notation [9], supported by a
number of tools, including ontop [10] and R2RML Parser [15].

The RDB2OWL Lite mapping definition is the integrated with basic ontology
inferencing facilities. The RDB2OWL implementation suite is able to build in the
ontology subclass, sub-property and inverse properties inference into the D2RQ or
R2RML mapping generation phase so allowing an inference-agnostic runtime mapping
frameworks to serve the RDF data from the mapping that include also the inferred
knowledge.

A particular usage scenario for RDB2OWL mappings is a semantic re-engineering
of existing relational databases (cf. e.g. [16, 17]) aiming at existing data access from the
data ontology conceptual model perspective. This scenario has motivated most of the
mapping constructions built into RDB2OWL. The tool has been used to re-work the
Latvian medicine registries example [16] with the ontology containing 173 classes, 219
object properties and 816 data properties into a maintainable mapping solution. The
tool has been tested on mapping the hospital information system, analyzed initially in
[18], onto the corresponding data ontology, as well.

In what follows, Sect. 2 describes architectural patterns of database-to-ontology
mapping solutions, Sect. 3 introduces RDB2OWL Lite basic mapping patterns, fol-
lowed by advanced mapping patterns in Sect. 4, tool implementation notes in Sect. 5
and application cases in Sect. 6. Section 7 concludes the paper.
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2 On Database to Ontology Mapping Architecture

One of the goals of the database-to-ontology mappings is to serve as a bridge between
the conceptual ontology level and technical database level in answering queries, for-
mulated on the conceptual level over the data residing in the database (the other goal of
the mappings can be to provide the conceptual-level documentation of the source
database structure).

Figure 1 outlines the basic database-to-ontology mapping architecture schema,
involving both the mapping application and query processing steps in accordance to the
principal mapping application goal considered in this section.

There are two variants of the considered mapping architecture, namely (i) “batch
processing” option, where the conceptual data corresponding to the source data base
are computed and stored in an appropriate repository (e.g., a RDF data store), and
(ii) “on the fly” option, where the mappings are executed on-demand, as needed to
answer the queries asked.

The conceptual query infrastructure, as depicted in Fig. 1, is usually thought of as
an addendum to the production user interface that is well suited for everyday data
manipulations as well as the standard, predefined queries over the data.

The Fig. 1 query infrastructure can be, in principle, connected directly to the pro-
duction database (we call this option Scenario A), with the clear benefit of avoiding
necessity to make a copy of the source database, what would be important e.g. in case of
very large data sets. The Scenario B option, however, foresees using a copied and
possibly transformed database as the source for the mappings and queries. In the medical
domain such a transformation may typically involve data anonymization or
de-personalization, as what has been done both in examples from [16] and [18] con-
sidered in this paper. Such anonymization or de-personalization, although losing some
aspects of the data, may substantially extend the user base of the query mechanism, as
well as to simplify the user access controls needed for the query mechanism. Not giving
any explicit preference to any of the two scenarios, note that within Scenario A, in
addition to the user and permission management issues, also the eventual extra workload
of the custom queries over the production database is to be taken into account.

We note also that the Scenario B with attaching the mapping and query infras-
tructure to the (transformed) copy of the production database, allows for an easy
possibility to introduce a SQL-level pre-processing step of the source database. Such a

Fig. 1. The basic database-to-ontology mapping architecture schema
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pre-processing step is essential for both use cases considered here, and it generally may
involve:

– adding new static information in form of new data tables and/or views (e.g. to
introduce classifier information that is missing in the original database)

– adding new dynamic information in form of data-dependent views, including
sophisticated value computation and/or aggregate operations (in the case of full
pre-processing step, the data dependent views can even be materialized).

Given the appropriate administrative and technical arrangements, the pre-processing
step can be introduced to some extent also within Scenario A, however, since this
introduction involves modification of the production database, its practical imple-
mentation may run into difficulties.

A partial solution to the need of the pre-processing step in the form of SQL tables
and/or views is offered by the new RDB2OWL Lite in-mapping SQL view definition
possibility (its implementation relies on the presence of analogous construct in R2RML
mapping standard [9]).

The use of SQL-level pre-processing, however, is best to be kept to the minimum,
since it runs contrary to the other database-to-ontology mapping usage goal that is
providing conceptual-level documentation of the source database structure.

3 RDB2OWL Basic Mapping Patterns

The correspondence between a relational database and an OWL ontology/RDF schema
is defined by means of an RDB2OWL Lite mapping (in what follows we shall use
simply RDB2OWL to mean RDB2OWL Lite, if not explicitly said otherwise). The
RDB2OWL mapping, as described in [11, 12] consists of elementary mappings, or
maps, describing the connections to the database for ontology/RDF schema classes
(class maps), object properties (object property maps) and data properties (data prop-
erty maps), ascribed by annotation assertions to the respective ontology/schema enti-
ties1 (i.e. the classes, object properties (intuitively, the roles linking two classes) and
data properties (intuitively, the attributes ascribing literal values to class instances).

The general pattern of class map as well as object and data property map definition
follow the structural principle of mapping ontology classes to database tables, data
properties to table columns and object properties to links between tables.

More precisely, a class map in RDB2OWL is characterized by a table expression,
possibly involving a join of several tables and a filter, and a pattern for instance
resource URI construction from a table expression row. A class map can be attached to
a single ontology/schema class, meaning that it describes instances for this class.

An object property map contains references to its subject and object class maps that
are included within the property map’s (extended) table expression structure; such a
reference brings the class map’s table expression as a component into the property

1 We use rdb2owl:DBExpr as the annotation property, where rdb2owl: = <http://rdb2owl.lumii.
lv/2012/1.0/rdb2owl#>.
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map’s table expression and provides the pattern of the property triple subject
resp. object URI generation from the property map’s table expression row. An object
property map is always attached to a single object property within the ontology.

Similarly, a data property map is characterized by a corresponding (extended) table
expression that contains a reference to the property map’s subject class map, and a
value expression describing the computation of the property literal value that corre-
sponds to the URI, as computed by the subject class map’s URI pattern. A data
property map is always attached to a single data property within the ontology.

The textual form of RDB2OWL maps relies on textual presentations of table
expressions, instance URI generation patterns and expression values; it is optimized to
take into account the available ontology and RDB schema context information.

We illustrate the basic RDB2OWL mapping patterns first on a simplistic
mini-University example. Figure 2 contains a mini-University OWL ontology in
OWLGrEd2 ontology editor notation [19] (showing OWL classes as UML classes,
OWL object and data properties as UML association roles and attributes)3. The
ontology in Fig. 2 contains both its structure definition (the classes and properties) and
further OWL constructs (e.g. class expressions and datatype facet restrictions), as well
as it is enriched by a custom {DB: <annotation_value>} notation for the database
connection annotations (cf. [20]). The corresponding RDB schema is outlined in Fig. 3.

Student
{DB: XStudent}
studentName:string{<personName}{{DB: Name}}
studentNumber:string{{DB: StudNumber}}

Nationality
{DB: Nationality}
nCode:string{{DB: Code}}
nValue:string{{DB: Value}}

{disjoint}

{disjoint}

OptionalCourse
{DB: [[Course]];
Required=0}

AcademicProgram
{DB: XProgram}
programName:string{{DB: Name}}

MandatoryCourse
{DB: [[Course]];
Required=1}

Assistant
=Teacher and facultyLevel value Level_Assistant
{DB: [[Teacher]];Level_Code='Assistant'}

Registration
{DB: Registration}
datePaid:dateTime{{DB: DatePaid}}

Teacher
{DB: XTeacher}
teacherName:string{<personName}{{DB: Name}}
salary:(decimal [>0]){{DB: Salary}}
facultyLevel:FacultyLevel{{DB: ->}}

ThingFacultyLevel
{DB: Teacher_Level [uri=Level_{Level_Code}]}
acadTitle:string{{DB: Level_Code}}

Professor
=Teacher and facultyLevel value Level_Professor
{DB: [[Teacher]];Level_Code='Professor'}

Person
personName:string
personID:string{{DB: [[Student]].IDCode},{DB: [[Teacher]].IDCode}}
nationality:Nationality{{DB: [[Student]]->},{DB: [[Teacher]]->}}

CompletedRegistration
{DB: [[Registration]] ?Out}
dateCompleted:dateTime{{DB: DateCompleted}}
mark:(integer[>= 0, <= 10]){{DB: MarkReceived}}

Course
{DB: XCourse}
courseName:string{{DB: Name}}
courseCode:string{{DB: Code}}
courseCredits:(integer [>0]){{DB:
Credits}}
courseExtInfo:string{{DB:
buildExtInfo(Code,Credits)}}

{disjoint}

<<DBExpr>>
"buildExtInfo(@T,@N)=
concat(@T,' (',@N,')')"

DBExpr{rdb2owl}

includes{DB: =>}

student
1 {DB: ->}

teaches{<>takes}
{DB: ->}

takes{<>teaches}
{DB: =>Registration:
(DatePaid is not null)->}

enrolled1
{DB: ->}

course1
{DB: ->}

Fig. 2. Mini-university ontology with RDB2OWL mapping annotations The ‘{DB: …}’
notation is used for annotation assertions with rdb2owl:DBExpr property

2 The ontology editor can be downloaded from http://owlgred.lumii.lv/.
3 The ontology with annotations in a standard OWL RDF/XML format is available at http://rdb2owl.
lumii.lv/demo/UnivExample.owl.
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A table expression in RDB2OWL in the simplest and most common case is just a table
name, such as XTeacher, or Teacher_Level; a filter expression can be added to a table
expression, using a semicolon, such as ‘XCourse;Required = 1’. The table expressions
involving several tables can be formed either in

(a) item list notation with comma-separated, possibly alias-labeled table expressions,
such as ‘XTeacher T, XCourse C; T.Teacher_ID = C.Teacher_ID’, or

(b) navigation list notation, such as ‘XTeacher[Teacher_ID]-> [Teacher_ID]
XCourse’ that can be shortened to ‘XTeacher-> XCourse’ by omitting navigation
columns that are (i) target table PKs and (ii) their matching sole source table FKs
towards the target tables; where in addition:

– the mark ‘=>’ is used for reverse, i.e. PK-to-FK mapping specification and
– there is option of ‘=’ mark (new in RDB2OWL Lite) for coinciding database

table PK’s on both sides of the navigation link, or

(c) notation combining both (a) and (b), where the whole navigation list can be
regarded as a single item in the item list.

The navigation links can be chained, as well as there is a further possibility of local
filter introduction in navigation expressions, such as XStudent =>Registration:(Date-
Paid is not null)-> XCourse.

The textual syntax for a class map consists of table expression and URI pattern
specification, such as ‘Teacher_Level [uri = Level_{Level_Code}]’; the URI pattern is
expected to have a list of constant strings and column expressions whose values are
concatenated to give the local name of the corresponding ontology class instance
within the ontology. The URI pattern can be omitted, if it is formed just from table
expression’s leftmost table name followed by its primary key column(s) value. A class
map’s table expression can refer also to a defined class map either by its explicit name,
or by the name of the class for which it is the sole class map (e.g. [[Teacher]]).

The object property map is described as an extended table expression (in accor-
dance to the syntax described above) where two sub-expressions denote its subject and
object class maps respectively. These sub-expressions can be either:

(a) explicitly marked by an alias <s> or <t>, respectively, in some place within the
table expression’s structure,

Fig. 3. A mini-University RDB schema
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(b) defined by the mark <s> or <t> as a table expression item itself; in this case the
sole class maps defined explicitly for the property domain or range class are
considered the subject and object class maps for the property map, or

(c) in the case of missing explicit <s> and/or <t> marks these marks are assumed <s>
for the leftmost and < t > for rightmost item within the table expression.

These conventions on object property map as well as table expression syntax allow
denoting e.g. the object property map simply by ‘->’, if the property corresponds to the
sole FK-to-PK mapping between the tables serving as table expressions in the sole class
maps of property domain and range classes,

The data property map can be described by a column name/column expression that
is to be evaluated in the context of the sole class map attached to the property domain
class. Alternatively, <table_expression>.<value_expression> notation can be used for
data property map description, where the table expression is required to contain either
explicit or implicit reference <s> to its source class map that is either specified
explicitly or is the sole class map ascribed to the property map’s subject class.

4 Advanced Mapping Patterns in RDB2OWL Lite

Although the basic RDB2OWL Lite mapping patterns allow defining a wide range of
database and ontology correspondences that already are not one-to-one, the practical
use cases require advanced mapping pattern usage, either for end user convenience, or
for bringing in new mapping definition facilities. We explain the advanced mapping
patterns on the basis of the introduced use cases from the medical domain.

4.1 User Defined Functions and Multi-class Conceptualization

We review first two of the most important advanced mapping definition patterns pre-
sent in the initial RDB2OWL, namely, user defined functions and multi-class
conceptualization.

The user defined functions allow to move part of the code for data property map out
of the annotations ascribed to the data properties themselves. This can be useful in the
case of complex correspondence definition, as well as it is essential in the case, if
several parts of the mapping are based on dependencies of the same form.

The example in Fig. 2 contains also an illustration of a function definition using an
ontology level rdb2owl:DBExpr annotation, the defined function buildExtInfo is then
used in a courseExtInfo property value expression for the Course class. The
RDB2OWL functions can be used for repeating mapping fragments, as well as for
increasing mapping readability in the case of complex mapping constructions. The
function body can introduce also additional table expressions into the context of
evaluating its value expression; such table expressions are joined to the table expres-
sion defining the context of evaluation of the function-calling value expression.

The user-defined functions, used extensively in the Latvian Medicine Registries
example are the following:
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boolT(@X) = (CASE(@X) WHEN 1 THEN ‘true’ WHEN 0 THEN ‘false’ END)
^^xsd:Boolean, that, given a 1 or 0 value in a database table field, returns a Boolean
value, correctly formatted for xml documents;

split4(@X) = [Numbers;len(@X) > n*4].(substring(@X,n*4 + 1,4)), that, given
the table or view Numbers in the database with a column N containing integer values
from 0 up to some limit (e.g., 20), allows the application split4(FieldX) to split char-
acter string in the FieldX column into set of its consecutive substrings of length 4;

xToInt(@X) = [;@X <>‘‘].(@X)^^xsd:integer, that for a database field with varchar
type containing integer values eliminates value generation in the case of database field
value being an empty string.

The multiclass conceptualization is a mapping pattern where one database table T is
mapped to several ontology classes C1, C2,…, Cn each one reflecting some subset of
T columns as the class’ properties. The RDB2OWL mapping decoration ?Out in a class
map placed in the annotation of a class’, say Ci, implies the inclusion into Ci only for
those instances that have at least one property defined, whose domain is within Ci. In
the introductory example of Fig. 2 the decoration ?Out in the database annotation for
CompletedRegistration class means relating to this class only those rows of the
described class map table expression that contain a value in at least one property whose
domain is this class.

The multiclass conceptualization feature is extensively used for the subclasses of an
Anamnesis class in the Medicine registries example (8 classes with total 220 data
properties).

4.2 Support for Views on Class Map Table

The data property maps for data properties can, by default, reference the table
expression context ascribed to the class map of data property domain class (say, C).
A typical situation would be that the class C is mapped onto some database table (say,
T), but the data property could correspond to a column that is available in some
database view that is based on the table T.

To handle this practically important situation, a novel annotation form [= view].
viewCol is introduced into RDB2OWL Lite, where a row in view is linked to the row in
T on the basis of the equality of the values in the T primary key column(s). This feature
finds an extensive usage in the hospital information system application case, as
described further in Sect. 6.2 and illustrated in Fig. 5 therein.

4.3 Sub-class and Sub-property Inference

The direct entity-by-entity translation of RDB2OWL mappings into D2RQ or R2RML
mappings would create a situation with data mappings available only for the classes
directly mapped towards the database. For instance, if an ontology class, say, Student,
is said to correspond to a database table XStudent, and there is a super-class Person of
the Student class, there would be no data mapping from the XStudent table into the
Person class. If the resulting D2RQ or R2RML mappings are used in the “RDF dump”
mode for generating the RDF triples corresponding via the mapping to the source
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database contents, and the generated RDF triples are stored in a RDF triple store such
as Virtuoso, the triple store can perform the inference corresponding to the sub-class
relation in the ontology. The RDF triple stores would also typically support the
sub-property and inverse properties inference.

If, however, the R2RML or D2RQ mapping is used for on-the-fly RDB data access
via the target ontology structure, the mapping support tools would typically not support
similar inference capabilities. For this situation there is the “inference” option available
in the RDB2OWL mapping tool that implements the inference step during the target
mapping generation phase. So, the RDB2OWL tool would together with the target
D2RQ or R2RML class map for the Student class, generate also a similar class map for
the Person class. The RDB2OWL tool for D2RQ or R2RML mapping generation
currently supports subclass, sub-property and inverse properties inference. It would not
be difficult to add mappings also for e.g. property chain conditions in the target
ontology to the RDB2OWL mapping generation (an inference mode not supported by
most RDF triple stores) via automated “chaining” of the mapping expressions corre-
sponding to the chained properties. For instance, one could add a property chain
requirement takes > inv(student) o course to the ontology of Fig. 2 and obtain the
chained mapping =>Registration-> for the takes property between the Student and
Course classes (this mapping is then to be translated into the target mapping language);
however, the usage of RDB2OWL constructs directly in mapping description allow for
a finer-grained mapping specification, e.g. with adding conditions such as =>Regis-
tration:(DatePaid is not null)->, not expressible in OWL.

The sub-class and sub-property inference mechanisms are fundamental to the Latvian
Medicine Registries ontology, the use of these facilities is outlined further in Sect. 6.1.

4.4 In-Mapping SQL Views

RDB2OWL Lite allows introducing virtual database views within the database refer-
ence annotations using the keyword ‘View’ followed by its name and its definition in
SQL syntax, e.g.

DBRef(View[courseView as SELECT c.* FROM “COURSE” c],
View[courseView2 as SELECT
COURSE_ID, ‘course_name = ’ + name AS full_name FROM COURSE]).

The views introduced in this way into the mapping description can be referred to in
the same way as views contained in the database itself within the table expressions used
in class map and property map definitions.

Using the RDB2OWL Lite tool for the R2RML mapping generation, the
in-mapping SQL views are translated into R2RML queries, this way allowing the view
application without actually storing the view definition in the database. This option
would be important while implementing the Scenario A of database-to-ontology
mapping organization (cf. Sect. 2), where the mapping and query structure is connected
directly to the production database.

Unfortunately the D2RQ mapping language does not support a similar construction
of entering an SQL query as the class map definition, therefore in the case of using
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D2RQ mappings the additional pre-processing step creating the defined views in the
source database is to be applied and, therefore, the source database for the
ontology-level data access cannot be kept intact.

5 Mapping Implementation in RDB2OWL Tool

The RDB2OWL mapping tool4 takes as the input annotated OWL ontology as well as a
connection to the source database (in order to read the source database schema) and it
produces a D2RQ or R2RML mapping for accessing the source database. The D2RQ
mappings are supported via D2RQ platform5 SPARQL endpoint or RDF dump tool.
There are also tools supporting the R2RML mappings available. The database con-
nection information (JDBC driver name and connection information) can be defined as
an annotation in the data ontology, or it can be entered directly in the RDB2OWL tool.

The RDB2OWL mapping processing in the tool follows a number of steps:

– Load ontology: the ontology with the attached RDB2OWL annotations is loaded
into the internal RDB2OWL mapping model (cf. [11, 21]); the parsing of the
annotations into the RDB2OWL model items is performed.

– Load source database schemas: the database schema information is loaded into the
model.

– Finalize abstract mapping: the advanced mapping constructs (e.g. named class
maps, shorthands, defaults and user defined functions) are resolved into basic
mapping constructions bringing the mapping into the “semantic” RDB2OWL
model (a variant of RDB2OWL Raw metamodel of [11]); the obtained model is
then used as the basis for D2RQ/R2RML mapping code generation, as well as it can
be used for generating direct SQL scripts (work in progress) or providing yet other
implementations

– D2RQ or R2RML Mapping generation on the basis of the created semantic
RDB2OWL model with the inference option turned either on or off.

These steps can be performed either one-by-one, or automatically by a single command
“Create mapping from ontology”.

The RDB2OWL tool is implemented in JAVA programming language, however,
its current implementation uses libraries for the internal RDB2OWL model handling
that are working only in Microsoft Windows environment (there is work in progress to
remove this restriction).

The internal structure of the models used in the RDB2OWL tool implementation is
described in [21].

The RDB2OWL mapping processing tool contains the basic mapping validity
checks regarding the referenced table or column presence in the database. The practical
use cases suggest, however, that more extensive mapping validity checks would be
worthwhile especially in the case of large-sized mappings.

4 http://rdb2owl.lumii.lv/.
5 http://d2rq.org/.
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6 RDB2OWL Lite Application Cases

In this section the experience with two application cases – the Latvian Medicine
registries, reported originally in [16] and a hospital information system, reported
originally in [18] – is reviewed.

6.1 Latvian Medicine Registries

The RDB2OWL language has been used successfully in re-working of the Latvian
Medicine Registries example [16]. The language features used in the mapping fall into
the RDB2OWL Lite language subset considered here, using however the database
pre-processing step adding new database tables or views (either of the mechanisms can
be used equally well) in the following situations:

– classifiers existing semantically but not being introduced explicitly in the database
schema

– the auxiliary Numbers table/view for string splitting
– a few views for auxiliary value calculations on the basis of the existing table data (a

situation where the calculation description on the SQL level is simpler than the
corresponding mapping description on RDB2OWL level).

The database pre-processing step is a solution that can be termed as acceptable for the
considered use case since the data offered for semantic re-engineering were not the
operational data of any working information system but were extracted from the real
data base and then anonymized.

Figure 4 shows a small excerpt of the Medicine Registries example with class
names translated into English and database table and column names changed, still
conveying the general principle of overall ontology-to-database mapping creation.

We note the main class of illness case that consists of subclasses (Trauma, Cancer
and Diabetes in the example; there are three more in the practical example); each of the
subclasses has its own link to the patient and the diagnosis (these links are retrieved
directly from the database, as defined by ‘->’ DBExpr annotations), yet the semantic

Diabetes
{DB: TDiabetes}

IllnessCase

Cancer
{DB: TCancer}

Person
{DB: TPerson}
personID:string{{DB: ID}}
dateOfBirth:dateTime{{DB: DoB}}

Trauma
{DB: TTrauma}

<<EnumClass>>
Diagnosis

{DB: TDiagnosis}
diagnCode:string{{DB: DCode}}
diagnDescr:string{{DB: DDescr}}

traumaDiagnosis {<illnessDiagnosis}
{DB: ->}

patient

diabPatient {<patient}
{DB: ->}

traumaPatient
{<patient}

{DB: ->}

cancerDiagnosis {<illnessDiagnosis}
{DB: ->}

diabDiagnosis
{<illnessDiagnosis}{DB: ->} illnessDiagnosis

cancerPatient
{<patient}

{DB: ->}

Fig. 4. A fragment of medicine registries ontology and database mapping
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analysis of the data can be performed on the level of the person, illness case and
diagnosis, as, for instance, in the following ViziQuer query (Fig. 5).

The practical working solution of the Medicine Registries example have been
achieved via generated D2RQ mapping with the source data residing on the
Microsoft SQL Server. It has been possible to explore the generated SPARQL endpoint
both in the ad hoc mode by the ViziQuer tool [14, 22] and in browsing mode by the
OBIS tool [23] within the relational database semantic re-engineering framework
described in [17]. The usage of D2RQ tool both in on-the-fly SPARQL endpoint
creation and in the RDF dump mode with the RDF data loaded further on into the
Virtuoso server have been considered with the better runtime performance achieved
with the data stored in Virtuoso server. The tool running experience on a year 2015
laptop with 16 GB RAM has shown that D2RQ mapping creation from RDB2OWL
mapping (only schema level involved) takes about half minute; the 8 GB RDF dump
with 43 million triples is created on the D2R server in about 12 min and can be loaded
into OpenLink Virtuoso Server 7.2.2 in less than 5 min. The Virtuoso server is able to
answer most queries with up to three classes and aggregation, e.g. the one in Fig. 5,
within few seconds.

As explained in Sect. 4.4, he RDB2OWL to D2RQ translation approach, does not
support using the new mapping-level database view definition facility in a non-touch
source database mode. There are initial experiments for R2RML mapping generation
for the Latvian Medical Registries, however, it is still as issue to find the match
between the R2RML mapping code generated by the RDB2OWL tool and suitable
R2RML mapping processor that is able to handle the generated code. The
R2RML-Parser tool [15] has been tested to be able to handle the mini-University
example considered in Fig. 2 in this paper.

6.2 Hospital Information System

The hospital information system use case is based on moderate-size data ontology (20
classes, including classifiers). One of its features is a number of computed property
inclusion in the ontology that are not directly available as database fields; the property
computation may be based on selection row numbers and date and time manipulation.

Figure 6 shows a short excerpt from the information system ontology showing the
patients and their curing episodes within the hospital. Each of OWL classes in the
example is linked to a single table in the database, the link ‘e’ between the classes is
based on a primary-to-foreign key relation between the corresponding database tables.

All diagnoses
with their
respective
distict patient
count

IllnessCase
S

Diagnosis
diagnCode
diagnDescr

orderby count_of_P DESC

<<count distinct>>

Person
P

illnessDiagnosis
patient

Fig. 5. A ViziQuer query example
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The data property maps are described either as a single column in the table referenced
by the respective class-to-table map, or they are defined using the new in RDB2OWL
Lite table-to-view extension mechanism (cf. Sect. 4.2) allowing identification of table
and view rows on the basis of table primary key column values (these columns are to be
present also in the view).

The main need for SQL-level view constructions in the mapping implementation
arises due to need of date and time calculations that cannot be easily performed on the
semantic level, as well as for the row-number property computations. Given the
presence of the additional value-computing views in the database, it would have been
possible to describe the mappings also in the earlier RDB2OWL versions, however,
with much less convenience in mapping writing and reading ability.

Since the initial use case of hospital information system data analysis involved an
anonymized copy of the real production data, it is acceptable to extend the database
with the extra value-computing views necessary for the mapping definition, as required
by the more stable D2RQ-oriented application. There is, however, a challenge to create
a fully working mapping towards the hospital information system in an environment
where the source database is to be kept intact.

The issue of missing classifiers that has been an important one in the case of the
Latvian Medicine Registries, shows up also in the Hospital Information System use
case in the phase of “natural” query formulations over the semantic data store, so this
issue is also to be considered during the database enriching process.

7 Conclusions

The RDB2OWL Lite mapping language and tool allows easy creation of wide range of
database-to-ontology mappings involving basic one-to-one correspondence between
ontology classes, data and object properties and database tables, columns and relations
respectively, as well as more advanced constructs (e.g. adding filters, sub-class rela-
tions, value processing, etc.).

Pacients
{DB: pacienta_dati}
vards[*]{{DB: vards}}
uzvards{{DB: uzvards}}
personasKods{{DB: persKods}}
dzimsanasLaiks:dateTime{{DB: [=v_p_dat].dat}}
vecumsDienas:integer[0..1]{{DB: [=v_p_dat].vd}}
vecumsMenesos:integer[0..1]{{DB: [=v_p_dat].vm}}
vecumsTagad{{DB: [=v_p_dat].vecums}}
p_npk:integer[0..1]{{DB: [=v_p].r}}
vecumsGados:integer[0..1]{{DB: [=v_p_dat].vg}}
iela{{DB: iela}}
dzimums{{DB: dzimums}}
atvk{{DB: atvk}}
valsts{{DB: valsts}}
apdzVieta{{DB: apdzvieta}}

Epizode
{DB: uznemsanas_informacija}
uznemsanasLaiks:dateTime{{DB: uzn_dat}}
ilgumsDienas:integer{{DB: [ [bsid]->[=v_e_dat].dsk}}
nosDiagn{{DB: nos_diagn}}
e_npk:integer{{DB: [=v_e].r}}
izrakstisanasLaiks:dateTime{{DB: [=v_e_dat].izr_dat_t}}

e{DB: =>}

0..1

 

Fig. 6. A hospital information system fragment
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The option of translating RDB2OWL mappings into R2RML, although to be
matured to achieve full practicality, opens a new possibility of in-mapping defining the
database views and keeping the source relational database intact for either on-the-fly
SPARQL access or RDF dump generation (cf. Scenario A in Sect. 2).

The experience shows that for small to medium size ontologies (up to a few
hundred classes) and corresponding databases the RDB2OWL language and tool, in
combination with D2RQ Platform [5] and possibly an RDF triple store (in the case of
initial database RDF dump created by the D2RQ server), allow to quickly obtain a
SPARQL endpoint over conceptually structured view over RDB data up and running.
The method is well applicable also if only a part on information from a larger database
is to be exposed into the semantic form.

The practical experience of using RDB2OWL over larger ontologies and database
schemas, as in Latvian medicine registries example [16] shows that the tool is well
usable, however, some further ontology and mapping engineering means for
cross-checking the validity and completeness of the created mappings would be helpful
(these can be used both on the RDB2OWL annotation level, as well as on the level of
the generated executable D2RQ/R2RML mapping code).

The direct RDB2OWL mapping text size both in the considered mini-University
and in the Latvian medicine registries [16] examples is about 8-9 times smaller, if
compared with the generated D2RQ mapping text size, thus suggesting RDB2OWL as
an option for manual database-to-ontology correspondence specification.

Regarding the OWL constructions allowed in the ontologies that are RDB2OWL
mapping targets, we note that in fact, any OWL features also beyond the RDF Schema
notation can be permitted. Figure 2 contains a number of such features, for instance
equivalent class assertions and datatype facet restrictions. We can note that the
equivalent class assertions for the subclasses of the Teacher class are “enforced” by the
RDB2OWL mapping definition; while the facet restrictions in the current mapping
version are left to be checked as constraints over the obtained RDF triple set.

Although the RDB2OWL tool has a well-defined task of creating a conceptual-
level SPARQL endpoint for a relational database, permitting its standalone use, a
particular usage context of the RDB2OWL database-to-ontology mapping tool is
within a larger semantic database platform involving also the OWLGrEd ontology
editor [19], the visual custom SPARQL query generation tool ViziQuer [14, 22] and
the SPARQL endpoint browser OBIS [23].
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Abstract. Unlike traditional single-user desktop applications, web
applications have separated memory and computational resources (the
client and the server side) and have to deal with multiple user accounts.
This complicates the development process. Is there some approach of
creating web applications without thinking about web-specific aspects,
as if we are developing stand-alone desktop applications? We say, “yes”,
and that is where models and model transformations come in handy.
The proposed model-driven approach simplifies the development of web
applications and makes it possible to use a single code base for deploying
both desktop and web-based versions of the software.

Keywords: Models · Model transformations · Web applications

1 Introduction

In 2001, Model-Driven Architecture (MDA) was considered a promising app-
roach for software development [30]. Indeed, models are a universal tool for
system and data modeling; they can be used at different levels of abstraction —
from domain-specific languages familiar to domain experts to platform-specific
aspects and neat implementation details. Automated transformations between
such models could replace traditional compilers. Although MDA and its further
developments like Model-Driven Engineering (MDE), Model-Driven Software
Development (MDSD), and other MD* have known success stories, some experts
consider that the model-driven approach (in general) has “missed the boat”
[13,14,18,29]. Although models are still in honor within academic researchers,
most practitioners continue to use traditional technologies (relational databases
and popular programming languages such as Java, C#, etc.; not models and
transformation languages) due to lack of stable, production-ready model-driven
infrastructure.

Nevertheless, another “boat”, by which models could go, appears on the hori-
zon — web-based software development. Currently, the majority of web applica-
tion is developed using well-known server-side technologies (PHP, SQL and no-
SQL databases, etc.), web protocols, and the client-side HTML+CSS+JavaScript
stack. While creating a web-based application, the developer has to think about
c© Springer International Publishing Switzerland 2016
G. Arnicans et al. (Eds.): DB&IS 2016, CCIS 615, pp. 53–67, 2016.
DOI: 10.1007/978-3-319-40180-5 4
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server-side code, the client-side code, the communication issues, and the user-
specific aspects (authentication and access control). This complicates the devel-
opment of web applications, since network-specific issues have to be considered in
addition to the primary functionality of the software. Moreover, it may be hard
to choose where the particular computation-intensive code has to be executed —
at the server side or at the client side. For instance, we faced this dilemma when
considering layout computation for graph-like diagrams.

In this paper we show that if we “resurrect” models and take them on board,
web-based applications can be developed much easier. In our approach, mod-
els are used as a memory (Random Access Memory, RAM) analog, which is
automatically synchronized between the client and the server, thus, making net-
work communication transparent. We also show how models help to manage
the resources (processor and memory) automatically and transparently between
multiple users, who can use the application simultaneously. Thus, the developers
can just assume a single user PC as a target.

The paper is structured as follows. First, we describe our previous approach
of using models and model transformations in classical desktop applications
(Sect. 2). Then we adapt it to meet the requirements of the web (Sect. 3). We
continue by providing solutions for certain issues arising when moving models
to the web. The “Related Work” section lists several alternative approaches for
developing web applications. It is followed by the conclusion, which presents our
experimental results and points to further research directions.

2 Traditional Approach

In 2008, we have proposed a domain-specific desktop tool building approach
called the Transformation-Driven Architecture, TDA [7,22]. TDA has been
successfully used to implement several domain-specific tools such as ProMod,
OWLGrEd, and VisiQuer [4–6]. The main concepts of TDA are model transfor-
mations, engines, and interface metamodels (Fig. 1). Model transformations are
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Fig. 1. The outline view on the Transformation-Driven Architecture, TDA.
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used to implement business logic. Unlike MDA, TDA uses model transforma-
tions at runtime. Engines are pluggable modules that provide certain auxiliary
functionality (such as services and graphical presentations) for transformations.
While transformations are usually written in a platform-independent way using
model transformation languages or traditional programming languages, engines
are usually implemented using platform-specific libraries and technologies. There
may be multiple variations of the same engine for different platforms (different
operating systems).

Model transformations communicate with engines via instances of interface
metamodels. There are special classes called events and commands (subclasses
of the Event class and the Command class). When a transformation needs to
call some engine, it creates a corresponding command instance, sets its attribute
values and creates necessary links to specify the command arguments and the
context. Then the command instance is linked to the submitter object in the
model, which is treated as a request to execute that command. Engines, in their
turn, are able to emit events, when certain actions (e.g., user clicks) occur. In
order to catch an event, some event-handling transformation has to be registered
as an event listener. Events are emitted in the same way as commands (e.g., an
event object is created and linked to the submitter). On the one hand, such
event/command mechanism keeps transformations away from technical issues of
calling different engines, which may be written in different programming lan-
guages. On the other hand, engines can be written in traditional languages,
without the need to know how to call particular model transformation, which
may be written in some specific transformation language or in some ordinary
high-level language. All calls between the engines and transformations are per-
formed automatically when corresponding links to the submitter are created.
TDA has different adapters for different programming and transformation lan-
guages.

Models are stored in a model repository (in-memory repository, in most
cases). Engines and transformations access models via a common API (we call
it Repository Access API, RAAPI1) implemented for various programming lan-
guages and platforms. Certain RAAPI wrappers have been developed to provide
query-based repository access (e.g., the lQuery language [24]). There are also
some code generators that produce C++/Java classes that can be used to access
objects stored in the model repository as if they were C++/Java objects. Thus,
RAAPI (or one of its wrappers) is the only API a particular transformation or
engine has to be aware of to be able to work within TDA.

3 Bringing Models to the Web

Now we show how the above-mentioned architecture for desktop tools can be
scaled for web-based applications. The first approximation is as follows:

1 http://tda.lumii.lv/raapi.html.

http://tda.lumii.lv/raapi.html
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– Transformations, which implement business logic, remain intact. They are
implemented using traditional high-level or transformation languages and exe-
cuted at the server side.

– Engines, which mainly implement graphical presentations, are executed in the
client browser. Engines must be re-written in JavaScript (or other language
that translates to JavaScript), utilizing HTML and CSS, to provide a neat user
experience without the need to install support for non-JavaScript languages.
We may think of web engines as engine variations for the web platform. The
interface metamodels of web engines remain intact, thus, we do not need to
re-write transformations (but a TDA adapter for web-based engines is needed).

– Communication between engines and transformations now has to be imple-
mented using network technologies.

Rewriting engines in the JavaScript+HTML+CSS stack as well as introducing a
web-server to deliver the code of web engines to the client browser is a technical
straight-forward process (once it is done, we need to maintain just the web-
based engine, since it can be used also for desktop tools). But ensuring the
communication between engines and transformations over the network involves
more complex issues, including:

– bi-directional communication (we have to communicate in both directions by
means of commands and events);

– asynchronous execution of commands and events;
– accessing the model repository from the server and from the client.

The next approximation is to get rid off the traditions and allow transformations
to be executed right in the client browser and allow non-interactive engines to
run at the server side. Thus, certain transformations and engines can be launched
without the round-trip delay between the client and the server.

To complete the picture, we introduce multiple users. This includes user
authentication and sharing server resources (processor and memory) between
multiple users, with the potential scaling in mind.

The issues we have just mentioned are addressed in the next section.
Notice that among these issues, every web application has to consider poten-

tial security risks. We assume that best practice recommendations for preventing
typical attacks are always kept in mind (e.g., escaping of HTML strings, using
secure HTTPS/WebSocket connections, session checks, etc.) [20]. Security issues
are mostly technical and are not considered in this paper.

4 Dealing with the Issues

4.1 Bi-Directional Communication Issues

The traditional HTTP protocol, designed in 1992, was developed to be a client-
server stateless protocol: a client initiates a request and waits for the server to
respond; each next request is treated as independent, since no state is stored
at the protocol level. To use HTTP for bi-directional communication between
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transformations and engines, where multiple users may be working with different
models, we need some means for the server to initiate the communication (in
order transformations running on the server side could send commands to engines
running at the client side). A session identifier is also required for each authenti-
cated user. These are well-known issues. Widely used solutions for bi-directional
HTTP include long polling, when the client asks the server for commands at cer-
tain intervals, and COMET, where the client initiates a request, but the server
delays the response until some command has to be sent to the client [15]. The
traditional way to identify the session is to use the JSESSIONID cookie along
with the list of active sessions at the server. Certain libraries, such as DWR2,
are able to factor out these technical issues. Still, in order to pass events and
commands over the network, we need to serialize and deserialize them.

The WebSockets protocol, standardized in 2011 (drafts from 2010), is
intended for high-speed bi-directional communication [16,19]. The protocol does
not perform a handshake each time a message is sent. Moreover, message encod-
ing overhead is minimal (compared to heavyweight HTTP headers). Currently,
all recent versions of popular web-browsers support web sockets. Still, if we go for
web sockets, we need some TDA event/command serialization or synchronization
solution. We discuss it in Sect. 4.3.

To ensure the correct execution of commands and event handling, we need
two additional TDA components, which are present regardless of the particular
technique used for network communication. They are the web engine adapter
and the client-side command manager3.

Web engine adapter. When a transformation creates a command and stores
it in the model repository, TDA calls the corresponding engine via a specific
adapter. There are different adapters for different types of engines, usually,
depending on the programming language or calling conventions (DLL, Java class,
.NET assembly, etc.). We can assume that web engines have to be called via a
special TDA “JavaScript” adapter. However, unlike traditional engine adapters,
which work locally, this adapter starts the web-server (if it has not been done
before), serializes the command, and sends it to the client browser.

Client-side command manager. Each TDA-based tool has Environment
Engine, which is responsible for creating the main application window and
attaching/detaching child windows. In case of web-based TDA, Environment
Engine occupies one browser window (or tab), while other windows are attached
as embedded frames (iframes) by means of some windowing library such as
jQueryUI4 or Dojo5. Each TDA engine has some function for processing com-
mands. For desktop-based TDA tools, TDA takes care of calling the appropriate
function for the given command, since the engines are attached locally. How-
ever, for web-based applications, engines are at the client side. Thus, we need

2 http://directwebremoting.org/.
3 we do not need a manager for events, see Sect. 4.3.
4 http://jqueryui.com/.
5 http://dojotoolkit.org/.

http://directwebremoting.org/
http://jqueryui.com/
http://dojotoolkit.org/
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some client-side command manager, which determines the correct engine and
its iframe, and passes the command to that frame. For web-based TDA, the
manager can be a part of Environment Engine. It listens for command messages
from the server. Then, given a command object, the manager searches for a
corresponding Frame object in the model repository (each presentation engine
must have created such object). Since Environment Engine already maintains a
map that associates Frame objects with iframes, the command manager can use
this map to get the correct iframe and forward the command message to it.

4.2 Asynchronous Issues

The major arguments for introducing asynchronous calls between the client and
the server are as follows:

– When some engine (running in the browser) emits an event, some event-
handling transformation is called at the server side. In order not to freeze
the browser (taking into a consideration the network latency and the event
handling transformation execution time), event handling should be asynchro-
nous.

– When some transformation at the server side creates a command for some
presentation engine, the engine usually needs to repaint some GUI elements.
There is only one JavaScript thread in the browser; the thread is common to all
engines, thus, command processing should not block other engines. Moreover,
a separate GUI thread (which is the JavaScript browser thread is our case) is a
de facto best practice standard (otherwise, deadlocks are inevitable) [10]. Since
there is only one GUI thread, all GUI operations must be enqueued (as it is
in the case of JavaScript operations), and thus, they cannot be synchronous6.

– When some transformation at the server side creates a command for some
engine, it must not block the server. Then other users can use the server
resources, while the asynchronous command is being executed at the first
user’s browser.

Based on this, we require all events and commands of web-based engines to be
asynchronous7. Thus, when a command or an event is being submitted, the caller
thread is not blocked. If a callback is needed, an engine can emit an event, when
it finishes processing the command, and a transformation can issue a command
after the event has been handled. In the latter case, if the engine needs to repaint
its presentation, it can use some optimistic prediction technique to visualize the
expected state before the transformation finishes (the state can be adjusted later,
if needed).

To support asynchronous communication, we introduce the AsyncCommand
class in the metamodel (all events have been already asynchronous in TDA).
6 Similar approach is used in traditional GUI libraries, such as Java Swing (the

function SwingUtilities.invokeLater), JavaFX (the function Platform.runLater), Bor-
land/Embarcadero VCL (the Synchronize function), etc.

7 Any bi-directional communication technique mentioned in Sect. 4.1 can be used asyn-
chronously.
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Since all GUI commands of existing presentation engines are asynchronous, we
can just make them subclasses of AsyncCommand. The TDA event/command
mechanism now checks whether the given command is asynchronous. If yes, the
command is forwarded to the corresponding engine. For desktop-based tools,
TDA supports synchronous command calls as well (thus, when the transforma-
tion emits a command, the control is returned only when the command execution
has finished).

4.3 Accessing the Model Repository from the Server
and from the Client

Since model transformations use the model repository intensively, it is reason-
able to run the repository at the server side. Before sending commands (with
their context) to engines, commands are serialized. We may expect that the seri-
alization should contain all the necessary information for the engine. However,
engines may need to access objects that are not directly linked to the commands
(not in the context). The full context serialization (or the full repository seri-
alization in the worst case) is unreasonable, if the engine has to visualize just
some of the objects. Also, when an event occurs, the engine needs to store it in
the repository. Thus, some means to access the repository from the client side
(engine side) is needed. There are two approaches:

– Provide some client-side query mechanism, while keeping the repository at the
server side.

– Synchronize the repository between the client and the server

The first approach requires some query language. Our first approximation is to
provide functions such as findObjects, loadObjects, storeObjects, and deleteOb-
jects. The arguments and the result are in the JSON syntax (see Fig. 2).

The second (synchronization) approach requires some means to synchronize
the server-side repository with some client-side data structure, containing the
same model. The synchronization can be done in several ways:

– By means of bi-directional HTTP implementations (e.g., COMET). Since
HTTP connection has to be established on each message (and this involves cer-
tain delay), it is reasonable to synchronize models in batch mode. For instance,
repository write operations can be recorded at the server side while a trans-
formation is being executed. When a command is being issued, the collected
write operations are serialized and sent to the client browser. Likewise, while
an engine is performing some operations, all model changes are recorded and
then sent back to the server on events.

– By means of web sockets. The benefits of web sockets are:
• the connection has to be established only once;
• keeping the connection alive involves almost no overhead;
• the connection is asynchronous, but the order of messages is preserved;
• data do not need to be serialized, since binary communication is possible.
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Fig. 2. (a) A JSON object representing a query for findObjects for finding a Person
with the given name. (b) A possible result of that query. Links are encoded as JSON
arrays. Two special attributes, reference and class, specify the object identifier in the
model repository and the class name, respectively. The loadObjects function can be
used then to get attribute values for objects 1002 and 1003.

Thus, all repository write operations can be sent to a web socket right away,
without introducing a special buffer for batch processing.

– By means of existing infrastructures, which provide automatic data synchro-
nization. For instance, we can use the Meteor8 infrastructure for that. Meteor
stores data on the server side in a MongoDB and implements a common query
language for both the server and the client, while keeping data synchroniza-
tion transparent. While MongoDB is optimized for efficient queries, it has slow
write operations.

Unfortunatelly, the client-side query mechanism as well as the HTTP syn-
chronization requires data serialization/deserialization to/from JSON syntax.
It proved to be slow in our experiments, where it may take around 2 seconds
to serialize/deserialize graph diagrams of moderate size (around 100 elements),
including network delay. The Meteor/MongoDB approach is optimized for effi-
cient queries, but it has slow write operations (around 10000 write operations
per second on a 3.4 GHz i7 processor, including optimizations). Our experiments
show that existing transformations use write operations quite intensively (see
Sect. 4.5), thus, only a small number of users can be connected to a web appli-
cation without exceeding the processor power limits. The only feasible solution
(from the above) is to use web sockets. In fact, web sockets allow data synchro-
nization to be performed in parallel with computation. Still, we need some means
to represent data at the client side. Binary JavaScript objects stored according
to the syntax from Fig. 2 can be used for that. If we use binary web sockets,
expensive JSON serialization can be replaced with lightweight object creations
or attribute updates. While such JavaScript objects can be “touched” directly
for read access, write access requires special functions (“setters”), since we need
to listen to the changes to be able to synchronize them back to the server. In the
example from Fig. 2, the object would be augmented with the functions setName
and setChildren.
8 https://www.meteor.com.

https://www.meteor.com
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The server-side repository automatically takes care of launching engines and
transformations, when command and event objects are put into the repository
and connected to the submitter object. The client-side repository replica, how-
ever, needs some adjustments. In case of Meteor, we can introduce a client-side
listener, which listens to new command objects and passes them to the client-side
command manager. In case of HTTP/web sockets, when a message is received
at the client, the message is analyzed. If the message contains a repository write
operation for connecting a command object to the submitter, the client forwards
the command to the client-side command manager.

With events, the process is much simpler. The client just creates an event
and links it to the submitter at the client side. When the event reaches the server
(during synchronization), the server-side repository will process it as usual.

We have already mentioned that code generators can be used to generate
wrappers for repository classes in different programming languages (C++, Java,
etc.) in the traditional TDA. They can still be used for server-side code, but syn-
chronized client-side JavaScript objects are already native JavaScript objects.
Thus, regardless of the programming language (and the server or client side),
developers of transformations and engines may treat repository objects as native
OOP-objects in RAM. Moreover, since the synchronization between the client
and the server is automatic, the developers can assume they are writing appli-
cations for a single PC. We believe that this is an important benefit that models
can bring. Models are like lens, beyond which network aspects can be hidden. In
addition, function calls can also be implemented in a way native to the particular
programming language by providing glue code for commands and events in the
repository.

4.4 Server-Side Engines and Client-Side Transformations

Most TDA engines are graphical and, in case of web applications, are executed
in the browser. Still, some engines can perform certain computation without
the need to visualize anything, but requiring server resources (e.g., intensive
computations are inefficient, if running as browser scripts). On the other hand,
it may be reasonable to develop certain model transformations in JavaScript to
be executed directly in the browser (e.g., small GUI event handlers, which may
need just to adjust the presentation). Thus, server-side engines and client-side
transformations are needed.

Technically, if an engine does not have any own graphical presentation, it
can be executed at the server side by means of existing TDA event/command
mechanism. When a command for a not-web-based engine is created, it is passed
to some adapter at the server side, which executes the command.

For client-side event handlers the process is not that easy. We need a client-
side event manager, which monitors write operations that are sent from the
client to the server. If an event is being sent, the client-side event manager gets
the associated event listener (its name is stored in the repository). If the corre-
sponding event listener is written in JavaScript and has to be run at the client
side, the event manager executes that listener right away. The event may still be
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posted to the server, where the corresponding client-side JavaScript adapter will
be searched. Since no such adapter exists (or, we may create a fictive adapter,
which ignores all its events), the event will not be executed at the server side.
Another option is just not to post the event to the server, but then the client and
the server repositories would not be identical until the event object is deleted at
the client side.

If all transformations are client-side transformations (called as event han-
dlers), then the whole application can be run within a web browser. To persist
the model, either a server-side repository, or a third-party cloud storage can
be used. For instance, DropBox9 and OneDrive10 files can be used to store the
serialized models (public APIs are available). If no server-side transformations
and engines are present, then no model synchronization is needed. Models can
be loaded from the cloud, when the web application is loaded, and saved on exit
(or on regular basis).

4.5 Multi-user Issues

For authentication we can use a traditional login/password approach, or delegate
the authentication to third parties (such as Google or Facebook). Web-based
Environment Engine implement the client-side authentication, while the server
process performs necessary checks and marks the given user (associated with the
given HTTP session) as logged in. For Meteor-based variant, we can use Meteor
authentication with plugins.

For traditional desktop-based TDA we used our proprietary repositories
(MII REP/OUR and JR) as well as ECore files to store models [8,31,33]. Since
there may be multiple users accessing their models at the same time, for web-
based TDA we can use a traditional or no-SQL database as well. Databases
implement all necessary services, such as disk cache, optimized search, support
for multiple threads/processes, etc., which are essential in a multi-user environ-
ment.

It is reasonable that one server process is dedicated to the web-server.
Another one may be dedicated for the database. Depending on the number
of processor cores at the server, we can create N worker processes, which can
be used to execute server-side transformations and engines. Ideally, N would be
equal to the number of processor cores minus 2, since 2 processes are occupied
by the web server and the database. Each server-side transformation or engine
call is enqueued and then processed by one of the N “workers”.

Another solution is to create N workers, where each worker has its own in-
memory database (instead of a common single database). Thus, we do not need
a dedicated database process, and if the number of users does not exceed N, they
can use the server in parallel. When the N + 1-th user comes in, the in-memory
database of the user, who was idle for the longest time, is flushed to the disk,
and the repository of the new user is loaded in that place.

9 https://www.dropbox.com.
10 https://onedrive.live.com.

https://www.dropbox.com
https://onedrive.live.com
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In case of some runtime exception in a server-side transformation, the corre-
sponding worker process can be terminated (and a new “healthy” process can be
launched for further transformations). In case of a common database, the previ-
ous repository state (before the error) has to be restored. In case of in-memory
database, no actions are required (since repository flushing to disk is performed
only after successful execution of server-side transformations).

For a server having 8 GB RAM, we can assume 4 GB are free. Taking into a
consideration our experience with desktop-based TDA, the 100 MB upper bound
for each in-memory repository seems to be reasonable. Thus, a single server can
serve up to 40 users without swap. Based on our existing experience, we can
assume that each transformation performs 1000 model operations on average11.
Thus, we have 40000 model operations per 40 users, where 10000, could be write
operations and 30000 read operations. Our in-memory repositories can deal with
40000 operations in a few milliseconds. Since repository actions are synchronized
asynchronously at once, we just need to add the network delay (usually, 100–
200 ms), thus the total time is below one second, which is considered adequate
[26,27]. MongoDB (used by Meteor), in its turn, has slow write operations (10000
write operations could be executed in 1000 ms on a 3.40 GHz processor, if we use
the batch mode). Thus, we can assume 10000 write operations take one second,
while other 30000 read operations take another second, resulting in 2 s, which is
less efficient and is at the bound of the “seamless” user experience [28].

Notice that the calculations above are at the full load of 40 users, who emit
events each 1 or 2 s. In practice, transformations are called occasionally, thus,
more users can be connected and using server resources without interference
(still, for the in-memory solution, repository flushing/loading may be required).
As a result, the number of simultaneously connected users may reach several
hundreds. For thousands of users, we need to configure load-balancing between
multiple servers. While the number of 10000 users is considered appropriate for
existing operating systems (the C10K problem), serving millions of users (the
C10M problem) requires bypassing the OS by using sophisticated techniques
(and currently this is not our goal).

5 Related Work

In 2007, de Castro et al. presented an MDA-based approach for developing
service-oriented web applications [17]. This approach has been applied using
the AMMA tools and the ATL transformation language for modeling web appli-
cations [1,3,12]. A different, but also MDA-based approach was used in Visual-
Wade12 (currently obsolete). It was intended as a out-of-box product for gener-
ating PHP code for web applications from source models, which could be defined
graphically with a few mouse clicks. While models were used at the development
stage, traditional databases such as MySQL, PostreSQL, and ORACLE were
11 These are transformations with non-intensive computation, as transformations in

existing TDA-based tools.
12 http://visualwade.software.informer.com/.

http://visualwade.software.informer.com/
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used at runtime. Other similar tools include WebRatio13 (using Web Modeling
Language, WebML14) and OpenUWE (using the ArgoUWE, an ArgoUML-base
tool) followed by MagicUWE [11,21]. The WebSA approach also uses MDA, but
explicitly focuses on the functional requirements of web applications [9]. WebTA
is a transformation engine specifically designed to bring transformations into
WebSA [25]. An extensive survey on different MDA-based approaches for web
applications can be found in the article by Schwinger and Koch [32]. Still, all
these approaches use models and transformations at development time. This
differs from our approach, where models and transformations are executed at
runtime. Currently, the MDA/MDE field is in the state of stagnation (espe-
cially, after the Bezivin “Why did MDE miss the boat?” talk in 2011 [13]). We
believe that our web-based approach can give a new breath to models, thus new
results in the field can appear.

While we use either a model repository or a database to store models, one can
use third-party cloud storage for that (reasonable, when all transformations and
engines are running at the client side). While we can use any file format for that,
using spreadsheets (like Google spreadsheet15 or Microsoft Excel online16, which
have JavaScript APIs) and the appropriate encoding (e.g., sheets are classes,
rows are objects, and columns are attribute values), we also get a free tabular
repository browser for debug purposes as a by-product.

The EASA Spreadsheet Deployment platform is an interesting approach to
creating web application from Excel files [2]. The Excel file is treated as a source
model, from which an out-of-box web application is obtained.

Google Apps Script17 is a platform to developing web applications intended
to be run in a web browser. Google provides a graphical form designer, where
JavaScript code can be attached to user events (clicks). Since applications are
being executed in a web browser, additional services are required to persist data
(e.g., to store user projects). Since Google Apps Script integrates with Google
services, Google Drive can be used as a storage device. Still, if we need certain
server-side computation or access to some proprietary database, the integration
does not work; we need to create a web-service or some API for that. Thus, the
system becomes heterogeneous. In contrast, our TDA-based approach provides
persistency automatically, since all the models are saved in a repository. Both
the server and the client use the same model (and they do not need to be aware of
model synchronization). The TDA event/command mechanism is a unified way
to call transformations (functions) or web-services regardless of their location
and particular protocols used.

RollApp18 is an interesting solution for bringing existing desktop applications
to the web. It builds a Linux-based virtual environment, where the content of the

13 http://www.webratio.com/.
14 http://www.webml.org/.
15 https://apps.google.com/products/sheets/.
16 https://office.live.com/start/Excel.aspx.
17 https://www.google.com/script/start/.
18 https://www.rollapp.com/.
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application window is sent to the browser (technically, this can be implemented
easily, since X Window System already implements that feature). File dialogs
are redirected to the cloud storage. Since not all programs are supported and
mainly they are open source, we can assume that certain minor modifications
of code are required. RollApp is a paid subscription. A a free plan, where the
changes could not be saved, is also available. Although this solution provides
a universal way of bringing desktop applications to the web, it requires much
more server resources (processor and memory for creating a virtual environment)
than creating web applications by means of traditional web technologies, where
resources can be shared among multiple users more efficiently.

The m-Power19 platform branch can be traced back to 1983. The goal is to
build a web-interface for legacy applications. The platform uses traditional data-
bases and Java for the resulting applications, and the process is not model-driven.
We believe that models help the developers think at a higher level of abstrac-
tion, which is proposed by our approach. However, in case of legacy applications,
which usually are not model-based, m-Power could be a better solution.

6 Conclusion

The paper provided a sketch of a TDA-based solution for developing web appli-
cations using models and model transformations at runtime. We have imple-
mented a prototype, using the ECore repository for model storage. The proto-
type includes:

– the web-based Environment Engine (utilizing the Dojo toolkit for attaching
child windows);

– a simple client-side query language (utilizing the JSON syntax mentioned in
the paper) for accessing server-side repository from the client;

– some web-based engines, which have been developed or re-written in
JavaScript.

A recent TDA-based DataGalaxy tool can be considered as approbation of the
main ideas of the approach [23]. Since this tool has only web-based engines, they
can be used in both desktop and web modes without change. Java transforma-
tions can also be used either as ordinary TDA transformations, or server-side
transformations. Thus, the same code base can produce both desktop-based and
web-based versions of DataGalaxy. This is the main strength of the approach.

We are working on developing web versions of engines used in our desktop-
based ontology editor OWLGrEd, thus, OWLGrEd (as well as some other tools)
can be launched in the web in the near future. The main benefit of our app-
roach is that web based tools can be treated by developers as desktop-based
tools. Another benefit comes from models. Models provide a universal platform-
independent encoding for data as well as for operations. In the future this can
lead to a high-level network-transparent RAM analog. We believe that the poten-
tial power of models will eventually reveal itself, if we start using models in the
web.
19 http://www.mrc-productivity.com.
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Abstract. Most of domain-specific tool building and especially diagram editor
building nowadays involves some usage of metamodels. However normally the
metamodel alone is not sufficient to define an editor. Frequently the metamodel
just defines the abstract syntax of the domain, mappings or transformations are
required to define the editor. Another approach [8] is based on a fixed type
metamodel, there an editor definition consists of an instance of this metamodel
to be executed by an engine. However there typically a number of functionality
extensions in a transformation language is required. The paper offers a new
approach based on metamodel specialization. First the metamodel specialization
based on UML class diagrams and OCL is defined. A universal metamodel and
an associated universal engine is described, then it is shown how a specific
editor definition can be obtained by specializing this metamodel. Examples of a
flowchart editor and UML class diagram editor are given.

Keywords: Metamodeling � Metamodel specialization � DSL tools �
Diagram editors

1 Introduction

Metamodeling typically is the basis for most DSL tool definition platforms nowadays,
but the principles how metamodels are used vary significantly. Many graphical tool
building platforms are related to Eclipse EMF and GMF frameworks [1, 2]. They all are
oriented towards “classical” diagram building tasks where at first a domain metamodel
describing the abstract syntax must be defined in EMF, only then the graphical concrete
syntax (presentation metamodel) is described as a GEF metamodel, with a mapping
metamodel between the both added (in GMF). There are some improvements of the
basic Eclipse approach such as ObeoDesigner [3] where the presentation metamodel
can be defined as a viewpoint of the domain metamodel, or Eugenia [4] where the
presentation and mapping metamodels are defined as annotations to the domain
metamodel and then generated using a transformation language – thus there the basic
Eclipse pattern – start with the domain metamodel is preserved. A completely different
platform – Microsoft DSL [5] uses a similar pattern by starting with a domain meta-
model and then adding the presentation and mapping metamodels and ending up in
code generation, only metamodels are created in a “dialect” of UML. A completely
domain specific metamodeling language GOPPRR is used in the MetaEdit [6] platform
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where the graphical syntax metamodel can be defined directly but with limited func-
tionality and still involving some code generation. A common feature to all these
platforms and some similar is that for each new DSL a new metamodel must be created
in some metamodeling language.

The platform devoted most directly to graphical DSL tool (graphical modeling
language editor) definition is the platform developed by IMCS UL – TDA [7, 8] (the
platform initially was named GrTP [9]). There a fixed Tool definition metamodel is
proposed which defines type classes for all DSL elements – GraphDiagram, Node,
Edge, Compartment, Palette etc., in addition style classes for all these elements are also
present in this metamodel. Then a concrete DSL and an editor for it is defined as an
instance set of this metamodel. However the complete metamodel for an editor contains
also the runtime elements – the classes GraphDiagram, Node, Edge etc., thus instances
of completely different nature – Node, NodeType and NodeStyle (and so on) coexist in
a runtime model corresponding to this metamodel. In addition, these instances of
semantically different layers must be properly linked. The approach is quite usable for
simple DSLs where the type instance set defining the language can be created by an
auxiliary tool – the Configurator [10], without deep knowledge of the metamodel.
However even for slightly more complicated languages and editors the mechanism of
extension points related to events of relatively low abstraction level and associated
transformations has to be used. To create such a transformation (in a special
Lua/lQuery language [11]) the developer has to have a deep knowledge of the meta-
model. The editor runtime is based on a Universal Interpreter – a type metamodel
interpreter which interacts with the created custom transformations and the support
engines for managing diagram layout and user dialogs (Presentation Engine and Dialog
Engine).

During the TDA development attempts have been made to use also alternative
styles of metamodel usage, closer to the topic of this paper – metamodel specialization.
One such attempt [8, 12] was to use an extended UML stereotype mechanism and a
stereotype specialization. Another one [13] was the extension of UML class special-
ization by non-standard concepts borrowed from OWL and forcing a class to be a
subclass of another in a dynamic way. However none of these ideas are based on a
clean UML usage and none of them were completed and implemented.

This paper proposes a completely new approach to editor definition for Domain
Specific Modeling Languages (DSML) on the basis of their graphical syntax. The
approach is based on a consistent use of metamodel specialization. In Sect. 2 the
metamodel specialization based solely on standard UML class diagram elements and
OCL is precisely defined. It should be noted that though the concept of subclass is
widely used in metamodel building the whole metamodel specialization to a new more
detailed metamodel is a new idea in metamodeling. The only reference where the term
“metamodel specialization” has been explicitly used is [14] where the concept has been
used for DSML extension, but within a significantly different context. Section 3
introduces the concepts of Universal metamodel (UMM) for the graphical diagram
domain and a Universal Engine (UE) related to this metamodel. The concepts are
explained on a very simple flowchart editor example. Section 4 describes a complete
UMM for DSML definition and the main functionality of UE providing a realistic
editor behaviour. Section 5 gives a complete specialization of UMM for a realistic

Metamodel Specialization for DSL Tool Building 69



flowchart editor. Section 6 presents some most interesting fragments of a class diagram
editor defined by a specialization, there the proposed approach for defining the internal
structure of texts in a diagram is illustrated as well. Both these examples confirm that
DSML definition by specialization is the cleanest and most understandable way.
Finally some basic principles of an implementation of the approach are given in
Sect. 7.

2 Metamodel Specialization

Class specialization is a well-known concept in UML. In a sense, it is a cornerstone in
building understandable class diagrams. It is also a widely used approach in building
metamodels in MOF. However, there is a variation of specialization which can provide
a completely new idea in building class models. It is the specialization of a whole
metamodel.

A widely used UML concept is an abstract class, which cannot have instances
directly. To be more precise, here we need two concepts of an abstract class. The first
one is a fully abstract class which is being defined as a union of instance sets of all its
subclasses. This kind of abstract classes will be used here for purely technical purposes
to pull up common properties for several subclasses.

The other kind of abstract classes will be used to assign an intuitive semantics to a
set of classes and their properties. We will call such classes semiabstract. Certainly,
this definition itself is completely intuitive as well.

Now let us give an example of semiabstract classes in Fig. 1.

This very simple class diagram containing two semiabstract classes still gives some
guidelines of its intended meaning – it represents a simple kind of Process metamodel
containing a sequence of actions. Now let us create a specialization of this metamodel
by creating subclasses of classes in Fig. 1. This specialization presents a simplest kind
of Business Trip process – see Fig. 2.

Fig. 1. Example of semiabstract classes

Fig. 2. Simple process metamodel specialization – Business Trip (Color figure online)
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The specialization still represents a metamodel for Business Trip. But classes of the
specialization are no more semiabstract – they can have instances, e.g., TripToBerlin,
ReserveLufthansaFlight etc. The specialization diagram relies un UML redefines fea-
ture for subclasses – inherited association ends having the same name as for the
superclass are redefined automatically, but renamed ends use the explicit redefines
modifier. Our intuitive semantics of the specialized metamodel completely complies
with the semantics assumed for semiabstract classes of the generic Process metamodel.
We will call a generic metamodel which is being specialized a Universal Metamodel
(or UMM for short) – see more details on this in the next section. Classes of a UMM
will be shown here with a white background, but the specialized classes – with a
coloured one.

In order to make the metamodel examples more readable and compact in this paper
we use a custom notation for specialized classes and redefined associations – we show
only the specialization and add the original class and role names from UMM in braces
(and bolded) – see Fig. 3 which presents the same specialization as in Fig. 2.

Now let us give a more formal definition of metamodel specialization. There may
be as many classes specialized from UMM classes as required. But there is a restriction
that only a precisely defined set of features enabled by UML redefines construct can be
applied to inherited from UMM class properties – attributes and association ends. The
permitted redefinition includes:

– the definition of a default value of an attribute (but not redefining the attribute type
and multiplicity) – syntactically the redefinition is ensured by using the same
attribute names in the subclass

– for a redefined association end the multiplicity of the association may be redefined
(narrowed), explicit redefinition must be used when a different role name is used for
a subclass.

No new (non-redefined) attributes or associations can be introduced in the spe-
cialization. Default values of attributes are essential here since they determine that a
newly created instance of a specialized class will have just these values. A specializa-
tion of a UMM class may also be an abstract (fully abstract) one (with the standard
UML semantics), if it has a further specialization to non-abstract classes. But concrete
classes cannot be specialized further. Specialized classes may have OCL constraints
attached.

The goal of these specialization restrictions is to permit only meaningful special-
izations where subclasses are true specializations of the corresponding UMM classes
with a similar, but more restricted meaning, thus preserving the intended meaning.

Fig. 3. Business Trip specialization in the alternative notation (Color figure online)
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3 Universal Metamodel and Universal Engine

Now when the permitted metamodel specialization has been defined it is time to try to
formalize more deeply the intended meaning of a metamodel by adding some precisely
defined behaviour to it. We will define this behaviour by means of an executable engine
named the Universal Engine (UE) for the given UMM. By definition of this UE
we understand a specification how this UE will work on arbitrary specialization of the
UMM. In this sense there is only one unique UE for the given UMM.

We will explain the concept of UE on an example – a UMM in Fig. 4 and one of its
specializations in Fig. 5. We will explain the functionality of UE on just this spe-
cialization, but with the goal to understand how the UE will work on any specialization.
Since our main domain in this paper is diagram editor definition, Fig. 4 represents a
UMM for a family of very simple editors which are capable of creating just one
diagram consisting of nodes and edges, with the structure specified in a specialization.

Nodes can have any shape and fill colour, edges have colour and end shapes. But
no text element creation for nodes and edges is present in this simplified version.
However one vital element for defining an editor functionality is present here – the
Palette together with its elements for creating nodes and edges. Any diagram editor is
to be run by a user, but User is not explicitly present in the UMM. Instead, we say that
the user can click any palette element – palette node or edge. In response a node or
edge instance of the specified kind will be created by UE. Certainly, for a new node the
user after the click has to select an empty place in the diagram area, but for a new edge –
its start and end nodes. Actually this is all we have to say here on the generic behavior of
UE in this simple case, in addition we assume that the editor always starts with an empty
diagram with its Palette shown. The details of real behavior of UE for creating a diagram
of a specific kind is defined in a specialization of UMM. E.g., only there it is visible what

Fig. 4. Universal metamodel for simplified diagram editors (Color figure online)
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elements will be shown in the palette and what diagram Node specialization will be
created by clicking on a PaletteNode specialization. Figure 5 presents one such UMM
specialization – a very simple flowchart editor, the custom notation for specialization
introduced in Sect. 2 is used there.

The GraphDiagram class is specialized to a concrete diagram kind – Sim-
pleFlowchart. The specialization contains four specialized node kinds – Action, Start,
End and Decision as subclasses of the UMM Node class and just one Edge special-
ization – Flow. Accordingly, the Palette is specialized to FlowchartPalette containing
four PaletteNode subclasses (one for each node kind) and one PaletteEdge subclass for
creating Flow instances. Default values are assigned to all inherited attributes in sub-
classes, for node and edge subclasses these are the default style attributes to be used by
UE when a node or edge instance is created (note the different shapes for all node
kinds). For palette elements different icons and texts are specified accordingly.
All UMM associations are redefined as well – using the automatic redefinition where
association end names are the same for the superclass and subclass and explicit
redefinition otherwise.

To reduce the number of associations in the specialization an abstract subclass is
used – the FlowEnd class. It groups together the concrete subclasses Action, End and

Fig. 5. UMM specialization defining a simple flowchart editor (Color figure online)
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Decision, which have a common containment association in the SimpleFlowchart
diagram and a common association to incoming Flow instances. The fact of special-
izing the Node class in UMM is also shown in the FlowEnd class, the subclasses inherit
it. Note that the specialization within the specialized metamodel is shown via the
traditional UML notation. The fourth Node subclass – the Start couldn’t be included in
the group since it has no inFlow association to the Flow, in addition the containment
multiplicity is different. No grouping is used for the outgoing flow specification since
the multiplicities are too different, instead the simplest UML {xor} constraint is used to
specify that a Flow can start from only one Node subclass instance. Note that each
PaletteNode subclass has a specialized association to the corresponding Node subclass –
PaletteAction to Action and so on, thus enabling the appropriate node type creation upon
a palette element click.

This relatively simple specialization contains no explicit OCL constraints. However
multiplicities and {xor} constraints act as required according to the UML standard.
Thus only one Flow can exit an Action or Start node, and no more than two flows a
Decision node, only one Start node can be created per flowchart and so on. If the user
tries to violate these constraints UE shows a fixed error message – “Action not per-
mitted”. Thus a relatively rich diagram editor definition can be obtained by a simple
generic UE specification and an appropriate UMM specialization. Though the beha-
viour of UE was explained just on the specialization for the simple flowchart, it should
be clear how it would behave on any correct specialization of UMM in Fig. 4.

Certainly, one can define an erroneous specialization where the inherited UE
behaviour will be semantically inadequate but that is similar to any development
environment.

4 Application of Metamodel Specialization to Diagram
Editor Definition

The previous section gave a simple introduction into basic concepts of UMM and UE
for graphical diagram editor definition. Our goal in this paper is to define a platform for
realistic diagram editor definition by means of metamodel specialization. The capa-
bilities of such editors should be similar to our previous editor definition platform TDA
[7, 8]. The UMM will provide a general schema for any such editor – be it an editor for
flowcharts, for UML class diagrams, for UML activity diagrams etc. The generic
behaviour of all such editors will be defined by the Universal Engine (UE) operating on
UMM. But making the editor behaving just as a Flowchart editor should be made by
defining an appropriate specialization of the UMM – then the UE will act as a true
Flowchart editor. The UMM will provide a vision of such a diagram editor – on what
concepts it is operating (see the UMM in Fig. 6). We will consider only diagram
editors for pure graphical modelling purposes – without the need to generate some code
from the diagram, to run an interpreter on it etc.

The UMM for our diagram editor domain provides a generic data schema on which
the behaviour of UE and thus any specialized editor is based. But the behaviour
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dynamics involves also the editor user whose actions actually determine the result. The
previous section introduced one element for interaction with the user – the diagram
Palette, but there are more.

The possible user actions will not be explicitly captured as UMM classes but they
will be tied up to most of UMM classes. The semantics of UE behaviour will be defined
just in terms of these actions – what happens if the user clicks a palette element,
double-clicks an existing diagram node, enters a compartment value as a text input etc.
But there is a strict requirement that all results of a user interaction must be stored as
instances of appropriate UMM classes – more precisely, of their specializations.

Now let us explain our vision of such diagram editors and their potential behaviour on
the basis of the UMM in Fig. 6. Typically any real diagram editor, including those
defined via TDA, contains the concept of Project – a set of related diagrams having a
common usage. Therefore we also include Project class in our UMM. The contents of a
project has to be somehow visualized – frequently via a tree. However since we want to
restrict our visualization facilities, a Project diagram is introduced instead. It contains
Diagram seeds – nodes from which the corresponding diagram can be accessed via
double-click. Thus a project diagram is a normal graph diagram. The concepts of Graph
diagram, Node, Edge and also Palette were introduced already in Sect. 3, only some more
attributes are added to these UMM classes. Certainly, we will not present completely all
used in practice diagram style attributes, but only the main ones. The main new concept
in this UMM is the Compartment – an element in a node or at an edge containing some
text. The value attribute of a compartment shows the string really displayed in a diagram.
But there are a lot of other attributes specifying the structure of texts, the means for
entering them by a user, a way and style of displaying them and so on, in addition these
attributes differ for texts in nodes and at lines, therefore we have NodeCompartment and
EdgeCompartment classes. A compartment text may have a substructure – e.g., a class
attribute text in UML consists of its name, type, default value, modifiers etc., these
elements are separated by constant prefixes or suffixes in the common string value, the
order of concatenation may be defined by the subCompNo attribute if required. But
during the value creation by the user they typically are processed as separate compart-
ments. This structuring in the UMM is supported by the parentCompart – subCompart
association, permitting each part to be processed separately as a subcompartment.

Further, the inputContr attribute determines the input control type, which is offered
to the user for entering the compartment or subcompartment value. Certainly, the
supported types of input controls depend on capabilities of UE, but the minimum list
includes simple text input, checkbox for entering Boolean values and listbox or
combobox for offering to the user a list of values to select from (in case of combobox a
direct value input is also permitted). For both these controls there must be a possibility
to define the appropriate value list, therefore the itemList attribute of type Set (String) is
added. The default value of this attribute must be set in the specialized compartment
class (if listbox or combobox is selected for the compartment input), this value may be
a constant set or an OCL expression deriving the set from other diagram elements
already created. One more nontrivial input control is multiline input containing rows
with the same properties (such as the whole attribute list for a class), there a special
CompartmentRow subclass permits to process each line separately and add a new line
(a line may be a structured compartment as well).
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The whole input process of a compartment is organized by UE in a fixed way, the
specialization may configure only a compartment structure, the input control used for a
compartment/subcompartment entry and provide the required values. In addition, a
standard UML constraint (an OCL expression returning a Boolean value) may be added
to the specialized compartment class to check the entered compartment value after the
user has completed the input of this compartment. Some examples for these rather
complicated specialization features are demonstrated in Sect. 6 on class diagram editor
fragments.

Fig. 6. UMM for real diagram editors (Color figure online).
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We conclude this section by a rather informal description of UE related to this
UMM. Upon start the UE permits the user to create a new diagram editor project of the
kind defined by the current specialization (a flowchart project, a class diagram project
etc.) or open an existing project of this kind. After that the project diagram (either
empty or already filled) with its palette is shown. The user can add a new diagram of a
supported kind via creating its seed from the palette, or open an existing diagram – by
double-clicking on the seed. The diagram is opened together with its palette, then new
diagram elements can be added in the manner described in the previous section. But a
new possibility is to enter compartment values which are defined in the specialization –

the compartment editor (a dialog form) is opened after a new node or edge is created.
The compartment editor can be opened also for existing nodes or edges by a
double-click. Besides this specialization-related UE behaviour, UE offers some default
behaviour to the user – to save a project, to modify the default style of a node or edge,
to modify the layout etc.

5 The Real Flowchart Specialization Example

In this section the new possibilities of UMM and UE are demonstrated on a more
realistic flowchart editor example – see Fig. 7. The Project class from UMM is spe-
cialized to FlowchartProject with just one FlowchartProjectDiagram attached to it. This
diagram contains named FlowchSeed nodes from which the corresponding Flowchart
diagram instance can be opened, seed nodes can be created by the FlProjectPalette with
the sole FlPrPaletteSeed element. In order to have a user-defined name for a seed (and
the related flowchart as well), the FlowchNameCompart class (specialized from the
NodeCompartment) is associated to FlowchSeed. Only the caption and inputContr
attributes with their default values appear in the compartment specialization – other
attribute values are not required for this simple case.

The Flowchart node definitions in this specialization are similar to those in Sect. 3,
only a name can be created for an Action and a condition text for a Decision – both use
simple TextInput fields for value input. The Palette is also similar to that in Sect. 3. But
here two edge subclasses are defined – the Flow as in Sect. 3 and the ConditionalFlow
which can exit only a Decision node (no more than two instances). A conditional flow
has a text attached near to its start – typically Y or N but any other text can be used as
well. Therefore in the specialization the class CondValueCompart (a subclass of
EdgeCompartment in UMM) is used. A different input control type – Combobox is
used there, and for this control also the default value for itemList attribute must be
defined – here it is a constant set of strings – Set {“Y”, “N”}. The position attribute
specifies that the entered text has to be positioned near the start of the edge.

Note also the use of the abstract superclass FlowchEdge in the specialization, with
the concrete subclasses Flow and ConditionalFlow. This construct permits to use one
common palette edge element for both – it is associated to the superclass and the user
has not to think which kind of flow to select – he just clicks the flow in the palette and
selects either Action (or Start) or Decision instance as a start node. Now UE is capable
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to infer automatically which subclass of FlowchEdge to create – the specialization
explicitly defines which flow subclass can start from the given start node type. Cer-
tainly, when using such a construct it must be ensured during the specialization
building that only one edge subtype is legal for each start node choice.

Thus this example shows that using only basic UML class diagram constructs such
as multiplicity a UMM specialization can define relatively complicated editor beha-
viour. In order to obtain a more compact specialization, it is assumed that some more
compartment style attributes (in addition to those shown in Fig. 6) have their default
values set already in UMM, e.g., fontStyle is set to the value normal.

Fig. 7. Realistic flowchart editor specialization (Color figure online)
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6 Fragments of Class Diagram Example

In this section some basic fragments containing new features for a specialization of the
same UMM in Fig. 6 defining a class diagram editor will be given. The functionality of
the editor is approximately that used for creating class diagrams (metamodels) used in
this paper. The whole specialization can be defined in 3 class diagrams each to be
shown in an A4 page in a readable way. The supported node types are Class and
Enumeration, but edge types – Association and Generalization. In addition, the UML
package mechanism is included, but in a slightly non-standard way – using Package
diagrams. The main new elements in this specialization are the use of compartment
rows, subcompartments and OCL expressions for default values and constraints.
Figure 8 presents a fragment of this specialization showing the Class node and some of
its compartments: Class name compartment, IsAbstract compartment and Attribute
compartment. The IsAbstractCompartment enables the user to enter the Boolean value
specifying whether the given class is abstract or not; this is done via a checkbox control
(however the value is stored in the model as a string “true” or “false”). This value is not
visible directly in the class node – therefore the attribute isVisible is set to false (so it is
specified in the UML standard). Instead, the value is displayed by setting the appro-
priate style for the class name compartment (italic if the class is abstract). To specify
this setting, the value of fontStyle attribute of ClassNameCompartment is set by an
OCL expression:

(the expression is not shown in Fig. 8 to reduce the box size). The Attribute com-
partment is to be created by the user via a specific control – MultiLineInput. This
control is specially adjusted to creating texts consisting of logically independent lines,
such as attributes or operations in a Class node. Therefore the UE provides an inde-
pendent entry of each line using the CompartmentRow class in UMM which is spe-
cialized here to AttributeRow. Further, the line can have a complicated substructure:
each attribute has a name, type, default value, multiplicity etc. This is supported in UE
by the subcompartment concept (see Sect. 4). Here we have the AttributeName,
AttributeType, DefaultValue etc. subcompartments (only the first two are shown in
Fig. 8). To specify how the values are to be concatenated to a common string, prefixes
or suffixes are used – see the prefix “:” for the type. Each subcompartment can be
entered using a specific control – the type is entered using a combobox offering the
most typical values (primitive types, all defined enumerations in the model). Therefore
the itemList attribute of this compartment is specified by the OCL expression:

The allInstances OCL construct here iterates over the whole project, thus all
Enumeration instances are collected and their name values included in the list.
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A similar but more complicated expression can be defined to offer all already existing
class names when a class name is to be entered (in order to create occurrences of a class
in several diagrams). Similar expressions preparing a typical value list can be defined
for other subcompartments as well, e.g., for type-dependent default value prompting.

Finally, we show an example of OCL class constraint to be used for checking the
entered compartment value correctness – the class AttributeName has a constraint
specifying that attribute names must be unique for a class:

Such constraints have to be specified directly for the corresponding compartment
class, then UE knows that the constraint has to be evaluated right after the user has
exited the corresponding input control.

To conclude, the use of OCL permits to obtain at least the same functionality of a
class diagram editor as can be defined using custom transformations at extension points
in TDA and close to many commercial UML editors.

7 Implementation Principles

The implementation of metamodel specialization based DSML editor platform really
consists of two parts – the Base UE including DSML project management, diagram
drawing and layout management, dialog engine with current form building and user
input processing and a UMM specialization interpreter. This interpreter has to find the
relevant specialization class together with the specialized attributes (default values set),
create a correct instance of this class (to be passed to drawing engine for visualization
or some other relevant part of Base UE) and find the specialized associations outgoing

Fig. 8. Fragment of class diagram specialization – class attributes (Color figure online)
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from this class. These associations determine the other specialized classes to be pro-
cessed in this step, e.g., the specialized compartments for the given node subclass. In
addition, the OCL expressions for default values and constraints must be interpreted. If
Eclipse EMF is used as a model repository there is a freely available OCL interpreter.
For other repositories the solution used in TDA can be applied – use the Lua/lQuery
instead of OCL, this language has sufficient expressive power for defining expressions
and is implemented within TDA for several repositories. The Base UE in fact is quite
similar to the set of existing component engines in the TDA implementation. Thus the
effort for implementing the proposed approach could be lower than that used for TDA,
in addition the base components could be reused.

8 Conclusions

The analysed DSML examples show that the proposed approach for DSML editor
definition based on metamodel specialization has a number of advantages and is usable
in practice. The specialized metamodels which use only basic UML class diagram
features and OCL for more complicated situations are natural formalizations of the
graphical syntax of the DSML to be defined. Thus such metamodels are sufficiently
easy to create and read. To a great degree this fact shows up when compared to the
corresponding DSML definitions in the existing TDA platform. For very simple
DSMLs such as the simple flowchart where the type instances in TDA can be created
using the Configurator without any extension points the efforts are comparable. But for
Class diagram editor a significant use of extension points and transformations is
required in TDA, with a large effort required to create these transformations due to the
complicated runtime metamodel in TDA. Thus the complete DSML definition there is
in fact invisible, the type metamodel instances provide only a graphical skeleton of
class diagram definition. At the same time the definition using metamodel specializa-
tion describes the supported functionality in a very explicit way. Creating of required
OCL constraints is also quite straightforward since the specialization directly defines
also the runtime metamodel. If more features are to be added, the specialization
extension by new specialized classes is also very straightforward. Most probably, if
TDA would be created now, the metamodel specialization approach would be used.
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Abstract. This paper provides the business process modeling approach based
on usage of Domain Specific Languages (DSL). The proposed approach allows
us to create executable information systems’ models and extends the concept of
Event Driven Architecture (EDA) with the business process execution
description. It lets us apply principles of the Model Driven Development
(MDD) in order to create the information system which complies with the
model. The proposed approach provides a set of advantages in information
systems development, use and maintenance: bridges the gap between business
and IT, an exact specification, which is easily to implement into information
system, up-to-date documentation etc. The practical experience proves the
viability of the proposed approach.

Keywords: Business process modeling � Event driven architecture � Services
oriented architecture � Domain specific language

1 Introduction

Model driven development (MDD) is a concept that offers a wide range of advantages
for development, maintenance and use of information systems [1, 2]. The main
advantages are as follows: (1) MDD provides a higher level of abstraction to describe
the business process, and it leads to reduced efforts for error-prone description,
meaningful validation and exhaustive testing, (2) MDD bridges the gap between
business and IT, (3) MDD captures domain knowledge, (4) MDD results in software
being less sensitive to changes in business requirements, (5) MDD provides up-to-date
documentation.

To reach the benefits of MDD, there should be used modelling languages and tools
allowing accurately describe the system’s operation. It means the objects of high
abstraction level should be transformable into source code of an information system.
The most popular modeling languages like UML [3] and BPMN [4] are able to carry
out the task only partially [5]. The languages use high abstraction concepts without
linking them to a specific domain objects and views. To achieve a full compliance, the
objects of high abstraction level must be linked to the gradual detailing level up to the
level of implementation. Many authors propose usage of Domain Specific Languages
(DSL) as the solution. For instance, [6] argue that although UML Cis a useful modeling
language, it is not an appropriate language for MDD, because UML is designed for
documenting and not for programming.
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As a response to this the MDD community shifted focus to smaller, more specific
languages [5, 7]). These DSLs focus on a specific problem area or even a business
domain. That ultimately also defines the scope and applicability of these languages.
They are by definition not meant to solve a generic issue and hence don’t attract a large
developer community. The usage of DSLs in the MDD context leads to the requirement
the models should be executable. And the challenges are still there - how to define
business models and how to make them executable? The essential change is that
models can now be directly used to drive software development.

This paper describes a platform for defining of DSLs ensuring executable models.
The main focus of the research is devoted to so-called Event Driven Systems
(EDS) where the data processing is caused by system’s external or internal events. The
model of an EDS consists of widely-used modeling artefacts like data object, activity,
data object’s state, event, time constraints etc. The proposed tools let you:

• to define a new DSL, i.e. it’s artefacts and rules for graphical representation of
diagrams;

• to create an editor for editing of graphical diagrams in the new DSL;
• to define semantics of the used concepts and the execution of the graphical

diagrams.

The EDS represent a class of models where each instance is an executable model in
a particular DSL. The models can be transformed into the executable source code either
by interpreting the model, or by generating the source code from the model using a
code generator.

As examples of EDS serve a wide range of data processing systems used in our
daily life – state information systems (population register, vehicle register, business
register etc.) as well as commercial solutions (e-shops, CRMs etc.). For example, the
population register processes the data of citizens as data objects, and the personal life
events (birth, education, occupation, marriage, children etc.) serve as events which
change the states of data objects.

The proposed approach differs from the traditional UML and BPMN models as it
offers a wider range of artefacts, a precisely defined semantic of model execution and a
usage of domain specific concepts in the modelling language.

The present work is a continuation of the previous modeling research [8] with the main
focus on the executability ofmodels. The first section describes the purpose of the study – to
create a DSL based approach for modelling of executable event–driven information sys-
tems. The second to fourth section describe respectively the syntax, the semantics and the
pragmatics of the proposed approach. The fifth section describes the related research. The
conclusion contains summary about similarities between EDS and MDD approaches.

2 Models of Event-Driven Systems

2.1 Context

In everyday life we use information systems that gather information about certain
events and use the information in different ways. For instance, banking systems collect
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the information about transactions in accounts (income, expenses and fees), hence the
account’s balance can be calculated from the gathered information at any moment.

The event-driven systems process data objects of a certain type and the processing
is response initiated by different events changing the values of data object’s attributes.
For instance, a records management solution deals with the data object Document, and
the processing steps of documents can be described by various events - document
registration, response preparation, acceptance, sending of response etc. The event-
driven system stores the passed events into the data object’s Document attribute State
using the values Registered, Prepared, Accepted and Sent. This allows you to keep
track of each data object and all instances of data objects at the same time by using
statuses as results of changed attributes’ values of data objects.

The main goal of this research is to design a DSL-based modelling platform for
describing of EDS to achieve a better appliance of MDD principles in development of
information systems.

2.2 Business Process Modeling Environment DIMOD

Usually business processes of EDS are described using some graphical DSL. As the
EDS represents a wide class of information systems, the used DSLs can also be
different. Hence it is advisable to use not only one specific graphical editor supporting
one concrete DSL but to create your own editor for each used DSL. This can be done if
there is a graphical editor building platform that allows not only defining the appro-
priate DSL editor, but also provides other functions such as checking of model’s
correctness.

Currently there are several such platforms in use; one of them, called GrTP [9], is
produced in Latvia. The business process modeling environment DIMOD, used in this
research, was derived from the graphical editor building platform GrTP. Accordingly
the DIMOD features are widely affected by those of GrTP.

The business process modeling environment DIMOD is intended:

• to define the DSL using meta-model that is stored into internal tables of the envi-
ronment’s repository. DSL defining parameters may be defined and modified using
the separate configuration component Configurator [10]. Once the DSL is defined
the corresponding modeling environment (editor) is created for the DSL
automatically;

• to create and edit business process diagrams in the DSL. This is usually done by
some highly qualified modelling experts in collaboration with domain experts
(“clever users”);

• to check the business process models’ internal consistency. Both IT and domain
experts are involved in it;

• to publish the created model/diagrams in web. It allows a wide range of users to use
the business model diagrams without installation of the specific modeling envi-
ronment DIMOD.
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DIMOD also includes a feature to call APIs in predefined points for implementation
of DSL specific semantics. It provides accessibility of specific functions or external
sources as well as read/write access to model’s repository.

2.3 Characteristic Aspects of EDS Modeling Languages

Traditionally, there are three views used to describe programming and/or modeling
languages:

1. Syntax of the modelling/programming language. The syntax of modelling language
is determined by the language meta-model. A program or a model is considered to
be syntactically correct if it meets all the conditions included in the meta-model.
The syntactical correctness of the model/program does not guarantee that the
information according the model is processed exactly in that way which has been
desired by the author. Therefore it is not sufficient to have only syntactically correct
model to create an information system; it is necessary to define the semantics of the
language.

2. Semantics of the modelling/programming language. The semantics of modelling
language describes the meaning of concepts used in the language. The semantics
can be defined in different ways – by axiomatic mathematical theory or by
describing of an abstract machine explaining the language command execution and
the meaning of language structures. In this paper the concept of abstract machine is
used as it is well-known in the IT industry.

3. Pragmatics of the modelling/programming language. The pragmatics gives rec-
ommendations how the language should be applied and describes the methods. The
pragmatics is based on practical considerations like language usage costs, devel-
opment deadlines, availability of support, complexity of the language etc.

The following sections will include analysis of all three aspects of EDS.

2.4 Ontological Model of EDS

A modeling language should be defined in two levels: (1) firstly definitions of the
ontological notions should be created, and then (2) the graphical representation is
aligned to defined notions. The separation between the used concepts and their
graphical depiction is the essential difference between the proposed approach and the
traditional way used in many modeling languages where basic language elements are
defined by graphical symbols representing basic concepts.

The ontology of the EDS business process model proposed by the authors is shown
in the Fig. 1. The meta-model consists of a voluntary number of elements. Every
element has at least three predefined attributes – type, name, and identifier – and a
voluntary number of additional attributes.

Besides the five predefined types of elements the model may contain a voluntary
number of additional types of elements. The predefined types are as follows:

• object represents external donors/receivers of the information as well as
sources/targets of data; some examples of such elements are messages, documents,
records in data bases, legislative acts, etc.
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• action represents activities with data objects such as start/end of processes, exe-
cution of process’s steps, conditional execution, parallel activities, control of
deadlines, etc.

• state describes corteges of attributes’ values available for the data object to be
processed. The corteges of values are equivalence classes with objects that are to be
processed similarly during the specific process. For instance if the document pro-
cessing should be modeled it is important to identify all documents being in states
Received, Registered, Processed etc. It can be done using the attribute Document’s
state.

• event represents data flows that are received/sent by the process form/to external
information sources/targets and control flows representing the sequence of process
steps, and other types of flows.

• comment contains informal description about activities processing, states and flows.

The set of notions described above is sufficient to apply business process models
for many uses.

3 Syntax of EDS Models

3.1 Representation of EDS

Depending on the demands of DSL users and features of the DSL supporting envi-
ronments, the above described business processes can be represented by diagrams
collocated in a tree-like structure. Each diagram may contain a voluntary number of
elements. Actions and states will be specified in a separate diagram, and it will be
represented in a lower level of the diagram tree under the respective element.

The elements described above may be represented using different graphical ele-
ments, like boxes, lines, pictures etc. The representation of elements will be

Fig. 1. Ontological meta-model of EDS
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implemented in modeling environments directly or using configuration features. One
but not the only one way for representation of the ontological model is the following:

• objects are represented by rectangles containing the name of object;
• actions are represented by rectangles with dashed borders;
• states are represented by rectangles with rounded corners;
• events are represented by lines and data flows by dashed lines;
• comments are represented by specific rectangles with buckled corners.

There can be additional graphical representations used to show if an element is
in-depth detailed by additional diagram.

Differences in the representation of models can appear not only in different
graphical representations of model elements but also in a manner how the step-by-step
detailing is represented in the model using the tree-structure. It means that every
element can be described more detailed by a separate diagram and shown in a hier-
archically lower level of the diagram-tree. The tree can have different graphical
representations.

3.2 DSL Example

One example of EDS is the working time tracking (WTT) system, and it was used to
show the approach of DSL definition with consecutive creating of the modelling
environment in DIMOD.

The syntax of the DSL used for modelling the WTT business processes is described
by the meta-model in the Fig. 2.

There are two main categories of elements (objects) in the DSL: (1) source elements
(From-Element in the Fig. 2) are those where the dataFlow and controlFlow events are
started from, (2) target elements (To-Elements in the Fig. 2) are those where the events

Fig. 2. DSL meta-model for modelling of WTT business processes [11]
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are finished. Elements of graphical diagramms are described as Diagram-Element, and
they in turn can be either State, Conditional action, Simple action, or Data Object
(Document or Screen form).

An example of the diagram created by DIMOD generated tool describing the WTT
business process for time reporting and accepting is given in the Fig. 3.

The process starts with the Sign In event. Then the conditional action Select Project
is available where users can specify the instance of the data object Project for which the
spent working time will be reported. The project’s selection is finished with an event
OK that leads the data object into the state Time Input. Users can enter working time
data (data object’s parameters are changed) and finish the session by initiating the event
OK. The event transfers the entered data to the action Control. If any syntactical errors
are discovered, the event Update leads the data object back to the state Time Input. If
the entered data is syntacticaly correct, the event OK transfers data objects to team
leader for accepting the entered working time information on the substance. The action
Save stores the entered data and the process is finished.

4 Semantics of EDS

4.1 Memory of Process Execution

Let us define the semantics of process execution by using a “hypothetical” machine
(see Fig. 4). It consists of (1) a memory that stores instances of data objects and
instances processes, and (2) an engine that is able to execute particular process
steps/statements consecutively. Data object instances are stored in the data objects part
and process instances – in the processes part of the memory.

Fig. 3. An example of WTT business process diagram
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The data objects part contains:

• prepared data objects (Documents to be processed) - the data objects should be
processed, but processing has not been started yet

• Active data objects - the data objects are in processing and are not finished yet; the
active data objects have corresponding active process instances

• Passive data objects - the processing is finished, but the data objects can be used by
other processes

• archived data objects (Archive of data objects) - the processing is finished, and the
data objects can’t be used by other processes anymore

The processes part of the memory stores instances of processes that were created by
deriving the instances from the process diagrams (process descriptions) and by linking
them to the data objects to be processed. There are two kinds of process instances:

• Active processes– the process instances are in processing and are not finished yet;
the active processes have corresponding active data objects instances;

• Passive processes - the processing is finished; nevertheless it is advisable to save the
passive process instances for repeated processing if such a need would arise.

4.2 Process Initiation and Execution

The process execution starts with user login into the information system. Let us assume
the user identification is implemented in a traditional way, i.e., by entering login name
and password. It is important only that the information system, in result of electronical
identification, has granted to the particular user the rights to execute certain business
processes and access certain data objects.

The first step of the business process execution is to let the user choose the business
process that should be executed and link the process to the desired data object. There
are two different cases possible: (1) an initiating of a new process, and (2) a contin-
uation to execute an already initiated process.

Fig. 4. Business process execution memory [12]
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If a new process is initiated, a new process instance is created by copying the
process description. During the execution the recently created process instance will be
linked to the data objects that should be processed. Technically the execution of the
process instance is activated, for example, by user clicks on menu control.

To continue the execution of a process that has already been initiated before, the
engine finds the process instance in the active process part of the memory, and the
process execution is started/continued from the point in the process model where it was
interrupted in the previous execution session. In addition, the user can see the executed
steps in the process diagram. Technically it may be implemented as an individual user’s
activity that acts according to the to-do-list principle – the user can choose between all
active (unfinished) process instances that are attributable to him/her.

After the process execution is initiated, the user can manage the execution by
selecting one or several steps of the process. The process execution can be stopped
(postponed) by the user, and the active process then will be stored into the memory.

Processes are executed step by step. The steps can be processed manually,
semi-automatic, or automatic. Manual steps are initiated, for example, by the user
clicking on the control-window buttons. Semi-automatic steps are also initiated by the
user but, in contradiction to manual steps, the execution is completed by certain user’s
activities. For example, within the step a screen form is opened with editable fields, the
user fills in the necessary data and presses the button OK. Automatic execution is
performed without privity of user. For example, data object saving in the database is an
automatic operation.

4.3 Visualization of Data Objects and Process Execution

Data objects are represented in screen forms, and one screen form describes one or
several data objects. A screen form can contain many fields to be added/edited/deleted.
It can also serve for selecting of data objects.

There are some improvements practiced for easier identifying and specifying of
data objects: (1) show attribute values in screen forms to let users recognize the
necessary objects, (2) allow filter data objects in screen forms to narrow the set of
object instances, (3) colour fields in screen forms according to the data objects instance
status (for instance, the corrigible fields could be shown in a different colour). Fur-
thermore, some data columns or fields could be disabled (not displayed at all) if the
user does not have rights to access the data objects. Development of screen forms is
relatively simple, and it can be done using traditional methods.

Business process diagrams are suitable for visualization of process execution. The
process execution can be represented by colouring the already executed activities and
control flows in a different colour. In the general case, only those elements of business
process diagrams will be coloured which have been involved in the processing of the
concrete data object. The shaded track allows identify the executed steps and continue
process execution from the point in the process model where the execution was
interrupted in the previous session.
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5 Pragmatics of EDS Models

5.1 Implementation of Direct Business Process Execution

The development of information systems with built-in business process interpreter
(execution engine) differs significantly from the development of the ordinary infor-
mation systems. Instead of developing the windows with popup menus, control buttons
and other interface elements for process managing, graphical diagrams with process
descriptions/definitions should be available for the users to ensure the possibility to
manage processes directly, without usage of menus. The process execution must be
visualized in the process diagram allowing users to monitor the performed actions. The
traditional application development has been replaced by creating the diagrams
describing business processes.

Usually the business process modeling is carried out by a small number of users,
so-called “modelers”. It means the modeling environments and tools must not com-
pulsory be web applications. For instance, the modeling environment DIMOD is
currently implemented as a desktop-application that is available in modelers’
workplaces.

Ordinary users do not create models they use them in a read-only mode. These
users need an access to business process descriptions via web because they will use the
models for the direct business process execution. The DIMOD solves it by exporting
business process diagrams to the html/SVG format (SVG - Scalable Vector Graphic).
As a result, a logical copy of model’s repository is obtained that is accessible from an
internet browser, and all navigation functions in diagrams and their elements are still
there.

The appearance of process diagram’s elements can be easily changed in html/SVG.
For instance, the colour of an element can be switched by editing element’s parameters
in the html/SVG statements. It can be done by a special routine that finds an element by
its SVG-identifier and updates the corresponding html/SVG statement. After refreshing
of the diagram the element’s appearance will be changed.

There is also an external identifier necessary to maintain the connection between
events of graphical element processing and the corresponding software routines that
should be developed in some programming language, for instance, Java. The external
identifier ensures the activation of separate steps of business processes, for example, by
a mouse double-click.

5.2 BiLingva and DIMOD

Authors of the paper have developed and used in practice a domain-specific language
BiLingva [11] which is suitable for modeling of EDS. The used DSL BiLingva offers a
full range of EDS elements - object states, process steps (events), execution sequences
(flows) as well as decision points (conditions), process branching, time intervals,
parallel processing.

Each use of DSL consists of several steps. In the first step the DSL for process
modeling is defined in cooperation with organization’s business specialists. Definition
of DSL is based on some pre-defined DSL complemented with additional attributes and
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industry specific input/output documents. In practice definition of DSL simultaneously
implies the definition of DSL support environment, for example DIMOD.

In the next step, the organizational business model is built by using DSL in the
modeling environment.

In the final step the models created using DSL, for instance BiLingva, can be
transferred into EDS data objects (elements) and stored in the EDS database automat-
ically. If the EDS has a built-in interpreter or uses some external interpreting engine, the
business processes can be executed according to their descriptions (models) in DSL.

The EDS approach differs from the MDA approach crucially. The MDA demands
an information system should be generated from the model. The EDS approach pro-
poses to develop information systems in the traditional way (including the required
functionality as well as non-functional features - usability, security, performance, etc.)
with the difference that the event-driven (workflow) execution is implemented as a
separate and individual component which uses business process descriptions in a
specific way.

The modeling-based information systems’ development techniques are not widely
known among business professionals. Business analysts with the basic modeling
knowledge can create only informal models (informal description models for better
understanding of business processes). Just after the level of DSL knowledge is
increased they are able to create formal models (formal models defining the business
processes). In practice, it may take up to 2 to 4 years for different organizations to learn
modeling techniques.

Viability of the proposed EDS approach using BiLingva has become clear in
practice, as this approach is being used in a number of information systems in Latvia
for more than 10 years [8]. Particularly striking was the users’ positive attitude towards
graphical process diagrams. In a short period the diagrams became the user guides and
substituted the text documents used before, as the diagrams are more accurate and
explain system’s operation to the users more comprehensively.

6 Related Work

Let’s look at four research directions that are the most related to the EDS research –

Event Driven Architecture (EDA), Service Oriented Architecture (SOA) 2.0, workflow
management systems and executable UML.

6.1 EDA

EDA is a distributed information systems architectural style [13, 14] characterized by
the following:

• software processes are completely decoupled from each other,
• processes only depend upon events,
• events are published in a standard, consistent manner,
• software processes can react to different types of events or different contents of

events autonomously.
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EDA approach spends the main attention to recording of events in external or
internal business process environment, therefore making them accessible for processing
routines. Descriptions of the event initiated business processes are not discussed closer.
Events are characterised by attributes (name, type, type-specific attributes).

The EDS approach deals with both events and the processes that handle the events.
Using the formalisation described in the previous sections, events can be defined by
two kinds of flows: (1) control flow, and (2) data flow. The control flow describes the
sequence of events which initiate the execution of processes or execute process’ steps.
The completing the execution of one process’s step which is followed by the execution
of the consecutive step is also considered to be the part of the control flow. The data
flow stands for events which describe actions with data objects (read, write, send, etc.).

An EDS model is some kind of EDA generalisation as it makes possible to describe
not only the event control and data flows, but also the business processes and the
processed data objects.

6.2 SOA

SOA [15] is defined as a distributed software architecture where self-contained
applications expose themselves as services, which other applications can connect to
and use. SOA applications claim to be self-describing, discoverable, as well as plat-
form- and language-independent.

SOA 2.0, also called advanced SOA or event-driven SOA, is the next generation of
SOA that focuses on events, inspired by EDA. SOA 2.0 enables service choreography,
where each service reacts to published events on its own, rather than being requested to
do so by a central orchestrator.

Both approaches (SOA and EDA) are considered to be complementary [16] and
often one architecture is considered to be a subset of the other, depending on the
viewpoint of the architect. They both are evolved from different cultures, but have
come to embrace similar principles. EDA evolved from the MessageOrientedMiddle-
ware (MOM) with implementations such as TIBCO/Rendezvous [17] or MQSeries
[18], whereas SOA evolved from the DistributedObjects with implementations such as
CORBA or COM [19]. They both seem to learn a lot from each other.

The SOA [20] and EDS interrelation is similar to those of EDS and EDA. The EDS
focuses on the execution of initiated processes whereas the SOA describes initiation
and processing of independent services without deeper analysis of internal structures
and operations of the services.

6.3 Workflow Management Systems

According to the Workflow Management Coalition [21], a workflow represents “the
automation of a business process during which documents or tasks are passed from one
participant to another for action, according to a set of procedural rules”. Already now
there are information systems running in the interpretative mode according to the
business process model. The most popular of them are workflow management systems.
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Workflow management systems are usually characterized by concepts such as tasks
(process’s steps) which are accomplished by different users processing data objects.
Ten features are characteristic for workflow systems, the most important are: graphical
workflow representation, data object representation in screen forms, generated reports,
role-based accessibility. But the main focus in the commercial workflow management
systems is on transferring of tasks among different users. It means the solutions ensures
recording of internal and external events and delivering of data objects to the executing
processes for completion of defined tasks.

In the comparison of workflow management systems the JIRA [22] is recognized as
the most popular [23]: “JIRA is the workflow management tool for teams planning and
building great products.” As the second most popular workflow management system is
mentioned KiSSFLOW [24].

The EDS approach not only includes describing of workflow management systems
but also provides a number of supplementary features. It confirms that workflow
systems are a subset of the EDS approach.

6.4 Executable UML

Numerous studies have claimed [1] the models should be dynamically executable.
According to the researches, the descriptions of business processes should be detailed
so clearly and consistently that the processes can be executed automatically without
human participation. Even if the processes would be executed by people, the business
process descriptions should be unequivocal and definite. The goals set by authors of the
executable UML are the same as those of the EDS approach.

A comprehensive overview of the executable UML research roadmap is given at
[25]. Two research fields of executable UML deserve more attention: (1) Founda-
tional UML (fUML), and (2) Executable and Translatable UML (XTUML).

Foundational UML (fUML) is an executable subset of standard UML that can be
used to define, in an operational style, the structural and behavioural semantics of
systems. Implementations of fUML as Open Source are given at [26].

fUML is a subset of the standard UML for which there are standard, precise
execution semantics. This subset includes the typical structural modeling constructs of
UML, such as classes, associations, data types and enumerations. But it also includes
the ability to model behaviour using UML activities, which are composed from a rich
set of primitive actions. A model constructed in fUML is therefore executable in
exactly the same sense as a program in a traditional programming language, but it is
written with the level of abstraction and richness of expression of a modeling language.

A system is composed of multiple subject matters, known as domains in fUML
terms. They are used to model a domain at the level of abstraction of its subject matter
independent of implementation concerns. The resulting domain model is represented
by the following elements:

• The domain chart provides a view of the domain being modeled, and the depen-
dencies it has on other domains.
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• The class diagram defines the classes and class associations for the domain.
• The state chart diagram defines the states, events, and state transitions for a class or

class instance.
• The action language defines the actions or operations that perform processing on

model elements.

Executable and Translatable UML (XTUML) [27] is a subset of the UML endowed
with rules for execution. With an executable model, you can formally test the model
before making decisions about implementation technologies, and with a translatable
model, you can retarget your model to new implementation technologies. The UML
specification defines the “abstract syntax” of UML diagrams but provides few rules on
how the various elements interact dynamically.

XTUML incorporates well-defined execution semantics. Objects execute concur-
rently, and every object is in exactly one state at a time. An object synchronizes its
behaviour with another object by sending a signal interpreted by the receiver’s state
machine as an event. Each procedure consists of a set of actions, such as a functional
computation, a signal send, or a data access. The application model therefore contains
the decisions necessary to support execution, verification, and validation, independent
of design and implementation. At system construction time, the conceptual objects are
mapped to threads and processors. The translator’s job is to maintain the desired
sequencing (cause-and-effect) specified in the application models, but it may choose to
distribute objects, sequentialize them, duplicate them, or even split them apart, as long
as application behaviour is preserved.

XTUML has been used on over 1,400 real-time and technical projects, including
life-critical implanted medical devices [27]. Recent studies Alf [28] and PSCS [29] are
devoted to further research on extensions of executable UML.

The EDS approach offers all fUML and XTUML features, and in addition:

(1) EDS is based on the DSL capabilities and offers a wider range of domain-oriented
artefacts than UML, for example pre-defined process control deadline artefacts,
internal and external objects used in Data Flow Diagramms.

(2) EDS allows using features of Finite State Machine (FSM) and UML activity
diagrams in one common diagram. It lets to use different modeling approaches
even on the same graphical diagram – by choose the data object processing can be
either described as a state transition (FSM approach) or by data object activities
(UML approach). Because the both styles are equivalent [11] the choose of the
modeling approach can be left to the modeller; this cannot be assured using
BPMN or executable UML approaches.

As a problem for the EDS approach is recognized the necessity of high qualification
staff being able to define a new DSL. If the same problem would arise in a project
where executable UML is used, there would be possible to switch to the standard UML.
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7 Conclusions

This research was devoted to analysis of the EDS modelling/development approach
that bases on the usage of DSL. The developed business process modeling environment
DIMOD provides all the benefits of MDD for development, usage and maintenance of
information systems. It provides:

• defining of new DSLs offering a wide range of artefacts and domain knowledge
integration into DSL;

• creating of graphical editors for defining/editing of business process models in the
new DSLs;

• usage of DSL resulting in less error-prone description, domain based meaningful
validation and exhaustive testing of system;

• usage of DSL meta-model to define the DSL syntax being less sensitive to changes
in business requirements;

• detailing of the business process model to the level that the model becomes either
executable by interpreter or an executable source code can be generated from the
model;

• up-to-date documentation of business processes as a DSL model in a graphical
form.

Experience drawn from practical use of DSL in deployment and exploitation of
many information systems has contributed to the validity of the proposed approach,
thus stimulating new research activities on use of DSL in technologies, in particular,
integration of business model and information system, integration of business model
into heterogeneous systems, technologies for business models transfer to information
systems, new approaches to business model use, correctness of business models and
other research directions.
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Abstract. The paper discusses how to build DSML tool building platform in
WEB. Previously this was not possible due to the limitations of the browsers to
render graphical diagrams but the technologies have evolved and currently the
limitations are eliminated. Basically, the platform consists of three components –
Presentation, engine, Interpreter and the Configurator. The paper gives an
explanation what are the tasks for each of the component and how they interact
with each other. To demonstrate a tool building process, a building of a simple
flowchart editor is presented.

Keywords: DSML tools � Web development � Models

1 Introduction

In the paper a web-based domain specific modeling language (DSML) tool building
platform is proposed. Typically, DSML tools are more suitable for modeling tasks than
universal language tools because DSML tools have a tool specific functionality for each
application area as well as domain specific concepts are used in the tool’s language [1].
But the main problem in the field of DSML tools is that it takes a lot of effort to
program a single DSML tool from scratch [2].

DSML tool building problem is not a new topic, and there already are a number of
DSML tool building platforms, for instance, MetaEdit [3], Eclipse GMF [4], Obeo-
Designer [5], Graphiti [6]. However, these platforms are desktop applications but
currently the majority of the applications are built as web applications since cloud
based systems have a number of advantages. Firstly, the cloud services allow accessing
data from anywhere in the world and no desktop installations on each user’s computer
is needed. Secondly, the collaboration is made easier and it can be performed in
real-time. In case of DSML tools, it means that a user may edit a diagram and the rest
of the collaborators would receive the changes immediately, thus eliminating users
messing with complex multi-user mechanisms. Or we can go further, and change the
tool “on the fly” that would make the shipping of the latest tool version immediate and
would avoid users from performing manual updates. Thirdly, the system can be used on
any device including mobile devices and tablets. Fourthly, there is no installation
needed, users just have to signup. And finally, the application can embed other web-
sites or use external web services.

Previously DSML tool building in the web was poor due to the technological
limitation, for instance, browsers did not support HTML canvas element or poorly
supported SVG that is the core to display graphical diagrams. In addition, there are
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other issues, namely, the desktop and web application architecture is greatly different.
In case of web applications, the data are stored on the server but the end-user works
with the application through browser on the client. This causes a number of problems
for application developers and the most common problems are - data transfer man-
agement, respectively, when and what data has to be sent to the client, data synchro-
nization in real-time, data transfer security, data access rights, live html rendering and
user management. To implement all of this properly, it takes a lot of work. Fortunately,
during the past years the technologies have significantly developed and there are a
number of frameworks and libraries like Meteor [7], Derby [8], React [9], Angular [10],
Ember [11], etc. that reduce the complexity of web application development helping
developers building fancy and complex applications, including DSML tools.

The paper has the following structure. Section 1 explains the architecture and the
basic concepts of the platform. Section 2 explains Presentation engine and Presentation
model in more details. Section 3 explains Interpreter and Type model. Section 4
explains Configurator and its graphical language. Section 5 explains some imple-
mentation details about the platform. Section 6 gives an example of how a simple
flowchart tool can be built in the platform. Section 7 gives a related work, and finally
the Sect. 8 concludes the paper.

2 Architecture and Basic Concepts

The overall architecture of the platform is presented in Fig. 1. The Presentation engine
renders the graphical diagram and displays it on the screen for the end-user. Naturally,
the interaction between a user and the tool happens via the screen as well as mouse
clicks and keyboard. The Presentation engine receives end-user’s actions such as create
new element, resizing, or deleting. Then the control is passed to the so-called Inter-
preter – a component that performs the actual processing of users actions. The logic on
how to process the user’s actions is stored in the Type model, and the Interpreter
exploits this information to process the user’s actions. However, the state of the dia-
gram is stored in the Presentation model that is used by the Presentation engine to
render the diagrams. Thus, if the Interpreter has to change the diagram, the Presentation
model is updated and the Presentation engine re-renders the diagram on the screen for
the end-user.

Fig. 1. Overall architecture
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To be more specific on event handling process, we will examine a small example
by demonstrating how to create a new box in the diagram. To create a new box, the
user clicks into the graphical editor’s palette and draws a rectangle in the diagram to
indicate size and position of the box. Then, the Presentation engine classifies the event
type and then passes the control to the Interpreter. The Interpreter “decides” what to do,
and, in case of new box, it does the following:

• Performs checking if the given element can be created (count restrictions, etc.)
• If it is allowed, selects the default attribute values (if there are some)
• Creates appropriate instances of the new box in the Presentation model
• Passes the control back to the Presentation engine

Basically, the Interpreter is the “brains” of the platform by managing a procession
of end-users actions and the state of the Presentation model accordingly.

3 Presentation Engine

Presentation engine has two tasks. The first task is to render diagrams according to the
Diagram model data, and the second is to handle user events.

Figure 2 represents the Presentation model. The overall idea is that tools may
contain several projects (class Project), and each project may contain several diagrams
(class Diagram) and each diagram consists of number of graphical elements (class
Element) – lines (class Line) and boxes (class Box). Each element may have a number
of labels (class Compartment) to store element’s properties.

In more detail, class Project has a property name that stores project name. Class
Diagram contains two properties – name and style. The property name stores the
diagram name; style describes how to render the diagram. Class Element has two
properties – style and location. The property style describes how to render the element

Fig. 2. Presentation model

DSML Tool Building Platform in WEB 101



in the diagram; location contains the element coordinates. However, class Line has its
own properties – start and end, to indicate that lines always has start and end element.

Class Compartment has three properties – style, input, and value. The property style
describes how to render the attribute in the diagram; input stores the value entered by
the end-user and value stores the label’s representation value. The purpose for input is
to contain the entered value whereas for value to contain the representational value. For
instance, if we want to add a prefix “(” and suffix “)” to the attribute value “x”, input
will contain “x” and value will contain “(x)”.

To allow end-user interact with the editor, we have classes for controls. The class
Palette corresponds to the palette control in the diagram, but the class PaletteButton
corresponds to the palette control button allowing to create new elements. Class
PaletteButton has three properties – name, procedure and index. The property name
stores the item name; procedure stores the name of the procedure that will be executed
if the end-user selects the item; the index stores the sequential number of the button in
the palette. Similarly, the class ToolBar corresponds to the toolbar, but the class
ToolBarButton corresponds to the toolbar item.

The class ContextMenu corresponds to the context menu, but the class Con-
textMenuItem corresponds to the context menu item. The class ContextMenuItem has
two properties – name and procedure. The property name stores the item name; pro-
cedure stores the name of the procedure that will be executed if the end-user selects the
item.

4 Interpreter

The Interpreter’s task is to do the “actual” event handling and to define how the tool
behaves in specific situations. For instance, the Interpreter influences what will be
displayed in the editor’s palette, how selection and mouse clicking is handled, if some
special rendering is necessary for certain elements and so on. It is also the responsibility
of the Interpreter to define which context menu and context buttons are available in a
certain scenario.

The logic on how to process the user’s actions is stored in the Type model (see
Fig. 3). Basically, the Type model contains the tool specification that is later used by
the Interpreter to handle events and to specify tool behavior.

The idea behind the Type model is that platform contains several tools (class Tool),
and each tool contains editors for different diagram type (class DiagramType). Each
diagram type specifies the types of allowed elements in the editor (class ElementType).
And the class CompartmentType specifies the type of labels that belong to each ele-
ment type.

The property name of classes Tool and DiagramType store the language name. The
class ElementType has two properties – name and isAbstract. The attribute name stores
the name of the element; isAbstract stores if the element type is abstract, respectively, if
the element type is abstract it means it does not specify any element in the editor but is
used to build element type hierarchy (similar to abstract class in UML class diagrams).
The model allows specifying languages containing two types of elements – boxes and
lines. In addition to specify a line type, we have to specify which type of element has to
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be the start element of the line and which element has to be the end element, and in the
model this information is described by the class LineType and its properties start
and end.

The class CompartmentType has six properties – name, defaultValue, prefix, suffix,
rowType and tab. The property name stores the element’s attribute name; the de-
faultValue stores the default value of the attribute, and prefix and suffix corresponds to
prefix and suffix of element’s attribute value. For example, if the prefix is “�” and the
suffix is “�”, then the attribute value built by the Interpreter will be in the form -
“� this is an attribute value �”. The property rowType stores the widget name to
enter attribute values, for instance, the property values can be input, textarea, selection,
etc.; tab stores the tab name on which the widget is placed.

To specify the style for the editor, model contains style classes. Class DiagramStyle
and its properties store the initial diagram style that is set by the Interpreter when a new
diagram is created. Similarly, classes BoxStyle and LineStyle store the initial style for
the boxes and lines, but the class CompartmentStyle stores the initial style for the
attributes.

Graphical editors have interface controls as well, and the Type model contains the
corresponding classes. The classes PaletteType and PaletteButtonType is used to
generate palette and its buttons in the editor by the Interpreter. The class PaletteBut-
tonType has properties – name, image and index. The property name stores the palette
button name; image stores the palette button image and the index stores the sequential
number of the button in the palette.

Similarly, the classes ToolBarType and ToolBarButtonType is used to generate the
toolbar buttons. The ToolBarButtonType has properties – name, image and index
having the same meaning as in case of PaletteButtonType.

Classes ContextMenuType and ContextMenuItemType are used to generate context
menus. The class ContextMenuItemType has properties – name and procedure. The
property name stores the name of the menu item; procedure stores the name of the
procedure that will be executed when the user selects the item. To display the context

Fig. 3. Type model

DSML Tool Building Platform in WEB 103



menu, three cases are distinguished depending on the context. In case the user has
clicked on a single element, the context menu is constructed using the property con-
textMenuType from the class ElementType. In case the user has clicked on an empty
place in the diagram, the context menu is constructed using the property noCollec-
tionContextMenuType from the class DiagramType. And finally, in case the user has
clicked on an element collection, the context menu is constructed using the property
elementType.

The class KeyStrokeType is used to handle the key stroke events. The class
KeyStrokeType has properties – key and procedure. The property key stores the key
combination that has to be handled; procedure stores the name of the procedure that
will be executed when the user has entered the specified key combination.

The class Translet provides a mechanism to extend the Interpreter’s functionality
by intervening with custom functions (have to be programmed by the tool developer) in
certain situations (extension points) of the Interpreter’s run-time. The class Translet has
properties extensionPoint and procedure. The property extensionPoint stores the name
of the extension point; procedure stores the procedure name that will be executed by
the Interpreter if the extension point is specified.

5 Configurator

As mentioned in the previous section, the Type model contains the tool specification
and basically the tool is ready if we have the specification. Thus, the problem is to
create the instance of the Type model. A straightforward approach would be to man-
ually enter the tool specification using some textual format, for instance, JSON or
XML. However, this approach would be error-prone and slow because the tool
developer must enter rather big amount of data and there is no validation if the entered
data is correct. To solve this problem, we have created a special tool called
Configurator.

The task of the Configurator is to provide an interface for the tool developer to enter
the tool specification. The Configurator’s interface is partially graphical, that is, it
allows creating box and line specifications as graphical elements in the diagram and
representing their default style in the target editor by their appearance. But element
property values are entered through dialog forms. The advantage of this approach is
that when creating a new object the default values are automatically created and
interface avoids entering data in the unsupported format.

Figure 4 represents the graphical representation of the specification of the simpli-
fied flowchart editor (gives an overview, not the full specification of the editor).
Altogether there are six boxes and seven lines in the diagram, however boxes “Out”
and “In” are abstract types, thus they do not specify any editor’s element but are used to
make element hierarchy. And only one line of seven connecting boxes “Out” and “In”
specifies an element in the editor because the rest of the lines specify that elements
“Out” and “In” are super types, thus making its subtypes to inherit the allowed out-
going and incoming lines.
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6 Implementation Overview

To implement the platform, we have to build a system that unifies all the presented
components, and, since the platform is web based, we had to implement additional
things like user account management, data transfer between server and client, and user
access rights to the data as well.

To implement our tool building platform we have chosen Meteor. The choice on
behalf of Meteor is for a number of reasons. It is a pure JavaScript framework; it is full
stack framework that natively integrates with widely used database MongoDB [12] it
automatically propagates data changes to clients without requiring the developer to write
any synchronization code allowing real-time collaborations (reactivity); it supports
mobiles; it comes with thousands of plug-in libraries including many of the popular, and
finally there is growing community posting questions, answering questions, bloging, etc.

Basically, Meteor removes the need to program the web and the communication
layers that is very helpful to build the environment for the platform, however, we still
have to implement all the components by ourselves. The Presentation engine is
implemented from the scratch using KonvaJS (HTML5 canvas library) [13]. The
Interpreter is implemented as a universal event processing layer on top of the Type
model. The Configurator is implemented by applying the proposed methodology for
DSML tool building. Namely, it has been specified by the Type model instance, the
events are processed by the Interpreter and the graphical representation of the model is
render by the Presentation engine, thus the Configurator is a DSML tool that allows
specifying other DSML tools.

7 Example

To demonstrate the tool specification in more details, we will look at a simple flowchart
editor. The proposed flowchart language contains four box type elements – “Start”,
“Action”, “Branching” and “End”, and one line type element – “Flow”. According to

Fig. 4. Configurator’s screenshot
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Fig. 5. An instance diagram of Type model
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the proposed methodology, to build a flowchart editor we have to enter a specification
in the Configurator, and the graphical model representing the flowchart editor’s con-
figuration is presented in Fig. 4.

However, what actually happened “behind the scene” is presented in Fig. 5,
respectively, the Configurator created the instance of Type model saving us from
low-level instance manipulations as well as avoiding entering the incompatible instance
of the Type model.

When we have specified the tool, we can create a flowchart diagrams. Figure 6
presents a flowchart diagram.

Fig. 6. A flowchart editor diagram

Fig. 7. An instance diagram of Presentation model
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Figure 7 presents flowchart editor diagram represented as an instance of Presen-
tation model.

8 Related Work

There is a number of existing DSML tool building platforms and typically they use one
of two approaches. The most commonly used approach requires, at first, to specify an
abstract syntax model of the language using UML class diagrams (Eclipse GMF,
Microsoft DSL [14], ObeoDesigner, Graphiti), UML profile (RSA [15]) or the lan-
guage that is similar to UML class diagrams (GME [16, 17]). When abstract syntax
model is specified, we have to specify the concrete syntax of the language, and usually
it means to create the concrete syntax model and then map it to the abstract syntax
model. If the tool we are developing requires an additional functionality, it is possible
to program it, but mostly it is not a simple task requiring intervening in the platform’s
internal structure or in the generated code. The conclusion is that such a tool specifi-
cation process is long, resulting in complicated and difficult to understand tool
development process.

A different approach is used by MetaEdit and TDA [18] allowing specifying the
tool’s language directly in terms of concrete syntax, thus significantly reducing the
complexity of the tool development process. The conclusion is that this is a convenient
and fast approach to develop tools but these platforms are desktop-based.

The only web based DSML tool building platform is EuGENia Live [19], however,
the latest available version is just a proof of concept prototype and the project is not
being actively developed.

9 Conclusions

The paper presented a web-based DSML tool building platform. The platform is still in
the development phase, although there already have been some experiments on
applying the platform in practice. For example, all the diagrams in the paper are created
using a tool that was developed using the platform as well as we have developed
prototypes for OWLGrEd [20] and ViziQuer [21] and the results seem promising.

The motivation on building a new Web-based DSML tool building platform is
straightforward. Mostly graphical modeling tools allow building static models,
respectively, there is a diagram represented as an image and, probably, some kind of
dialog form for users to enter data. However, nowadays there are plenty of services
online and many of them are purposely made open for incorporation with other web
applications. Thus, having a tool in the Web and by integrating modeling tools with
external services we can change these tools from being just static images into inter-
active diagrams extended with videos, images, links to relevant documents or even
linked with Twitter or Facebook.
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Abstract. The paper presents algorithms for automatic detection of
non-stationary periods of cardiac rhythm during professional activity.
While working and subsequent rest operator passes through the phases
of mobilization, stabilization, work, recovery and the rest. The ampli-
tude and frequency of non-stationary periods of cardiac rhythm indi-
cates the human resistance to stressful conditions. We introduce and
analyze a number of algorithms for non-stationary phase extraction: the
different approaches to phase preliminary detection, thresholds extrac-
tion and final phases extraction are studied experimentally. These algo-
rithms are based on local extremum computation and analysis of linear
regression coefficient histograms. The algorithms do not need any labeled
datasets for training and could be applied to any person individually.
The suggested algorithms were experimentally compared and evaluated
by human experts.

Keywords: Pattern recognition · Signal processing · Mental activity
phases · Data stream · Linear regression · Phase extraction

1 Introduction

There is a large amount of works describing the usage of heart rate variability
(HRV) measures for monitoring of physiological arousal, attention, stress and
general cognitive workload of operators in the process of real or simulated pro-
fessional work [13,18].

Still, the majority of time- and frequency domain measures of HRV that
have been used are coarse-grained and do not enable identification of moment-
to-moment changes of operator mental state in the course of activity. However
in many cases it is important not so much to measure the generalized level of
physiological arousal of an operator during the performance of professional tasks,
as to identify the moments in time when arousal sharply increases, which can
be caused both by objective factors, such as increasing task demands, and by
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psychological factors, such as decision-making difficulties [5,14]. It is known,
that people respond to the increase of cognitive workload with increasing of
heart rate (HR) and reduction of heart rate variability (HRV) [13,18].

These periods of sudden changes of HR and HRV parameters are usually
called the non-stationary (transitive, unsteady) phases (NSPh), in contrast to
stationary periods, that are characterized by stability of HR and HRV parame-
ters over time [16]. In a number of studies it has been shown, that time and
peak characteristics of non-stationary phases, registered under physical or men-
tal stress, can be considered as informative indicators of stress resilience [14,16].
Meanwhile, absence of reliable algorithms for detection and analysis of non-
stationary periods of a heart rate essentially complicates the progress of studies
in this area.

Technically, the problem may be characterized as “small data”, rather than
BIG DATA. Specifically, this means that the amount of available data is rela-
tively small; hence, it is hard to expect high performance on any machine learning
algorithm. Further, the differences between phases to be detected may be lower
than differences between individuals. Thus, we have to estimate parameters of
algorithms (such as thresholds) on the fly, based on incoming data stream. Sev-
eral attempts to use known techniques (such as change point detection etc.) were
tried, and everything failed.

The approach of this work is to identify high-level properties of data during a
state of interest. These properties are somewhat fuzzy. To improve performance,
a cascade of algorithms has been used: after preliminary identification of phase
intervals, a set of thresholds is calculated, and then the intervals are finalized
based on these thresholds.

The contributions of this paper include:

– A number of algorithms for extraction of high-level mental activity phases
from a stream of low-level sensor readings (such as heart beat rate)

– A comparative analysis of performance of the proposed algorithms.

The rest of the paper is organized as follows. Section 2 contains a description
of the problem and outlines the approach. Section 3 outlines the algorithms,
Sects. 4 and 5 describe the experimental environment and results, respectively.
Finally, Sect. 6 contains a brief overview of related work. Section 7 summarizes
the results of the research.

2 The Problem and Approach

The data used for our computational experiments contain recorded streams of
heart beat rate readings in a training center. Each file contains a recording for one
individual during approximately half-hour training session. Each session consists
of several periods when trainees were performing certain tasks (sometimes called
work intervals below) interleaved with relaxation. The heart beat rate is recorded
4 times per second. Under the terms of the study, the moments of the beginning
and end of work are known.
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Fig. 1. Example graph the subject heart rate with manually selected phases

Psychologists found that during the execution of work and rest, the subject
passes through phases of Mobilization, Stabilization, Work, Recovery (or reha-
bilitation) and the Rest. It is important to note that the phases of mobilization,
stabilization and work are the steps of task execution, while the recovery phase
and rest belong to repose stage. Figure 1 shows the heart rate of one subject
with manually marked time intervals corresponding to the above phases.

The following high-level properties of heart beat rate stream were identified
during preliminary analysis performed together with a team of psychologists
[19,20]:

– Mobilization (M)
• heart rate stable increases (noticeable in comparison with normal fluctu-

ations)
• starts at task receiving (with possible short-term delay or advance)
• the average value of the heart rate is higher than in the resting phase
• the variation of the heart rate is lower than in the resting phase

– Stabilization (S)
• the heart rate decreases
• the average value of the heart rate is higher than in the resting phase
• the Variation of the heart rate is lower than in the resting phase

– Work (W)
• the average value of the heart rate is higher than in the resting phase
• the variation of the heart rate is lower than in the resting phase
• Ends at the time of the termination of task execution (with possible short-

term delay)



116 A. Dubatovka et al.

– Recovery (R)
• heart rate decreases
• the average heart rate is higher than in resting phase
• the variation of the heart rate is lower than in the resting phase
• starts after the task execution has finished (with possible short-term delay)

– the Rest (T)
• relatively low average heart rate (comparatively with other phases)
• relatively large variation in heart rate (comparatively with other phases)
• Ends at the time of assignment (with possible short-term delay or advance)

Although the properties listed above seem to be (and actually are) imprecise,
vague, and fuzzy, they enable us to construct an algorithm extracting the most
important phases with reasonable precision comparable with precision of human
experts.

We focused on the selection of phases of mobilization, stabilization and work,
because of task execution is more significant from the point of view of practical
use.

3 Methodology

Our techniques for phase boundary consist of three main stages: primary allo-
cation interval, the automatic determination of thresholds and refinement of
intervals. A notable feature of our approach is its ability to automatically adapt
to every particular person without any prior learning on other people; to take
into consideration physiological characteristics of different people. Figure 2 shows
schematically the main stages of the algorithm and alternatives for their imple-
mentation used in the experimental evaluation. Thus, we had 3 alternatives for
each of the first two stages and 2 — for the last stage of the method.

3.1 Preliminary Interval Extraction

From all source points algorithm selects the most suitable for the phase boundary
role, that is, the entire original time period is separated into primary segments
for further processing.

No Straight. The initial allocation interval is trivial, every point equally applies
to the role of the phase boundary and is considered in the final stage.

Uniform partition. The initial line segment is divided into a sufficiently large
number of intervals of equal length — the primary intervals.

Local extremes. Algorithm finds extremum inside the symmetric “window” of
some length as local extremum. In the described experiments, the “window”
length equals 21 (10 samples left and 10-right). Obtained local extremums
were considered subsequently as the initial ends of the intervals.
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Fig. 2. Scheme of a three-stage algorithm

3.2 Calculation of Thresholds

The goal of the second stage is to calculate thresholds to be used in the last
stage as discriminators. Than is, the thresholds refine the imprecise properties
of mental phases based on data specific for each trainee.

For example, it is necessary to find out which values of the slope of the
linear regression should be considered as a significant increase (characterizing
mobilization phase), and which values should be considered as slow descent, i.e.,
stabilization. To do this, the algorithm determines the lower and upper (some-
times — only the upper) thresholds of the coefficient of the linear regression of
the work phase as it is characterized by a near zero coefficient of linear regression.

Clustering algorithms. The algorithm calculates the lower and upper thresh-
olds of the linear regression coefficient with clustering [7] values for all primary
prefixes (the prefix with ends in a selected at the first stage points) clusters.
The boundaries between the obtained clusters are upper and lower thresholds.

Histogram analysis. The algorithm starts with building a histogram on values
of the coefficient of the linear regression on all primary prefixes. Then we find
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maximum, since the most common value usually is close to zero and corre-
sponds to the work phase — the longest phase. After that, all the neighboring
intervals having non-zero height are concatenated into a single interval, whose
ends are considered as the lower and upper thresholds of the coefficient of the
linear regression of the work phase, respectively.

Coefficient of linear regression. The algorithm constructs a histogram of the
linear regression slope coefficients on the primary prefixes. Then we find the
maximum point; as a rule, it is a small positive number that corresponds to
“long” with the prefix ends in the second half of the task. Then to the right of
the maximum point we calculate the minimum point of the histogram, which
right boundary is the upper threshold of the phase of work.

3.3 Refinement of Intervals

At this stage, the primary intervals obtained at the first stage are processed
using thresholds computed automatically in a second stage, for final selection
of the phase boundary. This stage consists of two steps: extraction of boundary
mobilization–stabilization and stabilization–work.

Mobilization–Stabilization Boundary Detection. The algorithm calcu-
lates the coefficient of linear regression on the primary prefix. The boundary
between mobilization and stabilization is carried out at the right end of the pre-
fix, which linear regression coefficient is greater than the threshold, determined
automatically at the previous stage, and the heart rate value on the right end is
maximal.

Let PI be a set of preliminary extracted points, βprefix(x) — linear regression
coefficient for the first x points in seria and HR[x] — the heart rate value in the
specified point. Denoting the threshold determined in the second stage as θ, we
can determine the boundary between mobilization and stabilization as

argmax
x ∈ PI & βprefix(x) ≥ θ

HR[x].

Stabilization–Work Boundary Detection

Suffix. The algorithm calculates the coefficient of the linear regression on the
suffixes with the left ends at the points obtained at primary selection of the
intervals. The intended separation between stabilization and work is done on
the left border of the suffix of the coefficient of linear regression which has
the minimum modulo.
If PI is a set of preliminary extracted points and βsuffix(x) is linear regres-
sion slope coefficient for the last x points in seria, then stabilization–work
boundary is

argmin
x ∈ PI

|βsuffix(x)|,
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Local minimum on prefix. The algorithm calculates the coefficient of linear
regression on primary prefix. We select the boundary of stabilization phase in
the right end of the prefix, if the value of the coefficient is a local minimum
among the coefficients of linear regression on the received prefixes. If we have
several local minima, we select the leftmost inside the interval of the task
executing (since minimum before working probably predates the growth of
the HR during mobilization phase and refers to the resting phase).
Denote a set of preliminary extracted points as PI and the linear regression
coefficient for the first x points in seria as βprefix(x). In this case we can
compute the boundary using the following formula:

argminloc
x ∈PI

βprefix(x).

The techniques outlined above can be used on different modes depending
on the amount of data used for calculation of thresholds. If the data stream is
recorded, the entire file may be used in off-line mode. To process actual stream,
a window must be specified for on-line mode. Note, however, that the window
size must be at least greater than the duration of a task.

The off-line mode is expected to produce better results and is applicable in
practical cases such as evaluation of trainees after a training session. Of course,
the algorithms cannot be used for automatic evaluation of trainees, they only
can find out who of trainees requires more attention of trainer or evaluator.

4 Experimental Evaluation

The purpose of the experimental study of these algorithms is to obtain informa-
tion about the results applicability based on expert estimates. As a numerical
characteristic of the algorithm quality, we used precision, defined as the propor-
tion of tasks with properly selected phases.

All experiments were performed in off-line mode.
We evaluated algorithms with data containing the heart rate readings of 63

operators, each operator completed 5 tasks of MATB [4] and FTP [15] comput-
erized aviation simulation tests. Heart rate was recorded 4 times per second,
and the entire test lasted 1375 seconds, that means we had 5500 points for each
person.

Data were obtained on three groups of operators (trainees):

– E0 — 15 specially trained “experts” having extensive experience in performing
tasks;

– U0 — 25 “newcomers” who carried out tasks for the first time;
– U1 — 23 “newbie after training”, a little trained but not specially prepared.

Table 2 contains mean, variance and range of data across these groups.
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4.1 Preliminary Experiment

Because of variability at all stages of the proposed approach the number of
combinations of algorithms is quite large, we must do initial testing on a smaller
amount of data to reduce many of the methods discussed in further experiments.
During these experiments, we assessed all possible combinations of realizations
of the stages of the above algorithm applied to data of the first experiment all
subjects from the group of experts to identify the most successful approaches
for further work.

At the preliminary stage the data of experts were used, since this group
has most clearly expressed phase activity due to the fact that they are the most
trained of all operators and less prone to stress. This makes it easy to evaluate the
results of the algorithms — the initial phase is usually visible to the layperson.
So it’s enough quite a visual analysis of graphics with a dedicated algorithm
phases, to evaluate results without any additional expert assessments.

4.2 The Main Experiment

Based on preliminary studies, the following combinations of the algorithms
showed best results:

1. No straight + local minimum on prefix:
primary selection of the intervals is not performed, the boundary
mobilization–stabilization is determined with the threshold value of the coef-
ficient of the linear regression is automatically determined by the method of
coefficient of linear regression, and the boundary stabilization–the work is by
finding the local minimum of the regression coefficient on the prefixes;

2. Local extrema + suffixes:
the primary ends are at the points of local extrema, boundary mobilization–
stabilization is determined with the threshold value of the coefficient of the
linear regression is automatically determined by the method of coefficient of
linear regression, and the boundary stabilization–work — by means of suffixes;

3. Local extrema + local minimum on prefix:
The primary ends are at the points of local extrema, boundary mobilization–
stabilization is determined with the threshold value of the coefficient of the
linear regression is automatically determined by the method of coefficient of
linear regression, and the boundary stabilization–the work is by finding the
local minimum of the regression coefficient on the prefixes.

In this experiment, the algorithms were applied to all available data: five
assignments of examinees for each of the three groups — using expert assessments
for more detailed analysis of methods.

5 Results of Experiments

Figure 3 show a graphical examples of the algorithms “No straight + local mini-
mum of the prefix”, “Local extrema + suffixes” and “Local extrema + local min-
imum on prefix” on three seria of data from different people. It is rather easy
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No straight + Local minimum on prefix

Local extrema + Suffix

Local extrema + Local minimum on prefix

Fig. 3. An Example of the Algorithm Output

to see, that the algorithm “No straight + local minimum of the prefix” produced
the best results in our experiments.

Table 1 shows the proportion of selected phase among all experiments, the
proportion of phases, where manual selection failed, and the share allocated
among the marked phases of the experiments.

It should be noted that for some subjects, the experts were not able to iden-
tify phases in some tasks, so the table shows the estimation accuracy with and
without these tasks. Table 2 contains mean values of length and linear regression
coefficient for mobilization (M), stabilization (S) and work (W) phases that were
identified by experts.

6 Related Work

The problem of separation of the phases of mental activity belongs to the class of
tasks in the study of brain activity, most of which are investigated on the basis of
data analysis ECG, EEG, heart rate [17]. There are several different approaches
to processing the above data and other streaming data: a wavelet transformation,
machine learning techniques, finding points of change. The choice of approach
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Table 1. Results of the algorithms

Group Automatically Not detected Automatically detected

detected phases % manually % among manually detected%

No straight+ Local minimum on prefix

E0 57.3 14.7 67.2

U0 54.4 13.6 63

U1 58.3 32.2 85.9

Total 56.5 20.6 71.2

Local extremes + Suffix

E0 8 14.7 9.4

U0 7.2 13.6 8.3

U1 7 32.2 10.3

Total 7.3 20.6 9.2

Local extremes + Local minimum on prefix

E0 46.7 14.7 54.7

U0 34.4 13.6 39.8

U1 35.7 32.2 52.6

Total 37.8 20.6 47.6

Table 2. Phases characteristics

Group E0 U0 U1

Length of mobilization
phase

13.29 ± 5.40 14.04 ± 7.84 12.46 ± 6.48

Length of stabilization
phase

13.87 ± 6.53 15.96 ± 9.24 11.70 ± 5.32

Length of work phase 159.99 ± 9.46 156.83 ± 14.06 161.98 ± 9.71

Linear regression
coefficient on
mobilization phase

1.24 ± 1.10 1.48 ± 1.48 2.01 ± 1.65

Linear regression
coefficient on
stabilization phase

−1.28 ± 0.79 −1.33 ± 0.99 −1.85 ± 1.21

Linear regression
coefficient on work
phase

−0.0030 ± 0.0246 −0.0027 ± 0.0269 −0.0036 ± 0.0206

is determined by the nature of processed data and the features of the task. In
our problem the techniques listed above are not applicable due to high amount
of noise, relatively small amount of data, and too high variability of data.
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Specifically, for example, data processing of ECG and EEG is typically asso-
ciated with the wavelet transform [6,11,12]. But such a transformation cannot
be applied to heart rate due to the rapidly oscillating data, and also because of
errors and failures in data that is highly sensitive Fourier transform.

Machine learning algorithms, most common approaches to data analysis,
can be applied to the study of mental processes, for example, to classify brain
activity [3,6]. However, all used methods are examples of learning and, there-
fore, require a large amount of data marked in advance, which makes them not
applicable in this problem because the nature of the behavior of heart rate varies
between individuals and depending on the type of the job.

At the first glance, the algorithms for points of change (change point detec-
tion) [1,8,9] could be helpful in the task of mental activity phase detection (since
the behavior of the data at the boundary of two phases is changed). However,
they are designed for more or less smooth behavior of the trend that is incor-
rect for this data. Attempt to use these algorithms in our problem did not give
meaningful results.

7 Conclusion

In this work, we proposed various algorithms for processing streaming data con-
taining measurements of heart rate (HR) in performing the work, to highlight
the phases of mental activity taking into account individual psychophysiological
characteristics of each subject. We proposed a three-stage algorithm to solve
this problem without pre-labeled data with only General knowledge about men-
tal phases. The algorithm allows to distinguish the phase of mental activity
considering the physiological and psychological characteristics of each person.

A comparison of several variants of this scheme was done by running algo-
rithms on real data with subsequent assessment of their quality by specialists in
the subject area. Best results were achieved by a method based on the analysis of
the behavior of the coefficient of the linear regression, approximating the heart
rate, on the prefix.

The proposed allocation algorithms phase metal activity are useful for many
important practical applications, including:

– systems of automatic monitoring of mental status of different professional
groups (air traffic controllers, pilots, etc.) when performing critical operations;

– adaptive human-machine interfaces and cognitive support systems of human
activity;

– methods of assessing the level of fitness of personnel and their resistance to
influence of factors of physical and mental stress;

– systems of diagnostics of disorders of mental activity in various neuropsychi-
atric diseases;

– online medical information assistance services [10];
– healthcare systems [2].
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Abstract. Applications are increasingly characterized by manipulating
large amounts of data and by time constraints to which are submit-
ted data and treatments. RTDBMSs (Real-Time DataBase Management
Systems) are an appropriate formalism to handle such applications. How-
ever, a RTDBMS often goes through overload periods following the unex-
pected arrival of user transactions. During such periods, transactions
are more likely to miss their deadlines and that directly affects the QoS
(Quality of Service) provided to users. Thus, our work is to propose a new
scheduling protocol to optimize the execution of transactions without
exceeding their deadlines. It consists on assigning priorities to transac-
tions based both on their deadlines, their arrival dates and their priority
levels defined by users. Also, we show that our approach can maximize
the number of successful transactions, in particular those classified as
critical for users. The obtained results are compared with conventional
scheduling approaches.

Keywords: Real-Time Database Management Systems · Transaction ·
Scheduling · Feedback control · Quality of Service

1 Introduction

In current real-time applications, the main goal is to efficiently handle large
amounts of data while meeting the time constraints imposed on them. Indeed, a
conventional DataBase Management System (DBMS) is suitable for an efficient
management of large amounts of data. However, such a system does not consider
time constraints. On the other hand, real-time systems have appropriate mech-
anisms for the management of these time constraints but not for large volumes
of data. Thus, Real-time DBMSs (RTDBMSs) have emerged.

We can define a RTDBMS as a combination of a conventional DBMS and
a real-time system. Its purpose is both to handle large amounts of data while
maintaining their logical consistency and to ensure the compliance with time
constraints [1]. When the transactions submitted by users arrive at varying fre-
quencies, such a system goes through instability periods in which the system
c© Springer International Publishing Switzerland 2016
G. Arnicans et al. (Eds.): DB&IS 2016, CCIS 615, pp. 126–135, 2016.
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becomes overloaded. During overloading periods, there is a lack of RTDBMS
resources, so that transactions greatly miss their deadlines. Then, it is necessary
to better manage the available resources in order to ensure a good Quality of
Service (QoS) by satisfying the most important transactions face the required
constraints.

As it is essential to any execution process of transactions, the scheduling is
addressed in several research projects. It is useful for determining the time in
which transactions must be running in the system. When receiving a transaction,
the scheduler decides to run it immediately or to delay it or to completely reject
the transaction. In a real-time context, such a mechanism would greatly help the
transactions to meet their time constraints and then improving the QoS provided
for users. In RTDBMSs, the QoS management has been widely discussed. The
works included in this guidance are mostly based on feedback control scheduling
techniques [2,3]. Among these works, we mention the work of Katet et al. [4]
where a feedback control architecture has been used to take into account the real
time derived data. This same architecture was adapted by Zeddini et al. [5] for
managing QoS in multimedia systems. It is also used in [6] for QoS management
in real-time spatial big data.

In this paper, we aim to enhance the QoS in RTDBMSs by satisfying the
maximum of important user queries. We are interested in transactions schedul-
ing by proposing a new protocol combining three criteria for assigning priorities
to the transactions. This allows in particular to take into account the critical-
ity levels of transactions defined by the concerned users. Thus, we ensure that
the maximum of transactions qualified as critical for users to be executed with-
out missing their deadlines. Thereafter, we apply the proposed protocol in a
RTDBMS architecture based on feedback control scheduling which is suitable to
maintain a robust system behaviour facing instability periods.

The remaining of the paper is organized as follows. In Sect. 2, we present
the RTDBMS model that we use in our approach. Thereafter, an overview of
scheduling protocols on which we base our work is given in Sect. 3. Section 4
describes the new scheduling protocol we propose and whose performance is
evaluated at Sect. 5. We conclude this work in Sect. 6 by briefly discussing our
approach and presenting our future work.

2 A RTDBMS Model Based on Feedback Control

To fight against instability phases in RTDBMSs due to unpredictable arrival of
user transactions, a feedback-based model was proposed, and which is considered
as the basic model for QoS managing in RTDBMSs.

2.1 Data Model

The database that we consider in our model contains real-time and non real-
time data. The real-time data are sensor data that describe real world entities.
They must be regularly updated to reflect more accurately the real world state.
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Each real-time data object has a validity interval beyond which it becomes out-
dated and then unusable. It also has a timestamp which is the date of its last
update. Real-time data can have a deviation from its value in the real world
called the Data Error (DE ). The DE should not exceed a threshold that we
denote MDE (Maximum Data Error). The non real-time data are those found
in conventional databases and which do not dynamically change with the time.

2.2 Transactions Model

As for data, in a RTDBMS, real-time transactions have to meet the time con-
straints to which are associated. In our model, we consider firm deadline transac-
tions [7] where if a transaction misses its deadline, it will be aborted and becomes
useless for the system. We distinguish two real-time transaction types according
to the accessed data object: update transactions and user transactions. Update
ones are those performed periodically to refresh the real-time data. However,
the user transactions, which are aperiodic, consist of a set of read operations
on both real-time and non real-time data, and of write operations on only non
real-time data.

2.3 Performance Metric

The basic performance criterion considered in our model is the satisfaction rate
of the system users. It represents the Success Ratio (SR) of transactions that
are qualified as critical for users. It is defined as a QoS parameter measuring the
percentage of transactions that meet their deadlines and having the following
formula:

SR = 100 × #Timely

#Late + #Timely
(%) (1)

Where #Late and #Timely respectively denote the number of critical trans-
actions that have missed their deadlines and the number of successful critical
transactions.

2.4 QoS Management in RTDBMSs

The QoS is fundamental to assess the RTDBMS performance. In [8], the authors
proposed an architecture using a feedback-based control scheduling for QoS man-
aging in a RTDBMS. It is called FCSA (Feedback Control Scheduling Architec-
ture) and it allows to control the RTDBMS behaviour, making it more robust
during instability periods. Figure 1 shows the FCSA we briefly describe in the
following.

The admission controller is responsible for filtering user transactions. Its
functioning is controlled by the feedback loop in order to manage the system
instability periods. The number of accepted transactions depends on the sys-
tem state informed by the monitor and on QoS parameters specified by the
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Fig. 1. RTDBMS architecture based on feedback control [8].

DBA1. The accepted transactions are sent to the ready queue to be executed
by the transactions handler. The transactions handler consists of a freshness
manager (FM ) checking the freshness of real-time data before being accessed
by transactions, a concurrency controller (CC ) resolving accessing data conflicts
appearing between transactions, and a base scheduler (BS ) determining the exe-
cution time of each transaction. The monitor is responsible for measuring system
performance based on the execution results provided by the transactions han-
dler. These measurements belong to the feedback loop and are sent to the QoS
manager to inform it about the system state. Using these values and the system
reference parameters set by the DBA, the QoS manager adjusts the QoS para-
meter values to be sent to the admission controller and to the QoD (Quality of
Data) manager. This one will adjust the MDE value and then send it to the
precision controller which is used to remove the update transaction accessing
data considered as outdated (DF < MDE).

The feedback loop ensuring the system balancing is based on the principle
of observation and self-adaptation. The self-adaptation takes place throughout
the system functioning to continuously adjust its workload in the presence of
unpredictable user queries. However, the observation consists on considering the
system state to determine if it meets the specified QoS parameters, such as the
system utilization rate and the transactions’ success ratio. The system will adapt
its settings to appropriately change in behaviour and thus deal with instability
periods.

In [9], the feedback loop was used for the QoS management in large-scale
real-time applications in an architecture called DRACON (Decentralized data
Replication and Control). Furthermore, in [10], the authors adapted this tech-
nique for the QoS management of real-time embedded databases.

1 The database administrator.
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3 Transactions Scheduling

Several scheduling policies of transactions have been proposed, of which there are
on-line and off-line policies. An on-line scheduling selects the next process to be
scheduled at any time of an application execution according to information about
the transactions initiated at this time. However, an off-line scheduling is planned
in advance so it does not adapt with the environment changes. Similarly, we
distinguish preemptive policies allowing the interruption of the process execution
from those non-preemptive where the process is executed until it terminates or
is blocked [11,12].

Among the proposed conventional scheduling protocols, we have the First
In First Out (FIFO), which allows to run each process according to its arrival
date. Thus, the elected process is the first-arrived one. For processes arriving at
the same time, the FIFO randomly picks one of them. However, with the Round
Robin protocol, a quantum of time Q is imposed for each process during which
it is allowed to run. Any process that consumed its Q must leave the processor
and be inserted at the end of the list. Hence all processes have the same priority.
However, when it comes to real-time applications where transactions have time
constraints, these protocols are no longer useful.

In order to take into account the time constraints of real-time transactions,
new scheduling policies have emerged. Earliest Deadline First (EDF ) [13] is one
of the main scheduling protocols proposed for a real-time context. It consists
on assigning the highest priority to the transaction having the nearest deadline.
Thus, transactions are executed in an ascending order according to their dead-
lines in order to increase their opportunities to succeed in their executions. In
[14], the authors extended the EDF protocol and propose the GEDF (General-
ized Earliest Deadline First) scheduling policy. With the GEDF, the priorities
assignment is based on transactions importance and on their deadlines. In [15],
the authors proposed a real-time adaptive co-scheduling algorithm based on the
EDF. It is called Adaptive Earliest Deadline First Co-Scheduling (AEDF-Co)
and it aims to schedule transactions such that the deadline constraints are sat-
isfied and the QoD is maximized.

With the scheduling protocols mentioned above, several criteria are taken
into account to decide about the next transaction to be executed. Most of these
criteria consider mainly the time constraints of transactions to be satisfied in a
real-time context such as the deadlines. However, the user choice is never involved
when determining the execution time of transactions. Thereby, we propose to
include this criterion in the definition of transactions’ priorities aiming to reach
the users satisfaction. In what follows, we describe in more detail our approach.

4 New Scheduling Protocol for RTDBMSs

Our approach is to propose a new transactions’ scheduling protocol in a
RTDBMS. It consists on taking into account, not only the time constraints of
transactions, but also the criteria set by the database users. This protocol func-
tioning is based on the use of three parameters for determining the priorities of



Scheduling Approach for Enhancing Quality of Service 131

the transactions to be executed. The first parameter is the transaction deadlines
that must be met in order to be committed. The second parameter represents
the arrival time of each transaction to the system. The third parameter serves of
an indicator of the criticality level for each transaction and that reflects, in par-
ticular, its importance towards the concerned user. Therefore, we consider the
highest priority transaction the one having both the earliest deadline, the earli-
est arrival time and the highest criticality level. Thus, we define as the following
the priority of each transaction ti:

Priority(ti) = 1/DL(ti) + 1/AT (ti) + CR(ti) (2)

where DL( ti) represents the deadline of the transaction ti, AT( ti) is its arrival
time and CR( ti) is its criticality level. This new protocol that we call the
MRTS (Mixed Real Time Scheduling) protocol follows the principle of preemp-
tive scheduling policies. Thereby, a lower priority transaction may be interrupted
in favour of another one having a higher priority. However, the preemption may
take place only after checking that it does not cause the missing deadline of the
transaction to be suspended. This means that the suspended transaction can be
resumed later from its suspension point.

Afterwards, we applied the MRTS protocol at the FCSA which is proposed
to manage the QoS in a RTDBMS. This architecture presented a good perfor-
mance for the system stabilization face the overload or underutilization peri-
ods caused by the unexpected arrival of user transactions. Figure 2 illustrates
the architecture containing the new scheduler and that we call the FC-MRTS
architecture.

The challenge of our approach is to satisfy the RTDBMS users by improving
the QoS provided, and this is by increasing the number of transactions that meet
their deadlines, especially those qualified as more crucial for users. Moreover, in
collaboration with the FCSA, we reduce the risk of overloading our system face
a significant number of transactions coming simultaneously.

Fig. 2. The MRTS protocol and the FCSA.
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We soon plan to introduce a new parameter in our approach reflecting the
aggregation links that may exist between transactions. Therefore, if a transaction
ti is a sub-transaction of tj , we choose to begin by running ti even if it is of a
lower priority. The implementation of such a solution requires an analyzer of
transactions’ relationships that are usually not obvious enough.

In the following section we discuss the results provided by our approach.

5 Simulations and Results

In this section, we evaluate our approach performance according to the simula-
tion results we obtained.

5.1 Simulation Principle

To evaluate the new scheduling approach, we used a simulator based on the
FCSA and simulating the RTDBMS behaviour. We performed a set of simula-
tions in which we vary some parameters’ values. The system parameters used
for generating data and transactions are summarized in Table 1.

Table 1. System parameter settings

Parameter Signification Value

Duration (ms) Simulation duration 10000

Validity (ms) The data validity duration [400, 800]

NbOfOperations The number of a transaction operations [3, 10]

ReadOpTime The execution time of a read transaction [1, 2]

WriteOpTime The execution time of a write operation [1, 10]

MDE The maximum data error 3

We note that for resolving conflicts arising between transactions, we chose the
2PL-HP (High Priority Two Phase Locking) [16] concurrency control protocol.
Its principle is to ensure that the execution of a high priority transaction is not
hampered by the execution of another one having a lower priority.

5.2 Results and Discussions

The first experiments set consists on simulating the RTDBMS behaviour using
the EDF scheduling protocol. Subsequently, we use the FIFO protocol and we
finish by evaluating the MRTS protocol we proposed. Table 2 summarizes the
values of users’ satisfaction ratios, depending on the database size, using the
three scheduling policies we have implemented in the simulator.

The graphical representation of Table 2 is given in Fig. 3 that we analyze in
the following.
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Table 2. Simulation results of the three schedulers.

Users’ satisfaction ratio(%)

EDF FIFO MRTS

Number of data 100 68 20 73

200 50 19 64

300 41 16 62

400 31 17 59

500 30 19 51
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Fig. 3. Users’ satisfaction ratio using the three schedulers.

By referring to Fig. 3, we assert that the satisfaction ratios of users using the
MRTS policy proposed by our approach is always better than those provided
by either the EDF or the FIFO scheduler. This is due to the fact that our app-
roach considers, in addition to the deadlines, the arrival dates of transactions to
minimize their waiting time to be executed, and especially their criticality levels
defined by users. This is not the case of the other schedulers. Thus, users are
more satisfied with MRTS that promotes their transactions of highest priorities.
Also, we note that the user satisfaction ratio is influenced by the increase of the
number of incoming transactions to the system. In this case, the system load
will increase and therefore the number of conflicts in accessing data. Thereby,
we note a decrease in the ratio values with the three schedulers. Yet, the new
scheduler still holds the best results. The FIFO scheduler still has the worst
results since it does not consider the transaction deadlines, which makes it not
very appropriate in a real-time context.
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6 Conclusions and Future Works

In this paper, we have implemented a new scheduling policy for improving QoS
provided to RTDBMS users. We combined the newly proposed policy with the
FCSA designed for QoS managing in RTDBMSs. Our approach is mainly based
on the integration of the user in the scheduling process by including a user pref-
erence setting (queries criticality). The experiments confirmed the contribution
of our approach in satisfying the maximum of the critical transactions for users.
We promoted the deadlines meeting of these transactions while minimizing the
waiting time of users by considering their arrival dates to the system.

We are considering several future works. At first, we plan to refine the para-
meters taken into account in the scheduling process by integrating an additional
parameter which is the aggregation link between transactions. Indeed, some
transactions share common sub-transactions. Prioritizing these sub-transactions
promotes a better success ratios of transactions. At second, we plan to implement
the MRTS protocol for spatio-temporal databases [17] in combination with the
feedback loop. Finally, it would be interesting to introduce the concept of ontol-
ogy when analyzing the users queries [18,19]. This will enable to take into account
the semantics of the queries for a better planning of its execution sequence.
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Abstract. Finding frequent sets of items was first considered critical to mining
association rules in the early 1990s. In the subsequent two decades, there have
appeared numerous new methods of finding frequent itemsets, which underlines
the importance of this problem. The number of algorithms has increased, thus
making it more difficult to select proper one for a particular task and/or a
particular type of data. This article analyses and compares the twelve most
widely used algorithms for mining association rules. The choice of the most
efficient of the twelve algorithms is made not only on the basis of available
research data, but also based on empirical evidence. In addition, the article gives
a detailed description of some approaches and contains an overview and clas-
sification of algorithms.
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1 Introduction

The association rule mining task is to discover a set of attributes shared among a large
number of objects in a given database. Consider, for example, the order database of a
restaurant, where the objects represent guests and the attributes represent guests’
orders. An example could be that “80 % of people who order fish also order white
wine”. There are many other potential application areas for association rule technology,
which include customer segmentation, catalog design, and so on.

The use of association rules for data analysis was first proposed in 1993 by Agrawal
et al. [1] who used them to analyze what is now referred to as market basket data. The
idea behind association rules can be expressed as follows:

Let F be a set of items, and D a database of transactions, where each transaction has
a unique identifier and contains a set of items. A set of items is also called an itemset.
The support of an itemset f, denoted by r(f), is the number of transaction in which it
occurs as a subset. An itemset f is frequent if its support is more than a user-defined
minimum support value (MinSupport). Moreover, the value of support can be inter-
preted at absolute or relative format, it doesn’t matter.

The association rule is an expression A ) B, where A and B are non-overlapping
itemsets. The support of rule is given as r(A [ B), and the confidence as
r(A [ B)/r(A), (i.e., the conditional probability that a transaction contains B, given
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that it contains A). The rule is confident if its confidence is more than a user-defined
minimum confidence (MinConf).

The data mining task is to generate all association rules in the database, which have
a support greater than minimum support, i.e., the rules are frequent. The rules must also
have confidence greater than minimum confidence, i.e. the rules are confident. The task
can be broken into two steps [5]:

• Find all frequent itemsets. Given m items, there can be potentially 2m frequent
itemsets. Efficient methods are needed to traverse this exponential itemset search
space to enumerate all the frequent itemsets. This frequent itemset discovery is the
main focus of this paper.

• Generate confident rules. This step is relatively straightforward; rules of the form
A\B ) B, where B � A are generated for all frequent itemsets A, provided the rules
have at least minimum confidence.

We have already stated that finding frequently occurring datasets is an important
subtask that helps answer a lot of questions. Since the variety of approaches is wide,
practical applications require a reliable method of selecting proper algorithm to fit the
task at hand. We look at the most widely used algorithms and some of the
state-of-the-art approaches, namely: Apriori [2] 1994, Apriori Hybrid [3] 1994,
FP-Growth [4] 2000, Eclat [5] 2000, dEclat [11] 2003, Relim [6] 2005, LCMFreq
v.2/v.3 [8, 9] 2004-2005, H-mine [7] 2007, PPV [12] 2010, PrePost [10] 2012, FIN
[13] 2014, PrePost+ [14] 2015. It is now our task to determine which of the algorithms
above perform better than the others and should thus be chosen for optimal
performance.

2 Selection Criteria

Let us consider some of the possible criteria of optimality that we may use.

1. Asymptotics. In the theory of algorithms, this parameter is considered important, but
it is completely devoid of objectivity in our case. The matter is that all algorithms
use heuristics that allow to reduce the search area. Their efficiency directly depends
on the characteristics of particular data, its density and evenness of its distribution.
In such cases, it is the worst case that is looked at, and the number of operations is
determined on its basis, but such a situation occurs only while we are dealing with
artificial and specially selected data that is not likely to be encountered in real life
tasks. We will not use this criterion for comparing the algorithms.

2. Simplicity of realization. This criterion is undoubtedly quite subjective. The history
of the IT industry offers telling examples of how this criterion was used as a basis
for managerial decisions. In the 1990s, numerous attempts were made to pay
remuneration to software engineers based on the complexity of their work. All such
attempts, including those that involved counting the number of lines of code and
measuring the time it took to write them, proved useless and unsuccessful. In an
industry like the IT one, simplicity of realization cannot be a valid criterion because
everything depends not only on a programming task itself, but also on a developer’s
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programming background and implementation skills. In one of the reviewed works
[6], however, the author uses simplicity of realization as one of the selection criteria
for the purpose of his study. We consider this criterion to be intuitively clear, but we
will not take it into consideration in comparing the algorithms.

3. Volume of memory used. This is a telling criterion. If measured in real experiments
with the same data set, the volume of memory used can provide a reliable basis for
choosing the most effective algorithm for a particular case. It is important to note
that, for the reasons described above, we will use an empiric evaluation rather than
an asymptotic one. Thus, the volume of memory used will not be used as a criterion
for evaluating the algorithms in our work.

4. Execution time. Since we have real life applications in mind, the empirically
measured execution time of an algorithm will always be a criterion of utmost
importance to us. It is this parameter that we will look at, first of all, while com-
paring the twelve most common algorithms.

3 Comparative Analysis of Algorithms

As was noted earlier, identifying frequently occurring itemsets is key to searching for
association rules. Algorithms have to deal with large bases of initial data, which
complicates analysis. It is, therefore, important how the incoming data stream is stored.
All most widely used algorithms switch from attributes to symbols or sequences of
symbols of a fixed length, thus limiting the task of storing initial data sets to storing a
glossary of transactions. Therefore, the data structure chosen in this or that case is an
important element of an algorithm.

The bulk of research devoted to discovering association rules focuses on two
categories of algorithms [7]:

• “candidate-generation-and-test”
• “pattern-growth method”

A characteristic example of the first category of algorithms is Apriori (Agrawal and
Srikant [2]). This category also includes all the subsequent variations of this algorithm
based on the anti-monotony principle (the support of a set of items does not exceed the
support of any of its subsets) [1]. Such algorithms generate itemsets of length ðkþ 1Þ
based on the previous itemsets having length k. Even though the anti-monotony
property principle allows us to disregard quite a few variants, such algorithms are not
efficient computationally if initial data is extensive (the number of itemsets or the
length of sets).

A good example of the second category of algorithms is called FP-Growth (Han
et al. [4]). Algorithms of this type perform in a recursive manner by breaking down a
data set into several parts and looking for local results that are subsequently combined
into an overall result. The algorithms of this type generate fewer candidates than the
algorithms described above, which allows to save a considerable amount of memory.
However, the productivity of such algorithms largely depends on the homogeneity of
initial data.
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The comparative analysis of the most widely used algorithms for finding frequent
itemsets was made on the basis of studies published at different times. All the exper-
iments described in those studies were run on well-known data sets in this subject area,
such as: Pumsb, Mushroom, Connect, Chess and Accidents (FIMI repository – http://
fimi.ua.ac.be). The Pumsb data set contains census data, while the Mushroom data set
consists of characteristics of mushroom species, Connect и Chess are sources of data on
progress in the corresponding games. The Accidents data contains information about
traffic and accidents.

In order to obtain an overall view of the compared algorithms, we introduced binary
directed relationships between the algorithms to reflect improvement of productivity
and decreasing of memory used (based only on the experiments described in the articles
mentioned above). According to the authors of the articles, each pair of algorithms was
compared under identical conditions pertaining to the hardware characteristics, data,
the language of realization, etc. Based on the relationships introduced between the
algorithms, we made a chart of execution time (Fig. 1) and a chart of memory
requirements (Fig. 2).

The introduced binary directed relationships are transitive and, consequently, allow
us to perform a comprehensive comparative analysis of all the algorithms. It should be
noted that there is a two-direction relationship between some of the algorithms (for
example, between FPGrowth and LCMFreq v.2/v.3 in Fig. 1, EClat and dEClat in

Fig. 1. The relationships between algorithms in
terms of execution time.

Fig. 2. The relationships between algo-
rithms in terms of memory requirements.
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Fig. 2), which means that, depending on the type of initial data, such algorithms
demonstrate approximately equal results and are considered on a par in this respect.
Besides, while it is clearly seen in the first chart which algorithms outperform the others
(they are marked with flags), it is impossible in principle to tell the “winner” in the
second because there are algorithms that were not compared in terms of the volume of
memory used (for example: Apriori, LCMFreqv.2/v.3, PPV) at articles, where they
were described. Nevertheless, the second chart is useful in that it gives us some idea of
the difference between some of the algorithms in terms of memory requirements.

Just like the authors of the studies we refer to, we consider execution time to be the
most important characteristic. The experimental data shown on the charts above
(Fig. 1) leads to the conclusion that Relim (Borgelt [6]) and PrePost+ (Deng and Lv
[14]) are the most efficient computationally. We will look at them in greater detail
alongside with classical algorithms.

4 Apriori

This algorithm was proposed by the author of theory of association rules Agrawal and
Srikant [2] in 1994 and is one of the first of its kind. As noted earlier, it is a typical
representative of “candidate-generation-and-test” approach.

The main part of the algorithm (search of frequent itemsets) consists of several
stages, each of which consists of the following steps:

• candidate generation
• candidate counting

Candidate generation is a step at which the algorithm scans the database and
generates a lot of i-element of candidates where i is the number of stage. At this stage,
the support of candidates is not calculated.

Candidate counting is a step at which the support is evaluated for each i-element
candidate. Candidates whose support is less than the minimum set by the user
(MinSupport) are also pruned at this step. The remaining i-element itemsets are con-
sidered frequent. The clipping of candidates is done on the basis of the anti-monotony
property which states that all subsets of a frequent set must be frequent.

Of course, the anti-monotony property allows us not to consider all possible
combinations of items, but even such a scan with clipping is computationally inefficient
on large data sets.

5 FP-Growth

This algorithm was published in 2000 by Han et al. [4] and was an important contri-
bution to the field of mining frequent itemsets because it did not involve explicit
generation of candidate sets. This approach was later called a pattern-growth method.

As was pointed out earlier, FP-Growth (Frequency-pattern-Growth) algorithm, just
like many other algorithms, converts the task of looking for frequent sets to the
problem of storing a relevant glossary, which problem is solved by using a prefix tree –
an FP-Tree. At the beginning, items in each transaction are sorted in the order of

140 V. Busarov et al.



descending support. Naturally, infrequent singleton items have already been discarded.
The data structure itself is built in accordance with the following principles:

• The root of the tree v0 is labeled as null.
• Each node v of the tree T consists: item fv 2 F, a set of children nodes Sv�T ,
• support cv ¼ vðuvÞ : uv ¼ ffuju 2 ½v0; v�g, where ½v0; v� is the path from the root of

the tree v0 to a node v.
• VðT; f Þ ¼ f v 2 T j fv ¼ f g – all the nodes of the item f.
• CðT; f Þ ¼ P

v2VðT ;f Þ cv – overall support of the item f.
• The tree is divided into levels, each of which corresponds to an item, and each item

is associated with a single level. At the same time, the next node in the path can be
at any level below the current one because all of them are sorted in the descending
order of their support of corresponding items.

In the process of the algorithm, a conditional FP-tree (CFP-Tree) is repeatedly
formed, such an FP-Tree being built only on transactions with a specified item [4]. Let
there be an FP-tree T and item f 2 F. Conditional FP-Tree T 0 ¼ T j f will be obtained if
we:

1. Leave only the tree nodes on the path from the node v corresponding to the item f
upwards to the root v0 : T

0
:=

S
v2VðT ;f Þ ½v; v0�.

2. Increase the value of support cv of nodes v 2 V T 0; fð Þ upwards according to the rule
cu :¼

P
w2Su cw for each u 2 T 0.

3. Delete from T 0 all the nodes corresponding to the item f , because, by then, all the
items lying below the item f will have already been considered.

It should be noted that T 0 is generated from the tree T without using the transaction
database.

The final result is formed by means of a recursive procedure with the following
parameters: FP-tree T, itemset u and a list of frequent itemsets R. As a result, all
frequent itemsets containing u, are added to the R. All the items f 2 F : VðT ; f Þ 6¼ ;
are processed sequentially by levels of the tree from the bottom up, and if
CðT ; f Þ�MinSupport, then:

• R :¼ R[fu[ff gg
• A new tree is generated T 0 ¼ T j f
• The procedure is started again with the parameters: T

0
;u[ff g;R.

For the reader to better understand the above algorithm, we provide a specific
example of the FP-Tree construction (Fig. 3).

There is a set of transactions which, after items are replaced by symbols, are
transformed into words (corresponding to transactions) stored in the glossary. At the
beginning, support is calculated for each singleton itemset, infrequent itemsets are
eliminated in accordance with the declared minimal support, and the rest are arranged
within each transaction in the order of decreasing support. Let minimal support be
equal 3. One pass over the database of transactions in questions results in the formation
of the tree represented in Fig. 4.
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Practice has shown that FP-Growth performs worse on test data than many other
algorithms in terms of execution time (Fig. 1), but the same experiments show that it
makes a more efficient use of memory (Fig. 2). This is attributed to what is a unique
feature of an FP-Tree: if the relative density of the data you deal with is the same
everywhere, then, beginning with a certain moment, adding new transactions to a tree
will not cause the number of nodes to change.

6 Relim

This algorithm was proposed in 2005 in the study by Christian Borgelt [6]. The
acronym “Relim” illustrates the underlying principle of the algorithm: “REcursive
ELIMination scheme”. Relim tries to find all frequent itemsets with a given prefix by
lengthening it recursively and renewing support at the same time. The approach utilized
here is called a “pattern-growth method”. Let us look at the stages of the algorithm:

Fig. 3. An example of the first stage of algorithms FP-Growth and Relim.

Fig. 4. An example of an initial FP-tree.
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1. The first iteration on the transaction database allows to calculate support for each
item separately and to exclude infrequent items from each transaction (in the
example in Fig. 4, MinSupport = 3). To improve the performance, the remaining
items of each transaction are arranged in the order of ascending support.

2. In the next iteration, the array of lists is constructed as follows:

• The head of each list is a particular frequent item. Lists are constructed for each
of them.

• Transactions starting with an item that corresponds to the head of the list are
included in each list.

• Initially, the lengths of the corresponding lists are recorded in the cells of the
array, but then the cells are used for storing relative supports of element headers
in the context of a given prefix, that is {m� vðuÞ | u� F, prefix �u, vðuÞ -
support of u, m – the number of itemsets with this prefix}. One of the main
aspects of the algorithm is this: itemset support ðu[ fiÞ is equal to the relative
support fi in the context of prefix u.

3. Then, the algorithms starts a recursive procedure with the following parameters:
(1) the structure described above; (2) current prefix (initially empty), (3) minimal
support.

4. Next, the algorithm moves in two directions: a loop for a given data structure and a
recursive sequence of procedure calls.

• In the loop, each element is dealt with separately, and a new data structure of the
type described above is built on the basis of the list of transactions of each
element header.

• The support is calculated for the itemset presented as the union ðu[ fiÞ of the
current prefix u and the item fi, and it is then added to the overall result if this
itemset is a frequent one.

• The given element header is added to the current prefix and a recursive pro-
cedure with the resulting data structure and updated prefix is run.

• The lists of the original data structure and the structure obtained in the previous
step are combined, the list of the current item header having been removed.

• Then, the next item in the loop is dealt with.

An example of traversal of data structure is illustrated in Fig. 5.
The white boxes in Fig. 6 stand for the moved elements of the list. The newly

generated arrays are shown on the right side of the picture. It is these new arrays that
will be used as parameters for recursive calls. To better understand how the procedure
works, look at Fig. 6 that illustrates obtaining 2 itemsets (dc and de) having support 3.
The first itemset is obtained in step 4.1.1, while the second is obtained in step 4.2.

In addition to high productivity, another advantage of this algorithm is its sim-
plicity. In fact, the task of looking for frequent sets of items is described by one
recursive procedure of four lines in length. What is worthy of note is that the use of a
single and quite simple data structure makes the realization of Relim on distributed
systems much simpler compared to the realization of other algorithms.
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7 PrePost+

Proposed by Deng and Lv [14] in 2015, it is the latest algorithm for identifying
frequent itemsets. PrePost+ uses three data structures at a time: N-list, PPC-tree and
set-enumeration tree, which explains why it requires more memory than FP-Growth
does (as you can see in Fig. 3). Although it is an “Apriori-like” algorithm, it has
empirically proved superior to many other algorithms in terms of execution time
(Fig. 1).

Fig. 5. The cycle of Relim.
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A PPC-tree is a tree structure:

1. It consists of one root labeled as “null”, and a set of item prefix subtrees as the
children of the root.

2. Each node in the item prefix subtree consists of five fields: item-name, count,
children-list, pre-order, and post-order.

• item-name registers which item this node represents.
• count is the number of transactions presented by the portion of the path reaching

this node.
• children-list contains all the children of the node.
• pre-order is the pre-order rank of the node.
• post-order is the post-order rank of the node.

For each node, its pre-order is the sequence number of the node when the tree is
scanned by pre-order traversal, and its post-order is the sequence number when the tree
is scanned by post-order traversal.

An example of PPC-tree constructed from the data given above (Fig. 3) is shown in
Fig. 7.

For each node N in a PPC-tree, we form <(N.pre-order, N.post-order):count> the
PP-code of N.

The N-list of a frequent itemset is a sequence of all the PP-codes registering the
item from the PPC-tree, with such PP-codes arranged in the ascending order of their
pre-order values. The N-list of an itemset is formed, by using special rules, on the basis
of the PP-codes corresponding to the items of the itemset.

Fig. 6. An example of recursive procedure of
Relim.

Fig. 7. An example of a PPC-tree.
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A set-enumeration tree is a tree which consists of frequent items. All the items in
the tree are arranged in the descending order of their support. Each node stores a single
frequent item.

The framework of PrePost+ consists of the following:

• Constructing an PPC-tree and identify all frequent 1-itemsets;
• Constructing the N-list of each frequent 1-itemset on the basis of PPC-tree;
• Scanning the PPC-tree to find all frequent 2-itemsets;
• Mine all frequent k-itemsets (k > 2).

The algorithm is based on two properties:

(1) For the given N-list of the itemset u� F consisting of k items
f\ x1; y1ð Þ : z1 [ ;\ x2; y2ð Þ : z2 [ ; � � � ;\ xk; ykð Þ : zk [ g, we can calculate the
support vðuÞ ¼ Pk

i¼1 zi.
(2) 8u� F 8f 2 F : vðuÞ ¼ vðu[ff gÞ ) 8A� F : A\u ¼ ;; f 62 A the following

is true: vðu[A[ff gÞ ¼ vðuð [ ÞAÞ.
Indeed, if v uð Þ ¼ v u [ff gð Þ, then any transaction containing u, also contains f,

from which the above identity obviously results from. The main difference between
PrePost and PrePost+ lies in the strategy of pruning candidates for the status of frequent
itemsets. PrePost+ uses itemset equivalence as a pruning strategy while PrePost utilizes
the single path property of an N-list as a pruning strategy [10]. For the purpose of
facilitating the mining process, PrePost+ uses a set-enumeration tree to provide the
search space for frequent itemsets.

A more detailed description of the algorithm and its pseudo-code are provided in
this article [14].

8 Review of Other Algorithms

Apriori Hybrid [3] (1994). Category: “candidate-generation-and-test”.
Data structures used: A hash-tree or a hash-table is used for storing generated can-
didate sets (it simplifies the calculation of support for new sets), and two-dimension
number array for storing frequent itemsets. Each of such itemset has a unique identifier.
It is these identifiers that are used for indexing.
Some key features: The algorithm applies the same principles as Apriori [2] does, but it
does not refer to the initial transaction database in order to calculate the support of each
itemset. Instead, the techniques of hashing and intersecting the itemsets are used.

Eclat [5] (2000). Category: “candidate-generation-and-test”.
Data structures used: What is called Lettuces is partially ordered sets, in which each
pair of elements has unique supremum and infinum.
Some key features: All the candidates are stored in a special data structure called
Lattuces. During the search, the algorithm passes this data structure widthwise and
depthwise. One of the main heuristics is that the algorithms strives to partition the
itemset into subsets and look at them separately. In the process of looking for frequent
itemsets, Eclat tries to identify the equivalence classes, thus pruning the range of
possible candidates.
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dEclat [11] (2003). Category: “candidate-generation-and-test”.
Data structures used: Diffset is a data structure that is capable of storing, instersecting
and combining itemsets.
Some key features: dEclat is a modification of the previous algorithm by the same
authors [5]. The main departure of this algorithm from Eclat is the use of a new data
structure that allows to prune a large number of candidates. This algorithm also uses the
concept of equivalency based on the values of the function defined for itemsets. One
diffset stores equivalence classes, and the other diffset stores the prefixes of candidates
of varying length.

LCMFreqv.2/v.3 [8, 9] (2004–2005). Category: “pattern-growth method”.
Data structures used: This algorithm uses a combination of common structures –

bitmap, prefix tree and array list.
Some key features: A prefix tree contains possible candidates for frequent itemsets, the
order of items being clearly fixed. Original transactions are stored in an array list.
Bitmap data structure is used for calculating support in a more efficient way. The
shared use of these data structures varies from one version of the algorithm to another.
V.3 is considered by the authors of the algorithm to be the most efficient of all. It is this
version that we used for our experiments. Further in the text, we refer to it as LCMFreq.

H-mine [7] (2007). Category: “pattern-growth method”.
Data structures used: H-struct is a data structure that stores frequent itemsets together
with references to the corresponding transactions in the original transaction database.
The method of its construction is similar to that of FP-Growth; however, instead of
storing transactions explicitly, the algorithm operates with references to them. It is
thanks to this feature that H-mine outperforms many algorithms in the efficiency of
memory use (as you can see in Fig. 2).
Some key features: The method of scanning H-struct is basically the same as that in
FP-Growth. What differentiates one of the two algorithms from the other is the
approach to storing initial data.

PPV [12] (2010). Category: “candidate-generation-and-test”.
Data structures used: A PPC-tree is the same prefix tree as the one used in the
algorithm PrePost+. Node-list is a data structure that consists of PP-codes formed on
the basis of a PPC-tree. It is absolutely identical to N-list, the only difference between
Node-list and N-list being that Node-list use descendant nodes to represent an itemset
while N-list represent an itemset by ancestor nodes.
Some key features: The PPC-tree stores the original transactions. Candidate for the
status of frequent itemsets are stored in the Node lists. The problem of calculating the
support of candidates boils down to the operation of intersecting Node-lists, which is
done in linear time. The operation of intersecting Node-lists is the key feature of PPV
algorithm.

PrePost [10] (2012). Category: “candidate-generation-and-test”.
Data structures used: A PPC-tree is the same prefix tree as the one utilized in PrePost+.
The example of constructing a PPC-tree is shown above in Fig. 7. The other data
structure used in this algorithm is N-list that consists of PP-codes formed on the basis
of a PPC-tree.
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Some key features: As noted by the authors themselves, the main difference between
PrePost and PrePost+ is the pruning strategies used: PrePost+ adopts itemset equiva-
lence as the pruning strategy whereas PrePost utitizes single path property of N-list for
this purpose [10]. To facilitate the mining process, PrePost+ uses a set-enumeration tree
to represent the search space for frequent itemsets. The remaining steps of these
algorithms are similar to each other.

FIN [13] (2014). Category: “candidate-generation-and-test”.
Data structures used: A Node-set is a structure that is identical to N-list and Node-list,
but it uses twice as little memory since it requires to store either pre-order parameter or
post-order one instead of storing both of them at a time. A POC-tree (Pre-Order Coding
tree) is a prefix tree that is absolutely identical to a PPC-tree, but it does not
storeparameter post-order at all. A set-enumeration tree is a tree that stores all possible
items in the ascending order of their support. Each node of the tree stores a single
frequent item.
Some key features: In many aspects, this algorithm is similar to Pre-Post, the used data
structures being the only difference between the two algorithms.

9 Experiments

The chart of relationship shown in Fig. 2 is meaningful because it is built on the basis
of real empirical evidence. The facts that each pair of algorithms was compared on the
same databases (1), that the algorithms in each pair were realized in one and the same
programming language (2), and that the same computing equipment was utilized in
comparing each pair of algorithms (3), provide a valid basis for concluding which of
the twelve algorithms is the most efficient. However, the fact that the chart of rela-
tionship was built based on separate comparisons is a drawback of this chart as a
whole. It is for this reason that we ran our own experiments and compared the per-
formance of all the twelve algorithms in likely conditions in terms of execution time.

For the purposes of this study, we selected the Mushroom data set mentioned
almost in all the reviewed publications. The average transaction length is 23, the
glossary of attributes consists of 119 elements, and the total number of transactions
amounts to 8124. The data contain a description of mushroom species and their
characteristics. We used implementations, which exactly corresponded author’s algo-
rithms and pseudocodes. All the experiments were run on a computer with the fol-
lowing processor: Intel(R) Core(TM) i7-4700HQ CPU @ 2.40 GHz, 12.0 GB RAM.
All the algorithms were realized on Java 8.

The value of minimal support largely affects the number of sets in the result, their
length and, of course, execution time. For greater clarity, we measured the value of
minimum support (MinSupport) by percentage, with this value defined as the ratio of
the number of transactions containing such itemsets to the total number of transactions.
As follows from the definition above, this value cannot exceed 100 %. By varying this
value, we finally arrived at the results presented in Fig. 8.

As shown by the experiments, the algorithms for finding frequent item sets rank as
follows in terms of execution time: Relim (1), PrePost+ (2), FIN (3), PrePost (4), PPV
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(5), H-mine (6), dEclat (7), FP-Growth (8), LCMFreq (9), Eclat (10), Apriori Hybrid
(11), Apriori (12). We did not run any experiments at low values of minimal support. It
is reasonable to conclude that, due to a larger number of itemsets and an increase in
their lengths, the execution time would be considerably longer. However, the experi-
ments themselves are quite significant since they reveal a stable relationship between
the performanceof the algorithms at different values of minimal support. It should be
noted that the language of implementation affects certain nuances without changing the
overall picture. What is most important is that the results of our experiments are fully
consistent with the relationship chart of execution time which was built on the basis of
previous studies of the algorithms.

10 Conclusion and Ideas for Further Research

This study is an innovative comparative analysis of all the widely existing algorithms
for mining frequent itemsets. What makes this work valuable is that it provides a rating
of the algorithms in terms of execution time. Being the first of its kind, this rating can
make it easier for developers to choose a proper algorithm for their practical appli-
cations. Our experimental evidence shows that Relim and PrePost+ algorithms out-
perform others in practical applications, with each of the two belonging to a different
category: “candidate-generation-and-test” and “pattern-growth method” respetively.
Although the results are almost equal, in these experiments Relim [6] outperformed its
“younger” competitor – PrePost+ [14]. It is important to note that the relationship chart
of execution time that was built based on the previously published studies (Fig. 1), did
not contradict the empirical result obtained in this work, which suggests that these
results are quite objective.

We are planning to expand this study to cover any new approaches to finding
frequent itemsets if and when such approaches appear. It is also our intention to
undertake a more serious comparison of the algorithms both in terms of execution time
and memory requirements by running experiments on large databases, such as Kosarak,
the latter database notably containing 990,002 transactions and 41,270 possible attri-
butes. It also makes sense in the future to look at the implementation of these algo-
rithms in distributed environments.

Fig. 8. Execution time of experiments (sec).
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Abstract. Extreme weather phenomena (i.e. heavy precipitation, hail and
lightings) frequently cause damages in properties and agricultural production
and usually originate from the cloud storms. Automated systems able to provide
timely and accurate monitoring and predictions would contribute to prevent the
effects of physical disasters and reduce economic losses. Nowadays, meteoro-
logical satellites have a significant role in weather monitoring and forecasting,
providing accurate and high resolution data. Such data can be analyzed using
Geographical Information Systems (GIS) and modern web technologies to
develop integrated automated web based monitoring systems. This study
describes a WebGIS application focused on monitoring and forecasting cloud
tops of storm evolution. The application has developed using modern tools, to
exploit their features through an innovative web based monitoring system. There
are used open source framework to ensure mobility, stability and portability of
the application.

Keywords: Webgis � Cloud monitoring � Satellite images � Remote sensing

1 Introduction

Most of the times, cloud storms have significant and direct impacts on human lives and
properties because of the extreme weather phenomena that they produce like heavy
rain, hail, strong winds, tornadoes, lightning, and flooding (e.g. [1–5]). The detection
and forecasting of cloud storms evolution is extremely difficult and highly complicated
not only due to their small scale internal dynamics but also because they are produced
under various favorable conditions depending on topography, synoptic weather
conditions, atmospheric instability, wind shear and many other factors ([6–12]).
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Nowadays, the availability of modern geostationary meteorological satellites with their
fine time (typically, 15 min) and space (3 km at the sub-satellite point) sampling,
comprise a modern alternative approach to face the uncertainness and the restrictions of
many numerical models and radars for satellite monitoring/forecasting of cloud storms.

Using satellite images as data inputs along with GIS capabilities and modern web
technologies, fully automated applications providing useful information regarding
storms evolution, can be developed. Characteristic examples of such integrated systems
based on satellite datasets to monitor/forecast cloud storms through web-based appli-
cations were developed is the “ForTraCC” system [13], for tracking and forecasting
cloud storms over South America using GOES (Geostationary Operational Environ-
mental Satellite) information as well as the fully automated system called “NEFO-
DINA” [14] focused over the Italian peninsula and its surroundings based on
multispectral MSG (Meteosat Second Generation) imagery.

This study comprises an analytic description of all the stages regarding the
development of a fully automated WebGIS application focused on monitoring and
forecasting cloud tops of storms (and/or cloudy areas, which may be evolved to storms
and produce extreme weather conditions in the next few hours) using exclusively
satellite images. The satellite images come from Meteosat satellite platform. The
application domain includes the greater area of the Mediterranean basin.

The system is developed using modern tools and methods like the “MongoDB”
database and Google APIs. Innovative characteristics are the provision of monitoring
and forecasting capabilities at a 15-min temporal resolution. In addition to this, the
forecasting capabilities of the system are extended in four hours, which is one of the
most extended statistical forecasts provided through similar systems worldwide (based
exclusively on satellite data). Continuous hail and lightning events estimations for such
a large geographical area (greater area of the Mediterranean basin) can also be con-
sidered as innovative characteristic of the developed system because such information
is not provided from other similar systems.

2 Data and Methods

2.1 Data and Parameters

The initial datasets are exclusively satellite images (raw data) coming from the satellite
“Meteosat-10”, which is the primary European operational meteorological satellite. The
images are referred to five channels (multispectral imagery) of the infrared region
(Table 1).

The initial multispectral imagery (Table 1) is automatically pre-processed and the
images are analyzed in pixel basis to provide operationally monitoring of the cloud tops
evolution as well as forecasts up to 4 h ahead (short-range forecasting). All the
available information of the five spectral channels (Table 1) is used to calculate the
final products of precipitation, hail and lightning as well as their relative interactive
maps, using map tiles.
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As abovementioned, four types of information are provided and illustrated through
this web-based application in pixel basis, either into the monitoring or into the fore-
casting module:

• Cloud top temperature (oC)
• Precipitation rate (mm/h)
• Hail probability (%)
• Lightnings probability (%)

The typical temporal resolution of the provided information is 15 min because this
is the typical temporal resolution for the data flow coming from the Meteosat satellite.

2.2 Monitoring/Forecasting Methodology

For the detection module, a set of criteria has identified (Table 2) to detect all the cloud
pixels that either belong to storms or can evolve to storms. Hereinafter, these pixels are
referred as convective cloud pixels. The adopted criteria comprise a combination of
well-known and recent thresholding methods for the detection of convective cloud
patterns based on satellite imagery ([6, 9, 12]).

The forecasting module produces 15-min forecasts using linear multivariate func-
tions (in the current version of the application). More specifically, there are developed
five different analytical functions (for each one of the spectral channels) following the
general model of the Eq. 1. Each of them forecasts the relative channel temperature on
a pixel basis. The coefficients of the functions are calculated using information from

Table 1. Basic characteristics of Meteosat used at the application

Channel (Band) Spectral region (lm) Spectral center (lm)

5 5.35–7.15 6.2
6 6.85–7.85 7.3
7 8.3–9.1 8.7
9 9.8–11.8 10.8
10 11–13 12.0

Table 2. The five citeria used for the detection of the cloud pixels of interest at the Meteosat
multispectral imagery.

Criteria

T6.2lm < 240 K
(DT10.8lm/DT) < −6 K (15 min)−1

(DT(6.2lm–10.8lm)/DT) > 3 K (15 min)−1

DT(6.2lm–7.3lm) > −20 K
DT(12.0lm–10.8lm) > −3 K
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four previous timeslots (typical one hour before). For example, for forecasting one hour
after the current time (to), the mean values (at pixel basis) of the four previous timeslots
are used. The general statistical model to estimate channel temperature values is:

Y ¼ A0 þA1X1 þ � � � þAnXn ð1Þ

Where “Y” is the dependent variable (i.e. the pixel temperature of a specific
channel at a specific timeslot), A0 is a specific constant and An (with n = 1, 2, 3, …) is
the coefficient of the relative independent variable Xn, where the independent variables
are referred at the Table 2. As aforementioned, the linear multiple regression analysis is
calculated automatically through the programming environment of the application, in
pixel basis where the pixel parameter values of the four latest previous timeslots are
considered so that to provide forecast for the next specific timeslot ahead of the current
time. Figure 1 illustrates an example regarding the accuracy assessment of the tem-
perature forecast for two basic channels (6.2 lm and 10.8 lm). The Mean Absolute
Error (MAE) and the Mean Error (ME) between the measured and forecasted values of
10.933 pixels are calculated. The accuracy assessment of the temperature forecasts for
all the spectral channels of Table 1 are concluded to quite satisfactory results.

Then, the forecasted temperature values are used to perform pixel based rain, hail
and lightning estimations, which are provided as interactive maps through the WebGIS
application. There was used the analytic equation proposed by [15] for the rain esti-
mation and the mathematical formula proposed by [16] for the hail estimation. Finally,
for the lightning events estimation, a spatiotemporal correlation of lightning data and
temperature pixel values in the channel of 10.8 lm, was performed. The analytic
equation, after a log-normal fitting to the frequency of occurrence distribution for the
temperature values correlated with lightning was used.

Fig. 1. Accuracy assessment of a sample of temperature pixel values regarding the channels at
6.2 lm and 10.8 lm.
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2.3 Structure of the System

The WebGIS application comprises a system with interconnected modules as Fig. 2
presents. The system is comprised of a server station used for receiving and storing the
continuous flow of the satellite images (in segments) through the satellite antenna.
Then, JAVA-written modules automatically implement all the pre-processing steps i.e.
georeference, calculation of Brightness Temperatures in pixel basis, errors/missing data
checking, unification of different segments of raw images.

After the images’ pre-processing stage, a threshold (brightness temperature in the
10.8 lm channel smaller than 250 K) is applied to delineate cloud areas, which are
favorable for storm developing or represent active storms. At next step, well known
mathematical equations are applied to calculate and estimate at pixel basis the values of
the precipitation rate, hail and lightning probability. All these data are converted to
image files that are visualized as map tiles through the graphical user interface and
interactive maps provide by the WebGIS (http://weather.kic.teiep.gr). All the data is
also stored in the database of the system for further use.

Fig. 2. The overall structure of the system
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2.4 Technical Description of the WebGIS

Figure 3 presents the WebGIS general flow of information and the corresponding
procedures that are similar to any web based application [17]. The web browser stands
for the GUI (Graphical user interface) that interacts with the end users. The web
browser transmits any user’s requests to the web server and the web server access the
corresponding data at the database. The database provides data/information to the web
server and the web server shares them through the REST API and the map tiles module.

The REST (REpresentational State Transfer) is a general software architectural
style of the World Wide Web. Any system conforming to the constraints of REST is
called RESTful. RESTful systems typically, but not always, communicate over
Hypertext Transfer Protocol (HTTP), which web browsers use to retrieve web pages
and to send data to servers. The static web page model, was adopted because in this
way, many requests and procedures are managed by user’s browsers and not by the
server of the application, making the application more stable and quick in responses.
And by this way, all the dynamic parts of the interface are loaded apparently via the
“REST”.

In order to create RESTful services, the SPRING (version 4.2.4) framework with a
Controller mechanism has been used, which enrich the features and functionalities on
top of the Java EE platform. The SPRING framework is open source, whose core
features are used by any Java application and there are many extensions for building
web applications (Fig. 4). The Spring Web model-view-controller (MVC) framework
is designed around a Dispatcher Servlet that dispatches requests to handlers, with
configurable mapping, view resolution, locale, time zone and theme resolution as well
as support for uploading files.

The web server (in our case an Apache Tomcat) implements the Java servlets
specifications. The server uses Web application ARchive (WAR) package file format,
the JAR (Java Archive) and it aggregates any Java class file and associated metadata
and resources (text, images, etc.) into one file, which is distributed to application
software or libraries on the Java platform.

Fig. 3. Schematic diagram presenting the data flow through the applications’ modules.
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The database is built in the Mongo DataBase framework. The MongoDB is an open
source document-oriented database designed with both scalability and developer agility
in mind. Instead of storing data in tables as it would be for a relational database, in
MongoDB, data are stored in JSON-like documents with dynamic schemas
(document-oriented database). The MongoDB GridFS specification is used for storing
the raw satellite data, which provides quick process for real-time image generation.
This choice was made to handle and organize efficiently the large archive datasets of
the WebGIS application but it could also be used for any procedure such as cloud
movement tracking and/or weather station data. The MongoDB is characterized by
very fast information searching, it has geospatial indexes and features that are essential
for the development of the application and its updates (e.g. the capped collections, the
aggregation framework etc.). There are also used the Google APIs, a set of application
programming interfaces (APIs) developed by Google, which allow communication
with Google Services and their integration to other services.

2.5 The Graphical User Interface

The main interface of the application shows an interactive map of the earth globe
(google map) focused at the greater Mediterranean basin (Fig. 5).

Above-right of the interface there is a small menu where the user can select the
monitoring/forecasting parameter(s) that would like to present (Figs. 5 and 6). Using
this menu, interactive map(s) of the parameter(s) for the whole area of interest are
appeared. By checking the small check list box above-left of the map, a series of dates
ahead of the current date are displayed. These dates are referred to the available

Fig. 4. Schematic diagram showing how the SPRING MVC handles data/information and
responses to server and to web browser.
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forecasts. By choosing one of these dates, the corresponding maps and the forecasted
parameters of interest are seen.

By moving the cursor on the map, the stable table on the down-right shows the
corresponding values of the parameters pixel by pixel. By using the zoom button, a
specific pixel may be selected and then by clicking, all the available information is
providing for the specific point of interest on the map (Fig. 7).

Fig. 5. Main interface of the WebGIS application.

Fig. 6. Cloud areas represent potential or active storms. The blue colored areas present rain.
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On the left part of the map, there is a series of past dates providing relevant
parameters information. By selecting one of these dates, the chosen one data is con-
sidered as current date and all the available information for this particular date are
presented. For example, Fig. 6 illustrates the clouds storms existed at 30/01/2016
(02:45, UTC) in the greater area of Balearic Islands. The blue colored cloud areas
present rain areas.

For the same case of Fig. 6 but zoomed in the eastern area of Spain can be seen at
Fig. 7. The left of Fig. 7 presents the cloud storms (along with the estimated data for
rainy areas) for the date of 30/01/2016 (02:45, UTC) at the greater area of Balearic
Islands. The right part of Fig. 7 illustrates the same area with the forecasting values for
three hours later.

Figures 8 and 9 illustrate another example for cloud storm monitoring and
forecasting.

The same case of Fig. 8 but zoomed in cloud storms areas southern of Crete Island
(Greece) is provided at Fig. 9. The blue coloured cloud areas present rain. The right
part of Fig. 9 presents the same area with for the forecasting values for three hours
later on.

The developed WebGIS includes also capabilities for hail/lightings estimation.
Figures 10 and 11 present how this information can seen through the WebGIS inter-
face. The user just has to select the appropriate checkboxes on the right of the interface
and the relative information is presented for the time/date which is active in the left of
the interface (or the forecast of interest time/date).

Fig. 7. Cloud storms (along with the estimated rainy areas) at Balearic Islands (left part). On the
right, the forecast three hours later (05:45), is displayed.
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Fig. 8. Cloud storms existed at 28/12/2015 (17:15, UTC) southern of Crete Island (Greece). The
blue colored cloud areas present rain.

Fig. 9. Cloud storms (along with the estimated rainy areas) southern of Crete Island (Greece)
(left part). On the right, the forecast three hours later (Color figure online).
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3 Conclusions

A WebGIS application for monitoring and estimating cloud storms has been designed,
developed and operated under real-time basis using the map tiles solution for the web
mapping. It comprises an automated web interface where basic meteorological data
products are visualized at time and space. The data is provided by the Meteosat satellite
multispectral imagery. After preprocessing and analysing the data is used for moni-
toring and short-range forecasting of cloud storms and their potential results (e.g.
precipitation, rain and lightnings).

Fig. 10. Hail estimation (red coloured areas) for two cases (a) 03/02/2016, 02:00 UTC
(b) 28/01/2016, 08:30 UTC (Color figure online).

Fig. 11. Lightning estimation (red coloured areas) for two cases (a) 03/02/2016, 02:00 UTC
(b) 28/01/2016, 08:30 UTC (Color figure online).
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The WebGIS application is developed using modern tools, procedures and
frameworks so that to be characterized by easy and immediate access, usage, porta-
bility, operational stability and timeless service. It integrates all modern web-
technologies, programming and satellite remote sensing techniques and datasets. Thus
it provides in a simple way, timely and accurately, useful information for public and
private agencies and the general public whose activities and responsibilities can be
affected from extreme weather conditions.

There is an on-going work to produce quantitative statistics so that to evaluate the
performance of the application and the accuracy of the forecasting/monitoring proce-
dures and products.

Acknowledgements. We thank Laboratory of Atmospheric Physics at the Department of
Physics, University of Patras, Greece for providing the Meteosat raw data.
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Abstract. The paper discusses self-management features that are intended to
support the usage and maintenance processes in the information system life.
Instead of a universal solutions that are evolved by many researchers in the
autonomic computing field, this approach, called smart technologies, anticipates
self-management features by including autonomic components into information
systems directly. The approach is practically applied in several information
systems, and the gained results show that the implementation of self-
management features requires relatively modest resources. Thereby the
approach is suitable even for smaller projects and companies.

Keywords: Autonomic computing � Smart technologies � Business process
modeling � Smart technologies chain

1 Introduction

Information technologies provide unprecedented opportunities to automate many
processes of human life. Actions which have been the preserve of human beings only a
few decades ago can be executed by programmable equipment now. But the mankind’s
progress has also brought up new challenges. One of them is complexity of computing
systems. The authors [1] refer to as “computing systems with complexity approaching
boundaries of human ability”. The IBM autonomic computing manifesto [2] claims:
“It’s time to design and build computing systems capable to manage themselves,
adjusting to varying circumstances, and preparing their resources to handle most effi-
ciently the workloads we put upon them”.

One of the possible solutions of this problem is to entrust at least some of complex
IT supervisory processes to the systems themselves. Wikipedia [3] defines
self-management in computer science as “the process by which computer systems shall
manage their own operation without human intervention”. Peter Van Roy [4] defines
self-managing systems in the following way: “systems that can maintain useful func-
tionality despite changes in their environment.” IBM autonomic computing manifesto
defines the self-management by four fundamental self–* features: self–configuration,
self–healing, self–optimisation and self–protection. Later [1] the “self–chop” was
extended to eight self–management properties. Today the number of identified self–
management properties reaches 20 and more [5], and it continues to increase.
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There are two possible ways trying to implement the self-management in infor-
mation systems: (1) to construct an “autonomous supervisor” – to develop autonomous
information system for supervision of other computer systems, or (2) to implement the
properties by adding “independent” components (or add-ins) to the system.

The autonomous supervisor idea is consistent with the nature of the autonomic
computing – independent autonomic components solve self–management problems
even without knowing about existence of other components (like natural live organ-
isms). Many of these solutions are implemented using “agents” that are able to provide
information about specific events to the autonomous supervisors. This is rather a
universal solution but unfortunately it is for the time being faced with serious diffi-
culties and has not found wide application.

The implementation of self-management properties by adding “independent”
components to information systems is a rather practically oriented approach. A group
of specific solutions should be developed, partially built-in into the target systems, to
enhance the non-functional features of information systems with self-management
properties. Such solutions are called “smart technologies” [6].

This paper introduces four new self–management properties (see Fig. 1):

• self–management properties to support information system operation: (1) run-time
verification - control whether internal processes executing is compliance with
business measures, (2) environment testing - control of interaction with the external
environment;

• self–management properties for maintenance support (3) business model incorpo-
ration – built-in business process model lets to change the functionality of the
information system by updating the business process descriptions, (4) self-testing –

built-in component for internal system process control usable also in a productive
mode.

The approach of smart technologies offers to implement self–management prop-
erties into the architecture of system. Since each self–management property is simple to
implement, the approach becomes rather applicable and it can be used even by rather
small team of developers or companies (40–50 employees). This conclusion is based on
the authors’ subjective experience and research [7]. However, resource assessments by
other companies may be radically different from those as the implementation of smart
technologies requires deep understanding of software engineering methods and the
architecture of the specific software solution.

At the same time it is the weak point of this approach: self–management properties
can be developed practically from scratch for every information system. To minimize
this impact the authors suggest developing self–management properties as ideas
applicable for wide spectra of systems. Thereby this paper discusses smart technologies
which bring software development towards the objectives of IBM autonomic com-
puting manifesto.

This paper is a continuation of the research described in [7–9]; therefore some of
sentences from these papers are cited to keep completeness of the research. However
this paper contains more detailed characteristics of smart technologies, including
description of practical context, technical solutions and the results achieved.
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The second section of this paper deals with related research and solutions. The third
section describes smart technologies for systems’ operation; the fourth section
describes smart technologies for systems’ maintenance.

2 Related Work

Autonomic computing and smart technologies have a similar goal – to reduce the
complexity of system use by delegating some part of user support functions to the
information system itself. The autonomic computing manifesto declares a vision of
fully independent computer systems that are able to self-management. The manifesto
lists four aspects of autonomic computing:

• Self-configuration - automated configuration of components and systems follows
high-level policies. Rest of system adjusts automatically and seamlessly.

• Self-optimization - components and systems continually seek opportunities to
improve their own performance and efficiency.

• Self-healing - system automatically detects, diagnoses, and repairs localized soft-
ware and hardware problems.

• Self-protection - system automatically defends against malicious attacks or cas-
cading failures. It uses early warning to anticipate and prevent system wide failures.

In 2003 IBM extended the list to eight characteristic aspects [1], adding system’s
ability to “know itself” and manage its resources, system’s ability to know its envi-
ronment and the context surrounding its activity, and act accordingly – to adjust,
operate in heterogeneous environment accordingly its open standards, as well as
anticipate the optimized resources needed while keeping its complexity hidden. The
fundamental concept in autonomic computing is the idea of self-regulation and the
self-governing operation of the entire information system, thus disburdening users and
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Fig. 1. Smart technologies (overview).
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administrators from complexity of system’s use and maintenance. Achievements of
autonomic computing movement during its first decade after publication of the man-
ifesto have been explicitly demonstrated in [10].

Later the list of self-management features was extended with new ones, discussed
by other authors [5]. The closest from the perspective of this paper is self–diagnosis – a
system’s ability to analyze itself in order to identify existing problems or to anticipate
potential issues. Some of self-properties discussed in this paper are contained by self–
diagnosis: testing of execution environment and run-time verification. These properties
support system users during its runtime: at first users can verify if the system is running
correctly in changing environment and then – whether all of business tasks are
accomplished correctly.

Other two of smart technologies are aimed to the support of system maintenance
process. The first of them is self–testing: it intends to include testing components into
system itself. Practical experience shows that this solution helps to verify software
correctness not only during software development likewise it would be done by tra-
ditional testing tools but also after the system is taken in production and the mainte-
nance has been begun. However it helps to verify systems correctness in real
productive environments.

The last one of smart technologies, business model incorporation, applies to the
self–configuring: it is a system’s ability to (re)configure itself by (re)setting its internal
parameter values to achieve high-level policies or business goals [5]. The existence of
this property potentiates implementing the principles of Model Driven Development
(MDD). MDD provides business process model integration with computer system, thus
allowing updating systems functionality by changing business processes definitions.

As of now, manifesto’s targets have been met only to some extent. Paradoxically, to
solve the problem — make things simpler for administrators and users of IT — you
need to create more complex systems. Continuing efforts on autonomic systems include
both, theoretical research and practical implementation [10]. Although many of self–
properties are introduced, there is still place for innovative implementations [11]. Many
of these are provided as individual compact solutions like smart technologies.

3 Self-management for System Operation

The studies of system life cycle [12] usually focus on the problems of system devel-
opment. Usually software developer teams are IT professionals and experts therefore
they have practically no problems with use of complex technologies. Many of them
consider implementing of several non-functional features like self–management
properties to be a waste of time and resources.

On the other hand the complex technologies of nowadays lead to complex solutions
with awkward usability. Thereby information systems sooner or later are upgraded to
improve their usability. The “ordinary” users of information systems become a target
audience of self–management properties because they often have difficulties in over-
coming of IT complexity. On this account the main focus of the next chapter discussing
two smart technology features will be devoted to the support issues for better and easier
information system’s operation (exploitation) instead of software development phases.
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3.1 Runtime Verification

Context. The business process runtime verification is the self-management property
which allows verifying whether the business process is executed correctly and in
compliance with all of time restrictions. This property is particularly useful when
business process is supported by two or more loosely coupled information systems or
some of business process steps are not automated at all. There are only few cases when
system itself contains component verifying correctness of business process execution.
Usually it is assumed that the development time testing ensures correct execution of
process in the end user environment. However correctness of business process exe-
cution can be verified by checking all of process steps in all linked systems and rather
often it cannot be done by users (time restrictions) or an individual system.

Likewise runtime verification is required to prevent conflicts of different processes
and systems in collaboration, where one part of the process is done by people, and the
other part is supported by software. The software can be designed to support particular
processes in different environments at different time frames.

Runtime verification has been well known for years in the area of embedded
systems. It is an approach to computing system analysis and execution based on
extracting information from a running system and using this information to detect and
possibly to react to observed behaviors satisfying or violating certain properties. Such
defines mechanisms may be included in the system during its development or they may
be included as independent controls from the base process. The independent character
of such mechanism allows making later adjustments by adding or disabling the con-
trolling component when a system is developed, and changes are made. These ideas
can be applied in business process runtime verification, too.

Solution. The authors [13] propose a solution for business process runtime verification
(see Fig. 2) using three objects - verification model/description, agents and controller:

• a verification description contains instructions about the correct execution of the
base process;

• an agent is a software module for registering of base process execution events;
• a controller compares the events received from agents with the permissible (“cor-

rect”) events described in the verification model. As a result, the controller may
discover the incorrect behavior of base processes. If inconsistencies are detected,
the controller sends messages to the user.

If the base process is already described by a graphical model, the verification
process can be created from the base model by indicating those process steps which
will be carried out in the runtime verification process.

Results. The developed runtime verification solution was piloted in bank’s electronic
clearing system (ECS). It identified file processing process delays and some of pro-
cessing bottlenecks. Some of these delays could be avoided if run–time verification
would be introduced sooner.
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The piloting results leads to 3 main conclusions – (1) solution provides convenient
instrument for the tracking of business process execution, (2) the solution is able to
detect business process execution defects, and (3) data processing system verification
process creates a tiny extra load for the involved information systems infrastructure.

The solution provides a number of interesting possibilities, which bring us closer to
the goal defined by ideas of autonomic computing:

• The verification process can be defined without modifying the base process - the
base process can have more than one verification process so as to verify all of its
various aspects;

• The verification process runs in parallel to a base process and does not interfere
with it;

• Process verification can be added dynamically to legacy systems;
• Verification does not depend on modelling language used for process description; it

depends only on possibility of verification agents to identity events of the base
process.

Likewise, some solution limitations must be taken into account: verification
mechanism can detect only those base process steps which leave some modifications in
the computer systems “memory”.

The implementation of the proposed approach requires programming resources
approximately 10000 LOC of C# (implementation of the controller and two agents).

3.2 Environment Testing

Context. The environment testing is the self–management feature for controlling and
monitoring of operation (execution) environments to ascertain all involved operation
environment fit to the requirements necessary for successful running of the information
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Fig. 2. Smart technology component: runtime verification.
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system. The requirements can relate to operating system, network characteristics,
workstation parameters, etc. Discrepancy between the information systems require-
ments to external environment and the concrete execution environment may occur in
several situations:

• Workstation may be incompatible in various means: insufficient memory or pro-
cessor performance, inadequate network connection and other technical parameters.
These are cases when execution environment verification may be done once.

• Workstation may use external resources and availability of these resources may
vary during execution time. E.g., some of web services may be unavailable because
of lost network connection on server downtime. Obviously in these cases execution
environment should be verified continuously.

• Workstation settings do not comply with software requirements: directory structure
does not contain all of required subfolders or required permissions, decimal sepa-
rator must be the symbol “,”, data base server must be reachable, etc.

• Developers sometimes assume that software, which works in development envi-
ronment, will keep working after it is deployed elsewhere, hence encoding some
assumptions about the environment into the program. As a result, when the software
is installed in other environment, which is different from the development envi-
ronment, the software may fail or work only partially correct.

Practical use of information systems shows that many incidents and failures are not
related to the functionality of the information system itself, but rather are caused by
inadequate infrastructure and the execution environment. It means information systems
must be accompanied by automatic means for external environmental testing.

The authors do not deal with automated modification of external software envi-
ronment as it is offered by other researches or tools [14]. It is assumed that one
workstation may execute more than one system components simultaneously. Thereby
automated external component updates for one system could affect execution of other
systems.

Solution. The authors [15] propose a technology, which allows independent envi-
ronment checks, performed by the software, named – “checker”, in order to validate if
the execution environment is suitable for normal execution (see Fig. 3). The proposed
solution implies gathering these requirements in a “software profile” to be able to
validate the execution environment before program’s starting. Only if the results of all
checks are satisfactory, the program can be considered prepared for work at a given
environment, otherwise the session is stopped, giving the user an explanation, why it is
not possible to perform work.

A program execution profile is a document achieved when all the requirement
descriptions of software are combined together. The profile can be formalized as a
separate document and supplemented to typical software deliverables such as code and
documentation. The main, but not the only use of the profile is validation of execution
environment during program use.

The practical environment testing task is carried out by “checker”, which manages
environment validation modules- drivers. Each driver is an atomic unit, which enforces
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validation of a single type of requirement; this is done by reading information from the
environment and comparing it to reference values.

To be able to modify the set of checks to be performed without modifying the
program code, information about the checks (both the algorithms and reference values)
must be stored outside the code of base system – in the software profile. Domain
specific language (DSL) was developed for effective software profile definition: it
allows describing all external objects and their properties required by the developed
software. Software profile is developed by qualified IT professionals as it requires deep
knowledge of system execution environment. This concept differs from other
approaches used in practice – both from the ones, which validate the environment
straightaway after installation or updating, and from the others, which try to “hide” the
checks in source code.

Results. The proposed solution since 2009 is used in a number of local information
systems in Latvia. An execution environment testing was usually performed when
supplying a new version of the information system. The new version was installed only
after the current execution environment was checked for its ability to run the new
version. Also, receiving alarms from users about the systems malfunctions there was
first tested if the execution environment of the concrete workstation meets the envi-
ronment requirements. In many cases, missing or wrong components of the execution
environment were the reason for malfunctions.

The described approach can also be used for other purposes, for instance to monitor
the computer systems that are in use in company’s internal network and to check the
compliance of configurations with standards set by the company. The practical
implementation showed that development of the proposed approach requires relatively
little programming resources (*4000 LOC of C#).
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Fig. 3. Smart technology component: environment testing.
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4 Self-management for System Maintenance

This chapter is dedicated to the support, which may be provided to the information
systems by self–properties during maintenance of these systems. After the first version
of information system is deployed to the operation environment, it is will be updated or
modified several times to comply with real user requirements. This leads to regular
changes being introduced into the information systems.

In turn, this means that: (1) change requirements must be defined, (2) the software
must be updated accordingly, (3) each of software versions must be tested (it should
include regression tests and tests for new or updated functionality), (4) software should
be deployed to the runtime environment and, if it requires, system data should be
migrated. Furthermore usually system execution may be stopped just for rather limited
period of time. The authors will discuss two self–properties introduced for support of
software maintenance.

4.1 Business Model Incorporation

Context. Business model incorporation is a self-management feature allowing to adapt
the functionality of information system without (or with minimal) coding effort, just by
changing graphical business process descriptions. One of the implementation options is
to apply Model Driven Development (MDD) principles for software development.

Model driven development provides a range of advantages for the system devel-
opment, maintenance and execution [16, 17]. Same of main advantages are: (1) MDD
provides high level of business process abstraction thus providing less error-prone
description, meaningful validation and exhaustive testing, (2) MDD bridges the gap
between business and IT, (3) MDD captures domain knowledge, (4) MDD results in
software being less sensitive to changes in business requirements, (5) MDD provides
up-to-date documentation since the models describe the essential issues of the infor-
mation system’s usage. How should the system be developed to gain advantages
provided by MDD?

Solution. At the beginning of information system development the business processes
(see Fig. 4) should be described as the information system will be designed to support
them. A set of business process descriptions are created using DSL, and it serves as
business process model. Graphical representations like diagrams can easily be under-
stood and used by domain experts (as a rule, non-IT specialists) for the business
process description. After the business process model is created, the information from
the diagrams can be transferred to the database of an information system, and it is a task
for IT professionals. The business process descriptions are embedded into the infor-
mation system, and the engine of the information system can interpret information born
from the diagrams. Embedded business processes ensure that the information system
behaves according to the business process model.

However, the proposed business process incorporation approach differs radically
from the model driven architecture (MDA): MDA offers a complete application gen-
eration using business process specification described in unified modeling language
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(UML). If the business processes are changed, the changes must be implemented in the
software specification and then new software should be generated.

The proposed approach of smart technologies provides business process execution
engine running according business process definition (domain specific language or
DSL is used for process description). It provides the possibility to develop flexible
applications with user-friendly interfaces which can be implemented for each of sys-
tems independently. Furthermore, business processes can be updated without software
modifications, and the functioning of the information system can be updated by
changing of business process descriptions, without programming.

Results. The solution described in this chapter leverages use of DSL as language for
business process definition providing user – friendly method for process description.
Many years there were no sophisticated tools for DSL development available. Even if
the DSL could be defined, the supporting tools did not provide user-friendly editor’s
generation for end users. This problem is solved now: There are tools allowing to
define not only the DSL syntax, but also a graphical representation and to generate the
corresponding graphical editor. The authors used the platform DIMOD for DSL
development [7] which is developed using the tools generation platform GrTP. More
detailed GrTP review is given in [18, 19].

As practice shows [20], it is possible to create a special tool for transfer of model’s
data to executable application relatively quickly. The API of the graphical editor can be
used to access the model’s repository, to gather the information and to transfer it to
applications database. When business model is added to the system database, there is
no more need for DSL editor repository in the system’s execution environment. In turn,
it provides numerous advantages for system performance and usability. Thus guaranties
that the application operates according to the model developed in a graphical DSL. And
the overall quality of the application – usability, reliability, security, performance etc. –
is dependent on the application itself, not on the hypothetical ability of a code generator
to create an application in the desired quality.
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Fig. 4. Smart technology component: business process model incorporation.
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The smart technology described in the chapter was developed and used in a number
of national information systems in Latvian for many years. Therefore, it is problematic
to give an accurate assessment of the resources spent for the implementation. However,
it should be noted that the information systems (including the appropriate smart
technology features) were implemented by teams of 4–6 IT specialists.

4.2 Self-testing

Context. Self-testing is the self-property providing the software with a feature to test
itself automatically prior to operation. There is similarity between self-testing and
hardware self-checking where computer tests its own readiness for operation when it is
just turned on. The purpose of self-testing is to use a built-in support component for
automated execution of previously accumulated tests cases not only in test environ-
ment, but also in operation (production) environment.

Solution. Self-testing contains two components:

• Test cases of system critical functionality that check the set of functions without
which the software could not be used. Identification of critical functionality and
designing of tests for it is a part of the requirement analysis and testing process.

• A built-in automated testing mechanism (regression testing) providing automatic
execution of tests and comparison of results with benchmark values. These features
are typically a part of traditional testing tools.

Implementation mechanism of self-testing approach [21] uses an idea and means of the
software instrumentation, which is already known from the 70-ies. Testing operations
are put by programmers into certain places of the source code; these points are named
as test points. Testing operations allow to track the changing values and to compare
them with a benchmark. Thus it is possible to check the correctness of the information
system. Unfortunately, this solution is usable only for that software whose development
is in the user’s influence sphere.

Results. It should be noted that the idea of built-in support for program testing has
been offered quite a while ago [22, 23] and it has been implemented in some projects.
Regardless the system environment (Development, Test and Production) self-testing
functionality can be used in the following system modes (see Fig. 5):

1. Test capture mode - new test cases are captured or existing tests are edited/deleted.
2. Self-testing mode - automated self-testing of software is done by automated exe-

cution of stored test cases.
3. Use mode - there are no testing activities – a user simply uses the system. The

built-in self-testing mechanism can be used in emergency situations to find out the
internal state of the system, which may facilitate the analysis of the causes and
consequences of the emergency situation.
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4. Demonstration mode. The demonstration mode can be used to demonstrate system’s
functionality. User can perform system demonstrations using use cases stored in
storage files.

The implementation of self-testing feature requires 10000 LOC in C#. Additionally,
the source code of the particular system should be instrumented with testing activities
like accumulating of test cases and executing of them. These investments are justified
when the system is designed and developed for long-term use.

5 Conclusions

There are four smart technology features provided and described in this paper. These
extends variety of software self–properties and allow to achieve goals similar to
autonomic computing – facilitating the use and maintenance of systems by including
support components in them. These technologies provide support for information
system execution and maintenance:

• business process run–time verification allows to describe and perceive processes,
regardless of systems supporting these processes, to verify correctness of process
execution and compliance with time restrictions; this self-property is used during
system execution;

• execution environment testing provides verification of system’s external environ-
ment requirements;

• business model incorporation within system allows to change implemented business
processes without (or with minimal) software modifications; this self–property is
intended for software maintenance;
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• self–testing is intended to use during system maintenance and it allows to verify
correctness of systems execution when some software changes or environment
updates are done;

• building of smart technologies into information systems requires additional work;
the proposed smart technologies have advantages when the information systems are
used by many users without profound IT knowledge and the cooperation between
the customer and the supplier is long-term;

• according to authors’ experience smart technologies can be used even in a small to
medium size IT company with 40–50 employees.

The smart technologies which are described in this paper achieve the autonomic
computing initiative goals only partially. There may be still a vast variety of smart
technologies which would be useful to explore and implement practical systems. For
instance, these would include – data quality control, access control, performance
monitoring, availability monitoring which are easy enough to implement for a
small/medium size organization. Authors are not discussing the research directions
where no practical implementations of technologies are achieved yet.
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Abstract. Smart spaces define a development approach to creation of
service-oriented information systems for computing environments of the
Internet of Things (IoT). Semantic-driven resource sharing is applied to
make fusion of the physical and information worlds. Knowledge from
both worlds is selectively encompassed in the smart space to serve for
users’ needs. In this paper, we consider several principles of the smart
spaces approach to semantic-driven design of service-oriented informa-
tion systems. The developers can apply these principles to achieve such
properties as (a) involvement for service construction many surround-
ing devices and personal mobile devices of the user, (b) use of external
Internet services and data sources for enhancing the constructed ser-
vices, (c) information-driven programming of service construction based
on resource sharing. The principles are derived from our experience on
the software development for such application domains as collaborative
work, e-tourism, and mobile health.
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1 Introduction

Smart spaces define a software development approach that enables creating
service-oriented information systems for emerging computing environments of
the Internet of Things (IoT) [10,15]. Such environments follow the paradigms
of ubiquitous and pervasive computing and provide a growing multitude of dig-
ital networked devices surrounding their human users. Distributed software sys-
tem components (from small code pieces to complicated big-data processors)
run on various devices (from low-capacity tiny sensors to high-powered super-
computers). This approach supports such emerging vision of human-centered
edge-device based computing as edge-centric computing [7].

A smart space is created by interacting agents running on various comput-
ing devices. The devices become “smart objects” visible as real participating
c© Springer International Publishing Switzerland 2016
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entities from the physical world. Some agents are associated with web services
and other Internet resources, i.e., introducing virtual participants from the infor-
mation world. Agents interact in the smart space by sharing information. The
multi-agent interaction follows similar self-management goals of autonomic com-
puting [3]. The semantic-driven model of information sharing is applied to make
fusion of the physical and information worlds [2,13,24,26]. These worlds include
many Big Data producers, and such data amounts cannot be straightforwardly
duplicated in the smart space. Instead, knowledge about resources from both
worlds is selectively encompassed by the agents themselves in the smart space.

As a result, the smart space forms a service-oriented information system to
effectively serve for users’ needs. Agents, having and making a common view on
available resources, construct services and deliver them to the users. The com-
mon view is semantic-driven: the smart space contains description of available
resources, their semantics, and links to original sources to access the resources.
All related processes of the physical and information worlds are virtualized in the
smart space by keeping their informational description and semantic relations.
Examples and development experience of smart space based information systems
can be found in our previous work for such application domains as collabora-
tive work [17,18], e-tourism [25,28], and mobile health [16,22]. In this paper, we
continue our concept elaboration study [13,15] on the smart spaces approach to
semantic-driven design of service-oriented information systems.

Our research question is to identify some generic principles that can be
applied in design of smart space based service-oriented information systems. The
identification is based on our experience of smart spaces development. We con-
tribute three principles, where each one is discussed using real application exam-
ples. The discussed principles cover such important properties as (a) involvement
into the smart space for service construction many surrounding devices of the
IoT environment and personal mobile devices of the user, (b) use of external
Internet services and data sources for enhancing the services constructed in the
smart space, (c) information-driven programming of service constriction using
resources shared in the smart space. Although the principles are not strictly for-
malized to be “universally applied”, we expect that they provide systematized
understanding of effective options for system design engineering.

The rest of the paper is organized as follows. Section 2 describes the basic
properties of smart space based service-oriented information systems deployed in
IoT environments. Section 3 briefly introduces the application examples that our
study employs for illustration. Section 4 discusses the principle of involvement
of surrounding devices into the system. Section 5 discusses the principle of use
of external resources for constructing enhanced services. Section 6 discusses the
principle of information-driven programming of software agents interacting in
the smart space. Finally, Sect. 7 concludes the paper.

2 Smart Space Based Information Systems

We consider IoT environments, which are typically localized by being associated
with a physical spatial-restricted place (office, room, home, city square, etc.).
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The environment is equipped with variety of devices: sensors, data processors,
actuators, consumer electronics, personal mobile devices, multimodal systems,
and many other classes of surrounding and embedded devices, including mobile
devices of human users (carried, wearable, implantable). Smart spaces follow
the vision of ubiquitous computing to support cooperation of all devices in the
environment in order to provide its users with convenience, safety, and comfort
[2,4]. The support is in the form of a shared information space that describes
available resources of the environment.

Information systems that provide digital services of the next generation
(so called “smart services”) are developed for deploying in such IoT environ-
ments. The physical world is digitalized and connected with the information
world. This phenomenon refers to the term of smart environment, forming a
new challenging subject for software engineering. In particular, various smart
technologies has already become of the practical interest to simplify the mainte-
nance and daily use of information systems [3]. Following [13,15,24] let a shared
information space (a smart space) be created for a given IoT environment, as
Fig. 1 shows. Services are constructed (and delivered to the users) by agents inter-
acting in this environment by sharing and using in the information on available
resources.

In this scheme, the IoT environment provides hosting for running the agents
and network communication means. IoT objects—real things from the physical
world or entities from the information world—can be virtualized by associated
agents and keeping digitalized representations (descriptions) as shared informa-
tion. Therefore, the smart space connects its agents into a distributed system
with “central brain support” for multi-agent interaction and knowledge process-
ing on service construction and delivery.

A service is designed in terms of scenarios with knowledge reasoning
acts [24,26]. Each scenario defines a control flow initiated from the user side
(explicit or implicit detection of user needs) and completed at a point where

Fig. 1. Smart space based service-oriented information system deployed in IoT envi-
ronment to create a smart environment providing digital services for users
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the user perceives a service (something useful for satisfaction of the needs). The
perception can be in form of information delivery (typically, in a visual form)
to the user (e.g., recommendation) or the user observes some changes in the
physical world (e.g., room lighting becomes lower).

A scenario control flow is event-driven, i.e., assuming the behavior “do some-
thing if a certain event occurs”. This variant can be extended to the information-
driven behavior “do something if certain knowledge becomes available”. The
reason for the action is appearance of new information in the smart space. An
agent can infer the related knowledge from this information clarified with own
knowledge the agent has locally (non-shared).

The scope of this paper is limited with the M3 architecture (multi-device,
multi-vendor, multi-domain) for smart spaces [2,10,15]. It utilizes the blackboard
and publish/subscribe (Pub/Sub) architectural patterns to share information
in the environment, rather than have the devices explicitly send messages to
one another. The information and its semantics are collected in a smart space
using ontological representation models and technologies of the Semantic Web.
Operations of an agent with shared information are ontology-oriented, including
advanced search and persistent queries. In fact, an M3 smart space forms a
knowledge base for interoperable information sharing between agents.

The M3 architecture is implemented in Smart-M3 platform [6,9,21]—open
source middleware for development and deployment of smart spaces in various
IoT environments. The key architectural component is Semantic Information
Broker (SIB) that implements an information hub for agents. Agents are also
called knowledge processors (KPs) to distinguish their specifics from the generic
term of software agent. Network communication between a KP and SIB follows
Smart Space Access Protocol (SSAP) for querying operations from the KP to
SIB and returning the result from SIB to the KP. Other dedicated protocols can
be used as well to cover the variety of participating devices [6,11].

3 Application Examples

For illustration of the discussed principles of semantic-driven design, we further
use the following application examples. They come from our practical application
development experience with the smart spaces approach, in general, and with
the Smart-M3 platform, in particular.

M3-Weather application [25] is a personal mobile widget. The scenario is
activated when the user changes her/his location (detected by the user’s smart-
phone). Using a public web service the name of the place is determined. Simi-
larly, another public web service reasons on the weather for the given place by
its name. The weather forecast is then displayed on the user’s smartphone.

SmartRoom system [17,18] provides services to assist such variants of collab-
orative work as conferences and meetings held in a multi-media equipped room.
In the basic scenario, Presentation-service displays multimedia presentations and
operates with the related content shared the SmartRoom space. Presentation-
service is constructed by a single KP running on a local computer connected to
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the projector. Conference-service dynamically maintains the activity program
(i.e., conference section or agenda of talks). The result is visualized by Agenda-
service on the second screen in the room. Both public screens can be used to
show augmented information, e.g., online discussion of the participants during
the talk. Any participating user can also access the services using SmartRoom
client running on the personal mobile device (e.g., smartphone or tablet).

Smart assistant for history-oriented tourists [20,28] provides personalized
recommendation services for historical e-Tourism. Such a service aims at the
automated construction of fragments in the (personal) semantic network around
a given point of interests (POI). The network represents the links between the
given POI and other objects (other POIs, persons, and events). The semantic
network is analyzed and derived knowledge (e.g., the most interesting POIs
nearby) are visually presented to the tourist for further analysis.

Personalized mobile Health (m-Health) system [16,19] aims at services for
remote health monitoring and situation-aware recommendations. The imple-
mented scenario provides personalized assistance in emergency cases for mobile
patients with chronic cardiovascular deceases. An emergency case is detected
based on health parameters monitoring or due to an explicit signal from the
patient side. The assistance includes notification of all interested parties (physi-
cians and doctors, ambulance staff, attracted people nearby), recommendation for
the first aid (instructions), transportation to the hospital (accompany support) as
well as preparation starting beforehand the patient’s arrival to the hospital.

4 Information Hub

Involvement of many surrounding devices of the IoT environment (as well as
many other objects of the physical and information worlds) is one of the essential
properties that the smart spaces approach has to take into account in semantic-
driven design of service-oriented information systems. Even low-capacity devices
act in service construction on the equal basic with more powerful computers.
As a result, it opens the information system for data coming from the physical
world (embedded and other IoT devices) and from such an overlapped area
of the physical and information worlds as human-related and social activity [5]
(smartphones and other personal mobile computers, various carried and wearable
devices). Many edge IoT devices become responsible for a significant part of
system computations, in accordance to the vision of smart objects in IoT [12,27]
and of human-centered information systems in edge-centric computing [7].

When developing a smart space based information system, software agents
are considered as primary programmable elements, see Fig. 2. They act as knowl-
edge processors that represent participating data producers and consumers: peo-
ple, equipment, physical objects, and other “original” entities from the physical
and information worlds. Some agents produce their share of information and
make it available to others in the hub. Similarly, some agents consume informa-
tion of their interest from the hub. In fact, a hub can be thought as a server
that realizes a shared information space for interacting agents. It is an associative
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Fig. 2. Information hub keeps semantics of resources accessible in the IoT environment
from the physical and information worlds

memory for agents, as it is accepted in space-based computing [23]. Consequently,
activity of all agents within their smart space creates fusion of the physical and
information worlds. The smart space selectively encompasses related information
on ongoing processes and available resources from both worlds.

The key issue is interoperability, which is defined as the ability for agents
(written in different programming languages, running on different devices with
different operating systems) to communicate and interact with one another (over
different networks) in the same smart space. The network-level interoperabil-
ity is achieved due to IoT technologies, and each agent running on its device
has appropriate network communication means to access the hub. To achieve
the information-level interoperability, when agents are able to interact under-
standing the shared information, the methods and models of the Semantic Web
are used. Information hub acts as a SIB keeping the content represented with
Resource Description Framework (RDF) [8]. The basic data unit is a triple, from
which complex semantic structures are formed (RDF graphs). Such RDF-based
description enables reasoning over the shared content and inferring new knowl-
edge by means of ontologies. The Web Ontology Language (OWL) is used for
creating ontologies. As a result, the smart space becomes a knowledge-based
system, where the SIB is an access point for agents to query the shared content.

The above discussion can be summarized in the following principle.

Principle 1 (Information hub). For a given IoT environment a knowledge
base is created in the smart space with ontological representation of involved
participants, ongoing process, and available resources.

The principle leads to the following options for designing a smart space based
service-oriented information system.
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1. Many surrounding devices of the IoT environment as well as personal mobile
devices of the users are involved to participate.

2. Semantic interoperability is achieved due to the ontological representation
understandable by the participants.

3. The knowledge base is created as ad-hoc and then maintained cooperatively
by the participants themselves.

4. The created knowledge base is localized and customized for a given IoT envi-
ronment and application needs.

SmartRoom system [17,18] provides an application example to illustrate
Principle 1. Many personal mobile devices (smartphones, laptops) and multi-
media equipment (public screens, projectors, audio-system) are involved, as
schematically shown in Fig. 3. Human participants of the collaborative activ-
ity are represented in the smart space as instances of ontological classes (i.e.,
OWL individuals) with attributes describing each participant and her/his state
(name, presented in the room, current speaker, etc.). This description is provided
primarily by client KPs running on personal mobile devices of the participants.
Similarly, all multi-media devices and objects are represented in the smart space
with description of their current state. For instance, the smart space represents
all presentations of the participants and which presentation is currently shown on
the public screen. Interested KPs can find a link to access the PDF presentation
file or even the PDF file of the currently shown slide. Notably that the smart
space keeps a link, not the file itself; using a link the file can be downloaded
directly from Content-service implemented as a standard web server.

Therefore, each device (or its KP) can observe the current system state by
analyzing the content shared in the smart space. When a new device is involved
then its representation is published in the smart space. Appropriate semantic
relations between representations of the involved devices can be published as
well. For instance, the media projector in the room is associated with a current
speaker who controls the slide show. When the state of an represented object

Fig. 3. Personal mobile devices and multi-media equipment in SmartRoom
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is changed then the appropriate KP (which detects the change) updates the
representation in the smart space. For instance, when human participant leaves
the room the fact is observed by a human presence detection system, which can
change the status to “not presented in the room”.

A similar application example is provided by personalized m-Health sys-
tem [16,19]. Each patient is equipped with wearable and implantable devices,
such as ECG or glucose sensors, insulin pumps, and accelerometers. The smart
space represents the latest sensed data as well as derived information that pro-
vides semantics. For instance, the fact of glucose level growing can be detected
and shared in the smart space. Another illustration is when measurements from
two or more medical sensors (even for different health parameters) are becoming
correlated, i.e., a new semantic relation is established.

In summary, the discussed principle of information hub supports virtualiza-
tion of all related processes and resources in the smart space. In addition to the
straightforward virtualization, the semantics are also shared to describe relations
observed by involved participants in ongoing processes and available resources.
The shared content forms a semantic network of represented objects and their
relations. The content becomes a dynamic evolving system with properties sim-
ilar to peer-to-peer systems [14]. In particular, a service construction process
is reflected in the smart space (and can observed by interested participants) as
some routes in the semantic network.

5 External Resources

In many smart spaces, local resources of the IoT environment are not enough.
The rich spectrum of various external resources in the today’s Internet can be
used for constructing enhanced services. First, this requirement aims at involve-
ment of many data producers (data sources), primarily from the information
world. Second, to satisfy the requirement the system design should support con-
struction of composed services, i.e., external resources can also be data process-
ing entities. In particular, although a service is constructed in the smart space
locally the construction applies external Internet services.

The following principle enables this kind of semantic-driven integration of
external resources into the smart space.

Principle 2 (External resources). Two complementary mechanisms are used
for integrating external resources into the smart space: (i) virtualization of an
external resource with ontological representation and (ii) assignment of dedicated
knowledge processors for mediation activity.

The principle leads to the following options for designing a smart space based
service-oriented information system.

1. A data source KP is associated with an external data source. The KP operates
iteratively making search queries to the source.

2. The ontological representation of a data source and related entities is the way
to control the operation of the system with the source.
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3. Instead of data duplication the semantics of an external resource are kept to
allow a participant to consume target data.

4. Additional KPs can be introduced for improving local processing of external
data. For instance, caching voluminous data (e.g., audio or video) or dynamic
visualization (e.g., local web pages construction).

First, for Principle 2 let us consider the case of integrating multiple external
data sources into a smart space. For illustration we refer to the smart assistant
for history-oriented tourists [20,28]. The today’s Internet contains a large corpus
of historical data distributed over a multitude of various sources. These data are
very fragmented, heterogeneous, and even subjective. Some sources are semantic-
oriented, e.g., DBpedia, Freebase, YAGO. Many historical data sources are still
in the pure form of web pages with no strict format, i.e., the information cannot
be easily extracted by a machine.

For a historian tourist, it is important to selectively encompass certain frag-
ments of information from several data sources and integrate them into a seman-
tic network. Nodes of this network represent historical objects (e.g., person, point
of interest). Links represent historical facts (e.g., a person lived in a region).
Analysis of this network allows the human to determine the most essential his-
torical objects for further study.

The smart space for such a tourist automates the process of semantic network
construction. For each data source a KP is assigned, which can run on a remote
host. This KP observes in the smart space which information the tourist needs at
the moment and makes queries to the data source. The received data are added
to the smart space in accordance to the ontology of historical objects. Since the
user context is dynamically changing the data source KPs operate iteratively:
context update starts new search queries to the data sources. Notably that this
way the smart space creates a kind of “personal DBpedia” for a given tourist or
a group of them (when they use the same smart space).

Second, consider the case of composed services for Principle 2. Discussion-
service is one of SmartRoom services that allows the participants to discuss
by publishing commentaries on conference talks, either already passed ones,
currently ongoing, or going to happen. The service can be implemented in the
form of integration with an existing Internet service. The basic scenario scheme
is depicted in Fig. 4.

The Discussion-service KP fetches from the SmartRoom space the total num-
ber of talks, along with their titles/topics and names of presenters. Based on
this information, the KP makes queries to the external Internet service—blog
comment hosting service Disqus (https://disqus.com/). On the one hand, the
discussion is actually formed with the external service, hosting the data on the
remote resource. On the other hand, the discussion is virtualized in the smart
space due to the ontological representation, based on which a participant can
access the discussion using a web mechanism, as described below.

The external service replies with links to widgets, which enable the discussion
feature. Then a web-page is created for each talk, embedding the discussion wid-
get into the page. This way, interested SmartRoom participants join a discussion

https://disqus.com/
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Fig. 4. Discussion activity in SmartRoom is integrated to an external blog service

thread of the talk by browsing its web page (either from SmartRoom clients or by
web browsers from any computer with Internet access). The web pages are reg-
ularly updated based on the latest activity of participants. For easy navigation,
a summary web page is created locally to visually list all available discussion
threads. Moreover, this web page provides auto-navigate function, i.e., when the
user accesses the service during certain talk, she/he is redirected to the web page
with the discussion widget of that talk.

The principle of external resources can be considered as a form of data
caching. For instance, in the above example of smart assistant for history-
oriented tourists the found historical data (POIs, facts, etc.) from external
sources are duplicated in the smart space. This data integration, however, is
semantically enriched and personalized, i.e., the smart space keeps not a straight-
forwardly collected sum of data from different sources. In the SmartRoom sys-
tem, caching of media files is used, such as presentation and video files: a dedi-
cated KP implements Content-service as a web server that maintains and shares
links to stored files in the smart space. As a result, a participant can access a
stored file using the widespread web mechanism (HTTP requests). In the per-
sonalized m-Health system, sensed medical data (lengthy time series) from each
patient are stored in the specialized healthcare information system. In contrast,
the smart space keeps a short window of latest sensed data as well as conclusions
derived from the monitoring process.

Another useful option for composing external services is a dedicated KP that
implements the service of constructing dynamic web pages. Each page consists
of several information fragments. The service makes the pages available by links
stored in the smart space. For instance, this option was used in the above example
of Discussion-service in the SmartRoom system.
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In summary, the principle of external resources opens a smart space for con-
structing enhanced services. The today’s Internet has enough services to solve
many everyday problems. However, the puzzle of their combination when solv-
ing a given problem is still performed by the users manually because of the
high fragmentation of exiting Internet services. Based on the discussed principle,
a service-oriented information system provides means for solving such puzzles
within the smart space in an automated manner.

6 Information-Driven Programming

Service construction in a smart space can be formulated in terms of flows of
information changes [13]. It follows the vision of event-driven and information-
driven programming. The events to react are ontologically represented in the
smart space. This event-based interaction can be enhanced to information-driven
interaction. The reaction is not on a simple event (some values are updated) but
on forming a certain informational or knowledge fact, e.g., interaction models of
emergent semantics [1] and semantic connections [29].

The following principle enables this kind of programming for implementing
service construction as interaction of several cooperative KPs.

Principle 3 (Information-driven programming). In the service construc-
tion, a participating KP implements two basic steps: (i) detection of the specified
knowledge formation in the smart space and (ii) reaction for producing new
knowledge to share in the smart space.

The principle leads to the following options for designing a smart space based
service-oriented information system.

1. Search query is the basic mechanism for specifying the knowledge and detect-
ing its formation in the smart space.

2. Some variants of detecting the specified knowledge formation can be imple-
mented by subscription operation, including SPARQL-based subscription.

3. One or more reasoning KP can be associated for detecting the specified knowl-
edge formation and reflecting the informational fact in the smart space.

For illustration of Principle 3 let us consider a simple application example
of M3-Weather application [25]. There are KP-GPScoords, KP-City, and KP-
Weather. Each maintains representation of its own object, respectively: coordi-
nates x, city name s, and weather forecast w. The client KP is denoted KP-GUI
and implements a desktop widget on a personal mobile computer of the user.
The service is constructed as a distributed pipe-like interaction when objects are
affected sequentially c → s → w. Any change of the involved objects defines a
simple event to react by an appropriate KP.

The service construction scenario goes as follows. KP-GUI subscribes to
weather w in the smart space and visualizes the new information to the user
whenever w is updated. KP-GPScoords regularly requests coordinates from
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device’s GPS module. If they show significant change in the user location then
KP-GPScoords updates coordinates c in the smart space. KP-City subscribes
for coordinates c and for each new c the KP-City queries an appropriate web
service (e.g., GeoNames.org) to map the coordinates to the nearest city name.
Then KP-City updates the result s in the smart space. KP-Weather, which sub-
scribes for city name s, reacts on new value of s and queries an appropriate web
service (e.g., Weather.com) to map the city name to weather forecast w. Then
KP-Weather publishes the result w in the smart space, which is finally visualized
by KP-GUI to the user.

An example illustrating multiple reactions in service construction scenario
comes from our design of SmartRoom system. Whenever the current speaker
changes the slide this event is detected by Presentation-service KP as well as
by client KPs running on personal mobile computers of the users (if they watch
the slide show). This way, the smart space ontologically represents “current slide
number” (as well as all other related information), which is subject to the changes
during the presentation.

Another useful example of information-driven service construction can be
found in the design of personalized m-Health system. On the one hand, the smart
space represents the latest sensed medical data of the patient. On the other hand,
external services of the healthcare information system can be accessed to analyze
personal medical records (e.g., they keep time series data of medical parameters
monitoring). Based on an integrated view on these two parts of information,
such facts can be detected in the smart space as dangerous increasing of physical
activity of the patient or the need to take preventive medicine to reduce the risk
of possible complications. This type of integrated analysis can be implemented
by a reasoning KP.

An interesting example is provided by the design of smart assistant for
history-oriented tourists. In this application, a personalized semantic network
of POIs with their relations to historical objects and facts is dynamically formed
in the smart space. An important service for a tourist is recommendation of the
most interesting POIs for the user in accordance with the recent context. One
way is a search query to select some POIs from the semantic network. Although
this way is popular in many touristic applications (e.g., selecting all nearby POIs)
capturing and applying historical relations for selecting POIs needs more com-
plicated way for recommendation construction. In particular, structural analysis
of the whole semantic network can be applied for ranking POIs in accordance
with historical relations that the semantic network stores. This analysis can be
implemented by a reasoning KP, and the user receives a ranked list of POIs,
similarly to a web search engine providing a sorted list of web pages.

In summary, the discussed principle of information-driven programming pro-
vides a way to make semantic-driven design of needed interactions to coop-
eratively construct a service in the smart space. From programming point of
view, for each participating KP its input and output interfaces with the smart
space should be defined: the output interface design describes the events that
the KP initiates, the input interface design describes the reaction that the KP
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is responsible. The principle supports moving the system design beyond the
traditional case when one programmable component (a KP in our smart space
terminology) is assigned for constructing one predefined service.

7 Conclusion

This paper addressed the problem of semantic-driven design of smart space based
service-oriented information systems for IoT environments. The study is based
on our software development experience in such emerging application domains
as collaborative work, e-tourism, and m-Health. We discussed the following prin-
ciples of the smart spaces approach to semantic-driven design: (a) involvement
into the smart space for service construction many surrounding devices of the
IoT environment and personal mobile devices of the user, (b) use of external
Internet services and data sources for enhancing the services constructed in the
smart space, (c) information-driven programming with common resources shared
in the smart space. Although the discussed principles are not shaped in a for-
malized definition to be universally applied, the discussion made a step towards
a design methodology for smart spaces. We expect that the considered concept
definition of principles complemented with several application examples provide
systematized understanding of effective options for system design engineering.
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Abstract. Host side caches use a form of storage faster than disk and
less expensive than DRAM to deliver the speed demanded by data inten-
sive applications, e.g., NAND Flash. A host side cache may integrate
into an existing application seamlessly using an infrastructure compo-
nent (such as a storage stack middleware or the operating system) to
intercept the application read and write requests for disk pages, popu-
late the flash cache with disk pages, and use the flash to service read and
write requests intelligently. This study provides an overview of host side
caches, an analysis of its overhead and costs to justify its use, alternative
architectures including the use of the emerging Non Volatile Memory
(NVM) for the host-side cache, and future research directions. Results
from Dell’s Fluid Cache demonstrate it enhances the performance of a
social networking workload from a factor of 3.6 to 18.

Keywords: Storage · Caching · Non-volatile memory

1 Introduction

Enterprises deploy host side caches to enhance the performance of their data
intensive applications. These caches utilize a form of storage faster than disk and
cheaper than DRAM to stage disk pages referenced by an application, enhancing
performance. Example storage used in host-side cache include today’s NAND
Flash and the emerging STT-RAM [33], Memristor [52] and PCM [6,15,31,46,55]
as future candidates. See Table 1 for details. An example application may be the
server component of a database management system (DBMS) such as Oracle
and MongoDB that processes queries and updates. A host side cache might
be either managed by the application [26,42] or deployed seamlessly using a
storage stack middleware or the operating system (termed the caching software)
[8,12,28,30,34,38,48–50].

Figure 1.a shows a traditional architecture of an application consisting of a
two level hierarchy, DRAM and disk. With this architecture, the application’s
read and write operations for disk pages might be serviced by the DRAM (a
cache hit) or the disk (a cache miss). The application may manage the writing
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of a dirty block from DRAM to disk. For example, a DBMS server may write
log records synchronously to implement the ACID property of transactions.

With Fig. 1.b, flash memory is the host side cache and used as an intermediate
staging area between DRAM and disk. It is faster than the disk and transparent
to the application because the caching software intercepts the disk page read
and write requests to service them using the flash. (The caching software may
cache at the granularity of a file, however, we assume block based caches in this
paper.) The DRAM continues to service the hottest data items. Those data items
with a sparser reference pattern reside on the host side cache (flash). Since the
host-side cache is realized using technology that is cheaper than DRAM, its size
can be much larger than DRAM size. The caching software is aware of both the
flash (host side cache) and disk (permanent storage) and may implement different
policies to perform the application writes [32]. For example, with a write-through
policy, the caching software executes writes by writing to both the host side
cache and the permanent storage before confirming the write operation to the
application. However, with a write-back policy, the caching software performs
the same write by writing only to the host side cache and confirms the write
immediately. Either a background process or a cache eviction policy performs
the write to the permanent storage.

1.a. Traditional. 1.b. Flash as a cache.

Fig. 1. A traditional architecture and its extension with Flash as a host side cache.

A host side cache is different than both a Network Attached Storage (NAS)
cache and a Key-Value Store (KVS) cache. We describe each in turn and detail
how they differ from a host side cache. A NAS cache is an appliance on the
network that acts as an intermediary between a NAS and its applications [14,
53,54]. This appliance is configured with NAND Flash and stages data from
a disk based NAS intelligently to expedite application performance. Host side
caches reside on the server that processes the application. They provide block
level access to implement durable writes required to implement a transaction
processing system.

KVS caches manage key-value pairs where a key is either a query or a function
instance and a value is the result of the query or function instance [7,22,27,37,41,
44]. A popular in-memory KVS is memcached in use by social networking sites
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Table 1. Alternative data storage technologies [15,40].

Memristor FeRAM PCM STT-RAM DRAM NAND Flash Disk

Read time (ns) <10 20–40 20–70 10–30 10–50 25,000 2-8x106

Write time (ns) 20–30 10–65 50–500 13–95 10–50 200,000 4-8x106

Retention >10 years ∼10 years <10 years Weeks <100 msec ∼10 years ∼10 years

Energy/bit (pJ)2 0.1–3 0.01–1 2–100 0.1–1 2–4 10–104 106-107

3D capability Yes Yes Yes No No Yes N/A

such as Facebook [41]. Similar to a host side cache, a KVS cache may be managed
by either the application [7,41] or deployed transparently [21–23,27,37,44]. The
key-value pairs managed by a KVS cache may have different sizes with varying
costs [19]. This is in sharp contrast to the fixed size disk pages managed by a
host side cache. In order to simplify discussion and without loss of generality,
the rest of this paper focuses on host side caches only.

This paper identifies the alternative storage architectures to realize a host
side cache, and discusses future research and development directions. The rest of
this paper is organized as follows. Section 2 presents several architectures for host
side caches. In Sect. 3, we present a case study of the Dell Fluid Cache solution.
Section 4 presents analytical models that quantify the cost and benefits of host
side caches, enabling one to explain why today’s flash caches enhance system
performance. Section 5 presents future extensions and opportunities, including
the use of Non-Volatile Memory (NVM). Brief words of conclusion are presented
in Sect. 6.

2 Multi-node Architectures

Several commercial architectures of a multi-node implementation of a host-side
cache are shown in Fig. 2. These are categorized into shared-nothing and shared-
disk. In the presence of node failures and disk failures, an architecture must
address (1) availability of data on the permanent store and (2) durability of
writes with the write back-policy using the host-side cache. Consider each in
turn.

With data on the permanent store, a shared-disk architecture may employ
multiple host-bus adapters and switches in combination with RAID [43] to
enhance availability of data. To realize the same, a shared-nothing architec-
ture may use a variant of techniques used by file systems such as the Google
File System [25], database management systems such as Gamma [13,17,29], and
peer-to-peer data stores such as CAN [47] and Chord [51]. These techniques
construct a partition of disk pages, assigning its primary and secondary copies
to different nodes. In the presence of failures that render a primary partition
unavailable, one of its secondary copies is promoted to be the primary.

To ensure durability of writes with the write-back policy, architectures of
Figs. 2, b may pair the host-side caches of multiple nodes with one another
[8,12,30,34], designating the content of one as primary and the rest as secondary.
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2.a. A shared-nothing architecture.

2.b.Shared disk with distributed shared flash.

2.c. Shared disk and shared flash.

Fig. 2. Alternative architectures.
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A write must be performed to both its primary and secondary host-side cached
copies synchronously. In the presence of a node failure that renders the dirty
primary copy of a disk page on a host-side cache unavailable, the system writes
one of its secondary copies to the SAN [12]. With N−1 secondary copies for a
disk page and a maximum of δ time units for a dirty disk page to be written to
the SAN (in the presence of failures), all N replicas must fail during δ in order
for a write to become non-durable. One may minimizie this possibility by either
reducing the duration of δ or increasing the value of N.

The architecture of Fig. 2.c assumes both a shared disk and a shared flash
(termed SAN Cache). With this architecture, there is no pairing of the host-side
caches. Instead, every write to the host-side cache is also written to the SAN
Cache synchronously. NetApp presents this architecture in the context of a data
center deployment with multiple virtual machines (hosting one or more DBMSs)
accessing a hypervisor host that employs a host cache seamlessly [8,34]. The use
of SAN Cache is motivated by the observation that a write to the flash requires
the same amount of time as a network hop [8].

3 A Case Study: Dell Fluid Cache

Dell Fluid Cache is a leading host-side caching solution for enterprise systems.
It implements the architecture of Fig. 2.b using a separate, low-latency private
cache network dedicated for processing the asynchronous writes to a pairing
of the host-side caches. To tolerate switch failures, the architecture may be
extended with a second switch. Fluid Cache does not require every server using
the SAN to be configured with a flash cache. As long as these servers are con-
nected to the cache network, they may use the caches of the other contributing
servers to process requests [16].

Fig. 3. BG benchmark evaluating MySQL with Fluid Cache.

One may deploy Fluid Cache across multiple nodes in a variety of config-
urations. Figure 3 shows one deployment evaluated using a social networking
benchmark named BG [2]. This deployment consists of three nodes, each with a
disk (iSCSI LUN) and one or more SSDs. It shows MySQL version 5.5 server is
deployed on one node. The BG Client that generates requests for this server is
deployed on the same node.
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Fluid Cache can be configured with either the write-back or the write-through
policy [32]. In the write-back mode, writes from the application (i.e., MySQL)
are written to the SSDs of two different nodes to enhance the durability of data
in the presence of node failures. In the write-through mode, writes from the
application are written to both the cache and the permanent store (a 145 GB
iSCSI LUN in our tests).

When a node is configured with multiple SSD cards, Fluid Cache partitions
the disk pages across the available SSDs, harnessing their aggregate bandwidth
to service different requests. In our experiments, a node is configured with 2
SSDs each with 16 GB of memory.

With multiple nodes, Fluid Cache may distribute the disk pages across the
SSDs of different nodes (termed Proportional) or assign the disk pages to the
SSDs local to the node that references these disk pages (termed Client Affinity).
In this study, we configure Fluid Cache with the Client Affinity policy.

Table 2. Two BG workloads considered in this study.

BG social actions Type Read-Only Mix of 90% Read

and 10 % Write

View Profile (VP) Read 100 % 50 %

List Friends (LF) Read 0 % 20 %

View Friends Requests (VFR) Read 0 % 20 %

Invite Friend (IF) Write 0 % 4 %

Accept Friend Request (AFR) Write 0 % 2 %

Reject Friend Request (RFR) Write 0 % 2 %

Thaw Friendship (TF) Write 0 % 2 %

The BG Client creates a social graph consisting of a fixed number of mem-
bers. In our experiments, the social graph consists of 10 million members and is
approximately 50 GB in size1. A thread emulates a member of the social graph
issuing one of the interactive social networking action shown in Table 2. Each
emulated member is termed a socialite. A socialite issues an action shown in
Table 2 with a fixed probability. These actions are categorized into either read
or write actions. An example read action is for a socialite to view another mem-
ber’s profile. An example write action is for a socialite to invite another member
to be friends. Table 2 shows two different workloads: (1) Read-only consisting of
the View Profile action, and (2) A mixed workload with 90 % reads and 10 %
writes. See [2] for the detail specification of each action.

BG quantifies both the service time and the overall processing capability of a
solution for processing a workload. The service time is measured with 1 socialite

1 With Fluid Cache configured using the Client Affinity policy, the total size of host-
side cache is 32GB.
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(thread) issuing requests one at a time. It is quantified as the elapsed time from
when BG issues an action (that may result in one or two SQL commands to
MySQL) to the time the action is processed. We use BG with 16 concurrent
socialites (threads) to quantify the number of actions performed by the Fluid
Cache deployment. This is the throughput of the system.

A novel feature of BG is its ability to quantify the amount of stale, erro-
neous, and incorrect (termed unpredictable [3]) data produced by a solution.
This is due to the NoSQL movement that may employ weaker forms of consis-
tency to enhance system performance [9]. In all our experiments with the mixed
workload, there were no unpredictable data as MySQL implements strong con-
sistency guarantees and the Fluid Cache system preserves the correctness of the
application.

For the read-only workload, the choice of write-back or write-through policies
has no impact on the observed performance. Fluid Cache enhances the average
service time by more than a factor of six with one socialite. It enhances the
system throughput by more than a factor of 18 with 16 socialites.

For the mixed read/write workload, Fluid Cache configured with the write-
back policy enhances service time by a factor of 3.8. It enhances the throughput
of the system by a factor of 6.4 with 16 socialites. The write-back policy outper-
forms the write-through policy by 14 % for service time and 27 % for throughput.

Read-only workloads are improved more than mixed workloads with Fluid
Cache. This is primarily due to the higher SSD bandwidth for reads versus for
writes. Using the FIO v2.1.7 microbenchmark, the read bandwidth observed with
1 thread is twice the write bandwidth. With 10 threads, the read bandwidth is
approximately 10 times higher.

4 Memory Overhead

An implementation of a host side cache requires in-memory meta-data to identify
which disk page reads should be serviced by the host side cache. The meta-data
should provide sufficient information to process the disk page read in O(1) look
up with no false positives, resulting in one flash I/O. This in-memory meta-data
is the foot print of the host side cache. It is the overhead of using a host side
cache because the system could have used this memory to process application
requests instead of implementing the host side cache. For example, Mercury [8]
requires 22 byte of in-memory meta-data for each 4 KB disk page frame in the
flash cache. Hence, it consumes 2.75 GB of memory for a 512 GB flash cache
formatted as 4 KB pages, a 0.5 % overhead.

This section presents simple analytical models to quantify the cost of this
overhead and the benefits of the host side cache. These models can be used to
configure a NVM to maximize the impact of host side caches, see Sect. 5.

Let p denote the hit rate observed with a host side cache, e.g., 512 GB of flash
cache. And, let q denote the hit rate observed with the memory overhead of a
host side cache had the system not implemented the host side cache, e.g., 2.75 GB
of DRAM. The following proposition relates these two metrics with the physical
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Table 3. List of terms and their definitions.

Term Definition

r DRAM hit rate with the host side cache

p Hit rate of the host side cache

q Hit rate for the memory footprint of the host side cache

o Number of bytes per disk page frame to implement the host side cache

n Number of disk page frames supported by the host side cache

LDevice Latency to retrieve a page from a device such as DRAM, Flash, Disk

BDevice Bandwidth to transfer a page from a device such as DRAM, Flash, Disk

properties of DRAM, host side cache, and disk. These physical properties include
latency, bandwidth, and service time (Table 3).

Proposition 1.

a. For a read only workload, the ratio of p to q (pq ) must be greater than
LDRAM−LDisk

LFlash−LDisk
in order for the flash host side cache to enhance the observed

average latency; where L is the latency to read a disk page from DRAM
(LDRAM ), flash (LFlash), and disk (LDisk).

b. The expression LDRAM−LDisk

LFlash−LDisk
results in a value slightly greater than one. This

is because LDisk is significantly larger than the latency of DRAM and flash
and the latency of DRAM is faster than that of flash, see Table 1. In the
example below, LDRAM−LDisk

LFlash−LDisk
equals 1.00628.

c. In order for the overhead of the host side cache to outweigh its benefits, p
q

must be a value smaller than one, requiring q to exceed p.
d. q may not exceed p because the pages that fit in the memory foot print of the

host side cache are most likely a subset of those that fit in the host side cache
itself.

Proof: To prove Proposition 1.a consider the latency with and without a flash
cache. With no flash cache, the average latency is:

LNoCache = ((r + q) × LDRAM ) + ((1 − r − q)LDisk) (1)

where r is the probability of a page reference observing a hit in DRAM with the
host side cache. We add q to r because there is no flash cache and the memory
overhead of the host side cache is not incurred.

The average latency with the flash cache is as follows:

LCache = (r × LDRAM ) + (p × LFlash) + ((1 − r − p) × LDisk) (2)

Note that the latency associated with flash is incurred for those requests that
observe a hit with the host side cache.
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One may solve for the break even point when Eq. 1 equals Eq. 2. This point
is realized when p

q= LDRAM−LDisk

LFlash−LDisk
. When p

q is less than LDRAM−LDisk

LFlash−LDisk
, the

host side cache is not beneficial in reducing the average latency and should
be abandoned in favor of using its memory foot print to service application disk
pages. Otherwise, the host side cache is beneficial and enhances the application
performance. �
Example: As an example, assume LDRAM is 30 nanoseconds, LFlash is 25
microseconds (25 thousand nanoseconds), and LDisk is 4 milliseconds (4 million
nanoseconds). The ratio LDRAM−LDisk

LFlash−LDisk
equals 1.00628, requiring p

q to be greater
than this value in order for the host side cache to enhance the average latency.
This means if the DRAM hit rate is 60 % (r=0.6) and the hit rate attributed
to the memory foot print of the flash cache is 20 % (q=0.2) then the hit rate of
the flash cache must exceed 20.13 % (p >0.2013) to provide a superior latency.
This is feasible because the flash cache is much larger (512 GB) than its memory
foot print (2.75 GB) and contains a super set of the disk pages contained by its
memory foot print. �

One may conduct a similar analysis with either the bandwidth provided by
the different devices or the page service time (latency plus transfer time of a
page from a storage medium using its bandwidth). Note that the observation
with one metric (say latency) may not apply to another (say bandwidth). To
illustrate assume the bandwidth of disk and flash is 3 and 400 MB/sec, respec-
tively (BDisk=3, BFlash=400). Moreover, assume the bandwidth of DRAM is
limited by the system bus at 12 GB/sec. Based on proposition 1, the break even
point is realized when p

q=BDRAM−BDisk

BFlash−BDisk
. Note that this equation violates Propo-

sition 1.b because the value of BDRAM−BDisk

BFlash−BDisk
might be many folds higher than

one (BDisk is lower than BFlash and BDRAM ). Thus, the remaining propositions
no longer apply. To demonstrate, consider the hit rates assumed in our example
(r=0.6 and p=0.2), the maximum possible value of q (40 %) will not justify the
use of a host side flash cache as it reduces the observed bandwidth by 30 %.
The value of q must exceed 618.9 % in order for a host side cache to break even.
Cache hit rates higher than 100 % are not feasible, causing the host side cache
to be too costly.

The value of BDRAM−BDisk

BFlash−BDisk
becomes negative when BDisk is greater than

BFlash, rendering the host side cache undesirable from a bandwidth perspective.
For example, with an enterprise class disk array such as a Dell Compellent
SC2020 providing a maximum bandwidth of 6 GB/sec with 256 KByte disk pages
and a flash cache providing a bandwidth in the order of a few hundred MB/sec,
a host side cache is not beneficial to improve bandwidth.

With service time defined as device latency, i.e., LDevice, plus the transfer
time of a page from that device, i.e., Page Size

BDevice
, a host side cache is once again

justified. This is because the disk latency (LDisk) is a significant contributing
factor.

As described in Sect. 5, these analytical models can be used to configure a
NVM to maximize the impact of a host side cache.
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5 Opportunities

The host side cache offers several opportunities for additional research and devel-
opment. We categorize these into effective monitoring and management tools,
extended memory hierarchy, and novel software designs. Below, we describe these
in turn.

Effective Monitoring and Management Tools. The host side cache requires
effective management tools to enable an administrator to identify bottlenecks
and resolve them effectively. Such tools may report on cache hit rates, amount
of data served from local and remote caches, and the I/O rates for the cache and
the disk (for reads and writes). The tools may enable the administrator to turn
certain hints on and off to evaluate their impact on system performance.

It is paramount for the tools to enable an administrator to shut down a host
cache instance gracefully. Ideally, the load of this host cache should be divided
across the other host cache instances in a manner that avoids formation of hot
spots and bottlenecks. Moreover, it might be more effective for the popular
content of this host cache to be migrated to the other host caches to minimize
the adverse impact on performance attributed to switching from a warm cache
to a cold one.

This tool that shuts down a host-side cache works differently for the two
architectural alternatives. For example, with the shared-nothing architecture of
Fig. 2.a, the tool must migrate permanent (disk) data from one node to the
others. With a shared-disk architecture, the tool may migrate the popular data
items from the host-side cache to warm-up the destination host caches prior to
dismounting virtual disks (LUNs) from a source node. Subsequently, it mounts
the LUNs of the source node on to one or more destination nodes [4,18,36].

1.a. NVM as a layer. 1.b. DRAM with NVM. 1.c. NVM only.

Fig. 4. Alternative NVM architectures.

Extended Memory Hierarchy. Non-volatile memory (NVM) provides an
exciting opportunity to further improve the performance uplift from host side
caches. At the time of this writing, NVM is a broad class of technologies includ-
ing STT-RAM [33], Memristors [52] and Phase-Change Memory [46] (PCM).
They are faster than flash and some provide a byte addressable interface similar
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to DRAM, see Table 1. They are anticipated to provide latencies either compara-
ble to DRAM or an order of magnitude slower depending on their configuration.
There is general consensus that NVM will provide higher storage densities than
today’s DRAM and will be cheaper than DRAM, though more expensive than
Flash initially.

Figure 4.a shows an architecture consisting of DRAM, NVM, flash, and Disk.
Today’s host side caches might be adapted to use this architecture with (a)
flash as the host side cache and using NVM as an extension of volatile mem-
ory (DRAM), or (b) NVM as the host-side cache and flash as an extension of
permanent storage (disk). Another possibility is to implement a host-side cache
that manages both NVM and flash separately, caching data across these devices
intelligently. A challenge is how to benefit from the byte-addressability features
of NVM while the flash (and the application) interface is block-based. Another
consideration is the DRAM requirement of such a design, see discussions of
Sect. 4. A key research question is what are the tradeoffs associated with these
alternative designs? In particular, the additional complexity of the last design
must be justified by significant performance benefits when compared with the
other two possibilities.

Figure 4.b, c are specific to NVMs that are envisioned to be configurable into
N memory banks with varying performance and non-volatility characteristics.
In Fig. 4.b, NVM is used as a host-side cache, and it is also separately used
to emulate permanent store (disk). The motivation for slowing down a portion
of NVM to emulate a memory bank with a higher retention that serves as the
permanent store is to enhance the energy efficiency of a solution (battery life,
see Table 1) or its physical size by eliminating interfaces and devices. Most likely,
extremes such as non-volatility in the order of tens of years (disk) is an overkill for
most applications. It might be more appropriate to emulate segments providing
storage with latencies several folds slower than DRAM with retention in the order
of a few years. An open research direction is the design and implementation
of algorithms that decide the characteristics (size, volatility, performance) of
different memory banks based on the requirements of an application.

In the absence of actual NVMs, one may investigate alternative designs using
simulation studies. The architectures of Figs. 4.b, c may be simulated by coupling
DRAM with Flash [39] (non-volatile DIMM) or by forcing a portion of DRAM
to behave similar to NVM [45]. We plan to use these in a variety of studies to
investigate designs that may enhance performance during normal mode of oper-
ation, increase availability of data in the presence of failures, expedite recovery
after a failure with the content of the cache intact, and improve both vertical
and horizontal scalability of a shared-nothing and a shared-disk deployment.

Novel Software Designs. Today’s host side caches are either fully managed
by the application or completely transparent. A hybrid may consistent of a
transparent cache that accepts hints from an application to enable it to prioritize
asynchronous writes to the persistent store. For example, it might be useful for
a DBMS to identify its log file to enable the host cache to flush these to the
persistent store more aggressively as the likelihood of their repeated reference is
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very low during the normal mode of operation. This improves the cache hit rate
of the host cache to enhance performance. Such a hybrid requires an effective
abstraction that is exposed by the caching layer (a storage stack middleware,
OS, Hypervisor) and exercised by an application.

A challenge is how to recover from a short lived failure or an intermittent
network connectivity event between a host cache instance and its peers without
clearing the content of the cache. The time required to warm up a flash cache
might be in the order of hours due to its high capacity. As an example, a 300
Gigabyte flash cache required more than 10 hours to reach its maximum hit
rate for an enterprise2 workload [8]. Once warmed up, it is desirable to maintain
the content of the cache intact. After a short failure, only a small subset of the
cache content might be invalid. An opportunity is to identify the invalid content
and discard them either lazily or eagerly. Once a new host cache instance is
deployed, a deployment may warm up its cache aggressively using the caches
of peer instances [41]. Alternatively, it may monitor the application workload,
predict the popular disk pages, and cache them [30].

Data consistency is another challenge faced by host side caches. Consider
a scenario where an application modifies a disk page in the host flash cache
which is not yet written to the shared disk (a write-back cache policy). If the
SAN controller attempts to snapshot or clone a file that contains this dirty disk
page, the file will not contain a consistent set of disk pages since the modified
disk page will not be visible to the storage controller. Similarly, if the storage
controller either reverts to an older snapshot of a file or receives asynchronous
mirror changes from a remote primary, it will not be visible to a host flash cache
with conflicting data. One may adapt frameworks such as IQ [24] to address this
consistency challenge.

In general, today’s data stores are not positioned to take advantage of the
byte addressability of NVMs [10,11]. Most data stores manage blocks of data
with either a row or a column organization of records/documents/key-values
[9]. Currently, an object-relational mapping framework such as Hibernate [5,
20,35] might be best suited for NVM as they enable a software designer to
identify classes (data structures) that should persist. One may envision adapters
for Hibernate to support these data structures effectively using the NVM byte
addressability characteristics. However, the time for a complete re-design and
re-write of complex applications such as a DBMS is waiting to be seized [11].

6 Conclusions

Host side caches employ a form of storage faster than disk and less expensive
than DRAM, e.g., flash or Non-Volatile Memory, to enhance the performance of
data intensive applications. They complement disk-based solutions and integrate
into an application seamlessly. This paper surveys the different architectures
to manage these caches, and opportunities for their future extensions. These
2 A pair of 256 Gigabyte flash caches required about 3 hours to warmup with an OLTP

workload [48].
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extensions are in the form of monitoring tools, extended memory hierarchy, and
novel software designs. The KVS caches [22] (see Sect. 1) are in synergy with host
side caches and benefit from similar extensions [1]. We believe both caches will
co-exist in future offerings. This is demonstrated by social networking sites such
as Facebook that employ both flashcache [38] and memcached [41] to service
millions of requests per second.

References

1. Alabdulkarim, Y., Almaymoni, M., Cao, Z., Ghandeharizadeh, S., Nguyen, H.,
Song, L.: A comparison of flashcache with IQ-twemcached. In: IEEE CloudDM
(2016)

2. Barahmand, S., Ghandeharizadeh, S.: BG: a benchmark to evaluate interactive
social networking actions. In: CIDR, January 2013

3. Barahmand, S., Ghandeharizadeh, S.: Benchmarking correctness of operations in
big data applications. In: MASCOTS (2014)
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Abstract. There are several approaches to the construction of large scale high
resolution display walls depending on the required use case. Some require
support of 3D acceleration APIs like OpenGL, some require stereoscopic pro-
jection. Others simply require a surface with a very high display resolution. The
authors of this paper have developed a virtual machine based high resolution
display wall architecture that works for all planar projection use cases and does
not require a custom integration. The software that generates the presented
content is executed in a virtual machine thus no specific APIs other than those of
the virtualized OS are required. Any software that is able to run under a given
OS can be run on this display wall architecture without modifications. The
authors have performed performance evaluations, virtualization environment
comparisons and comparisons among other display wall architectures. All this
knowledge along with key conclusions is summarized in this paper.

Keywords: Display wall � Remote visualization � Video streaming � H.264 �
Virtualization

1 Introduction

Limitations of the traditional display systems have created a distinct field of research
devoted to construction of large scale high resolution display walls. Such display walls
are required in environments that require a display surface with characteristics that
cannot be achieved by a single physical display - either a very large physical size or a
very high resolution or both. The following samples should illustrate this issue more
clearly.

There is an ongoing telescope image archive digitalization process at the Baldone
observatory in Latvia. The digitalized images have a size of around 500 megapixels.
Such images cannot be fully viewed on a single PC system even with multiple mon-
itors. A single display with 4 K resolution would allow viewing only 1.6 % of the
whole image. Even if higher level hardware is considered – e.g. a system of 4 GPUs
with 6 outputs each at a resolution of 2560 � 1440 - this is still only 88 megapixels in
total (17 % of the whole image). Thus a simple conclusion can be derived - a pure
hardware solution without any software middleware that would union multiple hard-
ware systems in a unified display surface is simply not enough in case of such a task.
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The Reality Deck display wall demonstrates a display wall system that combines
hardware nodes similar as described above to drive a unified 1.5 gigapixel display
surface through a custom software stack. The capabilities of the Reality Deck display
wall system can already match the given requirements of displaying a 500 megapixel
image. Thus this example demonstrates how software solutions used in the display wall
systems can leverage the hardware limitations.

However due to the presence of custom software stack compatibility issues arise. If
the presented content is static (e.g. image or video files) it must be stored in a format
supported by the software stack. But in many cases the content may be generated in
real time by some client software. The possible range of this client software is vast –
from web browsers, office applications and games to scientific particle simulators etc.
To be able to present itself on the display wall the client software must use specific
APIs provided by the display wall software stack. In many cases the display wall
systems support the OpenGL 3D rendering API but that still covers only a part of the
possible client software scenarios. However the supported OpenGL versions are often
not up to date. Moreover it is not known whether the supported versions will ever be
increased to the up-to-date ones since the evolution and new functionality of OpenGL
imposes restrictions on parallelization. Thus a display wall with a software stack that
can handle any generic drawing API available in a given OS would be feasible.

After performing a survey on the field of displays walls [2], the authors of this
paper tried to solve this situation with a different approach. The existing solutions can
be generalized as a software component that interacts with the client software and
exposes the display wall to them through some specific APIs. Instead, why not expose
the display wall to the client software through the standard means of the operating
system as a large monitor? In such scenario the client software would be able to use all
the standard APIs exposed by the operating system and no modifications would be
needed. With this though in mind the authors of this paper designed a virtual machine
based high resolution display wall architecture and developed a prototype. By using
virtualization this display wall system is able to run the client software in a virtualized
instance of the operating system that the client software was developed for and provide
presentation on the content that would normally appear on the attached physical display
device on the display wall instead.

This paper contains the overview of the development process of a prototype for this
architecture, summarized conclusions and underlines the pros and cons of such
architecture in comparison to the existing ones.

2 Display Wall Architectures and Their Problems

To understand the factors that drive the research related to the construction of display
walls one must be introduced the most important limitations in the classical PC display
system. For that reason the authors need to introduce a few terms and their
explanations.

The terms display wall and video wall are used interchangeably in this and many of
the related works. Both of the terms are used to describe a large sized tiled display
surface. Each tile can be either a single physical display or an image from a projector.
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The purpose of a display wall is to create a single continuous display surface that is
superior when compared to a single display or projector image in terms of maximal
size, resolution or both.

Visualization software denotes the software that performs either a 2D drawing or
3D rendering work the outcome of which is an image that must be represented to the
user. Visualization software is the factor that creates the need for display wall whenever
the produced image cannot be presented on a single display. Visualization software is
not always a single user space process; a whole operating system can be perceived as
visualization software since it provides a way for the processes running inside it to
present visual data to the user.

In the ideal case the visualization software should not be aware of the display
environment. It should not care whether it needs to use a specific 2D drawing or 3D
rendering API when run on display wall and another tradition API when run on a
traditional PC system. In the context of this paper software awareness is understood as
the need for the visualization software to be aware of the display environment and
change its behavior accordingly. A display wall is called software agnostic if it does
not enforce software awareness.

Framebuffer is a continuous array of all pixels that represent the contents of an
image. Framebuffer is the source of the image that is presented on a display or projector
image. In the same time it is the target of all the rendering and drawing actions
performed by visualization software. Framebuffer implementations may differ and this
paper will cover researches that have tried very diverse solutions.

In general, the intuitive approach to building of a display wall is quite trivial – one
would simply to create a large display surface by physically tiling multiple smaller
displays or images of multiple projectors. However that is only a part of the solution.
A system that provides the signals for the tiles at one end and exposes the display wall
to the visualization software that provides the content at the other end is required. Such
systems can be constructed in various ways – from purely hardware based ones that
involve simple signal cascading and scaling to complex software systems involving
distributed computing.

The traditional display system used in desktop PC systems (Fig. 1) consists of four
components:

1. A visualization software that creates the visual data to be presented to the user and
interacts with the GPU or video adapter by executing 2D drawing and 3D rendering
commands;

2. A GPU or video adapter – a hardware peripheral in a computer system that exposes
and implements standardized 2D drawing and 3D rendering APIs (e.g., OpenGL,
DirectX), implements them, renders the results to an internal framebuffer and
provides the display signal to a display;

3. A display – a device that visualizes the signal from the GPU;
4. A medium that connects the GPU and the display.

Each of these four components has some limitations in regards to the resolution of
the visualization on the display.
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The GPU has a limited maximum resolution that is enforced by the memory
available on the GPU and the medium used for signal delivery.

The medium which is used to interconnect the GPU and the display has some sort
of throughput limitation which limits the amount of data that can pass through in a
single unit of time.

The display as well has a limited maximum resolution depending on the limits of
the chosen visualization technology (e.g. the maximum resolution of the matrix) and
the medium that delivers the signal.

Such dependencies among the components hold back the general progress - e.g.
why would a hardware vendor create a GPU with a resolution that no medium could
deliver or no display could visualize? Thus due to these limitations domains that
actually require large high resolution display surfaces created the need to tackle this
issue. That was done by creating hardware peripherals and software systems that
leverage and combine the possibilities of the existing GPUs and untraditional mediums.

The mentioned limitations in terms of resolution and size are a direct problem for
static content like images. However another aspect that introduced the need for an
alternative to the traditional PC display system was the computing power difference
between CPUs and GPUs - a mismatch between the speed at which visualization
software generates the image and the speed at which the GPU is able to render it. For
example graphical representations of fluid flow simulations done by supercomputers

Fig. 1. The traditional PC display system.
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could not be visualized by a single GPU at real time. Thus again a scalable rendering
solution that could be expanded to meet the needs to visualize the generated graphical
data at real time was needed.

Apart from these limitations of the classical PC display system there are multiple
other factors that can create a need to have display surface of a size and/or resolution
that cannot be achieve with a single physical display:

• Ergonomics – there are tasks for which the response time and error levels decrease
as the resolution of the display is increased, thus for such tasks a display with the
highest available resolution would be preferable;

• Specific visualization needs:
– High resolution imaging – there are many imaging sources like satellites,

microscopes, X-ray machines etc. that provide very high resolution imaging that
cannot be viewed in full size or natural resolution on a single physical display
without scaling or cropping;

– Big data visualization – since the birth of cloud and distributed computing
handling big data has become a common problem, and visualization is as well a
part of that, a simple example would be a need to fully present a graph with
more nodes than pixels in the with the highest possible resolution;

– Real-time simulations – in many physics and chemistry simulation visualization
cases it is very important not to lose image detail due to rendering the output
image in a small resolution;

• Collaboration – high resolution display surfaces offer a natural environment for
multiple persons to share their visual data and interact with it.

Historically the evolution of GPUs was quite slow. Of course after the appearance of
first scientific solutions to the issues mentioned above the hardware manufacturers
started to react and evolve the GPUs, displays and transport mediums to target not only
the consumer market but also scientific visualization needs.

To address the problems with static content and expand the size of the display
surface available on single PC system GPU manufacturers created GPUs with multiple
outputs thus allowing connecting multiple displays to a single PC system. Motherboard
manufacturers produced motherboards that could host multiple GPUs in such way again
multiplying the number of total available outputs. The medium manufacturers improved
the underlying transport mechanisms of the digital signal to allow multiple independent
digital video streams to be delivered through a single cable thus allowing display
chaining and again increasing the maximum number of displays that can be connected to
a single PC system. Several multiple GPU interconnection mechanisms like NVIDIA’s
SLI or ATI’s CrossFire were designed to address the gap between the computational and
rendering speeds. The display manufacturers developed display technologies that would
allow higher resolutions for a single display. However the results of these attempts to
exclude the need for further research in this area have not fully succeeded. A pure
hardware solution suffers from several efficiency and deployment problems:

• Scalability - even though throughout the evolution of the hardware components the
number of displays that can be physically connected to a PC system has increased
there is still a hard constraint on that number since there is a limit of maximum
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outputs on a GPU, a limit on maximum GPUs hosted by a motherboard and a limit
on the maximum bandwidth of a medium. Of course these limits will grow with
time but still they do not meet the needs of scientific visualization software and very
high resolution image sources;

• Component availability and price – some of the hardware enhancements described
above (e.g., 2+ video output count, 4K and 8K displays, 3+ PCIe slots, DisplayPort
Multi-Stream Transport) are available only in particular high end hardware (e.g.,
server motherboards), this will affect both the price (e.g., price per pixel is higher
for a 4 K matrix than 4 smaller high definition matrices that can be combined to
create an area of the same size and total resolution) and the choice of other hardware
components like CPU’s components might be limited;

• Ineffective component use – high end graphics adapters with multiple outputs are
usually built to provide computing power for the most demanding use cases (e.g.,
games, 3D design and rendering applications, CAD tools) which means that in case
if the content being streamed to the display wall does not require intensive com-
puting then the available resources of the graphics adapters are not used to the full
extent, this in turn leads to cost ineffectiveness;

• Power consumption, cooling and noise – running multiple graphics adapters can be
challenging in both providing enough power to the system and cooling it, in the
case where the content that is streamed is static or primitive the idle power con-
sumption of the adapter multiplies with each new adapter added to the system,
which means it would be more efficient to reduce the number of graphics adapters
as much as possible. Complex cooling solutions are needed to prevent such a
system from overheating. If the cooling system is not designed carefully enough the
noise output can be disturbing to the surrounding users;

• Wiring – digital video cables have wire length limitations (HDMI – depending on
the category up to 15 m but mostly around 7 m, DisplayPort 1.2 – up to 33 m, older
limited at 3 m) which means that the displays themselves must be located in
proximity of the system that sends the signal. Apart from the length limitations
using a lot of wiring creates chaos and limits the mobility and sustainability of a
display wall system;

• Logical division in case of multiple display walls – if there is a need to drive
multiple independent display walls (e.g., industrial uses as timetables or information
boards in an airport, hospital, train station) a single PC system with a single OS that
divides its content among subsets of monitors each of which present a single display
wall the systems becomes prone to scenarios where errors on the system itself
effects all the walls since they are not logically divided.

Thus, the research in the display wall area has not been diminished by the avail-
ability of pure hardware level solutions to the general issue. And there is a good reason
for that. As stated above even though the hardware peripherals evolve they still impose
some kind of maximum limit of displays that can be connected. And removing con-
straints by providing flexible and scalable solutions is one of the general aims of any
research on display walls. A good example to back this statement is the Reality Deck
(Papadopoulos 2015) – the world’s currently largest display wall that has a resolution
of 1.5 gigapixels. Such resolution could not be achieved by pure hardware means - the
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Reality Deck is built upon hardware nodes that reach the available hardware constraints
and driven by scientifically developed software that composes these nodes in a unified
framebuffer.

One of the main characteristics of a display wall system is how the display surface
is exposed to the visualization software. To achieve the task of being software agnostic
the display wall system must expose itself as similar as possible to the classical PC
display system. There have been several approaches to this task:

• Exposing the display wall through a custom implementation of widely used 3D
rendering libraries, most often OpenGL;

• Exposing the display wall as additional displays by hooking in the GPU driver. This
is a path chosen by many software products that allow devices like phones, tablets
and TVs to be used as additional displays for a PC system. However this requires a
different implementation on each operating system and leaves rarely used operating
systems unsupported. And since the operating system vendors can make arbitrary
changes to the device driver architecture such solutions may be rendered dys-
functional after releases of newer versions of the operating system. A good example
in this case is Microsoft Windows. Microsoft Windows XP had a driver model
name XPDM that supported using mirror drivers. A mirror driver allowed dupli-
cating the output of the primary display driver to a custom memory region. Many
software products were developed to support attachment of custom display nodes
by using this functionality. However with Windows Vista a new driver model called
WDM was introduced that added new requirements for the mirror driver imple-
mentations and thus the software products developed for XPDM had to be modified
to still be supported;

• Providing a custom library that exposes API for the visualization software to
interact with the display wall;

The intuitive assumption that could arise is why not simply provide a fully virtual
GPU and hide all the display wall related internals inside the driver? This is a valid
approach to the issue but again becomes complicated due to need to handle different
operating system architectures. Operating systems expect some amount of hardware
presence (interrupt handling, DMA, etc.) from a GPU and implementing this could be
problematic due to the existence of closed source operating systems. However, it must
be noted that such a solution could fully mimic the traditional PC display system.

Most of the previously developed display wall systems try to solve the mentioned
hardware scalability limitations by separating the many functions of the GPU among
several components that are usually implemented as separate computer systems
(Fig. 2). For more scalability clusters of such systems can be used for each task instead
of a single instance. For example, to increase the rendering power the display wall
systems either expose custom 2D drawing or 3D rendering APIs or provide their own
implementations for the standardized ones like OpenGL. Then the display wall soft-
ware stack forwards these calls to distributed rendering nodes thus increasing the
rendering power. Further down the pipeline the pixel regions produced by the rendering
nodes are reassembled and synchronized by one ore many framebuffer components.
The framebuffer components then present the complete image on the display wall.
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The research in the display wall construction domain has given birth to numerous
display wall systems like Reality Deck [1], SAGE [3], SAGE2 [4], DisplayCluster [5],
Chromium [6], WireGL [7], Equalizer [8], CGLX [9], XMegaWall [10], SGE [11] and
others.

A detailed analysis of all these display wall solutions is outside the scope of this
paper. However to provide a ground for comparison with the display wall architecture
proposed by the authors of this paper a brief introduction is needed.

In general the existing solutions can be divided in two groups:

Fig. 2. Generalization of the existing display wall system architectures.
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• Ones that expose themselves as OpenGL implementations (WireGL, Chromium,
Equalizer, CGLX);

• Ones that perform pixel streaming from client workstations, host their own appli-
cations that can accept external input and provide custom or standardized frame-
works for adoption of existing software (SAGE/SAGE2, DisplayCluster,
XMegaWall, Reality Deck). SAGE2 that offers hosting HTML5 content directly on
the display wall system is a good example of using standardized technologies other
than OpenGL for software adoption on a display wall.

3 Virtual Machine Based High Resolution Display Wall

The authors of this paper propose a new display wall architecture (Fig. 3) [12]. This
architecture in contrast to most of the current systems does not host the framebuffer
outside of the client system. Instead it uses virtualization for the framebuffer implemen-
tation. It implements a virtualized GPU that works on top of one or many physical GPUs.
This approach allows removing a hard dependency among physical outputs on the
physical GPUs and the size of the display surface available. The proposed architecture
does this in a manner which hides this fact from the visualization software and sets no
specific requirements on it. Any visualization software running in the client system
interacts with a virtualized GPU that works just like a normal GPU and exposes all the
standard 2D drawing and 3D rendering APIs. Underneath a custom display wall software
stack implements these calls by using the physically available GPUs in the system thus
allowing efficient scaling by adding more GPUs to the system in the case if the previously
described gap between the computing power and rendering power is encountered. The
rendered data is then encoded in a video stream that is transmitted over Ethernet to a
display endpoint systemwhere it is decompressed and displayed on a connected display or
projector. To satisfy the needs of a multi-client environment the display endpoint can
receive different independent streams and display them in a layered mode.

GPU virtualization has become a trending technique in the virtualization tech-
nologies. Leading solution providers like VMware and VirtualBox have implemented a
way to provide the acceleration features like DirectX and OpenGL support of the host
GPU directly to the virtualized guest operating system. Similar technology is provided
for XEN by NVIDIA vGPU and RemoteFX for Microsoft Hyper-V. The GPU virtu-
alization technology has successfully helped to utilize a single GPU in a multi oper-
ating system environment.

This approach can be applied to solve the issues that exist in the field of display
walls. If the virtualization technology provides the guest system with a purely simu-
lated and freely configurable GPU that supports hardware acceleration for 3D APIs like
OpenGL and Direct 3D by using the physically available GPUs this can solve both
problems – remove the dependencies on the physically available video outputs and
increase hardware utilization.

Let’s look at the architecture in more detail. The physical host system runs a
software stack currently denoted as Framebuffer Manager and some kind of virtual-
ization platform which in turn hosts the guest operating system that is running the
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content that needs to be visualized on the display wall. The virtualization platform
simulates a virtual GPU that can be freely configured in terms of virtual monitors and
resolutions to exactly match each desired use case depending on the amount of data that
needs to be visualized. The virtualization platform interacts with the Framebuffer
Manager software stack by providing notifications about drawing operations on the
guest operating system and access to the video memory contents of the virtual GPU.
The Framebuffer Manager itself performs event-driven management of the frame-
buffers and handles (crops/scales) the mapping of image data from the virtual monitors
to the display nodes in the monitor wall. After the logical partitioning of the image the
Framebuffer Manager uses hardware based video encoding capabilities in the host
system to encode the image and provide an encoded video stream to each display node.

The proposed architecture removes direct dependencies between the needed
monitor setup and presence of physical GPUs – all of this is taken care by the

Fig. 3. The proposed display wall architecture.
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Framebuffer Manager and virtualization platform. The Framebuffer Manager takes care
of using the present hardware for video encoding and 3D acceleration support for the
virtualization platform, while the virtualization platform provides unconstrained dis-
play and resolution configuration options.

4 Prototype of Proposed Display Wall

Further on the authors developed a working hardware prototype of the proposed dis-
play wall architecture [13]. The prototype consists of a 5 � 5 22” monitor wall and two
different host systems:

1. with moderate hardware – Gigabyte Brix Pro mini PC (Intel Core i7 4770R CPU (4
physical cores, 8 virtual cores at 3.2 GHz), Intel Iris 5200 Pro GPU, 12 GB of
RAM and Windows 8.1);

2. With high end hardware – 2 Intel Xeon e5-2630 v2 CPUs (12 physical cores, 24
virtual cores at 2.60 GHz), NVIDIA Quadro K4200, Windows 8.1.

Both host servers runs VirtualBox as the virtualization platform with both Windows
and Linux guests. VirtualBox was chosen for two reasons. First, it was one of the few
open source virtualization systems that had support for a configurable virtualized GPU.
Second, it provided the best scalability options in terms of the total resolution while
other virtualization systems were capped at lower limits. Table 1 describes these
limitations in more detail.

The authors have developed a Framebuffer Manager implementation that runs
alongside VirtualBox on the host operating system and collects the image data from the
framebuffers of the simulated GPU, encodes them into a H.264 stream with either the
Intel Iris 5200 Pro or the NVIDIA Quadro K4200 GPU. After the video has been
encoded the Framebuffer Manager streams it over a gigabit Ethernet to the monitor
wall.

Table 1. Resolution limitations of virtualization systems.

Vendor Maximum resolution for a
homogenous surface

Comments

NVIDIA vGPU 16 megapixels (8 displays at
2560 � 1600)

The mentioned results are based on the
NVIDIA GRID K260Q card, other
cards provide lower capabilities

RemoteFX
(Microsoft
Hyper-V)

10 megapixels (8 displays at
1280 � 1024)

Windows Server 2012 R2 host
operating system and Windows 8/8.1
guest operating system

VMWare vSGA 4 megapixels (2 displays at
1920 � 1200)

Only Windows guest operating
systems

Oracle
VirtualBox

Any configuration that can
fit in the video memory of
the virtualized

The video memory of the virtualized
GPU currently cannot exceed
256 MB
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The monitor wall itself consists of 25 22” DELL displays, each of which is driven
by a Raspberry Pi model. The Raspberry Pi devices were chosen to implement the role
of the display node because of the low cost, efficient power usage and ability to decode
a 1920 � 1080 H.264 at acceptable frame rates for live streaming. The Raspberry Pi
units are actually poorest in the terms of scalability in this prototype, since they support
H.264 decoding only up to the resolution of 1920 � 1080 meaning using displays with
higher resolution is not possible in the current prototype. However, since the embedded
systems are developing vastly the authors do not see this as a significant issue. At the
moment of writing this article NVIDIA has already released Jetson K1 embedded
system that is able to drive a 4 K monitor.

Figure 4 demonstrates Xubuntu 14.04 running common applications with static
content like Google Maps and SVG based graphs in Firefox and a PDF viewer. All
these applications seemed to work without issues regarding the high display area.

5 Lessons Learned

All the described development and evaluation process lead the authors to several
conclusions and observations.

Video compression codec choice for real-time video streaming is not as obvious as
it may seem. Currently most of the multimedia content available either in a stored or
live format is encoded with the leading inter frame ISO/IEC Moving Pictures Experts
Gorup (MPEG) codecs –H.264 and H.265. Both of the codecs are so widespread
because they offer better compression ratios compared to older intra frame compression
methods like JPEG [14]. Since size is the most important factor for media that is

Fig. 4. The prototype running Xubuntu 14.04.
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streamed over the Internet the ability to sustain real-time encoding and decoding is not
prioritized. However in the case of desktop capture these factors switch places. VNC
systems still use JPEG for transmitting the content since JPEG performs better in the
scenario where only small regions in the picture change from frame to frame.
Both H.264 and H.265 encode the full frame each time, while JPEG can only encode
the dirty regions. And in the case where the only thing moving in the picture is the
mouse pointer this makes a great difference. However the content of the desktop can
swiftly change from static to very dynamic – and with dynamic content JPEG produces
bitstreams with much higher size than H.264 or H.265. Thus the lesson here is that for
optimum performance the display wall software stack must use a hybrid encoding
mode that is able to use the best codec for each type of content and perform real-time
switching among them.

The hardware acceleration on GPUs will continue to evolve making the proposed
display wall architecture more and more efficient. Currently the hardware accelerated
video encoding available in the evaluated GPUs (Intel Quick Sync in Intel Iris Pro 5200
and NVIDIA NVENC in NVIDIA Quadro K4200) is not powerful enough to provide
real-time encoding for large scale display wall systems. However according to the
roadmaps of both hardware vendors the performance of the GPUs will increase very
fast and will eventually exceed the CPU based video encoding technologies.

The main limit of the proposed architecture is the amount of virtual GPU memory
in VirtualBox which can be lifted or at least increased to a sufficient amount. The
achieved results in terms of the total display resolution from the evaluated prototype
may not be impressive if compared to the Reality Deck. But the only limitation here is
the hardcoded virtual GPU memory limit in VirtualBox. Thus by removing that and
providing sufficient amounts of RAM this display wall architecture can provide higher
resolution than a single node used in the Reality deck with only one GPU.

Support for DirectX 10/11/12 presents the biggest challenge in obtaining a fully
seamless virtualization. As stated in the introduction the main benefit of the virtualized
display wall architecture is the ability to provide all of the needed drawing and ren-
dering APIs through the virtualization environment. VirtualBox supports OpenGL up
to the version that is available on the physical GPU present in the host system but is
limited at DirectX 9.0. Support for higher DirectX versions like 10/11/12 is a problem
for all virtualization environments. But during the development of the prototype the
authors have gained enough knowledge about the internals of VirtualBox to be capable
of providing support for more recent DirectX versions in the future.

The modern operating systems are still somewhat incapable of handling large
amounts of displays with the built in mechanisms. As seen on the prototype, both
Linux and Windows are not yet capable to flawlessly support a large number of
displays. Windows 7 could not identify more than 16 displays. Even though using a
single display with a large resolution is a better choice at least from the ergonomic
point of view there may be scenarios where using many separate virtual displays is
required. The maximum limits of the operating systems must be determined to
understand when the operating system itself becomes the bottleneck.
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6 Conclusion

The display wall domain is very heterogeneous. There are several solutions to the same
general problem but each targeted at some specific use case or environment. Due to the
fast that the use of display walls has not been widespread – in most cases they are used
in scientific or research facilities to either view some static high resolution content or
display real-time simulations – the requirement to use custom crafted client software to
generate the visual content has not been a limiting factor.

However the authors of this paper have proposed a display wall architecture that is
able to run and visualize any client software that runs on a given operating system by
providing a different display wall software stack architecture that exposes itself through
a virtualized instance of the required operating system.

This paper contains evidence gathered from the prototype of this architecture that
the given premise is valid – the authors were able to virtualize Linux and Windows
operating systems, simulate a virtual GPU with a 52 megapixel resolution and present
the contents of this virtualized desktop on a physical display wall. No software
incompatibilities were encountered while running both casual desktop software (web
browsers and office applications) and domain specific software (CCTV surveillance
system).

The issues that were encountered are only relevant to performance – the limitation
of the maximum resolution is capped by the limit of the virtual GPU video memory in
VirtualBox and the flawlessness of the interaction is limited by the real-time video
encoding performance of the physical GPU on the host system. Both of these will
decrease with further releases of GPU architectures and VirtualBox.

If compared to the existing solutions the proposed architecture reduces the com-
plexity of the hardware – no distributed systems are involved – just one host system
with a set of attached display nodes. This eases deployment and maintenance. The
virtualization allows running any client software opposed to the limitations of using
OpenGL or custom APIs imposed by other display wall systems.

Acknowledgements. This work was partly supported by the Latvian National research program
SOPHIS under grant agreement Nr.10–4/VPP-4/11”.
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Abstract. It is generally accepted that security requirements have to be elicited
as early as possible to avoid later rework in the systems development process.
One of the reasons for difficulties of early detection of security requirements is
the complexity of security requirements identification. In this paper we propose
an extension of the method for security requirements elicitation from business
processes (SREBP). The extension includes the application of the enterprise
model frame to capture enterprise views and relationships of the analysed sys-
tem assets. Although the proposal was used in some practical settings, the main
goal of this work is conceptual discussion of the proposal. Our study shows that
(i) the enterprise model frame covers practically all concepts of the information
security related definitions, and that (ii) the use of the frame with the SREBP
method complies with the common enterprise modeling and enterprise archi-
tecture approaches.

Keywords: Security requirements elicitation � Business process models �
Enterprise modeling

1 Introduction

Security requirements elicitation is a part of security engineering that plays an
important role in high quality system development of [1]. Although the importance of
introducing security engineering practices early in the systems development lifecycle
has been acknowledged [2, 3], in practice security often is considered at the later stages
of the lifecycle or when security problems arise in operations and maintenance. This
either causes rework in initial designs and slows down the later stages of system
development, or extends system maintenance with unplanned activities. Security is
researched in different areas of business and information systems development
including enterprise modeling [4]. Nevertheless, new approaches are continuously

© Springer International Publishing Switzerland 2016
G. Arnicans et al. (Eds.): DB&IS 2016, CCIS 615, pp. 229–241, 2016.
DOI: 10.1007/978-3-319-40180-5_16



developed. This may be explained by the fact that, despite a large number of methods
created in different research projects, it is still difficult to use them in practice.

In this paper we discuss how information security solutions (i.e., security coun-
termeasures) could be related to enterprise modeling. The study was a part of the ITSE
project1, where the main goal was to transfer a method for Security Requirements
Elicitation from Business Processes (SREBP) [5, 6] to the practice of small and
medium-sized enterprises (SME). The SREBP method was applied to SME with
well-defined processes and high awareness of the importance of well-defined security
requirements. From discussions with the SME’s employees we learned that while in
general the SREBP method was quite well appreciated by the enterprise, some
underlying enterprise modeling was needed to support and structure the analysis. So the
main research question addressed in this paper is the identification of appropriate
enterprise modeling support for successful application of the SREBP method in SMEs.

We applied the following research method consisting of four steps:

1. We applied the SREBP method to understand the security requirements within
some SMEs. As mentioned above - this resulted in the observation that some
enterprise modeling support was needed for putting the SREBP method into the
organisational context.

2. We analyzed information security definitions to highlight important enterprise
modeling concepts. These concepts were then analysed in Step 4.

3. We surveyed related work on business process related security requirements
identification to learn from this research about important enterprise modeling
concepts that can support information security requirements elicitation.

4. Taking into account the results from Step 2 and Step 3 we applied a particular
enterprise model frame and verified it against security and enterprise modeling
concepts.

The paper proposes the use of the enterprise model frame to establish the linkage
between the security requirements elicitation from business processes and enterprise
modeling. The main contributions of this primarily conceptual paper are (1) identifi-
cation and alignment of concepts from enterprise modeling and information security,
which are relevant for security requirements elicitation based on business processes,
and (2) discussion of applicability of the use of business process-oriented security
elicitation together with enterprise modeling approaches.

The paper is structured as follows: In Sect. 2 we discuss related work on security
requirements elicitation focusing on two areas: (i) information security related defini-
tions and their linkage to concepts of enterprise modeling and (ii) approaches that are
based on process modeling for ensuring information security; to learn about already
applied concepts of enterprise modeling in the context of business process related
security requirements identification. In Sect. 3 we show how the SREBP method can
be extended with the enterprise model frame for more informed discussions about

1 ITSE: “Improvement of IT-Security in Enterprises based on Process Analysis and Risk Patterns
(ITSE)”, involving university partners from: Estonia, Latvia, and Germany, URL: http://
hochschulkontor.lv/en/projects/247.
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security requirements. The usability of the frame as an extension of the SREBP method
is discussed in Sect. 4. In Sect. 5 we briefly present conclusions and future work.

2 Related Work

There exists a number of approaches, methods, and methodologies proposed for security
engineering. A comprehensive survey of these is available in [4]. In this section we will
focus only on those approaches that utilize business process models or data flow dia-
grams. We deliberately limit our paper to this type of approaches because (1) our
practical experience covers only business process analysis based approach to security
requirements elicitation; and (2) business process models and data flow diagrams can
represent information assets (on which we focus in this paper) that are to be secured
when they are transferred from one process step (or function, or database) to another.

In SubSect. 2.1 we discuss related work concerning Step 2 of the research method
presented in the previous section, namely, identification of security relevant enterprise
modeling concepts from information security, information, and data definitions. In Sub-
Sect. 2.1 we address Step 3 of the research method – identification of relevant enterprise
modeling concepts from business process oriented security requirements elicitation
approaches. In Sects. 3 and 4 we further focus on Step 4 of the research method.

2.1 Enterprise Modeling Concepts in Information Security Definitions

In this section we will consider some information security related definitions with the
purpose of identifying enterprise modeling concepts relevant for supporting informa-
tion security requirements elicitation. The definitions are extracted from [7] (basic
enterprise modeling related concepts are highlighted by italic):

• protection of information and data so that unauthorized persons or systems cannot
read or modify them and authorized persons or systems are not denied access to
them (ISO/IEC 12207:2008 Systems and software engineering–Software life cycle
processes, 4.39);

• the protection of computer hardware or software from accidental or malicious
access, use, modification, destruction, or disclosure. Security also pertains to per-
sonnel, data, communications, and the physical protection of computer installations.
(IEEE 1012-2012 IEEE Standard for System and Software Verification and Vali-
dation, 3.1);

• all aspects related to defining, achieving, and maintaining confidentiality, integrity,
availability, non-repudiation, accountability, authenticity, and reliability of a system
(ISO/IEC 15288:2008 Systems and software engineering–System life cycle pro-
cesses, 4.27);

• degree to which a product or system protects information and data so that persons
or other products or systems have the degree of data access appropriate to their
types and levels of authorization (ISO/IEC 25010:2011 Systems and software
engineering–Systems and software Quality Requirements and Evaluation
(SQuaRE)–System and software quality models, 4.2.6) Security also pertains to
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personnel, data, communications, and the physical protection of computer
installations.

In ISO/IEC/IEEE 24765c:2014 information security is defined as follows:
“Preservation of confidentiality, integrity and accessibility of information < … > in
addition, other properties such as authenticity, accountability, non-repudiation and
reliability can also be involved.” The concept “Accessibility” in this context is closely
related to the concept “Availability”.

In the context of this paper, of the concepts above, the main ones considered are
people, software, hardware, and information and data. Concepts of system and product
are also mentioned. However the discussion of these two concepts is beyond the scope
the current paper.

Additionally we considered definitions of information, utilized by some standards,
where information is defined based on the notion knowledge but not on the notion of
data that could be expected in information technology related contexts. The infor-
mation is defined as:

• knowledge that is exchangeable amongst users, about things, facts, concepts, and so
on, in a universe of discourse (ISO/IEC 10746-2:2009 Information technology –

Open Distributed Processing – Reference Model: Foundations, 3.2.6);
• in information processing, knowledge concerning objects, such as facts, events,

things, processes, or ideas, including concepts, that within a certain context have a
particular meaning (ISO/IEC 2382-1:1993 Information technology–Vocabulary–
Part 1: Fundamental terms, 01.01.01) It is also important to note that although
information should necessarily have a representation form in order to make it
communicable, the interpretation of this representation (the meaning) is especially
relevant.

The emphasis on knowledge requires considering knowledge as one more relevant
enterprise modeling concept being utilized for information security requirements
identification.

Finally, we have considered the definitions of data:

• a representation of facts, concepts, or instructions in a manner suitable for com-
munication, interpretation, or processing by humans or by automatic means
(ISO/IEC/IEEE 24765:2010 Systems and software engineering–Vocabulary);

• collection of values assigned to base measures, derived measures and/or indicators
(ISO/IEC 15939:2007 Systems and software engineering–Measurement process,
3.4);

• representations of information dealt with by information systems and users thereof
(ISO/IEC 10746-2:2009 Information technology – Open Distributed Processing –

Reference Model: Foundations, 3.2.1);
• re-interpretable representation of information in a formalized manner suitable for

communication, interpretation, or processing. (ISO/IEC 25000:2014 Systems and
software Engineering–Systems and software product Quality Requirements and
Evaluation (SQuaRE) – Guide to SQuaRE, 4.4) (ISO/IEC 2382-1:1993 Information
technology–Vocabulary–Part 1: Fundamental terms, 01.01.02).
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From the point of view of enterprise modeling, it is important to highlight concepts
of concept, value, and measure. However, we will not address them explicitly further in
this paper. We will limit our discussion to the fact that in information security the
notions knowledge and meaning are important.

The highlighted concepts will be further elaborated in Sect. 4.

2.2 Process Related Information Security Requirements Identification

There exist approaches for handling security concerns via business processes [4, 8] and
to enforce information security by introducing security mechanisms [9–11]. For
instance, the UMLsec approach [9] introduces stereotypes to define secure systems
from business processes expressed in activity diagrams. Elsewhere security extensions
[10, 11] to the BPMN language are proposed to define access control, separation of
duties, and similar constraints.

DFD for security risk management. In [12] Spears proposes a holistic method for
information systems risk identification. This approach is interesting as it uses data flow
diagrams (which are better equipped for information modeling than BPMN) and
information systems architecture (see Step 3 below). The method’s steps are:

1. Identify core business functions within the organization and their critical business
processes.

2. For each business process identify the critical information system.
3. Obtain an updated architecture diagram of the critical information system that

includes its supporting infrastructure, and develop a list of IT assets.
4. Obtain updated data flow diagrams (DFD) to identify user groups, subprocesses,

external (including subordinate) systems, and information flows through the
systems.

5. Identify confidential information from the DFDs.
6. Update the list of IT assets based on information obtained from DFDs.
7. Determine the relative necessity (or importance) of each IT asset to the business

process.
8. Develop a risk scenario for each technical asset of high importance, each type of

confidential information, and each user group with access to confidential
information.

9. Identify threats and vulnerabilities for each IT asset being analysed.
10. Estimate the impact of a security breach to the asset.

Socio-technical systems model for eliciting security requirements. The
Socio-Technical Systems model [13, 14] uses the social view, the information view and
the authorization view that concerns goals and information units from the social and
information views. The business process is designed according to and verified against
security policies that are defined on the base of security requirements.

The approach is tool-supported and has two phases. In the first phase security
requirements are elicited. This means that one applies some graphical annotations (in
terms of graphical icons) on the business process diagram to identify accountability,
auditability, authenticity, availability, confidentiality, integrity, non-repudiation, and
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privacy requirements. Based on these annotations, in the next phase, one implements
(i.e., generate security policies, define and update processes, and verify business pro-
cesses) particular security requirements to the security policies (i.e., resulting in con-
trols and countermeasures). If socio-technical systems or security policies change, the
approach is repeated from the second step; if security requirements change, the
approach is iterated from the first step.

SREBP. The SREBP method [6] has no tool support and has less graphical
annotations than the approach proposed in [13, 14]. However the approach is based on
a generic threat model, takes into consideration assumed attacker capabilities, and
suggests security risk oriented patterns to identify threats, to mitigate these threats by
introducing security requirements (and their potential controls as constraints on the
business process diagram). The SREBP method consists of two stages. In the first stage
one has to identify business assets and determine security objectives. In the second, one
applies the security risk-oriented patterns to:

1. Identify pattern occurrences in the business process model.
2. Extract the security model based on the pattern occurrences.
3. Derive (textual) security requirements from the graphical security model.

During the first step, one performs activities [15] to identify patterns in the analysed
business process model. Once the pattern occurrences are determined, one can extract
the security model depending on the security risk-oriented pattern used. Typically this
model is expressed using the (security extensions of the) UML modeling language. For
instance, when applying a pattern for securing data from unauthorised access, one
would need to created a UML class diagram describing the role-based access control
model; an application of pattern for securing data that flow between business entities
would result in the UML activity diagram describing the secure communication
establishment. This also means that depending on the chosen contextual area (and its
associated patterns) different activities for security model extraction could be per-
formed. Once the security model is derived, one can document security requirements
textually.

Using the SREBP method, the business process model is a primary source for
deriving information security requirements, like the data flow diagram in the DFD
based security risk management [12]. Also [13, 14, 16] demonstrate that in practical
settings, the business processes are a convenient abstraction level for discussing
information security issues. Therefore, taking into consideration that the business
process based security requirements elicitation considers information flows in business
processes, the extension of the SREBP method was developed for relating information
flows in a business process model to the specific enterprise model element structures -
the enterprise model frames. The proposed extension is described in the next section.

3 Relating Business Processes to Enterprise Model Frames

In the SREBP approach [17], five security risk oriented patterns are defined to derive
security requirements from business processes. These patterns are based on the domain
model for Information Systems Security Risk Management (ISSRM) [18] that supports
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the definitions of asset-related concepts, risk-related concepts and risk treatment-related
concepts. The patterns are used within five contextual areas (i.e., one pattern in each
area), such as access control, communication channel, input interfaces, network
infrastructure, and data store. Pattern application is performed in three steps:

1. Pattern occurrence identification in the business process diagram. Pattern identi-
fication potentially could be performed using hierarchical level matching, business
perspective matching, structural similarity and semantic similarity methods [15].
Once the pattern occurrences are found in the business process model, the second
step – security model extraction – is performed. In our experiments we did the first
step manually and found that it is a time consuming activity. Some effort was made
to support this process with the XML based pattern identification, however, the
discussion of the identification algorithms is beyond the scope of this paper.

2. Security model extraction is performed following activities, which differ from
pattern to pattern. For instance, to create a security model within the access control
contextual area, one needs to (i) identify resource, (ii) identify roles, (iii) assign
users, (iv) identify secured operations, and (v) assign permissions.

3. Security requirements derivation from the security model. Typically, the security
requirements are expressed as conditions that need to be fulfilled by implementing
security controls (i.e., countermeasures).

Although security model extraction (i.e., Step 2) differs for each pattern, the
information object (i.e., business asset, how it is addressed in the SREBP approach) is
always identified in the BPMN diagram when applying each pattern. To enhance the
clarity with respect to this asset, we propose to relate the BPMN model to the enterprise
model frame, used for the analysis of information circulation in viable systems [19].

Our proposal is illustrated in Fig. 1. Here, the enterprise architecture frame (see the
right-side of the figure) is used to distinguish between various types of information
processors (e.g., human, software, and hardware). It also helps to separate the levels of

Fig. 1. Security Requirements Elicitations Supported by Enterprise Model Frame (represented
in ArchiMate language [20])
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security required (e.g., Business, level, Application level, and Technology level).
Additionally, the frame illustrates what relationships in the enterprise model should be
activated for the particular information object during its transfer from one activity to
another. For instance, when sending an e-mail message, only business actors, infor-
mation representation, e-mail system (application) and hardware are involved; while
when transferring the paper format data that is stored in the database, all elements
reflected in the frame might be involved. The enterprise model frame helps visualising
concerns important in the 2nd step of the SREBP method.

The frame also could extend the data flow based approach with reference to
business level elements. The compliance of the frame to ArchiMate language and
enterprise modeling methods suggests an opportunity to extend the SREBP patterns to
security goals and other concepts if these are present in the enterprise architecture or
enterprise model. In Sect. 4 we will discuss the usefulness of the frame with respect to
the SREBP method in more detail.

4 Usefulness of the Enterprise Model Frame for SREBP

The analysis of usefulness of the enterprise model frame application to extend the
SREBP method is performed taking into account the following perspectives:

1. Compliance with enterprise modeling concepts with respect to security definitions
(also see Sect. 2.1).

2. Compliance with enterprise architecture elements directly related to the SREBP
patterns.

3. Compliance with enterprise modeling approaches.
4. Practical application.

From the first perspective, Table 1 compares the enterprise modeling related
concepts revealed in security oriented definitions with the elements presented in the
enterprise model frame. As illustrated in Table 1, the enterprise model frame covers
practically all concepts revealed from different definitions presented in Sect. 2.1. The
only exception is the Knowledge concept. However, it can be directly related to the
Actor’s concept; and also the Meaning concept can be used as a “synonym” of
Knowledge (assuming that the Meaning is explicitly represented, i.e., expressed by a
conceptual structure or a sub-ontology). This observation indicates that the enterprise
model frame will allow one to express all the main concepts related to security, thus
exposing a certain level of conceptual completeness with respect to security concepts.

Concerning the second perspective, we first analyzed the alignment between con-
cepts of SREBP patterns and enterprise architecture concepts expressed in ArchiMate
[22], and then compared the enterprise architecture concepts, which corresponded to
the security patterns, to the concepts of the enterprise model frame reflected in Fig. 1.
The correspondence between the concepts of one of the SREBP patterns (SRP1:
Securing data from unauthorised access) and the enterprise architecture concepts is
illustrated in Fig. 2.

Analysis reported in [21] concludes that the expression of the SREBP patterns
concerns all enterprise architecture layers – including Business level, Application level,
and Technology level – represented in ArchiMate.
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The correspondence between the concepts of the enterprise model frame and the
concepts of enterprise architecture identified in [21] is reflected in Table 2. Table 2
indicates that the enterprise architecture concepts identified in [21] are similar to the
concepts used in the enterprise model frame. However, the concepts of the enterprise
model frame are more actor-oriented than the concepts identified by [21]. In the
enterprise model frame there is Business actor instead of Business role, which is
identified in [21]; and the concepts of the enterprise model frame require considering
representation and meaning of business objects. The use of the enterprise model frame

Table 1. Security definition concepts versus concepts of the enterprise model frame

Concepts of security definitions Concepts of enterprise model frame

Information Indirectly: business object, data object
Data Data object
Persons, personnel Business actor
Systems (also product - not discussed
here)

Node, but may be combinations of Node,
Application and business actor

Computer hardware, computer Node
Software Application, also combination of applications
Communication The paths between business actors, applications,

and nodes
Knowledge (from information
definitions)

Can be related to the business actor

Representation of information (from
data definitions)

Representation

Meaning (from data definitions) Meaning

Security risk-oriented pattern (SRP1):
Securing data from 

unauthorised access [5] [6]

ArchiMate Business 
Layer Concepts 

BPMN Concepts

Business Process Business Process 
Diagram, Pools

Function Task
Business Object Data Object
Business Event Event
Business Role Lane

ArchiMate Application 
Layer Concepts

BPMN Concepts

Data Object Data Object

ArchiMate Technology 
Layer Concepts

BPMN Concepts

Artefact Data Object

Fig. 2. Correspondence between Concepts of the SRP1 expressed in BPMN and ArchiMate
Concepts

The Enterprise Model Frame 237



also requires more thorough analysis at the Application level of the enterprise archi-
tecture to compare to what is intended in [21], because in the proposed enterprise
model frame particular Application components are also concerned, while in the [21]
only Data objects were identified at the Application level of the enterprise architecture.

There are also concepts that are not considered in the enterprise model frame, but
were identified in [21] at the Business level of an enterprise’s architecture, namely, the
enterprise model frame does not consider such concepts as Business event, Business
process and Function identified in [21]. Thus we can see that the use of the enterprise
model frame in the SREBP method is possible, because (1) there is a possibility of
relating the frame to the enterprise architecture elements relevant to particular security
risk-oriented patterns via Data object, Artefact, and Device and (2) it is possible to
establish the relationship between Business role and Business actor as well as the
relationship between Representation and Business Object. The use of the enterprise
model frame makes the analysis of the security risk-oriented patterns and related
security requirements more concrete as it prescribes consideration of specific enterprise
actors and their understanding of the situation (see Representation concept and
Meaning concept in the frame) addressed by the security-oriented pattern. However,
the frame does not include all concepts of the enterprise architecture related to the
security patterns, therefore, for elicitation of security requirements, it should not be
separated from the SREBP patterns.

Regarding the compliance of the enterprise model frame with enterprise modeling
methods (the third perspective), we can see that the enterprise model frame (Fig. 1)
consists of concepts adopted from the ArchiMate language [20], which is used in
enterprise modeling and enterprise architecture management. In addition the frame is
well aligned with contemporary enterprise modeling methods (e.g., 4EM [22]). From
the point of view of enterprise modeling, the SREBP method extended with the
enterprise model frame is conceptually richer than the approach used in [12], since the
Business level, Application level, and Technology level of the enterprise architecture
are taken into consideration instead of just information systems architecture addressed
in [12]. The frame also allows representing knowledge issues (via meaning), which by
definition (Sect. 2.1) are important in information security requirements identification,
but are currently scarcely addressed in other business process oriented security
requirements elicitation approaches.

Table 2. Correspondence between the concepts in the enterprise model frame and the enterprise
architecture concepts related to SREBP security patterns as identified in [21]

Concepts of enterprise model frame ArchiMate concepts related to the SREBP patterns

Business actor Derived: business role
Representation Derived: business object
Meaning –

Application component –

Data object Data object
Artefact Artefact
Node Device
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From the fourth (practical usage) perspective, the application of the enterprise
model frame together with the SREBP method is rather comprehensible and easy.
However, tool support is needed to show how relationships in the frame are highlighted
depending on chosen security requirements. We have used the frame, also indirectly, as
the reference knowledge structure for developing recommendations for practitioners for
the application of the SREBP patterns. The recommendations were presented in the
excel sheets, which, for each pattern, showed the steps of the user, corresponding
security checking activities (representation issues included), and security related steps
by the IT system, and the comments representing the meaning of the activities. The
detailed description of the excel sheets is beyond the scope of this paper.

The above discussion shows that working with the enterprise model frame is useful
and it does not contradict holistic [12] and socio-technical-systems model based [13,
14] methods of information security requirements elicitation. The enterprise model
frame might potentially be helpful in supporting these methods; however, further
research is needed to understand whether is applicable for security requirements elic-
itation outside the context of the SREBP method.

5 Conclusions and Future Work

In this paper we analysed how to enrich security requirements elicitation from business
process models using enterprise modeling. We considered theoretical concepts of
information security definitions and current business process-oriented security
requirements elicitation approaches. Our study resulted in the application of the en-
terprise model frame, which is based on the ArchiMate modeling language and complies
with the common enterprise modeling methods. In the paper we primarily focused on the
conceptual basis of the frame, and its usefulness as an extension the SREBP method,
which is of one the business process based security requirements identification
approaches. We have concluded that the use of the enterprise model frame as an
extension to the SREBP method is useful as it can bridge the security requirements
elicitation from business processes and enterprise modeling for the following reasons:

• the enterprise model frame covers practically all concepts identified in theoretical
analysis of information security related definitions;

• the enterprise model frame complies with common enterprise modeling and
enterprise architecture representation approaches.

At the current state the enterprise model frame is theoretically validated against the
basic concepts of information security and some contemporary approaches. Only a
small number of practical experiments on a limited scope of process models have been
performed. However, the experiments of the enterprise frame application for the SME’s
procedures, represented in business process modeling language BPMN 2.0, indicated
that it is rather easy to use the frame by analysts having knowledge of enterprise
modeling, business process modeling, and security requirements engineering. Future
work involves further experiments with the enterprise model frame for security
requirements elicitation and tool development to further simplify security requirements
identification; as well as the comparison of the enterprise architecture frame extended
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SREBP method with a larger scope of security-oriented approaches (also beyond the
ones directly utilizing business processes) in order to enrich the method, if applicable,
with useful new features.
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Abstract. This theoretical article aims to propose a generic framework for
measuring performance of Knowledge Management (KM) projects based on
critical literature review. The proposed framework fills the existing gap on KM
performance measurement in two points: (i) it provides a generic tool that is able
to assess all kinds of KM project as well as the overall organization KM, (ii) it
assesses KM projects according to KM objectives in a generic manner. Our
framework (GKMPM) relies on a process reference model that provides a KM
common understanding in a process based view. It is based on a goal-oriented
measurement approach and considers that KM performance dimensions are
stakeholder’s objectives. The framework application follows a procedural
approach that begins with the KM project modelling, followed by the objectives
prioritization. The next step consists of collecting and analysing data for
pre-designed measures, and produces a set of key performance indicators (KPIs)
related to the KM project processes and in accordance with its objectives.

Keywords: Knowledge management project � Performance measurement �
Reference model

1 Introduction

Knowledge is well recognized as an important asset for every organization that seeks to
sustain in the constantly evolving global competition. Managing knowledge becomes
an indisputable necessity [1]. Undoubtedly, a high performing knowledge management
(KM) is a key step towards the achievement of the organizational performance.
Knowledge Management performance measurement is thus important [2].

Developing an enterprise KM performance measurement system is challenging in
many aspects:

• Firstly, researchers and practitioners struggle with establishing Knowledge Man-
agement fundamentals. This is due partially to the multidisciplinary and broadness
of research spectrum within the KM field [3]. Designing a KM model which is the
starting point is still subject to controversy. Consequently, no consensus is reached
on what to measure in KM.

• Secondly, KM performance understanding is still confusing since most works
dealing with KM performance presumes that either it is linked only to financial
performance or it can be intrinsically measured by abstraction of the KM objectives
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[4]. A literature review [2] shows that KM performance is a multidimensional
concept. It is a goal-oriented and it covers other organizational attributes than
financial performance such as innovation, decision making, collaboration and
learning and competency development.

• Thirdly, existing performance measurement frameworks assess either a specific KM
project or the overall organizational KM. literature review shows a lack of generic
approach applicable to both cases.

• Fourthly, performance measurement design is more constraining when dealing with
a diversity of KM contexts since it requires either multiple performance measure-
ment systems or a generic one that can be applied to all KM projects [5].

• Fifthly, assessing KM would involve multiple measures that require validity and
dependency check. They also need to be clearly linked to KM objectives [4].

To address these issues, this paper proposes a generic approach for measuring KM
performance based on three principles: (i) a KM process reference model that provides
a common KM understanding and discerns what to measure on KM [6], (ii) a
goal-oriented measurement that takes into account the multidimensional aspects of
performance and (iii) a procedural approach for the application of performance mea-
surement that results in a scorecard of key performance indicators (KPI) clearly linked
to KM objectives.

The genericity of the presented framework is related to KM projects scope and KM
objectives. Our proposed framework is a starting point that can be enriched through its
reference model or KM dimensions when new trends arise.

The remainder of the paper is organized as follows: Sect. 2 provides an overview of
the theoretical foundations and sheds light on the literature of KM performance mea-
surement frameworks. Section 3 presents our proposed generic approach structured in
three components: the KM process reference model, the identification of KM perfor-
mance dimensions and the performance measurement approach. In the last section we
summarize the main study results and make suggestions for future work.

2 Foundations

2.1 Knowledge Management

KM refers to methods, mechanisms and tools designed towards preserving, valuing,
creating and sharing both tacit and explicit knowledge with a view to furthering the
organization’s objectives [7]. Practically, within organisation, implementing a KM
project consists of implementing a socio-technical system that is able to ensure KM
processes [1]. From a research perspective, a literature review [2, 8] reveals that
research on KM is founded on three perspectives:

• Knowledge resources (KR): are defined as the intangible asset of an organisation
[2]. According to Davenport [1], it is commonly broken down into three compo-
nents: Human capital (employee staff, customer and suppliers), knowledge capital
(quantity and quality of knowledge possessed by the firm) and intellectual property
(product of knowledge creation that generates value).
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• KM processes: refer to the way organization handles their knowledge at various
stages considering its dynamic nature. KM is viewed as a collection of processes
[7].

• KM factors: are enablers identified as having impact on KM initiatives success
[2, 9]. The non-exhaustive enablers list includes cultural, structural, human and
technological aspects [1, 10].

In fact, considering the performance measurement purpose, the process-based view
seems to be the most appropriate approach [2], as it addresses two main issues:

• Dynamic nature of knowledge: knowledge is both input and output in knowledge
activities, it is constantly evolving [11]. As such, KM process based view models
the knowledge as a dynamic flow that needs to be monitored [12].

• KM enhancement: within the process based view, the KM performance measure-
ment provides, for deficient processes, actionable indicators. Consequently, KM
enhancement is greatly facilitated unlike the resource model that fails to respond to
this need due to its static view of the firm knowledge.

However, the assumption that the KM performance is due solely to KM processes
disregarding other contextual factors is not accurate [7]. This leads us to consider
jointly KM processes and KM factors through the input-process-output Model [13].
Thereby, we will be able to capture the correlation that exists between knowledge
enablers, knowledge dynamic and KM project goals achievement.

In order to achieve all benefits of the process-based view, rigorous process iden-
tification should be performed and a detailed description of KM activities, inputs and
outputs should be processed. The KM processes literature is reviewed based on these
requirements.

In fact, several KM process models are proposed in the literature. Globally, these
models lack a unified definition and delimitation of processes scope, with the exception
of core functions (creating, preserving and transferring knowledge).

SECI is probably the most cited process model. According to Nonaka [11], the
dynamic nature of knowledge creation goes through four conversion mechanisms:
socialization (tacit knowledge to tacit), externalization (tacit to explicit), internalization
(explicit converted into tacit) and combination (explicit to explicit). These four modes
constitute a spiralling process of interactions between explicit and tacit, individual and
organizational knowledge resulting in new forms of knowledge. SECI model intro-
duces as a KM enabler the BA context; a Japanese term meaning “place”, which refers
to the specific context needed for knowledge sharing.

Grundstein [6] builds a model composed of four generic processes: identification,
preservation, recovery and valuation of knowledge. These processes respond to
recurrent knowledge problems recognized in an organization. The proposed model
provides a detailed description of knowledge flows by breaking down each generic
process into more specific sub-processes.

On the basis of the above review, and to come up with the requirements of the
performance measurement, we propose that our KM model comprises two process
levels as suggested by Grundstein: (i) the first level includes the generic processes of
knowledge identification, preservation, recovery and update, (ii) the second level
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comprises sub processes issued from level one process decomposition. They corre-
spond when available to the knowledge forms conversions as stressed by Nonaka. Our
choice is motivated by two reasons:

• Defining generic aggregated processes in accordance with organisation knowledge
problems gives a structuration of KM problems and hence of KM solutions.

• Designing sub-processes as the knowledge forms conversions ensures that all KM
activities are captured and documented. Moreover, the granularity and the distinct
scope of each sub-process facilitate the performance measures design.

2.2 Goal-Oriented Performance Measurement

This section addresses the second issue of our research questions, which is the per-
formance measurement (PM). It is built on the preliminary studies of performance
measurement and on the field progress.

Commonly, it is stated that performance is a multidimensional concept that express
stakeholder’s goals and expectations. Its measurement designates the reporting and
control of project progress toward the achievement of predefined goals. Its purpose is to
provide a set of key performance indicators clearly linked to the project goals [14].
Performance measures may address project processes, inputs, direct outputs and out-
comes [15].

In order to deepen our understanding of the PM concept in the way that guides us
through the design of our PM framework, we review the literature on performance
measurement frameworks. Studied systems provide as with a common set of guidelines
and best practices for the design of performance measurement system. A good PM
system may, in fact, fulfil the following requirements:

• The concept of performance is multidimensional [16]. Dimensions express the
expectations and objectives of stakeholders.

• A Performance Measurement Framework should meet two requirements: a model
structuring the measurement object and a procedural approach that clearly explains
the performance measurement application steps [17].

• A process modelling is a prerequisite step for a performance measurement
approach. It provides a structuration and a control of processes that prepares the
design of performance measures.

• Performance measures are benchmarks of progress towards the achievement of
predefined goals. The links between goals and indicators must be clearly defined
and valid through the application of suitable analytical methods [5].

2.3 Review of KM Performance Measurement Frameworks

Over the past years, several attempts have been made to measure the performance of
enterprise knowledge management projects. Table 1 summarizes the main character-
istics of studied KM performance measurement frameworks. We have suggested five
levels of analysis that we consider significant to our research scope:

• Objective: it depicts the predefined goal for which the KM project is initiated. In
fact, most studies refer to a specific goal which is the achievement of organizational
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and competitive performance [18–20]. Others keep their study generic and appli-
cable to all kinds of goals [5, 21].

• KM model: it refers to what is measured in KM. Among studied frameworks,
authors assess KM processes [5, 18, 22] KM resources referred as intelectual capital
or KM factors [19, 20, 23].

• KPI: it presents how PM frameworks deal with KPI design. This criterion specifies
whether KPIs are explicitly produced. Otherwise, only guidelines are provided for
KPI design.

• Scope: specifies whether the KM performance measurement system that assesses
the overall KM is able to assess separately each KM project.

• Stakeholder: This criterion specifies whether studied works consider all implied
stakeholders when defining KM objectives or is narrowed to a target group. In fact
KM objectives are perceived differently from one stakeholder to another. Typical
stakeholders are: employees, customer, management…

The critical analysis conducted on the studied frameworks shows that there is a lack
of “generic” framework that has the following properties:

• Ability to assess both the overall KM of the organization and the diversity of KM
projects separately

• Genericity of objectives (versus framework designed for a single objective, at least
the achievement of organizational performance)

• Design of measures and KPI (versus producing some guidelines and templates for
KPI design)

• Verification of KPI validity with the application of appropriate analytical methods.

Thus, we define the genericity aspect mainly related to the genericity of objectives,
the applicability to all kinds of KM projects, and also to the availability and the validity
of KPIs at the end of cycle. This perspective needs to be investigated in the absence of
such “generic” framework in the literature.

Table 1. Comparison of studied KM performance measurement framework

Frameworks Objectives KM Model KPI Scope Stakeholder

Specific Generic KM
processes

KM
processes + others

Others Normative To
develop

Other Overall
KM

KM
project

Employee Others

[5] KPI for
KMS

X X X X X

[18] KMPI X X X X

[24] Quality
in KMS

X X X X X

[19] KMPM X X X X X

[22] USBS X X X X X

[4] Monte
Carlo

X X X X X

[20] CKMEF X X X X X

[23] KMC X X X X

[21] SKS X X X X X

[25] MKMP X X X X X
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3 Our Performance Measurement Approach

The previous section shows the diversity and heterogeneity of existing KM perfor-
mance measurement frameworks. Each of the reviewed frameworks depicts concrete
perspectives on KM. Meanwhile, none of the studied framework meets the criterion of
genericity as suggested previously which underlines the need for a novel performance
measurement approach.

The main idea of our framework is to contribute to the genericity requirement
through:

• The design of a “KM process reference model” that depicts the common, shared and
justified understanding of KM processes, each process associated with its perfor-
mance measures.

• The identification of KM performance dimensions and their measures through a
literature review, yet the list of dimensions is not exhaustive. The idea is to set up
the schema as a starting point of an iterative process that may be enriched each time
a new need arise.

• The establishment of a consolidated approach for goal-oriented performance mea-
surement that allows KPI design and validity checking.

3.1 Knowledge Management Process Reference Model

In the enterprise reality, a KM project is regarded as an instantiation of one or more
KM processes. It responds to some predefined KM objectives and is influenced by the
organization context. Figure 1 illustrates this KM project view as a class diagram using
Unified Modeling Language notation (UML).

Fig. 1. KM project view, adapted from [27]
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Our KM reference model is built mainly on Grundstein model [6] and SECI model
[11] and is adapted according to our KM understanding and to the KM processes
literature [9, 11, 26]. It is composed of four generic processes:

Knowledge Identification Process. The knowledge identification process responds to
the enterprise knowledge location problem. It includes two sub-processes that are:

• Knowledge identification: it relies on knowledge analysis in order to determine
knowledge gaps, crucial knowledge and which knowledge needs to be kept,
developed or abandoned.

• Knowledge location: once knowledge is identified, it should be located, either by
locating experts (owner of tacit knowledge) or locating knowledge sources (for
explicit one) [28].

Knowledge Preservation Process. The preservation process relies on memorizing
knowledge. The latter includes four sub-processes:

• Knowledge acquisition: knowledge is collected from different sources, either firm
repositories or knowledge owners or even external sources like customer, standards,
etc. [29].

• Knowledge modelling: once knowledge is captured, it needs to be represented
through models in order to make it reusable.

• Knowledge formalization: it refers to the translation of empirical knowledge into
structured knowledge that can be processed by a digital system.

• Knowledge storing: it consists of recording and storing codified knowledge for
further access [2].

Knowledge Recovery Process. This process deals with how to make knowledge
valued. The sub-processes concerned are:

• Knowledge access: consists of making knowledge available for knowledge users by
providing appropriate search mechanisms and available knowledge sources.

• Knowledge dissemination: it is based upon knowledge sharing. Transfer techniques
may vary from structured and formal to informal and unstructured depending on
both knowledge sender and receiver’s nature.

• Knowledge internalization: is the process of embodying explicit knowledge into its
own tacit knowledge [18].

• Knowledge application: it is the application of knowledge either accessed or
transferred. Generally knowledge is used by putting it in action.

• Knowledge combination: it happens at the individual level, thus tacit knowledge is
re-contextualized, processed, and subject to induction and deduction reasoning [30].

• Knowledge creation: involves developing new content within the organization.

Knowledge Update Process. Knowledge is very sensitive to changes. Consequently,
new knowledge must be incorporated into knowledge sources, those obsolete should be
removed and a regular monitoring and update should be performed on knowledge
sources [31].
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3.2 Measures for KM Process Model

To respond to the performance measurement requirement, the process reference model
is enriched by introducing performance measures for all KM sub processes. These
measures are grouped in three categories [13, 32]:

• Input metrics: what is used by the process in order to deliver intended result, it may
include resources, finance, enablers…

• System metrics: monitor the performance of supporting technology.
• Output metrics: depict what the process aims for in the short term.

We survey the literature on KM performance measures, we retrieve these measures
then we categorize them based on our target process reference model as initially they
are designed based on their authors adopted KM model.

Table 2 is an excerpt of the classified process measures for “store” sub process.

3.3 Dimensions of KM Performance

KM performance dimensions are measurable aspects that a KM project aims to achieve.
Research conducted on KM goals [35] identified several attributes like financial per-
formance, decision making, innovation, learning and collaboration, competency
development and process optimization.

Literature provides a comprehensive content on these dimensions definitions and
assessment measures. We present in Table 3 a sample of KM dimensions, at least
innovation, its definition and related performance measures.

Table 2. An example of reference model measures

Process Measures
Inputs Outputs System

Store • Strategy for
storing
knowledge
assets [1]

• Culture for
knowledge
store [32]

• Management
support [32]

• Number of
knowledge
workers [2]

• Investment
in IT and
KMS per
year [2]

• Usefulness survey [33]
• Amount of the organizational
memory (OM) codified and
included in the computerized
portion of the OM [2]

• Working hours per employee
spent for inputting knowledge
into KMS per month [32]

• How often users are
contributing to the knowledge
resources [2]

• Number of documents and
articles uploaded or
updated per employee per
month [2]

• Number of messages or
documents stored in the
system [34]

• Number of active users
• Dwell time
• Usability survey
• Number of registered users
• Frequency of updates [34]
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4 Generic Framework for KM Performance Measurement
(GKMPM)

Our GKMPM provides a formal goal oriented approach for KM project performance
measurement that requires three prerequisite steps: (i) design the KM process model,
(ii) enhance process model with process measures and, (iii) identify all potential KM
objectives and related measures from a literature review. Hence, the framework
application involves a series of steps that starts with the KM project modelling, fol-
lowed by prioritization of KM objectives and ends with the performance measurement
itself that leads to the interpretation of measurement results.

The framework components as illustrated in Fig. 2 are the following:

4.1 Model KM Project

Our Framework aims to assess all kinds of KM projects using the same generic tool.
Thus, for a specific KM project, unless project description is provided, we are able to
identify all KM processes (derived from the KM reference model) that this project
instantiates. Using the transitive property, measures of the instantiated processes are
measures of the KM project.

Table 3. KM dimension definition and measures

Dimension Definition Measures

Innovation Innovation is an abstract human
process that produces and
implements concrete results(new or
modified service, product or
process) [36]

Number of new products, R&D,
patents, new opportunities, product
and service diversification [19]

Fig. 2. GKMPM
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4.2 Prioritize KM Project Objectives

This step foresees to obtain the most relevant KM objectives that the KM project
intends to achieve based on stakeholders’ perceptions. In fact, surveys about KM
objectives importance are submitted to stakeholders who examine all statements (re-
ferring to the KM project dimensions previously identified) and prioritize them.

Among decision techniques suitable for prioritizing KM projects objectives, we can
use ranking and scoring options like Likert scale (from 1 to 5).

4.3 Collect and Analyse Data

At this point of the framework application, KM assessed project is modelled and
instantiated processes obtained and prioritization of KM objectives is provided. Actual
step consists of defining how data collection will occur.

To this end, several methods are proposed ranging from survey for qualitative
measure to automated data collection system for quantitative ones.

Once data are collected, they need to be processed and analysed as long as we claim
that process measures are somehow correlated with goals measures. Accordingly,
measures reliability and validity should be verified, correlation between KM processes
and KM objectives should be proved as well. To address this point, the following
analytical methods are used:

• Exploratory factor analysis: produces a set of distinct non-overlapping variables
from the full set of items underlying each construct (sub-process and dimension).
This method aims condensing a large number of measures into a smaller set of
reliable and valid latent variables.

• Structural equation modelling: by using the Partial Least Square Regression which
is a technique that reduces the predictors of a response variable to a smaller set of
uncorrelated components and performs least squares regression on these compo-
nents, we are able to estimate the dependency relationships between KM dimen-
sions and KM processes measures.

4.4 Interpret Measurement Results

After obtaining final measures for KM projects according to both KM processes and
KM objectives; the purpose of actual step is to analyze the KM project performance
within each KM process and to assess its current performance status. It is also possible
to tackle areas of weakness and identify where to operate for enabling substantial
performance improvements.
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5 Conclusion

This paper presents a generic KM performance measurements approach that emerges
from a critical review performed on KM performance measurement frameworks lit-
erature. The proposed framework fills the research gap surrounding the KM perfor-
mance measurement on four points:

• A generic assessment tool applicable to a specific KM project as well as the overall
KM in the organization.

• A KM founded understanding of the process based view that results in a KM
process reference model.

• A goal-oriented measurement that considers the multidimensional aspect of per-
formance. Dimensions are stakeholder objectives.

• A demonstrated correlation between KM dimensions and KM processes through the
application of appropriate analytics methods to the related measures.

The application of the GKMPM implies a series of stages: it starts with the KM
project modelling according to the process reference model and is followed by the
prioritization of KM objectives. The next stage is to proceed to data collection and
analysis, and finally the measurement stage itself that provides an overview of the areas
of weakness and the fields of improvement.

This paper provides the theoretical foundations on the framework construction.
Nevertheless, the empirical validation of the framework application is not covered.
Thus, our future work will address this issue; a multiple case study within a real-world
environment will be conducted to obtain insights about reference model validity and
framework reliability.
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Abstract. More and more web applications are being migrated from desktop
platforms to mobile platforms. User experience is extremely different on desktop
and portable devices. Changes in user interfaces (UI) could lead to severe vio-
lations of usability rules, e.g. changing the text color could lead to decrease of
accessibility for users with low vision or cognitive impairments. Manual usability
inspection methods are the approaches that help to verify the usability confor-
mance to guidelines. Nevertheless, there are number of difficulties why the
aforementioned approaches could not be always applied. The purpose of our
research is to develop a conceptual model and corresponding framework
including category specific metrics with methodology for immediate automatic
usability evaluation of web application user interfaces during design and imple-
mentation phase. We address the gap between usability evaluation and devel-
opment stage of user interface by providing immediate feedback to UI developers.

Keywords: Web usability � Usability guidelines � Web user interface

1 Introduction

The variety of mobile portable devices like smart phones, tablets and smart watches is
growing rapidly. As a result, web applications’ support for various devices like smart
phones and tablets is a crucial requirement for business. With this development, User
Interfaces (UI) of web applications should be designed to support various devices with
different screen resolution and operating systems. Moreover, user interfaces should be
equally compatible with different browsers and their versions. The compatibility is not
the only critical requirement to every web application. UI should be understandable,
user-friendly, navigable, smooth and easy to use and to learn, having clear structure of
information and navigation. All these requirements and characteristics are part of Web
usability. Web usability is the ease of use of web application [1]. Usability covers
comfort and acceptability of UI to its end- users, efficiency and satisfaction in a context
of use and presentation of the content users could understand easily. Usability and user
experience as a research branch has been contributed by many researchers from dif-
ferent contemporary research directions. Solutions for automated testing on different
platforms [2], enhancement of usability assessing approaches [3, 4], solutions for
verifying usability guidelines [5], studies on improvements usability metrics and
guidelines [6, 7] are research directions followed by researchers regarding usability
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analysis. The main outcomes of the aforementioned researches are improved collec-
tions of guidelines, enhanced evaluation methodologies for measuring the quality of a
UI, and solutions verifying user interface conformance to certain guidelines.

Proper UI design should satisfy multiple requirements and follow usability rec-
ommendations and guidelines. There are various studies providing combinations of
general usability guidelines and collections of requirements that user interfaces should
satisfy [8, 9]. Certainly, most companies have their own adopted guidelines. In com-
mon, the evaluation of UI according to the usability guidelines is the responsibility of
designers. There are multiple approaches for evaluating the usability starting with the
usability inspection methods such as Heuristic Evaluation [10–12], Formal Usability
Inspections [13, 14] and The Pluralistic Usability Walkthrough [13, 15]. Another
collection of methods for evaluating the usability are the empirical evaluation methods
including Card Sorting [16], questionnaires [17], interviews [18] with user-test par-
ticipants. The main advantage of empirical methods is its direct feedback exposing
more severe, more recurring and more global problems [12]. For example, Card Sorting
is an effective way to determine how logically and naturally the information and
structure of navigation and layout are organised on web sites from the view of its end
user. In general, empirical evaluation methods are more effective in finding the prob-
lems of workflows and inefficient solutions in UIs. Nevertheless, there are certain
obstacles preventing from using such methods widely:

• empirical methods are time and human resource consuming [19];
• it is not always possible to assess every single aspect of UI and increase the

coverage of evaluated features due to time, cost and resource constraints [20];
• finding the necessary number of users who belong to a target group is a

problem [21];

Certainly, it is impossible to elaborate experimental design without involving large
number of quality assurance engineers, designers and applying empirical methods such
as questionnaires, interviews with user-test participants. Nevertheless, combining target
groups, involving UI testers, and conducting user tests for verifying minor UI changes
is not practical in UI designing due to the high time and human resource consumption
leading to enormous delays in releases with every UI change. Also, usability inspection
methods have been developed to assess usability very fast and at lower cost [21]. Web
Content Usability Guidelines (WCAG) [22], UI development recommendations,
usability guidelines [8, 9] and organization-specific UI standards and guidelines are the
sources and metrics for usability inspection methods. To verify most of the guidelines,
there is no need for real users’ participation. That is the main reason, why there have
been many attempts to develop automatic tools for verifying the UI conformance to
predefined guidelines. Nevertheless, these solutions do not consider the opportunity to
integrate automatic evaluation to the development process of user interface, structuring
their models in a way that could be used only in pre-release testing. Thus, our research
addresses the gap between usability evaluation and development stage of user interface
by providing feedback immediately to UI developers via a special solution based on
defined usability guidelines. Appropriate example could be that even a minor change of
user interface (UI) element could lead to severe violations of usability rules; e.g.
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changing the text color could lead to the reduce of accessibility for users with low
vision or cognitive impairments. The proposed solution would help to highlight this
problem of first occurrence.

Assessing UI conformance to guidelines on different platforms has many com-
plexities and as a result is very resource consuming. There is a high variety of platforms
and devices with different physical sizes and feature sets. Besides the problem of
compatibility, there are also other major factors like platform specific guidelines,
information overload and others. Moreover, UI is very fastidious to the modifications,
as every change of UI like adding a new element to the screen, updating the element
style or color scheme could potentially cause new usability problems. All the afore-
mentioned factors show that modifying the design, structure, color theme or position of
UI elements should be done with preliminary analysis of all possible consequences.
That begets another critical requirement – assessing the application conformance to
usability guidelines every time the developer or designer performs changes of UI.

The purpose of our research is to propose the conceptual model including category
specific metrics and the framework containing a language for defining usability
guidelines with the tool that is able to automatically evaluate web user interface
usability based on predefined guidelines with every single change of user interface.

The rest of the paper is organized as follows. In Sect. 2 we discuss related works of
the research area. Section 3 concentrates on the formulation of the problem and its
consequences. Section 4 provides an overview of proposed framework, while Sect. 5
provides results after executing sample usability tests on the public governmental portals
of Estonia. Finally, Sect. 6 draws conclusions and presents ideas for future research.

2 Related Works

One source of usability guidelines is the Web Content Accessibility Guidelines
(WCAG) [22] that provides guidelines to make user interfaces more accessible to
people with disabilities. In general, following these guidelines will make UI’s more
usable for all users. Nevertheless, WCAG as a W3C technical standard does not cover
all aspects of usability and does not provide guidelines for all categories of web
applications. WCAG provides accessibility guidelines to make content of web appli-
cations accessible to a wider range of people with disabilities not covering the other
subsets of usability like ease of comprehension, navigation scheme and features, screen
based controls and others. That is the reason for designing custom usability guidelines
that come together with metrics that assist in accurate guideline evaluation. The goal
question metric (GQM) is a de facto standard and the platform for other similar
measurement frameworks [6, 7]. There is a set of researches that extend and enhance
GQM by introducing area specific usability evaluation metrics [23, 24]. Nebeling et al.
present a study about how the visual area of browser is utilised by news web sites at
different widescreen resolutions [23]. The main outcome of their study is a number of
case sensitive metrics to measure the quality of web page layouts in different viewing
contexts. All such results emphasize that there are no common guidelines that could
cover all user interfaces from different areas; it is important to introduce and design not
just area specific, but project or organization specific UI guidelines.
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The development of automatic usability evaluation tools is attractive area of
research in the era of multi-platform mobile devices. The main reason for it is that
automated solutions tend to detect usability issues quickly and on the early stages of UI
development. There is a number of studies that tend to develop a solution that could
estimate the usability of UI based on certain rules automatically [5, 25, 26]. Mifsud
proposes framework that uses guidelines in predefined format as an input [5]; output is
the report presenting UI conformance to the guideline. Particular quality of their
research was the practical example of evaluating application UI based on custom
guidelines. The solution also provided interface for defining and managing custom
evaluation rules. Nevertheless, the definition of custom rules and guidelines was
implemented in application specific way; defining custom rules for own purpose is not
straightforward. Also, their solution was developed as a web application without
possibility to integrate it to any development process.

Evaluation tools that incorporate WCAG guidelines into the framework have been
developed to evaluate automatically the web application UI conformance to WCAG
[16, 27, 28]. Aizpurua et al. developed framework for evaluation UI conformance to
the WCAG guidelines [27]. They also extended their solution by providing the func-
tionality that allows developers to manage their own custom guidelines. The main
limitation of their solution is that it was aimed to developers allowing customizing the
guidelines only to the people understanding internal structure of user interface. The
way, how the guidelines are specified is not fully clear to non-technical team members
involved in project.

The next solutions for automatic usability analysis are Multi-Analysis of Guidelines
by an Enhanced Tool for Accessibility [29] and OCAWA [30]. Both tools have been
developed to evaluate mostly accessibility guidelines of UI. The solutions are based on
parsing the HTML and according validation against WCAG recommendations to the
HTML syntax excluding any visual analysis of UI. Thus, they cover only accessibility
guidelines and there is no opportunity to extend the solution by introducing custom
guidelines as they are based only on HTML parsing and not considering executable
scripts like the Javascript.

Also, such tools are used with combinations of solutions predicting the usage of UI.
Davis and Shipman explored the approach for defining the types of automatically
measurable characteristics applicable to a set of pages [31]. They evaluated the
usability of UI, and based on collected data developed a model that is effective in
providing input data for usability evaluation tools increasing the efficiency of
following.

There are researches that analyse the requirements of the automated solutions and
modules that they should meet. Dingli and Cassar combined the minimal set of
requirements to ideal tool [32]. The most critical of them is to fully automate capture,
analysis, and critique activities to be independent of human intervention, employ the
Heuristic Evaluation technique for its ability of surfacing the majority of usability
problems encountered in a design through the inspection of a set of research-based
website usability guidelines compiled in. Their requirements have been used as a
platform for the developed model of concept.
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3 Problem Formulation

In common, every designed UI contains accordance to various usability guidelines
from multiple sources that direct designers to form the interface that would satisfy the
requirements of each user. The guidelines are based on the results of researches and
experiments from many different fields such as psychology, computer education, user
experience and usability. All guidelines are not applicable to all types of applications as
each application is unique and needs separate approach. Moreover, in common com-
panies stick to their own developed guidelines filling them maximally into the concept
of organization.

Assessing UI conformance to guidelines on different platforms has many com-
plexities and as a result is very resource consuming mainly because of preparing plat-
form specific questionnaires, finding large sample of users and analysis of received
feedback. There is a high variety of platforms and devices like smart phones and tablets
with different physical sizes and feature sets. Besides the problem of compatibility there
are also other major factors like platform specific guidelines, information overload and
others. Moreover, UI is very fastidious to the modifications, as every change of UI like
adding a new element to the screen, updating the element style or color scheme could
potentially cause new usability problems. For example, changing the text color could
lead to reduced accessibility for users with low vision or cognitive impairments. All the
aforementioned factors show that modifying UI design, structure, color theme or
position of elements should be done with preliminary analysis of all possible conse-
quences. That begets another critical requirement – need to assess application confor-
mance to set usability guidelines every time developers or designers change UI structure.

User acceptance tests, manual usability inspection methods such as formal usability
inspection and plurastic usability walkthrough are the approaches that help to verify the
usability conformance to guidelines and best practices. Nevertheless, there are number
of difficulties and problems why the aforementioned approaches could not be always
applied. To name a few, these methods are time and human resources [19], it is not
always possible to assess every single aspect of UI [20] and finding the necessary
numbers of users who belong to target group is a problem [21]. Aforementioned
obstacles are motivation for automatic evaluation tools.

The majority of tools for automatic evaluation are Web-based using the URL of web
application as an input for automatic UI evaluation. Such approach is unable to evaluate
every modification of user interface, and therefore it cannot be fully integrated with user
interface design and development process. There are a number of advantages of
immediate user interface evaluation after every modification of UI such as the possibility
to fix found problems immediately before they could be detected by manual testing. Such
approach highlights the usability problem on first occurrence. Appropriate example
could be that adding a button or any other element with inappropriate color scheme leads
to reduced accessibility for users with low vision or cognitive impairments.

The purpose of our research is to propose the conceptual model including category
specific metrics and the framework containing a language for defining usability
guidelines. Thus, our research addresses the gap between usability evaluation and
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development stage of user interface by providing feedback immediately to UI devel-
opers via a special solution. The paper delivers framework for immediate usability
evaluation.

4 Usability Evaluation Framework

4.1 Usability Evaluation Framework Overview

Before proposing the solution for improving usability and design of web application
graphical user interfaces, we designed the concept of the model behind the proposed
tool based on category-specific metrics for each category of UI. The model includes
core components and separate modules of the framework containing the dependencies
between the conceptual components. The main purpose of the model is to formally
define the main required components, their dependencies and interactions between
components. Figure 1 presents the simplified concept of the model for automatic
evaluation of UI conformance to the usability guidelines.

The model is composed of four modules:

• Usability Evaluation Guideline Repositories (UEGR) modules that are responsible
for managing the specified guidelines and that contain category-specific metrics for
evaluating UI. The model contains category specific guidelines with metrics for
each section of UI such as page layout guidelines, navigation guidelines, text
appearance guidelines and others. Such categorization simplifies managing the
guidelines and provides ability to share common metrics between similar concepts;

• Usability Guideline Definition Language (UGDL) is our custom module respon-
sible for providing the elements and structures for defining custom usability
guidelines. We designed UGDL to provide the straightforward way to define cus-
tom usability guidelines.

• processing mechanism for transforming the rules defined to the machine under-
standable way;

• processing Adaptors and usability guideline evaluation mechanism verifies UI
conformance to the usability guidelines;

Based on this concept, we have developed a first prototype tool for improving UI of
web applications. The input of the tool are the collections of guidelines with the
metrics. The tool visually detects elements, sections or groups of elements in UI
according to the guidelines, and checks if the values are correspondent to the metrics
defined in guidelines or not. Afterwards, it provides report presenting UI conformance
to the guideline with detailed test results.

4.2 Usability Guideline Definition Language

Usability Guideline Definition Language is needed to define custom usability guide-
lines. Usability Guideline Definition Language (UGDL) module (Fig. 1) is responsible
for providing the elements and structures for defining them. The main target users of
the language are UI designers and product owners being mostly involved in defining
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Fig. 1. High level architecture of the proposed model
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the rules and guidelines for User Interface. A very important thing to consider, while
defining the language is the technical background of the users who will be using
language in the future. Product owners could be business people with limited technical
knowledge in information technology and user interfaces. As a result, our aim was to
define the language that would be maximally straightforward to learn and where
defining custom guidelines would be easy.

The XML Schema has been used as a platform for defining the UGDL. For defining
the schema elements and attributes we analyzed different sources of usability guidelines
published over the years [33–36]. The different formats of guidelines covering distinct
parts of user interface and its elements imparted more complexity. Some guidelines
cover only the accessibility of links, whereas other guidelines define the overall con-
trast ratio and color scheme of all elements. Our purpose was to integrate all such
constructions into the language and make it straightforward to learn. As a result, we
formed the structure capable of adapting different types of custom guidelines. After-
wards, we presented all of them as groups of language construction types and possible
value. Table 1 presents partly the various language constructions with possible values.
Figure 2 demonstrates that partly, we moved away from the XML schema semantics
presenting it in more human readable way; e.g. the attribute minOccures = 1 in XML
schema has been replaced with ‘notMoreThan’ attribute being more self-documented.
That is common practice in software development and testing to extend the existing
languages by providing the additional layer with more convenient, transparent and
readable syntax.

Figure 2 presents an example of custom usability guidelines containing
self-explained elements. Each guideline has a name and description followed by its
evaluation metrics. Figure 2 demonstrates the use of a constant ‘WCAG_AA’ from
WCAG standard; such values are provided as enumerated types in our frameworks,
facilitating the selection of appropriate metric value.

4.3 Usability Guideline Evaluation Mechanism

The mechanism for evaluating the guidelines has been developed based on Selenium
WebDriver API [37]. WebDriver is a tool that provides API for automated user
interface testing, and that verifies that UI works as expected. Selenium WebDriver is
distributed as a standalone library and has full support for most programming lan-
guages and development environments like Java, C#, Python, Ruby, PHP and others.
WebDriver is compatible with various browsers such as Firefox, Internet Explorer,

Table 1. Example of UGDL constructions with corresponding values

Language construction Sample values

Type of element Link, image, page, everyPage, everyElement, navigation
Characteristic Title, link, width, font, color, contrast, withoutScrolling
Occurrences mustHave, has, isFullyVisible

notMoreThan, exactValue, notInValues, inValue
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Chrome, Opera, iOS, Android etc. It provides operations and commands for fetching
the page, locating UI elements on the fetched pages, clicking the UI elements, filling
inputs, moving between windows and others. Thus, it provides the full-stack of
instruments and tools that are needed for evaluating various UI guidelines.

Our tool has been developed in Java programming language aiming to be initially
tested with Java based web applications. The whole solution is based on fetching the
page and its further processing and analysis with the help of Selenium Web Driver API.
Such approach reduces the effort needed for processing the page and positioning our
solution as an extension to the existing WebDriver library.

Transformation XML Schema based rules into the mechanism readable format is
based on Java API for XML Web Service (JAX-WS) providing the functionality for
validating the rules according to the schema and generating the mapped Java classes
from schema types. Our purpose is to develop the module as independent and
all-sufficient as possible. As a result, transformations are done internally by the solution
without involving potential users of framework to perform any additional actions.

5 Experiments and Results

To test the proposed usability evaluation framework, nine different web applications of
Estonian public service organisations such as hospitals and ministries were selected.
These web applications cover different areas such as medicine, real estate, environment
and others and they were selected mainly because the target users of such web portals
are mainly the inhabitants of Estonia regardless of their social status and experience of
using different devices. We selected the web sites of city public hospitals in Estonia
covering not only country wide public web sites but emphasizing also the importance of
following guidelines in case of local public web sites. As a result, UI of these selected

<guideline name = "4.4 Ensure Link Visual Consistency" 
description = "Test that the link color schemes are 
consistent with background" >

<link>
<color contrastRate = "WCAG_AA" />

</link>
</guideline>
<guideline name = "3.3 Use Bold Text Sparingly" 

description = "Test that bold text length is less than 
70 characters.">

<font weight = "BOLD">
<length notMoreThan = "70"/>

</font>
</guideline>

Fig. 2. Example of custom usability guideline description
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web applications should satisfy common usability guidelines. The next web applica-
tions and portals have been selected for experiment: Portal of Ministry of the Envi-
ronment1 (20.12.2015) having the same design template as all other ministry web pages
of the Republic of Estonia, E-government portal2 (20.12.2015) providing e-services for
all inhabitants in Estonia, Government real estate portal3 (20.12.2015) providing real
estate services, Government info system management portal4 (21.12.2015) containing
repositories for public e-government services, Estonian Research Portal5 (08.02.2016)
providing information about Estonian research activities, and some public healthcare
institutions each having absolutely individual design themes: South-Estonian Hospital
web site6 (21.12.2015), Valga hospital web site7 (21.12.2015), Rakvere hospital web
site8 (21.12.2015), Narva hospital web site9 (21.12.2015). Selected web pages have
absolutely different UI design, target users and categories.

After introducing the language for designing the usability guidelines, we combined
a set of predefined guidelines. This set of guidelines containing 117 guidelines from
different usability areas such as Navigation, Links, Images, Multimedia and others, has
been selected to prepare the test suite covering most usability categories and language
structures. For the experiments, the guidelines were grouped into 5 groups based on
their category such as page layout guidelines, navigation guidelines and others as
follows:

• A: Link Visual Consistency, showing the percentage of inappropriate link visual
consistency;

• B: Text visual appearance conformance, showing the amount of lines in bold text
used sparingly and the overall amount of bold text lines on page;

• C: Percentage of undescriptive titles;
• D: Maximum size of included graphics in KB and overall size of all graphics;
• E: Navigation visibility, meaning if navigation fits entirely into one screen;

Table 2 shows the results of sample test suite executed on public service portals
and web sites highlighting the most critical deviations with bold. Different guidelines
contain guideline specific response types. For instance, in case of incorrect link visual
consistency the response contains the percentage of elements violating the guidelines
and contrast rate of each violated element. Whereas, in case of the guidelines checking
if navigation is visible without scrolling, the response contains true or false flag
indicating if navigation fits into the page without scrolling or not.

1 http://www.envir.ee.
2 http://www.eesti.ee.
3 http://www.rkas.ee.
4 https://riha.eesti.ee.
5 https://www.etis.ee.
6 http://www.leh.ee.
7 http://www.valgahaigla.ee.
8 http://www.rh.ee.
9 http://www.narvahaigla.ee.
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The majority of guidelines are being satisfied in our test case, nevertheless, there are
also critical deviations from usability guidelines. For example, the critical
non-conformance to the guidelines has been found in results for Rakvere hospital web
site www.rh.ee, in most cases violating (85 % of all links) the next WCAG2 AA color
contrast guideline [22]. In this particular case the contrast ratio of most links was 1.91:1,
whereas the minimum permitted contrast ration by WCAG 2 AA level is at least 4.5:1.
Figure 3 shows the screenshot of the Rakvere hospital web page highlighting the
problematic area of user interface. Links have small size and black font on the light blue
background. Size of link text, and combination of foreground and background color

Table 2. Results of sample test suite executed on the public sector portal and web sites

Guideline group A B C D E

E-government portal 1.5 % 0/5 0 % 109/520 Yes
Government real estate portal 14 % 0/0 0 % 68/245 Yes
Government info system management portal 0 % 1/2 15 % 56/315 Yes
South-Estonian Hospital web site 0 % 2/10 3.5 % 447/543 Yes
Valga hospital web site 9.5 % 0/12 4.5 % 1951/2500 Yes
Rakvere hospital web site 85 % 1/10 7.5 % 78/392 Yes
Narva hospital web site 39 % 0/66 6 % 154/432 Yes
Portal of Ministry of the Environment 2 % 0/1 1.5 % 95/500 Yes
Estonian research portal 44 % 6/21 2.5 % 16/40 Yes

Fig. 3. Rakvere hospital desktop user interface with highlighted problematic area
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makes reading of the navigation links complicated. Such violations complicate text
reading especially to people with color blindness or other visual impairments, and
should be avoided, especially on a hospital website. Estonian research portal also failed
that guideline in most cases having 44 % of links violating the correct contrast rate. The
results of Valga hospital web site demonstrate a case where the overall size of images is
approximately 2 megabytes meaning no optimization has been done to the images used
in web application. Such problem increases page load time exceeding the recommended
load time of 1 s [38]. Load time becomes especially important while accessing the
website over mobile data and on smart devices platforms.

The experiment was based on 117 guidelines combined from different usability
areas, and containing different evaluation metrics. The experiment proved that our
framework provides enough functionality to define and evaluate most user interfaces
based on custom usability guidelines from various categories such as page layout
guidelines, navigation guidelines, text appearance guidelines and others. Moreover,
framework helps to detect all such violations immediately after modification to UI are
introduced. The results of the experiment also showed that portals under study satisfy
most of the predefined guidelines having only certain critical deviation from them.

6 Conclusions

User interfaces are very fastidious to the modifications, as every change in UI like
adding a new element to the screen, updating the element style or color scheme could
potentially cause new usability problems, e.g. changing the text color could lead to
reduced accessibility for users with low vision or cognitive impairments. All the
aforementioned factors show that modifying design, structure, color theme or position
of UI elements should be done with preliminary analysis of all possible consequences.
That begets another critical requirement – assessing the application conformance
usability guidelines every time the developer or designer perform the changes of the UI
structure.

In this paper, we have proposed a conceptual model and a framework containing a
language for defining usability guidelines and evaluating UI modifications immediately
during UI design and development. Mainly, we address the gap between usability
evaluation and development stage of user interfaces by providing immediate feedback
to UI developers via a special solution based on defined usability guidelines. This
approach enables to prevent a large set of usability issues at once already during UI
development and saves cost and resources in later system development phases, espe-
cially in testing.

We prepared a test suite containing 117 usability guidelines covering different
usability areas and various structures of proposed language. The test suite has been
executed on selected public web portals and web sites of Estonia emphasizing the main
deviations from the guidelines. The experiment proved that the proposed framework
provides enough functionality to evaluate most user interfaces according to the pre-
defined custom guidelines from different categories like Navigation, Color scheme and
others already during the development phase. Thus, the solution suits for any similar
portal project in the world.
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In terms of future research plans, there are several promising directions like
finalising the components of framework and performing their extensive testing.
Another promising directions is to enhance the framework by providing static repos-
itories with category specific guidelines. Afterwards, the categories guidelines could be
integrated as an extra module to our framework.
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Abstract. Modern financial systems have grown to the scale of global
geographic distribution and latency requirements are measured in
nanoseconds. Low-latency systems where reaction time is primary success
factor and design consideration, are serious challenge to existing integra-
tion and system level testing techniques. While existing tools support
prescribed input profiles they seldom provide enough reactivity to run the
tests with simultaneous and interdependent input profiles at remote fron-
tends. Additional complexities emerge due to severe timing constraints
the tests have to meet when test navigation decision time ranges near the
message propagation time. Sufficient timing conditions for remote online
testing have been proven by Larsen et al. and implemented in Δ-testing
method recently. We extend the Δ-testing by deploying testers on fully
distributed test architecture. This approach reduces the test reaction
time by almost a factor of two. We validate the method on a distributed
time-sensitive global financial system case study.

Keywords: Model-based testing · Distributed systems · Low-latency
systems

1 Introduction

Modern large scale cyber-physical and financial trading systems have grown to
the size of global geographic distribution and their latency requirements are mea-
sured in microseconds or even nanoseconds. Such applications where latency is one
of the primary design considerations are called low-latency systems and where it
is of critical importance–to time critical systems. A typical example of low-latency
system in financial trading domain is multibank online trading (MBOT) where a
client can submit a request for quote (RFQ) that is forwarded to multiple partici-
pating banks and responded with possibly different prices. When several banks
respond with the same price, the fastest bank often wins the client’s business.
Thus, the latency is the main measure of success in MBOT and often the hardest
design concern in both - low-latency and time critical systems.
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Since large scale systems are mostly distributed systems (by distributed sys-
tems we mean the systems where computations are performed on multiple net-
worked computers that communicate and coordinate their actions by passing
messages), their latency dynamics is influenced by many technical and non-
technical factors. Just to name a few, client profile look up time (few millisec-
onds) may depend on the load profile, messaging middleware and the networking
stacks of operating systems. Similarly, due to cache miss, the caching time can
grow from microseconds to about hundred milliseconds [1]. Reaching sufficient
feature coverage by integration testing of such systems in the presence of numer-
ous latency factors and their interdependences, is out of the reach of manual
testing. Obvious implication is that scalable integration and system level testing
presumes complex tools and techniques to assure the quality of the test results.
To achieve the confidence and trustability, the test suites need to be either
correct by construction or verified against the test goals after they are gener-
ated. The need for automated test generation and their correctness assurance
have given raise to model based testing (MBT) and the development of several
commercial and academic MBT tools. In this paper, we interpret MBT in the
standard way, i.e. as conformance testing that compares the expected behav-
iors described by the system requirements model with the observed behaviors of
an actual implementation (implementation under test). For detailed overview of
MBT and related tools we refer to [2,3].

2 Related Work

Testing distributed systems has been one of the MBT challenges since the begin-
ning of 90s. An attempt to standardize the test interfaces for distributed testing
was made in ISO OSI Conformance Testing Methodology [4]. A general distrib-
uted test architecture, containing distributed interfaces, has been presented in
Open Distributed Processing (ODP) Basic Reference Model (BRM), which is a
generalized version of ISO distributed test architecture. First MBT approaches
represented the test configurations as systems that can be modeled by finite state
machines (FSM) with several distributed interfaces, called ports. An example of
abstract distributed test architecture is proposed in [5]. This architecture suggests
the Implementation Under Test (IUT) contains several ports that can be located
physically far from each other. The testers are located in these nodes that have
direct access to ports. There are also two strongly limiting assumptions: (i) the
testers cannot communicate and synchronize with one another unless they commu-
nicate through the IUT, and (ii) no global clock is available. Under these assump-
tions a test generation method was developed in [5] for generating synchronizable
test sequences of multi-port finite state machines. However, it was shown in [6]
that no method that is based on the concept of synchronizable test sequences can
ensure full fault coverage for all the testers. The reason is that for certain testers,
given a FSM transition, there may not exist any synchronizable test sequence that
can force the machine to traverse this transition. This is generally known as con-
trollability and observability problem of distributed testers. These problems occur
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if a tester cannot determine either when to apply a particular input to IUT, or
whether a particular output from IUT is generated in response to a specific input
[7]. For instance, the controllability problem occurs when the tester at a port pi is
expected to send an input to IUT after IUT has responded to an input from the
tester at some other port pj , without sending an output to pi. The tester at pi is
unable to decide whether IUT has received that input and so cannot know when to
send its input. Similarly, the observability problem occurs when the tester at some
port pi is expected to receive an output from IUT in response to a given input at
some port other than pi and is unable to determine when to start and stop waiting.
Such observability problems can introduce fault masking.

In [7], it is proposed to construct test sequences that cause no controllabil-
ity and observability problems during their application. Unfortunately, offline
generation of test sequences is not always applicable. For instance, when the
model of IUT is non-deterministic it needs instead of fixed test sequences online
testers capable of handling non-deterministic behavior of IUT. But even this is
not always possible. An alternative is to construct testers that includes exter-
nal coordination messages. However, that creates communication overhead and
possibly the delay introduced by the sending of each message. Finding an accept-
able amount of coordination messages depends on timing constraints and finally
amounts to finding a tradeoff between the controllability, observability and the
cost of sending external coordination messages.

The need for retaining the timing and latency properties of testers became
crucial natively when time critical cyber physical and low-latency systems were
tested. Pioneering theoretical results have been published on test timing correct-
ness in [8] where a remote abstract tester was proposed for testing distributed
systems in a centralized manner. It was proven that if IUT ports are remotely
observable and controllable then 2Δ-condition is sufficient for satisfying timing
correctness of the test. Here, Δ denotes an upper bound of message propagation
delay between tester and IUT ports. However, this condition makes remote test-
ing problematic when 2Δ is close to timing constraints of IUT, e.g. the length
of time interval when the test input has to reach port has definite effect on IUT.
If the actual time interval between receiving an IUT output and sending subse-
quent test stimulus is longer than 2Δ the input may not reach the input port in
time and the test goal cannot be reached.

In this paper we focus on distributed online testing of low latency and
time-critical systems with distributed testers that can exchange synchronization
messages that meet Δ-delay condition. In contrast to the centralized testing
approach, our approach reduces the tester reaction time from 2Δ to Δ. The
validation of proposed approach is demonstrated on a distributed time-sensitive
data acquisition and processing system case study.

3 Preliminaries

3.1 Model-Based Testing

In model-based testing, the formal requirements model of implementation under
test describes how the system under test is required to behave. The model, built
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in a suitable machine interpretable formalism, can be used to automatically
generate the test cases, either offline or online, and can also be used as the oracle
that checks if the IUT behavior conforms to this model. Offline test generation
means that tests are generated before test execution and executed when needed.
In the case of online test generation the model is executed in lock step with the
IUT. The communication between the model and the IUT involves controllable
inputs of the IUT and observable outputs of the IUT.

There are multiple different formalisms used for building conformance test-
ing models. Our choice is Uppaal timed automata (TA) [13] because the for-
malism naturally supports state transitions and time and there exists a family
of tools that support model construction, verification and online model-based
testing [16].

3.2 dTron - Extension of TRON for Distributed Testing

dTron1 [12] extends the functionality of Uppaal Tron [16] by enabling distributed
and coordinated execution of tests across a computer network. It relies on Net-
work Time Protocol (NTP) based clock corrections to give a global timestamp
(t1) to events arriving at the IUT adapter. These events are then globally serial-
ized and published to other subscribers using the Spread toolkit [17]. Subscribers
can be other IUT adapters, as well as dTron instances. Subscribers that have
clocks synchronised with NTP also timestamp the event received message (t2)
to compute and if necessary and possible, compensate for the messaging time
overhead D = t2 − t1. The parameter D is essential in real-time executions
to compensate for messaging delays in test verdict that may otherwise lead to
false-negative non-conformance results for the test-runs.

3.3 Uppaal Timed Automata

Uppaal Timed Automata [13] (UTA) used for the specification of the require-
ments are defined as a closed network of extended timed automata that are
called processes. The processes are combined into a single system by the parallel
composition known from the process algebra CCS. An example of a system of
two automata comprised of 3 locations and 2 transitions each is given in Fig. 1.

Fig. 1. A sample model: synchronous composition of two Uppaal automata

The nodes of the automata are called locations and the directed edges transi-
tions. The state of an automaton consists of its current location and assignments
1 http://www.cs.ttu.ee/dtron.

http://www.cs.ttu.ee/dtron
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to all variables, including clocks. The initial locations of the automata are graph-
ically denoted by an additional circle inside the location.

Synchronous communication between the processes is by hand-shake syn-
chronization links that are called channels. A channel relates a pair of edges
labeled with symbols for input actions denoted by e.g. chA? and chB? in Fig. 1,
and output actions denoted by chA! and chB!, where chA and chB are the names
of the channels.

In Fig. 1, there is an example of a model that represents a synchronous remote
procedure call. The calling process Process i and the callee process Process j
both include three locations and two synchronized transitions. Process i, initially
at location Start i, initiates the call by executing the send action chA! that is
synchronized with the receive action chA? in Process j, that is initially at location
Start j. The location Operation denotes the situation where Process j computes
the output y. Once done, the control is returned to Process i by the action chB!

The duration of the execution of the result is specified by the interval [lb, ub]
where the upper bound ub is given by the invariant cl<=ub, and the lower
bound lb by the guard condition cl>=lb of the transition Operation → Stop j.
The assignment cl=0 on the transition Start j → Operation ensures that the
clock cl is reset when the control reaches the location Operation. The global
variables x and y model the input and output arguments of the remote procedure
call, and the computation itself is modelled by the function f(x) defined in the
declarations section of the Uppaal model.

The inputs and outputs of the test system are modeled using channels labeled
in a special way described later. Asynchronous communication between processes
is modeled using global variables accessible to all processes.

Formally the Uppaal timed automata are defined as follows. Let Σ denote a
finite alphabet of actions a, b, . . . and C a finite set of real-valued variables p, q, r,
denoting clocks. A guard is a conjunctive formula of atomic constraints of the
form p ∼ n for p ∈ C,∼∈ {≥,≤,=, >,<} and n ∈ N

+. We use G(C) to denote
the set of clock guards. A timed automaton A is a tuple 〈N, l0, E, I〉 where N
is a finite set of locations (graphically denoted by nodes), l0 ∈ N is the initial
location, E ∈ N × G(C) × Σ × 2C × N is the set of edges (an edge is denoted
by an arc) and I : N → G(C) assigns invariants to locations (here we restrict to
constraints in the form: p ≤ n or p < n, n ∈ N

+. Without the loss of generality we
assume that guard conditions are in conjunctive form with conjuncts including
besides clock constraints also constraints on integer variables. Similarly to clock
conditions, the propositions on integer variables k are of the form k ∼ n for
n ∈ N, and ∼∈ {≤,≥,=, >,<}. For the formal definition of Uppaal TA full
semantics we refer the reader to [11,13].

4 Remote Testing

The test purpose most often used in MBT is conformance testing. In confor-
mance testing the IUT is considered as a black-box, i.e., only the inputs and
outputs of the system are externally controllable and observable respectively.
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The aim of black-box conformance testing according to [10] is to check if the
behavior observable on system interface conforms to a given requirements spec-
ification. During testing, a tester executes selected test cases on an IUT and
emits a test verdict (pass, fail, inconclusive). The verdict shows correctness in
the sense of input-output conformance relation (IOCO) between IUT and the
specification. The behavior of a IOCO-correct implementation should respect
after some observations following restrictions:

(i) the outputs produced by IUT should be the same as allowed in the specifi-
cation;

(ii) if a quiescent state (a situation where the system can not evolve without
an input from the environment [14]) is reached in IUT, this should also be
the case in the specification;

(iii) any time an input is possible in the specification, this should also be the
case in the implementation.

The set of tests that forms a test suite is structured into test cases, each
addressing some specific test purpose. In MBT, the test cases are generated
from formal models that specify the expected behavior of the IUT and from the
coverage criteria that constrain the behavior defined in IUT model with only
those addressed by the test purpose. In our approach Uppaal Timed Automata
(UTA) [13] are used as a formalism for modeling IUT behavior. This choice
is motivated by the need to test the IUT with timing constraints so that the
impact of propagation delays between the IUT and the tester can be taken into
account when the test cases are generated and executed against remote real-time
systems.

Another important aspect that needs to be addressed in remote testing is
functional non-determinism of the IUT behavior with respect to test inputs. For
nondeterministic systems only online testing (generating test stimuli on-the-fly)
is applicable in contrast to that of deterministic systems where test sequences
can be generated offine. Second source of non-determinism in remote testing of
real-time systems is communication latency between the tester and the IUT that
may lead to interleaving of inputs and outputs. This affects the generation of
inputs for the IUT and the observation of outputs that may trigger a wrong test
verdict. This problem has been described in [15], where the Δ-testability criterion
(Δ describes the communication latency) has been proposed. The Δ-testability
criterion ensures that wrong input/output interleaving never occurs.

4.1 Centralized Remote Testing

Let us first consider a centralized tester design case. In the case of centralized
tester, all test inputs are generated by a single monolithic tester. This means
that the centralized tester will generate an input for the IUT, waits for the result
and continues with the next set of inputs and outputs until the test scenario has
been finished. This means that the tester has to wait for the duration it takes
the signal to be transmitted from the tester to the IUT’s ports and the responses
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Fig. 2. IUT tester Fig. 3. IUT ports

Fig. 4. Remote tester and IUT models

back from ports to the tester. In the case of IUT being distributed in a way that
signal propagation time is nonnegligible, this can lead into a situation where
the tester is unable to generate the necessary input for the IUT in time due
to message propagation latency. These timing issues can render testing an IUT
impossible if the IUT is a distributed real-time system.

To be more concrete, let us consider the test architecture depicted in Figs. 2,
3 and the corresponding model depicted in Fig. 4. In this case the IUT has 4
ports in geographically different locations to interact within the system. In this
scenario, the tester sends an input to the port i11 and i12 at Location 1 and
receives a response from port o4 at Location 4. After receiving the result, the
tester sends an input to the port i2 at Location 2. The IUT responds with an
output from port o2 from Location 2. Next, the tester sends an input to port i3
at the Location 3 and the IUT will respond from port o1 at Location 1.

The described IUT is a real-time distributed system, which means that it has
strict timing constraints for messaging between ports. More specifically, after
sending the first input to ports i11 and i12 at Location 1 and after receiving the
response from port o4 at Location 4, the tester needs to send the next input to
port i2 at Location 2 in Δ time. But, due to the fact that the tester is not at
the same geographical location as the distributed IUT, it is unable to send the
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next input in time as the time it takes to receive the response and send the next
input amounts to 2Δ, which is double the time allotted for the next input signal
to arrive.

Consequently, the centralized remote testing approach is not suitable for
testing a real-time distributed system if the system has strict timing constraints
with nonnegligible signal propagation times between system ports. To overcome
this problem, we propose a distributed testing approach, which is described in
the next section.

5 Distributed Testing

The shortcoming of the centralized remote testing approach is mitigated with
extending the Δ-testing idea by splitting the monolithic remote tester into multi-
ple local testers. These local testers are directly attached to the ports of the IUT.
Thus, instead of bidirectional communication between a remote tester and the
IUT, only unidirectional synchronization between the local testers is required. The
local testers are generated in two steps: at first, a centralized remote tester is gen-
erated by applying the reactive planning online-tester synthesis method of [9], and
second, a set of synchronizing local testers is derived by partitioning the monolithic
tester into a set of location specific tester instances. The partitioning preserves the
correctness of testers so that if the monolithic remote tester meets 2Δ requirement
then the distributed testers meet (one) Δ-controllability requirement.

Fig. 5. IUT local tester

Fig. 6. Local tester at Location 1
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Fig. 7. Local tester at Location 2

Fig. 8. Local tester at Location 3

We apply the algorithm described in Sect. 5.1 to transform the centralized
testing architecture depicted in Fig. 3 into a set of communicating distributed
local testers, the architecture of wich is shown in Fig. 5. After applying the algo-
rithm, the message propagation time between the local tester and the IUT port
has been eliminated because the tester is attached directly to the port. This
means that the overall testing response time is also reduced, because previously
the messages had to be transmitted over a channel with latency bidirectionally.
The resulting architecture mitigates the timing issue by replacing the bidirec-
tional communication with a unidirectional broadcast of the IUT output sig-
nals between the distributed local testers. The generated local tester models
are shown in Figs. 6, 7 and 8. Note that instead of active local tester there is
only output monitor at Location 4, which is due to the fact that the testers are
attached only to the locations which have input ports.

5.1 Tester Distribution Algorithm

Let MMT denote a monolithic remote tester generated by applying the reactive
planning online-tester synthesis method [9]. Loc(IUT ) denotes a set of geograph-
ically different port locations of IUT . The number of locations can be from 1
to n, where n ∈ N i.e. Loc(IUT ) = {ln|n ∈ N}. Let Pln denotes a set of ports
accessible in the location ln.

1. For each l, l ∈ Loc(IUT ) we copy MMT to M l to be transformed to a location
specific local tester instance.

2. For each M l we go through all the edges in M l. If the edge has a synchronizing
channel assosiated with it and the channel does not belong to the the set of
ports Pln , we do the following:
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– if the channel’s action is send, we replace it with the co-action receive.
– if the channel’s action is receive, we do nothing.

3. For each M l we add one more automaton that duplicates the input signals
from M l to IUT , attached to the set of ports Pln and broadcasts the dupli-
cates to other local testers to synchronize the test runs at their ports.

To verify the correctness of distributed tester generation algorithm we check
the bisimulation equivalence relation between the model of monolithic centralized
tester and that of distributed tester. For that the models are composed by parallel
compositions so that one has a role of words generator on i/o alphabet and
the other the role of words acceptor machine. If the i/o language acceptance
is established in one direction then the roles of models are reversed. Since the
i/o alphabets of remote tester and distributed tester differ due to synchronizing
messages of distributed tester the behaviors are compared based on the i/o
alphabet observable on IUT ports only. Second adjustment of models to be
made for bisimulation analysis is the reduction of message propagation delays to
uniform basis either on Δ or 2Δ in both models. The model checking queries to
be used for checking bisimulation have structure where the state property under
invariance modalities is equivalence of corresponding elements (valuations) of
models state vectors in given execution step. For instance when encoding the
state elements of model Mi and Mj comparable for bisimulation in arrays Si and
Sj respectively the query to be model checked is A[](forall(k : domk)Si[k] ==
Sj [k]), where A[] expresses invariance on computation tree logic CTL and domk

is the domain of index variable k on Si and Sj .

6 Use Case

The need for minimal latency testing is critical when the IUT is a distributed
real-time system. A distributed system comprises several subcomponents, which
need not necessarily be identical. Two examples of such a system is the inter-
bank trading system and the stock exchange (e.g., NYSE). The components of
the interbank trading and stock exchange system are banks and clients that are
physically in different places from one another. The interbank trading as well
as the stock exchange systems are fully automated and clients use automated
trading algorithms (e.g., for hedging or arbitrage). These automated algorithms
make the stock market susceptible to flash crashes where the price of the secu-
rities can lose billions of dollars in capitalization in a matter of minutes and
seconds. Such events have been analyzed post mortem and one of such events,
the May 6 flash crash, is discussed in [18]. This is a clear indicator that the
processes in this domain can benefit from low-latency distributed online testing
to ensure that the processes work according to specifications.

In our sample case, we have an IUT that has four ports. These ports represent
clients and banks that are geographically located in different places. In such a
situation, the propagation of the input and output signals are not negligible and
affect the distributed system process. Each port consists of inputs and outputs,
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Fig. 9. Geographical layout of IUT ports

but not necessarily both. The inputs of the port represent data input to the
subcomponent and output is the output from the subcomponent. In our use
case, these represent the quotes (bid and ask prices), orders requests and order
confirmations.

In the Fig. 9, we have two banks (A, B), Interbank market (M) and a
client (C). The messaging latencies with remote monolithic testing approach
are depicted in Fig. 10. The client (C) is connected to each bank information
system. In our use case we only have two banks, but in practice there can be
any number of banks in the system. The banks are connected to the clients and
to the interbank market (M). The client in our use case wants to engage in
arbitrage and therefore is waiting for a situation where the banks have differ-
ent prices for the same financial instrument. The client receives the prices from
banks and sends an order request (buy or sell) to the bank they want to buy
or sell that financial instrument. The banks receive the interbank prices from
the interbank market and they buy and sell the instrument they do not possess
themselves from that market for order clearing. The arbitrage opportunity arises
when one bank’s information system has different prices than the price at the
market. The bank forwards the price that it perceives to be the current price to
the client, but in reality the price has already changed in the market. This issue
is caused completely because of latency and this is also the reason why every
participant in the system wants to have as low latency as possible. When the
bank receives an order from the client, they fill the order (i.e., send the confir-
mation of the trade to the client) with the current price that they have received
from the interbank market. After they send the confirmation, they send a trade
request to the interbank to clear the order (i.e., if the client wants to buy, they
must buy from the market). The market advertises the new trade opportunity
to the participant banks and the bank, which wants to fill this order will send
the trade offer to the market. The client will send opposite order requests to the
two banks that have different prices (i.e., buy from one and sell to the other)
and if they both get filled, they will make a profit in the amount of the price
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Fig. 10. Remote monolithic testing archi-
tecture overview with messaging latencies

Fig. 11. Distributed local testing archi-
tecture overview with messaging latencies

difference. The bank which has not up to date prices will suffer this amount as
loss. In this use case, we are not considering the bid and ask spreads that are
present in the real system. This spread is of course very important in real world
system, but is not relevant to demonstrating the Δ-testing methodology.

We start implementing the test architecture, at first, with specifying remote
locations and i/o ports of those. After applying the algorithm described in
Sect. 5.1, the remote monolithic testing architecture depicted in Fig. 10 is trans-
formed into distributed testing architecture depicted in Fig. 11. The correspond-
ing Uppaal TA model for centralized remote tester represented by Client (C) is
depicted in Fig. 12 and IUT in Fig. 13. In this case the banks (B1 and B2) and the
market (M) all together form the IUT. As can be seen from the Fig. 11, the par-
allel bidirectional communication channels between the client (C) and banks (B1

and B2) have been eliminated as the client tester is split and attached directly
to the bank locations. The corresponding local testers at the location of bank
B1 and B2 are depicted in Figs. 14 and 15. As discussed in Sect. 5, this results in
reduced message propagation timing needs and enables testing a real-time dis-
tributed system under the timing constraints close to the message propagation
time range.

Fig. 12. Client model represents the tester
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Fig. 13. IUT is formed by Market (M) and banks (B1 and B2)

Fig. 14. Local tester at bank B1 Fig. 15. Local tester at bank B2

7 Conclusion

We extend the Δ-testing method proposed originally for single remote testing
by introducing multiple local testers on fully distributed test architecture where
testers are attached directly to ports of IUT. Thus, instead of bidirectional com-
munication between a remote tester and IUT only unidirectional synchronization
between the local testers is needed in given solution. A constructive algorithm is
proposed to generate local testers in two steps: at first, a monolithic remote tester
is generated by applying the reactive planning online-tester synthesis method of
[9], and second, a set of synchronizing local testers is derived by partitioning the
monolithic tester into a set of location specific tester instances. The partitioning
preserves the correctness of testers so that if the monolithic remote tester meets
2Δ requirement then the distributed testers meet (one) Δ-controllability require-
ment. Second contribution of the paper is that distributed testers are generated
as Uppal Timed Automata. According to our best knowledge the real time dis-
tributed testers have not been constructed automatically in this formalism yet.
As for method implementation, the local testers are executed and communicat-
ing via distributed test execution environment dTron [10]. We demonstrate that
the distributed deployment architecture supported by dTron and its message
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serialization service allows reducing the total test reaction time by almost a fac-
tor of two. The validation of proposed approach is demonstrated on a distributed
time-sensitive global financial system case study.

References

1. Brook, A.: Evolution and practice: low-latency distributed applications in finance.
Queue - Distrib. Comput. 13(4), 40–53 (2015). ACM, New York

2. Utting, M., Pretschner, A., Legeard, B.: A taxonomy of model-based testing. Softw.
Test. Verif. Reliab. 22(5), 297–312 (2012). Wiley, Chichester, UK

3. Zander, J., Schieferdecker, I., Mosterman, P.J. (eds.): Model-Based Testing for
Embedded Systems. CRC Press, Boca Raton (2011)

4. ISO. Information Technology, Open Systems Interconnection, Conformance Test-
ing Methodology and Framework - Parts 1–5. International Standard IS-9646. ISO,
Geneve (1991)

5. Luo, G., Dssouli, R., v. Bochmann, G., Venkataram, P., Ghedamsi, A.: Test gen-
eration with respect to distributed interfaces. Comput. Stand. Interfaces 16(2),
119–132 (1994). Elsevier

6. Sarikaya, B., v. Bochmann, G.: Synchronization and specification issues in protocol
testing. IEEE Trans. Commun. 389–395 (1984). IEEE Press, New York

7. Hierons, R.M., Merayo, M.G., Núñez, M.: Implementation relations and test gener-
ation for systems with distributed interfaces. Distrib. Comput. 25(1), 35–62 (2012).
Springer
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Abstract. With the rise of e-commerce, online consumer reviews have
become crucial for consumers’ purchasing decisions. Most of the existing
research focuses on the detection of explicit features and sentiments in
such reviews, thereby ignoring all that is reviewed implicitly. This study
builds, in extension of an existing implicit feature algorithm that can
only assign one implicit feature to each sentence, a classifier that pre-
dicts the presence of multiple implicit features in sentences. The classifier
makes its prediction based on a score function and is trained by means
of a threshold. Only if this score exceeds the threshold, we allow for the
detection of multiple implicit feature. In this way, we increase the recall
while limiting the decrease in precision. In the more realistic scenario,
the classifier-based approach improves the F1-score by 1.6 % points on a
restaurant review data set.

Keywords: Feature detection · Aspect category detection · Sentiment
analysis · Aspect level sentiment analysis

1 Introduction

In the last decade, a growing amount of retail activity is transferred from the
street to the Web. Nowadays, people buy a wide range of consumer goods online
using websites such as Amazon or Alibaba. These e-commerce companies often
provide an easily accessible platform where consumers can share their experi-
ences with and opinions about their purchases in the form of product reviews. As
the required effort for writing these reviews becomes increasingly little, the num-
ber of product reviews on online retail shops sharply increased during the last
decade. To illustrate this, in 2014 the number of reviews on Amazon exceeded
the 10 million [3]. Furthermore, the number of online reviewing platforms, where
consumers leave behind product or service reviews, continues to grow.

Using these product reviews for decision making has become increasingly
popular [7]. Where some consumers might be looking for specific comments on
their potential purchase, others might only be interested in the overall sentiment
or in the sentiment per product aspect. However, the number of reviews can be
c© Springer International Publishing Switzerland 2016
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high for some (popular) products, which makes reading all those reviews very
time consuming. In order to lower these information costs, one of three pillars in
the classical transaction cost model [1], an automatic assessment of the overall
sentiment within consumer reviews is asked for.

The main aim of this paper is to contribute to the existing research on the
detection of implicit features within consumer reviews. In particular, we seek
to extend the method proposed in [6] by adding a classifier that predicts the
presence of multiple implicit features within a sentence. The evaluation of our
method shows that we can significantly improve the F1-measure by 1.6 % com-
pared to [6], resulting in an F1-measure equal to 64.5 %. Apart from increasing
the F1-measure, our method contributes to existing work by its suitability for
a more realistic scenario in which sentences are allowed to have more than one
implicit feature.

The remaining part of this paper is organized as follows. Section 2 reviews
the relating literature and addresses the possible shortcomings of previously
proposed methods. After presenting our method in Sect. 3, we discuss the data set
used in our experiments in Sect. 4. Section 5 then discusses the implementation
of our proposed method and we evaluate its performance in Sect. 6, also by
comparing it to previous work in the literature. Section 7 concludes this paper
and proposes possible avenues for future research.

2 Related Work

This section discusses the relevant literature in the field that is concerned with
the automated assignment of implicit product features within consumer reviews.
Our proposed method is motivated by the shortcomings of existing approaches.

The vast majority of approaches in the literature focuses on finding the
explicit features in sentences. This limited approach is understandable because
often in reviews most of the features are explicitly mentioned in a sentence. How-
ever, as addressed before, features that are implicitly mentioned in reviews are
equally important. In feature-based sentiment analysis the detection of implicit
feature therefore plays an essential role. However, in order to obtain reliable
results, sophisticated methods that can infer implicit features from sentences
are required. This section addresses some of the most relevant approaches.

A method of detecting implicit features is proposed in [5]. More specifically,
the method refers to a two-phase co-occurrence association rule mining approach.
In the first phase, [5] mines a set of association rules from co-occurrences between
opinion words and explicit features. Therefore each opinion word is associated
with a set of candidate features. In the second phase, the explicit features are
clustered in order to obtain more powerful rules. If an opinion word is not linked
with an explicit feature, the list of rules is checked in order to assign the most
likely feature to this opinion word.

A similar approach to [5] is presented in [8]. Specifically, [8] mines as many
association rules as possible between feature indicators and the corresponding
features. Namely, the indicators are based on word segmentation, part-of-speech
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tagging, and feature clustering. As basic rules, the best rules in five different rule
sets are chosen. In addition, three methods are proposed in [8] to find some set of
rules: adding substring rules, adding dependency rules, and adding constrained
topic model rules. In the final stage, the results of both approaches are compared
where the latter one, using expanding methods, shows the best performance.

One pioneering method for the detection of implicit features is the one of [9],
which originates from the following basic idea. A set of several selected opin-
ion words is constructed and the reviews are scanned for so-called modification
relationships between these opinions words and corresponding explicit feature
words within the same sentences. In other sentences, these opinion words could
appear without the presence of an explicit feature. Based on the modification
frequencies, a set of candidate features is then determined for these sentences.
Then, a co-occurrence matrix is built in which the numbers of co-occurrences
between all notional words, i.e. also between non-opinion words and features,
are calculated. Using this co-occurrence matrix, constrained by the set of can-
didates features, the algorithm in [9] selects features using information from all
notional words within a sentence. The candidate features that are chosen have
co-occurred with the corresponding opinion word before. For example, in the case
of digital camera reviews, if the word ‘good’ appears within the same sentence
as the explicitly mentioned features ‘battery’, ‘lens’ and ‘material’, these would
be candidate features for an opinion word ‘good’. From this set of candidate set
of features, the implicit feature is inferred according to the associations between
these candidate feature words and the rest of the notional words in the sentence,
which are stored in the co-occurrence matrix.

It is important to keep the above described method in mind, since it forms
an important building block of the method used by [6], on which this paper
expands. The main difference in the approach by [6] is that it uses a supervised
algorithm. Namely, consumers review data is used in which all implicit features
are annotated. Therefore, co-occurrences can be calculated between these anno-
tated implicit features and all words in the sentence. Based on the co-occurrences,
scores are then assigned to potential implicit features, which in the case of [6]
are all implicit features within the data set. Finally, the implicit feature with the
highest score is assigned to the sentence. An advantage of [6], is that it can also
be used to detect features that are not present explicitly within the data set.
This is an improvement over the methods presented in [5,8,9], where implicit
features can only be detected when they also appear explicitly in the data set.
Nevertheless, it relies on the existence of training data that is annotated with
implicit features.

Furthermore, [6] improves on [9] by introducing a trained threshold in the
assignment of implicit features. Where in the method presented in [9] relative
low co-occurrence scores could already lead to linking an opinion word to a
feature, the algorithm in [6] only assigns an implicit feature to a sentence when
its score exceeds the learned threshold. The idea behind this is that when the co-
occurrence frequencies are low, it is questionable whether the sentence should be
linked to any feature at all. Especially in the case when there are many sentences
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without any implicit feature, the improvements by using such a threshold show
to be large [6].

However, one apparent disadvantage of the detection procedure by [6,9] is
that it rules out the possibility that a sentence contains two or more implicit
features. This seems an unrealistic constraint, especially in the field of product
reviews, where people are explicitly asked for their opinion. In fact, sentences
containing two or more implicit features appear quite frequently. For instance, [2]
makes the following observation in tweets that were collected from Twitter for
their sentiment analysis: even short sentences may contain multiple sentiment
types, concerning possibly different topics, e.g. #fun and #scary in “Oh My God
http://goo.gl/fb/K2N5z #entertainment #fun #pictures #photography #scary
#teaparty”. [10] sees the same tendency in product review data. From their
Chinese restaurant review data, an intuitive example is extracted. In the sentence
“the fish is great, but the food is very expensive”, two obvious sentiment words
can be noticed: ‘great’ and ‘expensive’. Both these words implicitly refer to two
different features which could be labeled respectively as ‘quality’ and ‘price’.

3 Method

This section discusses our method that works as an extension on the algorithm
developed by [6] in the sense that it allows for the extraction of multiple fea-
tures per sentence. This more unrestrictive approach considers a more realistic
scenario, in which sentences can be related to multiple implicit features.

We start with a short, formal description of the algorithm earlier presented
in [6]. From the training data, the algorithm stores all unique annotated implicit
features and all unique lemmas (which are the syntactic root form of a word)
with their frequencies in list F and O. Furthermore, |F | × |O| matrix C stores
the co-occurrences between all elements in F and O within sentences. Then,
sentences in the test data are processed as follows. For each ith implicit feature
fi ∈ F , the sum of the ratios between the co-occurrence ci,j ∈ C of each jth
word in the sentence and the frequency oj ∈ O of that word is calculated:

Scorefi
=

1
n

n∑

j=1

ci,j

oj
, (1)

where n is the number of words in a sentence. Finally, the implicit feature with
the highest score is assigned to the sentence when it exceeds a trained threshold.
When there is no score that exceeds the threshold, no feature is assigned to the
sentence. The training of the threshold is only based on the training data and
is executed by simply finding the threshold value between 0 and 1 which yields
the best performance.

One approach to extend the algorithm to a more realistic scenario is by
selecting all implicit features that exceed the trained threshold (see Sect. 2).
However, when only a small proportion of the data set consists of sentences that
contain more than one implicit features, the precision of the algorithm would

http://goo.gl/fb/K2N5z
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Algorithm 1. Algorithm training using annotated data.
Construct list F of unique implicit features
Construct list O of unique lemmas with frequencies
Construct co-occurence matrix C
for all sentence s ∈ training data do

for all word w ∈ s do
if ¬(w ∈ O) then

add w to O
end if
O(w) = O(w) + 1

end for
for all implicit feature f ∈ s do

if ¬(f ∈ F ) then
add f to F

end if
for all word w ∈ s do

if ¬((w, f) ∈ C) then
add (w, f) to C

end if
C(w, f) = C(w, f) + 1

end for
end for

end for
Train threshold for the classifier through linear search
Train threshold for the feature detection algorithm through linear search

suffer from such a crude selection mechanism. To understand this effect, one
should realize that when specific words co-occur often with different implicit
features, sentences in which these words are present consequently have a high
score for more than one implicit feature. However, assigning more than one
implicit feature to each of such sentences based on these scores might be naive
when only few sentences are known to contain more than one implicit feature.
Another approach to allow for multiple features is to use a classifier to determine
the number of implicit features that is likely to be present within the sentence.
Subsequently, the algorithm could assign features with top scores to a sentence,
where now the number of assignments is based on the classifier’s prediction.
One should bear in mind however that this strategy now potentially suffers from
the imperfect nature of both the classifier and the implicit feature extraction
algorithm, which possibly leads to lower precision.

The method that we present works as a combination of the two above-
mentioned methods such that we can utilize the advantages of both while min-
imizing their disadvantages. In particular, we use a classifier in order to detect
for every sentence whether there it contains more than one implicit features. If
the classifier predicts more than one implicit feature, all features with a score
exceeding the threshold will be assigned to the sentence. Otherwise, only the
feature with the highest score could be assigned to the sentence, that is, if it
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Algorithm 2. Algorithm execution on new sentences in the test data.
Input: trained thresholds kThreshold and fThreshold
Construct list NN with the number of nouns per sentence
Construct list JJ with the number of adjectives per sentence
Construct list CM with the number of commas per sentence
Construct list A with the number of ‘and’ words per sentence
Obtain β̂’s from logistic regression using the full data set
for all sentence s ∈ test data do

kScore = β̂0 + β̂1NN (s) + β̂2JJ (s) + β̂3CM (s) + β̂4A(s)
currentBestFeature = empty
fScoreOfCurrentBestFeature = 0
for all feature f ∈ F do

fScore = 0
for all word w ∈ s do

fScore = fScore + C(w, f)/O(w)
end for
if kScore > kThreshold then

if fScore > fThreshold then
Assign feature f to s

end if
else if fScore > fScoreOfCurrentBestFeature then

currentBestFeature = f
fScoreOfCurrentBestFeature = fScore

end if
end for
if ¬(kScore > kThreshold) then

if fScoreOfCurrentBestFeature > fThreshold then
Assign currentBestFeature to s

end if
end if

end for

exceeds the trained threshold. Hence, the classifier produces the binary result
whether or not to allow for multiple features. The pseudocode describing the
described method is shown in Algorithms 1 and 2.

The classifier calculates a score based on a number of sentence characteristics
that are related with the number of implicit features ks within a sentence s.
When the score for a sentence exceeds another trained threshold, the classifier
predicts multiple implicit features to be present. The score function uses the
following variables: (i) number of nouns (#NNs), (ii) number of adjectives (#JJs),
(iii) number of commas (#Commas), and (iv) the number of ‘and’ words (#Ands).
In order to determine the relation between these predictor variables and the
number of implicit features, we estimate the following logistic regression equation
by maximum-likelihood:

Scoreks
= log

(
ps

1 − ps

)
= β0 + β1#NNs + β2#JJs + β3#Commas + β4#Ands, (2)
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Fig. 1. (a) Distribution of the number of implicit features contained per sentence, in
the restaurant review data set. (b) Frequencies of the four unique implicit features in
our data set

where ps is the probability that sentence s contains multiple implicit features.
The coefficients are estimated using the full data set. The implementation of this
regression approach is discussed in more detail in Sect. 5.

This extended algorithm is now trained in two steps, only using the training
data. First, the threshold for the classifier is trained in terms of prediction per-
formance. Second, the threshold for the feature detection algorithm, now using
the prediction of the classifier, is trained (as described in the second paragraph
of this section) to optimize the feature detection performance.

As a final remark, a limitation of this method is that it requires a sufficiently
large data set in which the implicit features are annotated. The reason for this
is that the training of the algorithm is executed on annotated implicit features.
However, the benefit of this approach is that the algorithm is now able to detect
all implicit features within the data set, and not only the features that are (also)
explicitly present in the data set.

4 Data Analysis

The data set which is used to build up and validate the method proposed in the
previous section consists of a collection of restaurants reviews [4]. Every review
sentence is assigned to at least one of five so-called review aspect categories:
‘food’, ‘service’, ‘ambience’, ‘price’, and ‘anecdotes/miscellaneous’. These aspect
categories are generally not explicitly referred to in a sentence but can be inferred
from each sentence. Therefore, these aspect categories operate as implicit fea-
tures of the product, i.e., the restaurant. In the data set, both implicit and
explicit restaurant features are labeled.

All 3,044 sentences in the restaurant data set contain at least one implicit
feature. However, in order to obtain a better performance test of our classifier
for the number of implicit features present in each sentence, the fifth category of
‘anecdotes/miscellaneous’ is removed from the data set. This particular category
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Fig. 2. Co-occurrence frequencies of the four unique implicit features in our data set.

seems most appropriate for removal, as it does not describe a unique implicit
feature but refers to the general context ‘miscellaneous’. In this way, the number
of implicit features in our data set has a wider distribution because part of the
set now consists of sentences without an implicit feature. As consumer review
sentences generally do not always contain an implicit feature, the performance
of our classifier on this more realistic scenario is interesting. Furthermore, in
this setting the influence of the threshold parameter in the algorithm by [6] in
combination with our classifier can be measured.

As clearly displayed in Fig. 1a, more than half of the sentences contain only
one implicit feature. However, in a significant percentage of sentences, namely
12.4 %, two implicit features are mentioned. This motivates an approach that
considers more than one implicit feature in a sentence.

Examining the frequency of the four implicit features in Fig. 1b, it is clear that
all of them play an important role in customer’s reviews. Interesting is the fact
that each of them appears in more than 300 sentences which is because there is
only a small set of features. More specifically, ‘food’ captures more than one third
of the sentences in total and more than twice of any of the other categories. In
terms of frequency, ‘food’ is followed by the feature ‘service’ appearing in nearly
half as many sentences as ‘food’. Feature ‘ambience’ is implicitly referred to in
432 sentences. Lastly, the least common feature is ‘price’, where the difference
with ‘food’ is a factor of three.

As the main purpose of the method that we propose is to search for multiple
implicit features in each sentence, it seems worthwhile to examine to what extent
multiple features are present in one sentence. Figure 2 shows the frequency of all
possible co-occurrences between the four unique implicit features. Clearly, most
of the sentences in our data contain only one implicit feature, something that
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Table 1. Coefficients of logistic regression (2) for the classifier.

Predictor variable Coefficient p-value

Constant −3.019479 0.0000
#NNs 0.116899 0.0002
#JJs 0.335530 0.0000
Commas 0.216417 0.0004
Ands 0.399415 0.0000

can also be seen in Fig. 1a. More than 4 % of the sentences implicitly refer to
both ‘food’ and ‘price’, and almost the same percentage corresponds to the co-
occurrence of ‘food’ and ‘service’. The remaining combinations of two implicit
features appear less frequently in the same sentence in our restaurant review
data set.

5 Implementation

To predict the presence of multiple implicit features, we use the score function
as given in Eq. 2. We think of this score function as a general rule for categorized
review data such as our restaurant review data set. In order to specify the correct
score function, however, sufficient amount of this type of consumer review data
is required. Constrained by resources, however, only the same restaurant review
data set is available to us. Therefore, the score function is not trained on a
training part of the data set, and then tested on a test part. Instead, the full
data set is used in order to maximize the information available to us.

We estimate the Scoreks
function (2) using logistic regression. Table 1 dis-

plays the results. The p-values indicate that our variables are highly significant,
i.e., for significance levels below 1 %. Apart from the variables that we include,
we also test implementing the number of words in a sentence and the number
of grammatical subjects in a sentence. Neither of these variables yield a signif-
icant improvement. Intuitively, this can be explained because the variables for
the number of nouns and adjectives already capture the relevant information
that lies within the number of words within a sentence. The number of subjects
possibly does not perform better than the number of nouns because often the
subject in a sentence is the product instead of the feature.

The regression is performed on the complete restaurant data set, as motivated
above. However, one could argue that this could result in unfair performance,
as the same data set is used to evaluate our algorithm. However, when the
coefficients of the regression are robust for different subsamples, specifying a
different score function based on an arbitrary train part of the data set will not
alter the results heavily. Put differently, this would indicate that our approach of
using the full data set does not provide an unfair edge. To check whether this is
the case, we perform the logistic regression 1000 times on arbitrary subsamples
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Table 2. Specifications of 1000 logistic regressions on 90 % subsamples.

Variable Mean Median Std. dev.

#NNs 0.117361 0.11768 0.011342
#JJs 0.335538 0.33536 0.014345
Commas 0.216409 0.21672 0.023185
Ands 0.399507 0.39892 0.023409
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Fig. 3. Box-plot of the coefficients of the logistic regression.

containing 90 % of the data set. Figure 3 depicts the coefficients of the 1000
regressions in a box-plot and Table 2 provides descriptive statistics. The constant
is excluded from the plot and table, because it does not influence the result with
a trained threshold. We find that the values of the coefficients do not differ a lot
for the different subsamples, so it is justified to use the complete data set when
determining the coefficients.

The classifier predicts multiple implicit features for sentence s when Scoreks

is larger than a certain threshold. We can therefore train the classifier by deter-
mining the optimal threshold. In order to do so, we isolate the performance of
the classifier by assuming that the feature detection part of the algorithm is per-
fect. That is, if the classifier predicts the presence of multiple implicit features
correctly, we assign all golden implicit features to that sentence; if the classifier
predicts incorrectly, we assign either only one golden implicit feature (in case
there are actually multiple implicit features), or one implicit feature too many
(in case there are not actually multiple features) to the sentence. This way, the
errors made by the classifier are isolated and can thus be minimized by means
of altering the threshold.
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Fig. 4. Recall and precision of the classifier for different β’s.

The classifier is optimized on Fβ-score. Since the main goal of our classifier
is to predict multiple implicit features when they are present, high recall is
especially important. If it incorrectly predicts no multiple implicit features in the
sentence, the recall of the final score will always decrease, because there can only
be one implicit feature assigned to that sentence. However, when the classifier
incorrectly predicts the presence of multiple implicit features, the precision of the
final score does not necessarily decrease. The threshold in the feature detection
part of the algorithm could prevent that multiple implicit features are assigned
to a sentence. Figure 4 shows the precision and recall of the classifier with a
trained threshold for different β’s. It can be seen that with β larger than 1.8,
the precision decreases relatively fast, while the recall only increases a little bit.
Therefore, we use β equal to 1.8 in the Fβ-score when training the classifier to
emphasize recall.

Finally, the threshold is trained on an annotated training set containing 90 %
of the data. To train the threshold, a range of threshold values needs to be
defined. We use values between −3 and 3, with a step size of 0.1. With every
threshold, the classifier is evaluated based on F1.8. Hence, after linearly trying
all possible thresholds, we use the threshold with the largest F1.8-score.

6 Evaluation

Evaluation of the implemented method is based on 10-fold cross-evaluation. This
means that the whole data set is split into two subsets: one part contains 90 %
of the data, the other part 10 %. The algorithm is then trained on this 90 %
of the data set. The trained algorithm then detects the implicit features in the
remaining 10 % of the data. This procedure is repeated 10 times, where there is
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no overlap in the 10 hold-out samples. For each fold, the F1-score is calculated
and finally averaged to provide the measure for the performance of the algorithm.

The predictive performance we consider to evaluate the predicting of implicit
features is the F1-score. Using the F1-score as the performance measure allows
for easy comparison with previous work, as it is one of the standard performance
measures within the literature.

Because the different training and test subsamples used in the cross-
evaluation are generated randomly, we run our algorithm 10 times. Figure 5
shows the results, in terms of mean F1-scores, following from our proposed
method (the blue bars). To provide more insights into our results, Fig. 5 also
depicts F1-scores of the algorithm with both a perfect classifier (the red line)
and with a perfect feature detection algorithm (the green line). The scores using
a perfect classifier are computed by always passing the correct prediction (in
terms of the presence of multiple implicit features) onto the feature detection
algorithm. The scores with the perfect feature detection are found by, based on
the prediction of the classifier, assigning a number of golden implicit features to
the sentences.

Results are given for different part-of-speech filters, which are used to filter
out possibly irrelevant words in the co-occurrence matrix that could be harmful
to the performance of the algorithm. Figure 5 shows the scores for 16 different
part-of-speech filters. The filters include only the words of types that are men-
tioned, where NN stands for nouns, VB for verbs, JJ, for adjectives and RB for
adverbs. Examining the F1-scores in Fig. 5, we find that the best results are
obtained using the NN+JJ part-of-speech filter. That is, filtering for nouns and
adjectives, we obtain an F1-score equal to 64.5%. We note that the F1-score we
find for using the NN filter is only marginally worse, namely 64.1 %.

Since our proposed method extends the one presented in [6], we start by eval-
uating the increase in performance as a result of our extension. In order to do so,
we also evaluate the unextended algorithm as presented in [6] 10 times using the
NN+JJ part-of-speech filter. Again, we note that each evaluation provides slightly
different results due to the random nature of the cross-evaluation method. We
find a mean F1-score of 62.9% for the algorithm without the classifier.1 Hence,
comparing this to our 64.5 %, we find an improvement of 1.6 % points. We test
for significance by means of a two-sample t-test. This results in a t-test statistic
equal to 12.0, which indicates a significant improvement at the significance level
of 1 %.

At first sight, an improvement in mean F1-score of 1.6 % points may not look
large. However, in order to make a fair statement about the performance of our
classifier, we first need to compare it to its potential, which is displayed by the
red line in Fig. 5. We see that the potential is also at its largest for the NN+JJ
filter, giving an F1-score of 69.3 %. This means that our classifier captures 25 %
of the maximum improvement that can be gained by adding a classifier that pre-
dicts the presence of multiple implicit features within a sentence, which is 6.4 %.

1 We note that in [6], based on a number of runs, a maximum F1-score of 63.3 % is
reported.
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Fig. 5. Mean F1-scores with different part-of-speech filters.

However, we note that the potential of such a classifier depends on the data set.
In our restaurant review data set, 14.8 % of the sentences contain more than
one implicit feature, where 12.4 % of the sentences contain two implicit features.
Furthermore, calculations show that 20.4 % of the total possible implicit features
remain to be detected when only one implicit feature per sentence is considered.2

However, it is important to notice that the most apparent implicit feature in each
sentence is already detected. As a result, the second implicit feature would be
assigned with an already lower precision, tempering the improvement of the
F1-score due to a higher recall. Therefore, in light of these insights and consid-
ering the simplicity of our approach, we consider our gained improvement to be
significant.

Lastly, we provide insights in our results by looking at the F1-score that
can be obtained by using our classifier in combination with a perfect feature
detection algorithm, which is displayed by the green line in Fig. 5. Notice that our
classifier is trained to maximize the F1.8-score. For this reason, these ‘potential’
F1-scores are hardly interpretable and a greater potential might be visible when
the classifier is trained for the same measure by which it is now evaluated.
However, training for F1.8 yields best overall performance in our method, which
is also motivated in Sect. 5. Nonetheless, these F1-scores provide insight in what
part in the loss of F1-score can be attributed to the feature detection part of
our algorithm. The F1-scores with perfect detection, which do not rely on the
part-of-speech filters, are 85.2%. Comparing this result with the one in the
previous paragraph, we conclude that improving the feature detection part of the
algorithm shows greater potential than improving the prediction of the presence
of multiple implicit features.

2 Based on the distribution of the number of implicit features per sentence in our data
set (see Fig. 1a), we have: (12.4+2·2.3+3·0.1)/(52.6+2·12.4+3·2.3+4·0.1) = 0.204.
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7 Conclusion

In many of the existing methods within the literature, detection algorithms are
limited to assigning only one implicit feature per sentence. However, when con-
sumers review their purchased products, they do typically not obey this con-
straint. Therefore, based on this visible shortcoming in previous work, we pro-
pose an algorithm that allows for the detection of multiple implicit features per
sentence. Our method directly extends the more constrained, supervised method
earlier proposed in [6].

In our proposed method we construct a classifier that predicts the presence of
multiple implicit features using a score function. The score function is based on
four simple sentence characteristics: (i) number of nouns, (ii) number of adjec-
tives, (iii) number of commas, and (iv) the number of ‘and’ words. The function
parameters are estimated by means of logistic regression and we train a thresh-
old for better performance. Based on the prediction of the classifier for a given
review, the feature detection part of our algorithm then looks for either one or
multiple implicit features.

Considered on a restaurant review data set, our approach shows small but
significant improvement with respect to the constrained method in [6]. That is,
we improve the F1-measure by 1.6 % points. Based on analysis of the perfor-
mance of our classifier we conclude that we capture a reasonable (considering
its simplicity) part of the full potential of our approach. The performance and
potential of the classifier is however dependent on the distribution of the number
of implicit features per sentence within the data set. That is, when consumer
reviews frequently cover multiple implicit features per sentence, our more real-
istic approach is desirable.

In our approach we determine a general relation between sentences written
in consumer reviews and the number of implicit features. Nonetheless, it might
be desirable to integrate the specification and estimation of this relation in the
training part of the algorithm in order to make it specifically effective for a given
data set. One promising path for future work is therefore to train a classifier
for the number of implicit features by using more advanced machine-learning
techniques, such as Support Vector Machines. Also, rule learning methods could
be employed in order to determine more indicators for the presence of multiple
implicit features.

Another interesting suggestion for future research may be to combine the
classifier with sentiment analysis algorithms. Namely, when there are opposing
sentiments within one sentence, it seems likely that the consumer is commenting
on two different features of the product. To illustrate this idea, we provide the
following example:

“The phone looks great, but the pictures it takes are of very low quality.”

In this sentence, two features are implied: ‘appearance’ and ‘camera’. Also, there
are two sentiment polarities: the consumer is positive about the appearance, but
negative about the camera.
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Abstract. The tool described in this article has been designed to help machine
translation (MT) researchers to combine and evaluate various MT engine out-
puts through a web-based graphical user interface using syntactic analysis and
language modelling. The tool supports user provided translations as well as
translations from popular online MT system application program interfaces
(APIs). The selection of the best translation hypothesis is done by calculating the
perplexity for each hypothesis. The evaluation panel provides sentence tree
graphs and chunk statistics. The result is a syntax-based multi-system translation
tool that shows an improvement of BLEU scores compared to the best indi-
vidual baseline MT. We also present a demo server with data for combining
English - Latvian translations.

Keywords: Machine translation � Hybrid machine translation � Syntactic
parsing � Chunking � Natural language processing � Computational linguistics �
Data services

1 Introduction

Multi-system machine translation (MSMT) is a subset of hybrid MT (HMT) where
multiple MT systems are combined in a single system in order to boost the accuracy
and fluency of the translations. It is also referred to as multi-engine MT, MT coupling
or just MT system combination.

This paper presents an attempt to enrich an MSMT approach with language specific
information and a clean, self-explanatory user interface. The experiments described use
multiple combinations of outputs from two, three or four MT systems. Experiments
described in this paper are performed for the English-Latvian language pair. Trans-
lating from English, French, and German to Latvian, English, French and German is
currently supported, however the underlying framework developed within this work
allows application of this strategy for other language pairs as well. The automatic
evaluation results obtained with this hybrid system are analysed and compared with
human evaluation. The code of the developed K-Translate system is freely available at
GitHub1. A demo server2 with data for combining English - Latvian translations is also
available.

1 K-Translate on GitHub - https://github.com/M4t1ss/K-Translate.
2 K-Translate demo - http://k-translate.lielakeda.lv/.
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The structure of this paper is as following: Sect. 2 compares the current tool with
previous work. Section 3 describes the back-end and the evaluation mechanism. Sec-
tion 4 outlines the main functionality of the graphical interface and Sect. 5 provides
information about how the system performs under certain experiment. Finally, Sect. 6
includes a summary and Sect. 7 - aims for further improvements.

2 Related Work

Ahsan and Kolachina [1] describe a way of combining SMT and RBMT systems in
multiple setups where each one had input from the SMT system added in a different
phase of the RBMT system.

Barrault [2] describes a MT system combi-nation method where he combines
multiple confusion networks of 1-best hypotheses from MT systems into one lattice
and uses a language model for decoding the lattice to generate the best hypothesis.

Mellebeek et al. [2] introduced a hybrid MT system that utilised online MT engines
for MSMT. Their system at first attempts to split sentences into smaller parts for easier
translation by the means of syntactic analysis, then translate each part with each
individual MT system while also providing some context, and finally recompose the
output from the best scored translations of each part (they use three heuristics for
selecting the best translation).

Heafield and Lavie [3] describe an open source MSMT system that consists of four
components – hypothesis alignment (with METEOR aligner), definition of a search
space on top of the alignments, definition of features for scoring hypotheses and a beam
search decoder.

Freitag et al. [4] use a combination of a confusion network and a neural network
model. A feedforward neural network is trained to improve upon the traditional binary
voting model of the confusion network. This gives the confusion network the option to
prefer other systems at different positions even in the same sentence.

3 Back-End System Workflow

The main workflow can be divided into three main constituents – (1) pre-processing of
the source sentences, (2) the acquisition of a translations via online APIs (except for
when translations are provided by the user) and (3) post-processing - the selection of
the best translations of chunks and creation of MT output. A visualized workflow of the
system is presented in Fig. 1.

For translation, four translation APIs are used. However, the system’s architecture is
flexible allowing to integrate more translation APIs easily. The system is set to be able to
translate from English, German or French into Latvian, German, English or French.
Nevertheless, the source and target languages can also be changed to other language
pairs that are supported by the APIs, Berkeley Parser [4] parse grammars and KenLM
[5] language models. Each new source language requires a grammar that is compliant
with the Berkeley Parser. The parser is able to learn new grammars from treebanks. Each
new target language requires a language model that is compliant with KenLM. New
language models can be trained using the lmplz program included in KenLM.
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3.1 Pre-processing

The first step is to tokenize the input. The tokenizer uses the whitespace and punctu-
ation tokenizer from the NlpTools php library3 that is included in the system. Tok-
enization is essential for proper functioning of all subsequent steps – the syntactic
parser can misclassify a word or a phrase and the translation APIs can issue an incorrect
translation. For example, the parser will not correctly understand a word that has a dot,
comma or a colon as the ending symbol.

After tokenization it is necessary to divide sentences into linguistically motivated
chunks that will be further given to the translation APIs. For this task the Berkeley
Parser is used in conjunction with a chunk extractor (chunker). The parse tree of each
sentence is processed by the chunker to obtain the parts of the sentence that will be
individually translated and passed to the translation step.

Sentence Chunking. A need for splitting the possibly long sentences into smaller
chunks is motivated by the hypothesis that modern MT systems can produce better
results when given a reasonable length source sentence. To justify that this approach
that uses the linguistically motivated chunks are much better as just cutting sentences
into random chunks we performed three experiments. The sentence was split into 5-g in
one experiment (+ one shorter n-g, if the last one is made up of less tokens), random
1-g to 4-g in the second experiment, random 1-g to 6-g in the third, and finally random
6-g to n-g of sentence length in the last experiment. We used the same 5-g JRC-Acquis
language model for best translation selection. Results of these experiments (Table 1)
fully confirmed the hypothesis of advantage of linguistically motivated chunks.

The chunker reads output of the Berkeley Parser and places it in a tree data
structure. During this process each node of the tree is initialised with its phrase (NP,
VP, ADVP, etc.), word (if it has one) and a chunk consisting of the chunks from its

Fig. 1. General workflow of the translation process

3 Natural language processing tools - http://php-nlp-tools.com/documentation/tokenizers.html.
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child nodes. To obtain the final chunks for translation the resulting tree is traversed
bottom-up post-order and only the top-level subtrees are used as the resulting chunks.
The chunking consists of steps shown in Fig. 2.

Table 1. Influence of different chunk selection strategies on MT output

Chunks BLEU

Linguistically motivated chunks 18.33
5-g 10.35
Random 1–4 g 7.33
Random 1–6 g 9.12
Random 6-max g 17.94

Fig. 2. Chunking process flowchart
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The following is an example of output generated by the Berkeley Parser for the
English sentence “Characteristic specialities of Latvian cuisine are bacon pies and a
refreshing, cold sour cream soup.” Figure 3 shows the visualized parse tree with two
chunks highlighted in lighter and darker borders (Fig. 4).

Fig. 3. Visualised tree with marked chunks

Fig. 4. Berkeley Parser parse tree output
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3.2 Translation with Online APIs

Currently four online translation APIs are included in the project – Google Translate4,
Bing Translator5, Yandex Translate6 and Hugo7. These specific APIs were selected
because of their public availability and descriptive documentation as well as the range
of languages that they support. One of the main criteria when searching for translation
APIs was the ability to translate from English into Latvian.

Each translation API is defined with a function that has source and target language
identifiers and the source chunk as input parameters and the target chunk as the only
output. This makes adding new APIs very easy.

3.3 Selection of the Best Translated Chunk

The selection of the best translated chunk is done by calculating the perplexity for each
hypothesis translation with KenLM. For reliable results a large target language corpus
is necessary. For each ma-chine-translated chunk a perplexity score represents the
probability of the specific sequence of words appearing in the training corpus used to
create the language model (LM). Sentence perplexity has been proven to correlate with
human judgments and BLEU scores, and it is a good evaluation method for MT
without reference translations [6]. It has been also used in other previous attempts of
MMT to score output from different MT engines as mentioned by [7, 8].

KenLM calculates probabilities based on the observed entry with longest matching
history wn

f :

p wnjwn�1
1
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already-estimated language model. Perplexity is then calculated using this probability:
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N

XN

i¼1
logbqðxiÞ

where given an unknown probability distribution p and a proposed probability model q,
it is evaluated by determining how well it predicts a separate test sample x1, x2… xN
drawn from p.

3.4 Sentence Recomposition

When the best translation for each chunk is selected, the translation of the full sentence
is generated by concatenation of chunks. The chunks are recomposed in the same order
as they were split up.

4 Google Translate API - https://cloud.google.com/translate/.
5 Bing Translator Control - http://www.bing.com/dev/en-us/translator.
6 Yandex Translate API - https://tech.yandex.com/translate/.
7 Latvian public administration machine translation service API - http://hugo.lv/TranslationAPI.
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4 Translation Combination Panel

This section presents all the basic screens of the translation combination panel which is
the graphical front-end of K-Translate. Figure 5 shows a schematic overview of the
options available. Each of the two ways of combining translations consists of all or
most of the steps covered in the previous section. An exception is when the user choses
to input their own translations – this process skips translation with online APIs.

4.1 Translating with Online Systems

The start-up screen of the translation combination panel allows to fully automatically
get translations from several online MT systems that have APIs available, combine
them and output the best fitting hybrid translation. The source sentence input screen is
shown in Fig. 6 and the results look the same as when combining user provided
translations (Fig. 11) with the exception of showing the name of the used online system
as the source instead of MT1, MT2, etc.

Fig. 5. Architectural visualization of the translation combination panel
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4.2 Combining Multiple User Provided Translations

The second option of the translation combination panel is intended for the more
experienced MT professionals who already have several (two or more) translations of
the input sentence from different MT systems and just want to obtain the combined
result. At first the user must select source and target languages and input the sentence in
a source language as shown in (Fig. 7).

In the next step K-Translate will have performed syntactic analysis on the input
sentence and split it into smaller fragments or chunks as shown in Fig. 88. The syntax
tree with highlighted color-coded chunks will also be shown so that the user can better
understand where and why the chunks have their boundaries (Fig. 9). These chunks
will be given in a text box each in a new line for the user to translate with the chosen
MT systems. Finally, the obtained translations must be pasted in the MT 1, MT 2, etc.
text boxes (Fig. 10) below each chunk per line to move on to the last step.

In the last step (Fig. 11) K-Translate will provide the best fitting combined trans-
lation and highlight which chunks were used from which input. It also shows the source
used for each chunk and the confidence level of each selection. The confidence is
calculated by comparing chunk perplexities to each other.

Fig. 6. Translating with online APIs

8 The process behind chunking is clarified in Sect. 3.1.
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4.3 Settings

Before any work with K-Translate can be done, one must first provide a Berkeley
Parser compatible grammar file for each desired source language and a KenLM
compatible language model file for each target language. Also, if usage of online APIs
for translation is planned, the corresponding API settings are mandatory. The settings
page allows for easy configuration of these values. The necessity of these requirements
is explained in Sects. 3.1 and 3.2.

Fig. 7. First step of combining of multiple user provided translations

Fig. 8. Second step of combining of multiple user provided translations – part 1
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Fig. 9. Second step of combining of multiple user provided translations – part 2 – a syntax tree
visualization

Fig. 10. Second step of combining of multiple user provided translations – part 3 – input
different translated chunks for source sentence chunks

Fig. 11. Translation combination results page
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5 Experiments

This section describes the experiments performed to test the workflow of K-Translate.
Firstly, details on the input data and experiment methodology are provided. Next, the
results are summarized and interpreted. Finally, a human evaluation is performed
showing how the results coincide with judgement of native speakers. For the purposes
of the experiment a slightly similar hybrid MT system - Multi-System Hybrid Trans-
lator [9] was chosen as a baseline.

5.1 Experiment Setup

The experiments were conducted on the English – Latvian part of the JRC Acquis
corpus version 3.0 [10] from which both the test data and data for training of the
language model were retrieved. The test data contained 1581 randomly selected sen-
tences. A 5-g language model was trained using KenLM.

The method was applied by combining all possible combinations of two and then
also all three APIs. As a result, seven different translations for each source sentence
were obtained. Google Translate, Hugo, Yandex and Bing Translator APIs were used
with the default configuration.

Output of each system was evaluated with two scoring methods – BLEU [11] and
NIST [12]. The resulting translations were inspected with the Web-based MT evalu-
ation platforms MT-ComparEval [13] and iBLEU [14] to determine, which system
from the hybrid setups was selected to get the specific translation for each chunk and
analyse differences in the resulting translations.

5.2 Experiment Results and Discussion

The results of the automatic evaluation are summarized in Table 2. Surprisingly all
hybrid systems that include the Hugo API produce lower results than the baseline Hugo
system. However, the combination of Google Translate and Bing Translator shows
improvements in BLEU and NIST scores compared to each of the baseline systems.
The results also clearly show an improvement over the baseline hybrid system that does
not have a syntactic pre-processing step. Also, contrary to the baseline, the new system
tends to use more chunks from Hugo, which, according to BLEU and NIST scores, is
the better selection.

The table also shows the percentage of translations from each API for the hybrid
systems. Although, according to scores, the Hugo system was a little better than the
other systems, it seems that the language model was eager to favour its translations.

Figure 12 shows an example of the source and reference sentences, and all system
translations with the differences highlighted. Upon closer inspection it can be seen that
K-Translate used the first chunk from Google’s output and the second chunk from
Hugo. The baseline hybrid MT system would have only selected one full sentence as its
output.
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5.3 Human Evaluation

A random 2 % (32 sentences) of the translations from the experiment were given to 10
native Latvian speakers with instructions to identify the most fluent and the most
adequate translation for each source sentence. The results are summarized in Table 3.
Comparing the evaluation results to the BLEU scores and the selections made by the
syntax-based hybrid MT, a tendency towards the Hugo translation can be observed for
the BLEU score and the selection of the hybrid method, that is not visible from the user
ratings. The free-marginal kappa [15] for these annotations is 0.335 which indicates
substantial agreement between the annotators.

Table 2. Experiment results. B – Bing, G – Google, H – Hugo, L - LetsMT, Y – Yandex.

System
BLEU NIST Hybrid selection

G B H/L Y
Google 16.19 8.37 100% - - -
Bing 16.99 8.09 - 100% - -
Hugo 20.27 9.45 - - 100% -
LetsMT 20.55 9.48 - - 100% -
Yandex 19.75 9.30 - - - 100%
Baseline hybrid MT
BG 17.09 8.41 56% 44% - -
GL 19.87 9.03 52% - 48% -
BGL 19.32 9.15 37% 29% 34% -
K-Translate
BG 17.34 8.54 74% 26% - -
GH 18.63 9.09 25% - 74% -
BH 18.98 8.97 - 24% 76% -
HY 20.01 9.33 - - 65% 35%
BGHY 18.33 8.67 17% 18% 35% 30%

Fig. 12. Comparison of a sentence translations with the different systems with MT-ComparEval
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The table shows that translations from the Google Translate system were recog-
nized by annotators as most fluent and most adequate in 35 % of cases. This contradicts
with the automatic evaluation results and the selections made by K-Translate where a
tendency towards the Hugo translation is observed.

A broader analysis of this result was performed. The hypothesis is that Hugo was
chosen less often by the annotators because of failure to translate dates or numbers in
specific sentences while the rest of the sentence was very similar to the reference, hence
scoring more BLEU points. Closer inspection revealed that three sentences from Hugo
contained “βNUMβ” tag, which appears to be an error in the named entity processor
during time of experiments. There were also five sentences that contained untranslated
dates, e.g., “31 december 1992” or “february 1995.” These errors account for Hugo not
be selected by annotators in 25 % cases of the evaluation dataset, while in case of
BLEU score, their influence was not so significant.

6 Conclusion

This paper described an interactive MT system combination approach that uses syn-
tactic and statistical features and visualizes the intermediate steps. The main goals were
to provide MT researchers with an intuitive and easy to use tool for combining
translations and to improve translation quality [13] over the selected baseline.

All test cases showed an improvement in BLEU and NIST scores when compared
to the baseline system. When used only with Google and Bing, the K-Translate scores
0.35 BLEU points higher than the best individual translation provided by the APIs.

In all hybrid systems that included the Hugo API a decrease in overall translation
quality was observed. This can be explained by the scale of the engines - the Bing and
Google systems are more general, designed for many language pairs, whereas the MT
system in Hugo was specifically optimized for English – Latvian translations. This
obstacle could potentially be resolved by creating a language model using a larger and
cleaner training corpus and a higher order language model.

7 Future Work

The described system is in an early phase of its lifecycle and further enhancements are
planned. There are several methods that could improve the current system combination
approach. Improvements are intended for both – the front-end panel view and the
back-end system. The visual side of K-Translate may become more comprehensible

Table 3. Human evaluation results

System Fluency AVG Accuracy AVG K-Translate selection BLEU

Google 35.29 % 34.93 % 16.83 % 16.19
Bing 23.53 % 23.97 % 17.94 % 16.99
Hugo 20.00 % 21.92 % 45.13 % 20.27
Yandex 25.93 % 27.07 % 20.10 % 19.75
K-Translate 21.18 % 19.18 % – 18.33
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with additional graphs and charts that display how and why the system chose each
individual chunk for the final translation. The back-end could benefit from improving
the chunking step and the selection of the best translated chunk.

For now, the chunker splits sentences by all top-level chunks with no regard for
sub-chunks or occasions when a chunk is only one word or symbol. The larger chunks
should be split in smaller sub-chunks and the single-word chunks should be combined
with one of the neighbouring longer chunks. It may be also more appropriate to divide
certain phrases, e.g. noun phrases and verb phrases but not prepositional phrases,
infinitive phrases, etc.

Adding alternative resources to select from in each step of the translation process
could benefit the more advanced user base. For instance, the addition of more online
translation APIs like Baidu Translate [16] or iTranslate.eu [17] would expand the
variety of choices for translations. A configurable usage of different language mod-
elling tools like RWTHLM [18] or character-aware neural language models [19] is
likely to improve the chunk selection process.

There are also several possible areas of improvement for the selection of the best
translation, for instance, to use a corpus cleaning tool on the corpora [20] before
training a language model. Another would be to add a language model of
morpho-syntactic tags.

References

1. Ahsan, A., Kolachina, P.: Coupling statistical machine translation with rule-based transfer
and generation. In: AMTA-The Ninth Conference of the Association for Machine
Translation in the Americas. Denver, Colorado (2010)

2. Barrault, L.: MANY: open source machine translation system combination. Prague Bull.
Math. Linguist. 93, 147–155 (2010)

3. Mellebeek, B., Owczarzak, K., Van Genabith, J., Way, A.: Multi-engine machine translation
by recursive sentence decomposition. In: Proceedings of the 7th Conference of the
Association for Machine Translation in the Americas, pp. 110–118 (2006)

4. Freitag, M., Peter, J., Peitz, S., Feng, M., Ney, H.: Local system voting feature for machine
translation system combination. In: EMNLP 2015, Tenth Workshop on Statistical Machine
Translation (WMT 2015), Lisbon, Portugal, pp. 467–476 (2015)

5. Petrov, S., Barrett, L., Thibaux, R., Klein, D.: Learning accurate, compact, and interpretable
tree annotation. In: Proceedings of the 21st International Conference on Computational
Linguistics and the 44th Annual Meeting of the Association for Computational Linguistics.
Association for Computational Linguistics (2006)

6. Heafield, K.: KenLM: faster and smaller language model queries. In: Proceedings of the
Sixth Workshop on Statistical Machine Translation. Association for Computational
Linguistics (2011)

7. Gamon, M., Aue, A., Smets, M.: Sentence-level MT evaluation without reference
translations: beyond language modeling. In: Proceedings of EAMT (2005)

8. Callison-Burch, C., Flournoy, R.S.: A program for automatically selecting the best output
from multiple machine translation engines. In: Proceedings of the Machine Translation
Summit VIII (2001)

K-Translate - Interactive Multi-system Machine Translation 317



9. Akiba, Y., Watanabe, T., Sumita, E.: Using language and translation models to select the
best among outputs from multiple MT systems. In: Proceedings of the 19th International
Conference on Computational Linguistics, vol. 1. Association for Computational Linguistics
(2002)

10. Rikters, M.: Multi-system machine translation using online APIs for English-Latvian. In:
ACL-IJCNLP 2015, p. 6 (2015)

11. Steinberger, R., Pouliquen, B., Widiger, A., Ignat, C., Erjavec, T., Tufis, D., Varga, D.:
The JRC-Acquis: a multilingual aligned parallel corpus with 20 + languages. arXiv preprint
cs/0609058 (2006)

12. Papineni, K., Roukos, S., Ward, T., Zhu, W.J.: BLEU: a method for automatic evaluation of
machine translation. In: Proceedings of the 40th Annual Meeting on Association for
Computational Linguistics. Association for Computational Linguistics (2002)

13. Doddington, G.: Automatic evaluation of machine translation quality using n-gram
co-occurrence statistics. In: Proceedings of the Second International Conference on
Human Language Technology Research. Morgan Kaufmann Publishers Inc. (2002)

14. Klejch, O., Avramidis, E., Burchardt, A., Popel, M.: MT-compareval: graphical evaluation
interface for machine translation development. Prague Bull. Math. Linguist. 104(1), 63–74
(2015)

15. Madnani, N.: iBLEU: interactively debugging and scoring statistical machine translation
systems. In: 2011 Fifth IEEE International Conference on Semantic Computing (ICSC).
IEEE (2011)

16. Zhongjun, H.E.: Baidu translate: research and products. In: ACL-IJCNLP 2015, p. 61 (2015)
17. Oravecz, C., Sass, B., Tihanyi, L.: 4.3 Evaluation campaign report (2012)
18. Sundermeyer, M., Schlüter, R., Ney, H.: rwthlm-the RWTH aachen university neural

network language modeling toolkit. In: INTERSPEECH (2014)
19. Kim, Y., Jernite, Y., Sontag, D. Rush, A.M.: Character-aware neural language models. arXiv

preprint arXiv:1508.06615 (2015)
20. Zariņa, I., Ņikiforovs, P., Skadiņš, R.: Word alignment based parallel corpora evaluation and

cleaning using machine learning techniques. In: EAMT 2015 (2015)

318 M. Rikters

http://arxiv.org/abs/cs/0609058
http://arxiv.org/abs/1508.06615


Web News Sentence Searching
Using Linguistic Graph Similarity

Kim Schouten and Flavius Frasincar(B)

Erasmus University Rotterdam, PO Box 1738, 3000 DR Rotterdam, The Netherlands
{schouten,frasincar}@ese.eur.nl

Abstract. As the amount of news publications increases each day, so
does the need for effective search algorithms. Because simple word-based
approaches are inherently limited, ignoring much of the information in
natural language, in this paper we propose a linguistic approach called
Destiny, which utilizes this information to improve search results. The
major difference from approaches that represent text as a bag-of-words
is that Destiny represents sentences as graphs, with words as nodes and
the grammatical relations between words as edges. The proposed algo-
rithm is evaluated using a custom corpus of user-rated sentences and
compared to a TF-IDF baseline, performs significantly better in terms
of Mean Average Precision, normalized Discounted Cumulative Gain,
and Spearman’s Rho.

Keywords: News search · Natural language processing · Graph
similarity

1 Introduction

Nowadays, a significant portion of our mental capacity is devoted to the gath-
ering, filtering, and consumption of information. With many things that are
considered to be newsworthy, like updates from friends, twitter messages from
people we follow, news messages on websites, and the more classical form of news
like articles and news items, the amount of textual data (not to mention mul-
timedia content) has become too large too handle. Even when considering only
news items like articles, the number is overwhelming. And while some people
can safely ignore lots of the news items, others are obliged to keep up with all
the relevant news, for example because of their job.

While smart heuristics like skimming and scanning texts is of great benefit,
it can only go so far. People, like investment portfolio managers, who have to
monitor the stock of a certain group of companies, have to keep track of all
news concerning these companies, including industry-wide news, but also that
of competitors, suppliers, and customers. Therefore, being able to intelligently
search news on the Web, for example to rank or filter news items, is paramount.
Although text searching is very old, especially in computer science terms, the
advance of new paradigms like the Semantic Web, has opened the way for new
ways of searching.
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-40180-5 22



320 K. Schouten and F. Frasincar

This paper addresses one of these new search techniques, namely the search
for news sentences. Searching for specific sentences enables the user to both
search across and within documents, with the algorithm pointing the user to
exactly the sentences that matches his or her query. With a previous publica-
tion [17] outlining the general concept of such a method, this paper aims to
discuss the method in detail, providing additional analyses, and more insight
into the actual workings of the algorithm.

2 Related Work

The over two decades worth of Web research has yielded several approaches to
Web news searching. The most widely used approach is based on computing
similarity by means of vector distances (e.g., cosine similarity). All documents
are represented as a vector of word occurrences, with the latter recording either
whether that word is in the document or not, or the actual number of times the
word occurs in the document. Often only the stemmed words are used in these
vector representations. The main characteristic of these methods is their bag-of-
words character, with words being completely stripped of their context. However,
that simplicity also allows for efficient and fast implementations, a useful trait
when trying to provide a good Web experience. In spite of its simplicity, it has
shown to perform well in many scenarios, for example in news personalization [1],
but also in news recommendation [3]. Being the de facto default in text searching,
TF-IDF [15], arguably the most well-known algorithm in this category, has been
chosen to serve as the baseline for the evaluation of the proposed algorithm.

With the advance of the Semantic Web, a move towards a more semantic way
of searching has been made. This includes the use of natural language processing
to extract more information from text and storing the results in a formally
defined knowledge base like an ontology. An example of such a setup can be
found in the Hermes News Portal [8,16], where news items are annotated using
an ontology that links lexical representations to concepts and instances. After
processing the news items in this way, querying for news becomes a simple matter
of selecting the ontology concepts of interest and all news items being annotated
with these concepts are returned. Comparable to this is Aqualog [12], a question
answering application which is similar in setup as Hermes, and SemNews [9], a
news platform like Hermes using its own knowledge representation.

Unfortunately, because searching is performed in the ontology instead of the
actual text, only concepts that are defined in the ontology and correctly found
in the text can be returned to the user. A deeper problem however is caused by
the fact that ontologies are formally specified, meaning that all information in
the text first has to be translated to the logical language of the ontology. While
translation always makes for a lossy transformation, in this case it is worse as the
target language is known to be insufficient to represent certain natural language
sentences. Barwise and Cooper [2] proved that first-order logic is inadequate
for some types of sentences, and most ontologies are based on propositional or
description logics which have even less expressive power.
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3 Problem Definition

Using the linguistic principles [6] of homophonic meaning specification and com-
positionality, a natural way of representing text is a graph of interconnected
disambiguated words, with the edges representing the grammatical relations
between words. While this representation is not as rich in semantics as an ontol-
ogy, it avoids the problems of ontology-based approaches while at the same time
providing more semantics than traditional word-based approaches.

With both the news items and the query represented by graphs, the prob-
lem of searching for the query now becomes related to graph isomorphism: the
algorithm needs to rank all sentence graphs in the news database according to
similarity (i.e., the measure of isomorphism) with the graph that describes the
user query. Since we need a measure of isomorphism instead of exact graph
isomorphism, we cannot simply implement Ullmann’s algorithm [18].

This approximate graph isomorphism has a much larger search space than
regular graph isomorphism which already is an NP-complete problem [4]. There
are however some constraints that make the problem more tractable. Because
all graphs are both labeled and directed, they can be referred to as attributed
relational graphs, which are easier to deal with in this regard than unlabeled or
undirected graphs. Furthermore, missing edges in the query graphs are allowed
to be present in the news item graph (i.e., this is related to induced graph
isomorphism), a characteristic which also makes the problem easier to solve
since now the algorithm only has to check for the query’s edges in the news
sentence graph and not the other way around.

We have chosen to use an augmented version of the backtracking algorithm
described in [13] to compute the graph similarities. The original algorithm iter-
ates through the graph, checking with each step whether adding that node or
edge to the partial solution can still yield a valid final solution. Because of this
check, partial solutions that are known to be incorrect can be pruned, thus limit-
ing the search space. Because parse graphs are labeled graphs, nodes can only be
matched to nodes when their labels are identical, again limiting the search space.
However, this will not work when considering measures of similarity or approx-
imate matches. Then, its backtracking behavior is essentially lost as adding a
node never renders a solution invalid, only less relevant. Because of this we can
only speak of a recursive algorithm in the case of approximate matching. Such
a recursive algorithm would assign similarity scores to all nodes and edges in
the solution graph, and the sum of all these similarity scores would be the final
score for this solution.

4 The Destiny Framework

The Destiny framework is the implementation that follows from the above dis-
cussion. It has two main tasks: first, it transforms raw text into a graph, and
second, it ranks all graphs in a database based on similarity with a given user
graph. In the current use case, news items are transformed into graphs and stored



322 K. Schouten and F. Frasincar

in a database. The user graph represents the user query which is executed on
the database.

4.1 News Processing

A natural language processing pipeline has been developed that transforms raw
text into a grammatical dependencies-based graph representation. The pipeline
consists of a set of components with a specific natural language processing task
that are consecutively ordered, each processing the result of the previous compo-
nent, sending the outcome as input to the next component in the pipeline. The
same pipeline is used to process both news items and user queries. An overview
of the pipeline design is given in Fig. 1. The top half denotes the process of news
transformation, whereas the bottom half denotes the process of searching the
news.

Fig. 1. Conceptual representation of framework

The pipeline is constructed on top of the GATE framework [5]. The same
framework comes packaged with an extensive set of components, hence three
out of the seven components are simply standard GATE components: the tok-
enizer to determine word boundaries, the sentence splitter to determine sentence
boundaries, and the morphological analyzer to lemmatize words. While a default
GATE component exists for the Stanford Parser [11], a slightly modified version
is used to take advantage of a newer version of the parser itself. Porter’s stem-
ming algorithm [14] is used to determine the stem of each word.

The parser can be considered the main component of the pipeline, since it is
responsible for finding the grammatical dependencies, thus directly influencing
the graph output. Furthermore, it provides Part-of-Speech (POS) tags, essential
information regarding the grammatical type of words (e.g., noun, verb, adjective,
etc.). Based on the information extracted thus far, the graph builder component
can construct a graph representation for all sentences. First, a node is generated
for each word, encoding all known information about that word, like its POS,
lemma, etc., in the node. Then, each syntactical dependency between words
is used to generate an edge between the corresponding nodes, with the type
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Fig. 2. Graph representation of the example sentence

of syntactical dependency encoded as an edge label. Even though a word can
appear more than once in a sentence, each instantiation of that word has its own
unique grammatical role in the sentence. As such it has its own dependencies,
and is therefore represented as a unique node in the resulting graph as well.

An example of a graph dependencies representation of a sentence is shown in
Fig. 2. As can be seen, some words are integrated into an edge label, in particular
prepositions and conjunctions do not receive their own node. Integrating them
in an edge label gives a tighter and cleaner graph representation.

The last step of this process is the disambiguation of words, where the correct
sense of a word is determined and encoded in the corresponding node. Having the
word senses allows the search process to compare words, not only lexically, which
would not be very accurate in a number of situations, but also semantically.
Even better, the search algorithm can effectively use this information to find
relations of synonymy and hypernymy between words, something that would not
be possible otherwise. Because the development of a word sense disambiguation
algorithm is outside the scope of this paper, an existing, widely used, algorithm
is implemented: the simplified Lesk algorithm [10].

4.2 News Searching

The news search algorithm is essentially a ranking algorithm, where all sentences
in the database are ranked according to their similarity to the user query graph.
As such, its core element is the part where the similarity between a sentence in
the database and the user query is determined. This is the graph comparison,
for which we decided to use a recursive algorithm.

However, an initial hurdle is the problem of finding a suitable starting point
from where the graph comparison can commence. Since the structure of sentences
can vary greatly, it would not suffice to simply start comparing at the root of
both sentence graphs. On the other hand, comparing each node with every other
node would be too computationally expensive. As a compromise, each noun
and verb is indexed by stem and are used as starting location for the graph
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comparison, the intuition being that nouns and verbs are the most semantically
rich words in a sentence. In practice, this means that for each noun and verb in
the query sentence, an index lookup is performed, returning a list of nodes that
would be suitable to start searching from for that node in the query graph. The
recursive graph comparison algorithm is then executed for each of those nodes,
however, each pair of (query sentence, news sentence) is associated with (and
thus ranked according to) only the highest score over all runs. Suboptimal scores
are discarded. This process is described in Eq. 1.

sentenceScore(query, sentence) =
max

startNodek∈sentence
score(query, startNodek)

(1)

where startNodek denotes the kth starting node for this query. The implemen-
tation of this formula is represented in the pseudocode of method search in
Algorithm 1. This algorithm makes use of compare, which is described in Algo-
rithm 2, to compute the raw scores. Being a recursive function, Algorithm 2 also
calls itself with the next set of parameters to be compared. The object holding
the raw score is forwarded as a parameter as well, so that each recursive loop will
add some points to the overall raw score when applicable. Algorithm 2 uses two
methods: similarityEdge and similarityNode, which compute the similarity
scores for the edges and nodes, respectively.

Algorithm 2 compares the two graphs by first comparing the two starting
nodes in the query graph and a news sentence graph. Then, using the edges
of both nodes, the most suitable set of two nodes is determined to continue
the graph comparison. This is done by looking one node ahead: the algorithm
compares each connected node of the ‘query node’ with each connected node
of the ‘news node’ to find the best possible pair. By means of a threshold,
any remaining pairs with a preliminary score that is below the threshold are
discarded. An additional effect of this policy is that when the preliminary score
of a node is too low to be visited, its children will be discarded as well. While
discarding regions of the graph that are likely to be irrelevant saves time, errors
can also be introduced. As such this is a design choice, trading off a possible
increase in accuracy against a decrease in running time. In the pseudocode, the
process of looking ahead and finding the best pair of nodes to continue the graph
comparison, if any, is encoded as a call to getBestScoringEdge, which can
be found in Algorithm 2. The recursive process will thus continue until either
all nodes have been visited or no suitable matching pair is available for the
remaining unvisited nodes that are connected to at least one visited node.

The similarity score of a news sentence with respect to the query sentence is
essentially the sum of similarity scores of all selected pairs of nodes and pairs of
edges. As such the actual score is determined by the similarity function of two
nodes and the corresponding one for edges. While edges only have one feature,
nodes have many aspects that can be compared and proper weighting of all
these features can substantially improve results. As such, all feature weights
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Algorithm 1. Pseudocode for the search algorithm
1: function search(Document query, List of Documents processedDocuments) : SortedList
2: Initialize finalResults as SortedList of Scores
3: Initialize allScores as SortedList of Scores
4: Initialize matchedSentences as List of Strings
5: for all newsItem in processedDocuments do
6: Intialize queryStartNodes as List of Nodes
7: queryStartNodes = query.getStartNodes()
8: for all qStartNode in queryStartNodes do
9: Initialize newsStartNodes as List of Nodes

10: newsStartNodes = newsItem.getNodes(queryStartNode.getStem())
11: for all nStartNode in newsStartNodes do

/* A new Score object is created. This object will be propagated through all recursive runs
of the compare method. */

12: Initialize score as Score

/* The recursive method compare as described in Algorithm 2 is started here. When it
ends, the score collected over all recursive runs is saved. */

13: compare(qStartNode,nStartNode,score)
14: allScores.add(score)
15: end for
16: end for
17: finalResults.add(allScores.getHighestScore())
18: end for
19: return finalResults
20: end function

are optimized using a genetic algorithm, which was described in our previous
paper [17].

The similarityEdge function returns the similarity score for two edges.
Since the only attribute edges have is their label, it returns a score only when
the labels are identical. The exact score assigned to having identical edge labels
is defined using a parameter which is optimized with the employed genetic algo-
rithm. The similarityNode function is slightly more complicated as nodes have
more features that can be compared than edges. Each feature is again weighted
using the genetic algorithm to arrive at a set of optimal weights for each of the
features. The similarity score for nodes is computed as the sum of all matching
feature scores that are applicable for the current comparison.

Nodes are compared using a stepwise comparison. First, a set of five basic fea-
tures is used: stem, lemma, the full word (i.e., including affixes and suffixes), basic
POS category, and detailed POS category. The basic POS category describes the
grammatical word category (i.e., noun, verb, adjective, etc.), while the detailed
POS category gives more information about inflections like verb tenses and nouns
being singular or plural. For each feature, its weight is added to the score, if and
only if the values for both nodes are identical.

If the basic POS category is the same, but the lemma’s are not, there is
the possibility for synonymy or hypernymy. Using the acquired word senses and
WordNet [7], both nodes are first checked for synonymy and if so, the synonymy
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Algorithm 2. Pseudocode for the raw score computation
1: procedure compare(currentQueryNode, currentNewsNode, score)
2: Initialize nodeScore as double

/* The two nodes are compared, and their similarity score is added to the total score. Both
nodes are now marked as being visited. */

3: nodeScore = similarityNode(currentQueryNode,currentNewsNode)
4: score.addScore(nodeScore)
5: currentQueryNode.setVisited(true)
6: currentNewsNode.setVisited(true)

/* Now the parents and children of both nodes need to be compared. */
7: Initialize queryEdges as List of Edges
8: queryEdges = currentQueryNode.getEdges()
9: Initialize newsEdges as List of Edges

10: newsEdges = currentNewsNode.getEdges()

/* Using similarityEdge and similarityNode the best possible route for the recursion
is determined by comparing queryEdge with each possible newsEdge in newsEdges in
getBestScoringEdge. This method also makes sure that parents are compared only with
parents and children only with children. If an edge exist that is good enough, the recursion
will continue through that node. */

11: for all Edge queryEdge in queryEdges do
12: Initialize Edge bestEdge
13: bestEdge = getBestScoringEdge(queryEdge,newsEdges)
14: if bestEdge �= ⊥ then
15: double edgeScore = similarityEdge(queryEdge,bestEdge)
16: score.addScore(edgeScore)
17: queryEdge.setVisited(true)
18: bestEdge.setVisited(true)

/* Recursion can only continue if there exists an unvisited node linked to bestEdge and one
linked to queryEdge. */

19: qNextNode = getNextNode(queryEdge)
20: nNextNode = getNextNode(bestEdge)
21: if !qNextNode.isVisited() then
22: if !nNextNode.isVisited() then
23: compare(qNextNode,nNextNode,score)
24: end if
25: end if
26: end if
27: end for
28: end procedure

weight is added to the similarity score for this pair of nodes. If there is no
synonymy, the hypernym tree of WordNet is used to find any hypernym relation
between the two nodes. When such a relation is found, the weight for hypernymy,
divided by the number of steps in the hypernym tree between the two nodes is
added to the similarity score. In this way, very generic generalizations will not
get a high score (e.g., while ‘car’ has a hypernym ‘entity’, this is so general it
does not contribute much).
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The last step in computing the similarity score of a node, is the adjustment
with a significance factor based on the number of occurrences of the stem of that
node in the full set of news items. For words which appear only once in the whole
collection of news items, the significance value will be one, while the word that
appears most often in the collection a significance value of zero will be assigned.
Preliminary results showed that adding this significance factor, reminiscent of
the inverse document frequency in TF-IDF, has a positive effect on the the
obtained results. Equation 2 shows the formula used to compute the significance
value for a sentence node.

significancen =
log(max #stem) − log(#stemn)

log(max #stem)
(2)

where
n = a sentence node,

#stemn = how often stemn was found in news,
max #stem = the highest #stem found for any n.

Complexity Analysis. As with any action that would require a user to wait for
the results to be returned, the speed of the search algorithm is important. The
query execution speed is highly dependent on the size of the data set, as well as
on the size of the query. Furthermore, the higher the similarity between the query
and the data set, the more time it will take for the algorithm to determine how
similar these two are, as the recursion will stop when encountering too much
dissimilarity between the query and the current news item, as defined in the
threshold parameter. To give some insight into the scalability of the algorithm
with respect to the size of the data set and the size of the query, the complexity
of the algorithm (in the worst case scenario) is represented in the big-O notation:

f(n, o, p, q, r) = O(no2pqr) (3)

where
n = the # of documents in the database,
o = the # of nodes in the query,
p = the average # of nodes in the documents in the database,
q = the # of edges in the query, and
r = the average # of edges in the documents in the database.
In order to attain this (simplified) complexity, it is assumed that the number of
nodes in a query is equal to the average number of nodes in the documents in the
database, and the number of nodes is roughly equal to the number of edges for
each sentence. In practice, a query will usually be much smaller than the average
size of the documents in the database. Furthermore, this complexity, as it is a
worst-case scenario, assumes it will have to compare each node of the query to
all other nodes from the database. Again, this is usually not the case because of
the threshold value limiting the recursion.
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Interestingly, when scaling this up, the o5 will quickly be dwarfed by n,
the number of documents in the data set. We can therefore conclude that the
algorithm is linear in the number of documents in the database.

Implementation Notes. The system is developed in Java, using the Eclipse
IDE (Helios). In order to have an easy and intuitive way of storing and retriev-
ing the graph representations of text, we have chosen to use the object database
provided by db4object (www.db4o.com). To access WordNet, the Java Word-
Net Library (www.sourceforge.net/projects/jwordnet) is used. This also provides
convenient methods for determining synonymy and hypernymy relations between
synsets.

5 Evaluation

In this section, the performance of the Destiny algorithm will be measured and
compared with the TF-IDF baseline. First, some insight is given into the used
data set. Then the performance in terms of quality, including a discussion on the
used metrics, and processing speed are given. Last, a section with advantages of
using Destiny is included, as well as a failure analysis based on our experiments.

5.1 Setup

Since Destiny searches on a sentence level (i.e., not only among documents but
also within documents), a corpus of sentences is needed where each sentence is
rated against the set of query sentences. From 19 Web news items, the sentences
were extracted and rated for similarity against all query sentences. The news
items yielded a total of 1019 sentences that together form the data set on which
Destiny will be evaluated. From this set, ten sentences were rewritten to func-
tion as queries. The rewritten sentences still convey roughly the same meaning,
but are rephrased by changing word order and using synonyms or hypernyms
instead of some original words. Each sentence-query pair is rated by at least
three different persons on a scale of 0 to 3, resulting in a data set of over 30500
data points. For each sentence-query pair, the final user score is the average of
the user ratings. From these scores, a ranking is constructed for each query of
all sentences in the database.

The inter-annotator agreement, computed as the standard deviation in scores
that were assigned to the same sentence-query pair, is only 0.17. However, this
includes a lot of pairs with a score of zero. As the majority of the sentences in
the data set is completely dissimilar, a fact easily recognized by most people,
the standard deviation is severely impacted by these scores. When we exclude
all scores of zero and recompute the standard deviation, we attain a standard
deviation of 0.83, which is slightly worse.

As discussed in the previous section, the weights are optimized using a genetic
algorithm. In order to have a proper evaluation, the data set is split into a
training set and a test set. The split itself is made on the query level: the genetic

www.db4o.com
www.sourceforge.net/projects/jwordnet
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algorithm is trained on 5 queries plus their (user-rated) results, and then tested
on the remaining 5 queries. The results of the algorithm on those 5 queries are
compared against the golden standard. This process is repeated 32 times, for 32
different splits of the data. All splits are balanced for the number of relevant
query results, as some queries yielded a substantial amount of similar sentences,
while others returned only a handful of good results.

5.2 Search Results Quality

The performance of Destiny is compared with a standard implementation of TF-
IDF. As TF-IDF does not require training, the training set is not used and its
scores are thus computed using the test set of each of the 32 splits only. The
comparison is done based on three metrics: the Mean Average Precision (MAP),
Spearman’s Rho, and the normalized Discounted Cumulative Gain (nDCG) [12].
This gives a better view on the performance than when using only one metric,
as each of these has its own peculiarities.

For this kind of data, the MAP is less suitable, as it assumes a Boolean
similarity between query and candidates. A result is either similar, or it is not.
This is in contrast with the graded similarity that is employed in this work. This
means, that in order to compute the MAP, the user scores for all sentence-query
pairs, ranging from 0 to 3, have to be mapped to either true or false. The cut-off
value that will determine which user scores are mapped to dissimilar and which
are mapped to similar is however rather arbitrary. We therefore made the choice
to use a range of cut-off values, going from 0 to 3 with a stepsize of 0.1 and
compute the MAP for each cut-off value. Hence, the MAP score reported in the
next section is the average of these 30 computed MAP scores.

Both the nDCG and the Spearman’s Rho do not suffer from the above prob-
lem and thus are more suitable metrics in this case. There are two concerns when
computing Spearman’s Rho. The first is that it computes the correlation between
the ranked output of Destiny and the user scores over all sentence combinations
in the list. This is not true in reality, as most users do not go through the whole
list. Second, while the rankings are computed based on the degree of relevance,
the latter is not directly used to compute the overall score. This means that it
effectively assigns as much value to a top-ranking sentence being correct as to a
lower- ranking sentence being correct.

In contrast, the nDCG only uses the first k number of results, and computes
the added value of each of these k results for the total set by discounting for
the position in the ranked results list. In this way the degree of relevance is also
taken into account as results with a higher degree of relevance contribute more
to the overall score than results with a lower degree of relevance.

To evaluate the performance of the Destiny algorithm, it is compared with
the TF-IDF baseline on the ranking computed from the user scores. The results,
shown in Table 1, clearly show that Destiny significantly outperforms the TFIDF
baseline on the Spearman’s Rho and nDCG ranking. The p-value is computed
for the paired one-sided t-test on the two sets of scores consisting of the 32 split
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Table 1. Evaluation results

TF-IDF mean score Destiny mean score rel. improvement t-test p-value

nDCG 0.238 0.253 11.2 % <0.001

MAP 0.376 0.424 12.8 % <0.001

Sp. Rho 0.215 0.282 31.6 % <0.001

scores for both Destiny and TF-IDF, respectively. The reported scores are the
average scores over all 32 splits.

5.3 Processing Speed

Query execution time is measured for the ten queries in our data set and com-
pared with TF-IDF in Fig. 3. The average time needed to search with Destiny
is about 1570 ms, while TF-IDF needs on average 800 ms to execute one query.
As such, TF-IDF is on average approximately twice as fast as Destiny.

5.4 Advantages

Due to its focus on grammatical structure and word sense disambiguation, Des-
tiny has some typical advantages compared to traditional search methods. The
first is the focus on sentences rather than separate words. When searching is
based on word occurrence in a document, the document can get a high score
even though different words from the query are not related at all but simply
occur somewhere in that document. By focusing on sentences, words from the

Fig. 3. Some query execution speed measures for Destiny and TF-IDF (Color figure
online).
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query are at least within the same sentence, making it much more likely that
they are indeed semantically related.

Because grammatical relations are utilized when searching, users can actively
use that to search for very specific information. While many different news items
can be matched to the same bag-of-words, a group of words connected by a
certain grammatical structure is much more specified. As such, it is more likely
that a user will find his target when he can indeed specify his search goal by
means of a sentence.

While grammar can be used to specify the query, the fact that the search
algorithm employs synonyms and hypernyms improves the number of hits. Using
synonyms and hypernyms, sentences can be found without explicit knowledge
of the words in that sentence. This is obviously a great benefit compared to
traditional word-based search algorithms which only take the literal word into
account.

5.5 Failure Analysis

In order to analyze the errors made by Destiny and assess their origin, a failure
analysis has been performed. This yielded a list of situations the algorithm is
not able to handle well. These situations are summarized below.

With respect to dealing with named entities, Destiny is rather limited. Var-
ious versions of a name are for example not correctly identified as being the
same, neither are different names belonging to the same concept. For example,
“Apple” is not recognized to be the same as “Apple Inc.” or “Apple Comput-
ers Inc.”, nor is it matched properly to the ticker “AAPL”. Another example
of the same problem would be the mismatch of the algorithm between “United
States of America” and “U.S.A.” or just “USA”. Also, co-reference resolution
is missing, so pronouns are not matched to the entity they are referring to. A
graph-based approach like [11] seems particularly well suited for this work.

Also problematic in terms of semantics are proverbs, irony, and basically
all types of expressions that are not to be taken literally. This caused some
specific errors in the evaluation as in the data set many equivalent expressions
are used for “dying”: “to pass away”, “to leave a void”, “his loss”, etc. While
word synonyms can be dealt with, synonymous expressions are not considered.

Another issue is related to the fact that the search algorithm, when com-
paring two graphs, cannot cope well with graphs of varying size. Especially the
removal or addition of a node is something the algorithm is unable to detect.
When comparing Destiny with an algorithm based on graph edit distance [8], it
can only detect substitution of nodes in a certain grammatical structure. Addi-
tional or missing nodes can thus break the iterative comparison, resulting in a
significantly lower score than expected. For example, in the sentence “Microsoft
is expanding its online corporate offerings to include a full version of Office”, it
is Microsoft that is the one who will include the full version of Office, but instead
of Microsoft being the grammatical subject of “include”, it is the subject of “is
expanding”, which in turn is linked to “include”. When searching for “Microsoft
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includes Office into its online corporate offering”, a full match will therefore not
be possible.

6 Concluding Remarks

We have shown the feasibility of searching Web news in a linguistic fashion
by developing Destiny, a framework that uses natural language processing to
transform both query and news items to a graph-based representation and then
searches by computing the similarity between the graph representing the user
query and the graphs in the database. In the graph representation, much of
the original semantics are preserved in the grammatical relations between the
words, encoded in graph as edges. Furthermore, the search engine can also utilize
semantic information with respect to words because of the word sense disam-
biguation component: words can be compared on a lexical level, but also on a
semantic level by checking whether two words are synonyms or hypernyms.

While Destiny is slower than the TF-IDF baseline because of all the natural
language processing, it is, nevertheless, better in terms of search results quality.
For all three used metrics (e.g., Mean Average Precision, Spearman’s Rho, and
normalized Discounted Gain), Destiny yielded a significantly higher score.

Based on the failure analysis in the previous section, it would be useful to
improve the accuracy of the search results by adding a module to match named
entities with different spelling or using abbreviations. Also co-reference resolution
might be beneficial, as sentences later in a news item often use pronouns to refer
to an entity previously introduced, while a query, being only one sentence, usually
features the name of the entity. Last, as discussed in the previous section, some
form of graph edit distance might be implemented to mitigate the problem of
important nodes not being present in both graphs.

While not within range of real-time processing speed, the processing and
query execution times of the prototype provide an acceptable basis for fur-
ther development. Currently, the system is entirely single-threaded, so a multi-
threaded or even distributed computing system (e.g., processing news items in
parallel) is expected to improve the speed.
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Abstract. In this paper, we propose an experimental tool for analysis
and graphical representation of glossaries. The original heuristic algo-
rithms and analysis methods incorporated into the tool appeared to be
useful to improve the quality of the glossaries. The tool was used for
analysis of ISTQB Standard Glossary of Terms Used in Software Test-
ing. There are instances of problems found in ISTQB glossary related to
its consistency, completeness, and correctness described in the paper.

Keywords: Glossary · Concept map · Quality · Graphs · Heuristic
algorithms · Software testing

1 Introduction

Glossaries are alphabetical lists of the terms in a particular domain of knowl-
edge with the definitions for those terms. Glossaries contain the explanations
of numerous concepts of the certain field. It is important that the quality of
glossaries is sufficiently high. The authors of this paper provide their view on
the problem of glossaries’ quality and propose some methods how to reveal the
issues in glossaries and how to address them.

The authors use Standard Glossary of Terms Used in Software Testing Ver-
sion 3.01 (May 27, 2015) [7] (further in the text - Glossary). The Glossary is
produced by the Glossary Working Group (GWG) of the International Software
Testing Qualifications Board (ISTQB) [6]. The Glossary accumulates terms and
their explanations from the most significant sources in the software testing field.
The contribution was made from testing communities throughout the world. Co-
author of this paper V. Arnicane is a member of this group. All authors of this
paper are members of the Local Member Board of the Latvian Software Testing
Qualification Board (LSTQB) and are doing a localization of the Glossary into
the Latvian language together with the Terminology Commission of the Latvian
Academy of Sciences.

GWG has worked almost ten years - the first good version V1.3 was issued on
May 31, 2007. During next years, Glossary was substantially improved both in the
range and in the quality. The Glossary contains 652 preferred terms that appear as
an entry, with the total 170 synonyms indicated. GWG considers that glossary is
almost complete and now concentrates on the improvement of its quality.
c© Springer International Publishing Switzerland 2016
G. Arnicans et al. (Eds.): DB&IS 2016, CCIS 615, pp. 337–351, 2016.
DOI: 10.1007/978-3-319-40180-5 23



338 V. Arnicane et al.

GWG has compiled the Glossary from the other related glossaries taking into
account opinion of the industry, commerce and government bodies and organi-
zations. The Glossary’s scope is a little broader than software testing domain -
“Some related non-testing terms are also included if they play a major role in
testing, such as terms used in software quality assurance and software lifecycle
models. However, most terms of other software engineering disciplines are not
covered in this document, even if they are used in various ISTQB syllabi.” [6].

We consider that Glossary is among the best the domain-oriented glossaries
in the world. GWG did not follow principle stated in standard “ISO 704:2009
Terminology work – Principles and methods” – create concept system repre-
sented by graphical diagrams at first. Taking into account that the Glossary
has very good quality, an attempt to create automatically lightweight ontology
or concept map for software testing domain was made [2,3]. After analysis of
results, it was concluded that the Glossary has inconsistency issues.

During the localization and translation of Glossary in Latvian, the authors
realized that it is problematical to localize the terms of the whole domain of
testing. There are difficulties to keep consistency both within the domain of
testing and with the terms of related domains, for instance, software engineering,
quality assurance, management and mathematics domains. It is hard to track
down the consistency and mutual relationships between terms when there is such
a plenitude of terms.

There are two major types of terminology work. The first one is an ad hoc
work on terminology, which deals with a single term or a limited number of terms.
The second one is a systematic collection of terminology, which deals with all
the terms in a specific subject field or domain of activity, often by creating a
structured ontology of the terms within that domain and their interrelationships.
The contribution of this paper mostly is related to the second type of terminology
work.

There is little research done in the field of the quality of glossaries, revealing
the deficiencies and the elimination of them. Thus, the authors had to use the
heuristic method - to learn, discover, and solve problems by experimental and
especially by trial-and-error methods.

This paper is organized as follows. Section 2 describes the structure of glos-
saries, standards regarding terminology work and the quality evaluation of glos-
saries. Section 3 briefly explains GlossToolset developed by authors for analysis of
glossaries. In Sect. 4 we analyze few problems revealed in ISTQB Software Test-
ing Glossary. Section 5 summarizes paper and suggests issues for future research
on glossary analysis.

2 Glossary Quality and Its Assessment

Glossary is a list of terms in a special subject, field, or area of usage, with
accompanying definitions. From a perspective of automatic text analysis, the
glossary is a semi-structured text document that contains descriptions of domain
concepts and links among them. Some links are defined explicitly using keywords
or text formatting means.
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2.1 Glossary Structure

All records of Glossary that contain terms and definitions are arranged alpha-
betically. These records have various names: entry, lemma, gloss. We use term
entry in this paper. Figure 1 shows important structure elements of the glossary
such as entry, term, definition, synonym, cross-reference, acronym, and source.
The other elements also exist, for instance, a variant of definition in case the
term has many meanings, the context for which the definition is given.

Fig. 1. The structure of the ISTQB Glossary v.2.2.

Each glossary may have different rules/symbols that determine how the entry
is composed, keywords that define links among terms, and formatting that can
express another links or properties (see Fig. 2). For instance, the glossary used
for Fig. 1 has an entry that contains term specification-based testing that is a
synonym for the preferred term black-box testing, and has no information about
synonyms for the preferred term. Otherwise, the glossary used for Fig. 2 has
terms that are preferred to other ones, in which case, the preferred term appears
as an entry, with the synonyms indicated, but synonyms do not have their indi-
vidual entry at all.

Fig. 2. An example of an entry from the ISTQB Glossary v.3.01.

For doing the automatic analysis of a glossary, a common approach is to
transform a glossary to a text format with convenient keywords or to a database
that stores glossary elements as separate units.

Most of the glossaries usually have terms that correspond to a noun. In such
case, entry is composited using pattern X is a Y [that ...], i.e., a term named
X (may be a phrase) is defined/explained by Y (may be a phrase). Usually,
a description, how X differs from Y and other information that is useful to
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understand the meaning of X, is added. In linguistics, X is a hyponym and Y
is a hypernym. A hyponym is a word or phrase whose semantic field is included
within hypernym. In simpler terms, a hyponym shares a type-of relationship
with its hypernym. In computer science, this relation is called is-a relationship.
We prefer to use the later one. Few samples showed in the Fig. 1 are “black-box
testing is-a testing”, “functional testing is-a testing”, “configuration control
board is-a group of people” or “defect management tool is-a tool” showed in
the Fig. 2.

Sometimes authors of glossary violate good practice of using the pattern X is
a Y. For instance, entry in Fig. 3 has no hypernym given in an explicit way. The
reader has to come to a conclusion himself that hypernym is percentage that is
calculated as it is mentioned in the definition. In this case, the guessing is not
difficult due to word Percentage used in the term. This observation is important
– it is possible to establish is-a or hyponym-hypernym relationship from the term
alone. We can make a conclusion that some entries use implicit pattern “X is
an A and X is a B [and X is C, [and ...]]”, i.e., term X as a hyponym has many
hypernyms A, B[, C[, ...]].

Fig. 3. A hypernym is not given in an explicit way.

2.2 Standards

Few standards are created regarding terminology work. For instance, ISO
704:2009 Terminology work - Principles and methods that is intended to stan-
dardize the essential elements of terminology work providing guiding principles;
ISO 1087-1:2000 Terminology work - Vocabulary - Part 1: Theory and applica-
tion which the main purpose is to provide a systemic description of the concepts
in the field of terminology and to clarify the use of the terms in this field.

Creators or maintainers of glossaries only partly are following standard rec-
ommendations. Standards are criticized, for instance, for constructing a typology
of concept relations for terminology work [14]. Unfortunately, there are not bet-
ter standards, and we have to try to exploit or adapt standards at hand, i.e., to
use the most appropriate ideas, principles, and recommendations.

The standard ISO 704:2009 Terminology work – Principles and methods
states: “The goal of terminology work ... is ... a clarification and standardization
of concepts and terminology for communication between humans”.

The main activities of terminology work are:

1. Identifying concepts and concept relations.
2. Analysing and modelling concept systems on the basis of identified concepts

and concept relations.
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3. Establishing representations of concept systems through concept diagrams;
4. Defining concepts.
5. Attributing designations (predominantly terms) to each concept in one or

more languages.
6. Recording and presenting terminological data, principally in print and elec-

tronic media.

By evaluating available public glossaries authors of this paper have made a
conclusion that many of the terminologists do not follow these recommendations.
Authors of glossaries base on models created in their mind. The main problem
is in a fact that models with many hundreds of concepts have inconsistencies,
and different people have different models in their minds. As a result, the cre-
ated ontology suffers from various inconsistencies. Let us pay attention to the
second activity of terminology work “Analysing and modelling concept systems
on the basis of identified concepts and concept relations” and the third activity
“Establishing representations of concept systems through concept diagrams”.

2.3 Quality Evaluation

Redman formulated a definition of data quality. Data quality is the degree to
which data meet the specific needs of specific customers. Note that one customer
may find data to be of high quality for one usage of data, while another find the
same data to be of low quality for another usage.

From the perspective of glossary user, the following quality attributes can
be defined: structure of glossary, language correctness, glossary completeness
regarding terms and relations, correctness of relations, unambiguity of defini-
tions, understandability.

We focus on glossary completeness and correctness of relations, including con-
sistency validation problem in this paper. Authors continue the further improve-
ment of the tool that adopts the term graph building algorithm [2] and develop-
ment of browsable concept map [3].

Since the Glossary is made without creating a concept system and its graphi-
cal representations before writing definitions, we propose to do reverse engineer-
ing – obtain the concept system for software testing domain from the Glossary.
Thus, we can evaluate a quality of Glossary by analyzing the obtained concept
system. The concept system can reveal the models that were in minds of termi-
nologists.

3 GlossToolset

We have adopted our previously developed tools and improved them with bet-
ter algorithms and functionality with a goal to use them for glossary analysis
and quality evaluation. In order to refer to these tools easier, let us denote by
GlossToolset a whole collection of our tools. The main goal of the GlossToolset is
to generate various kinds of concept graphs or lightweight ontologies. Authors of
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[5] had a similar goal - to create an ontology from the “IEEE Standard Glossary
of Software Engineering Terminology”, but there are not shown any pieces of
evidence in the paper that all process is automatic.

Automatic concept map or ontology construction from document collections
is an actual problem that is not fully solved yet. The review [10] surveys what
is possible now and what are current research directions. Authors of [12,15] and
[13] solves similar problem as stated in this paper - how to extract semantic
structure from glossaries automatically.

3.1 Parsing of Glossary

At the very beginning, one has to parse glossary and store into the database
all terms, definitions, additional information and explicit relationships among
terms. As a source of the glossary, one can take a text file obtained from initial
glossary document or data (e.g., CSV files) received from glossary owner (for
instance, the ISTQB Glossary is stored in the relational database).

The next step, according to works of Arnicans et al. [2,3], is to find domain
aspect names. They introduce a new method for extracting the most significant
words from a document in the form of a glossary. Then they assign a weight to
each word in the glossary. The total weight of the word is a sum of the word
weights in each entry. The weight of a word in a sentence depends on its position
in the term and the definition. This new weighting method gives a better set of
more significant words that characterizes the selected domain.

Authors of this paper improved weighting method by using natural lan-
guage processing tool Stanford CoreNLP [9]. Authors of CoreNLP claim that
the CoreNLP provides a set of natural language analysis tools. These tools can
give the base forms of words, their parts of speech, whether they are names
of companies, people, etc., normalize dates, times, and numeric quantities, and
mark up the structure of sentences in terms of phrases and word dependen-
cies, indicate which noun phrases refer to the same entities, indicate sentiment,
extract open-class relations between mentions, etc.

Our improved weighting method has the following steps:

1. The GlossToolset transforms each entry into a sentence. By heuristic exper-
iments we concluded that CoreNLP gives better results if (1) the term is
enclosed in double quote marks; (2) an article “A” precedes the term; (3) an
article “a” precedes the definition if it starts without any article. For instance,
from entry “branch testing: a white-box test design technique in which test
cases are designed to execute branches” we manually create “A “branch test-
ing” is a white-box test design technique in which test cases are designed to
execute branches.” before CoreNLP processes it.

2. The CoreNLP processes each sentence, and all information is stored.
3. The GlossToolset analyze each obtained Basic Dependencies tree (see sample

in Fig. 4) and extract hypernyms (it is a white-box test design technique in
the given sample). Details of the extracting algorithm are out of the scope
of this paper. After verifying results, we concluded that only a little bit over
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80 % hypernyms are recognized correctly. Approximately a half of mistakes
were produced by CoreNLP (some due to complex structure of definition).
Other issues can be addressed by improving our algorithm or correcting the
definition (see Sect. 2.1 that shows the definition without explicit hypernym).

4. The GlossToolset processes each entry and weights each word, that is some
kind of noun. An instance of the word gets a weight calculated by formula
2−level where the level is a level of word’s instance in the Basic Dependencies
tree (See Table 1). Total weight is calculated for each word as a sum of weights
of each word’s instance. For example, from the given entry a word technique
receives 1, a word test receives 0.5 + 0.25 = 0.75.

5. The GlossToolset creates a list of most important words/concepts. For
instance, the Glossary has following most important 10 words called also
significant words (weight rounded to whole integer is given in parentheses):
testing (141), test (105), technique (51), process (43), tool (43), software (29),
capability (29), component (27), product (26), approach (21).

Fig. 4. Basic dependencies tree obtained by CoreNLP from sentence taken from entry’s
definition.

3.2 Annotated Definitions

Having at hand ordered list of the most significant words, we have created a
collection of annotated definitions (Fig. 5). We set a threshold for significant
words at 0.5. Each word from the list that satisfies the threshold is searched
in the definitions. If the word is term it is enclosed in “{ }”, otherwise, the
word is enclosed in “| |”. Annotated definitions help quicker evaluate whether
most appropriate words define the term. Moreover, these annotations are very
useful to organize localization work; annotations highlight words that are very
important for consistent translation.

3.3 “explains” Graphs

The GlossToolset can create “explains” graphs and browsable concept map. The
tool bases on principles described in [2,3].

First, the tool generates domain aspect graphs that can be considered as
small concept maps. Authors of [4] also propose to create small concept maps to
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Table 1. Weights of words from the tree shown in Fig. 4

Level Word Weight

0 Technique 20 = 1

1 White-box 2−1 = 0.5

Test

Design

2 Test 2−2 = 0.25

Case

3 Branch 2−3 = 0.125

Fig. 5. Sample of the annotated definition.

visualize domain. They take the important concept in focus and shows related
concepts.

Second, all domain aspect graphs are merged into one large hypergraph.
New concept maps are created on the fly by focusing any term; a subgraph from
the hypergraph determine the structure of each concept map. The concept map
helps to collect similar or related terms, immediately see definitions of terms
and traverse through whole term graph (Fig. 6). The relation can be defined as
“concept X explains concept Y”. For instance, peer review explains inspection.
ISTQB Syllabus level is shown using colors. Colors help to evaluate some quality
aspects of syllabus too.

We have created graphs with different coloring principles, too. For instance,
[8] used colors in order to classify terms in classes that follow Six Ws principle
(Who, What, Where, When, Why, How).

3.4 “is-a” Graphs

“is-a” graphs show hierarchy among related concepts. Such kind of graphs is
welcomed by ISO 704:2009 standard. We introduce two sorts of relations, one
is term-hypernym from definition (black in a color image), and another one is
term-hypernym from term (blue in the colored image) (Fig. 7). New terms (in
ellipses) that are no part of the Glossary are generated using our algorithms.
Terms in boxes are colored in order to expose their subdomain such as pure
testing, quality assurance, management, software engineering, mathematics.
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Fig. 6. Concept map with relationship explains for the focused node review as a part
of the hypergraph (Color figure online).

Fig. 7. Concept map with relationship is-a for the focused node white-box test design
technique as a part of the hypergraph (Color figure online).

4 Analysis of ISTQB Software Testing Glossary

During our work in the localization of ISTQB Software Testing Glossary’s terms
in Latvian, we tried to preserve the level of Glossary’s quality. In order to do
that, we used GlossToolset, a set of our tools. As it later turned out, there
are problems in the Glossary, too. In most cases there are inconsistencies, for
instance, the same terms are used with different semantics or vice versa different
terms are used for the same concept. Another problem is an inconsistent usage
of hypernyms in definitions. Next subsections are devoted to a description of
instances of problems found in Glossary using GlossToolset.

4.1 Inconsistent Usage of Hypernyms

Let us look at a group of terms related to concept tool. The graph is created
by the GlossToolset, part of which is shown in Fig. 8. Definitions of all terms
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included in the figure are given in Table 2. The terms from the Glossary are repre-
sented by boxes and significant additional concepts revealed by the GlossToolset
are represented by ellipses.

Fig. 8. Part of the graph created for word tool.

There are only two terms hyperlink test tool and test comparator connected
to test tool because their definitions contain phrase test tool as a hypernym.

The terms security testing tool and stress testing tool are located under node
testing tool offered by the GlossToolset. If we look at definitions of these terms,
it is noticeable, that all of them use only word tool as hypernym, not test tool
or testing tool.

Definition of the term test data preparation tool is interesting because the
hypernym in the definition is type of test tool. This is another approach that is
used in Glossary in order to describe tool. However, it requires asking, why, for
instance, test comparator is a test tool and is not a type of test tool.

We conclude that the quality and comprehensibility of the Glossary could be
better if the hypernyms of terms would be used in the same manner in the same
context.

Sometimes definitions are formulated in such a way that the true hypernyms
cannot be found automatically by the GlossToolset, but can be revealed by a
domain expert. For instance, the definition of the term test automation frame-
work explicitly shows semantics that the GlossToolset cannot recognize – this
term belongs to the family of test tools.

GlossToolset generates graphs that demonstrate types of relationships among
the terms by different colors and show the definitions of terms as tooltips for each
node. This ability is very convenient for experts in order to notice consistency
problems.

4.2 Different Meanings of the Same Term or Significant Word

Another case, when the automatic generation of concept map from glossary is
very hard or impossible, is when terms have different meanings in different con-
texts. For instance, there are two different types of the significant word framework
mentioned in the Glossary. In some definitions, it is used with the meaning as
skeleton or outline of activities that should be done during some organizational
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Table 2. Definitions of some Glossary terms related to tools

Term Definition

Test tool A software product that supports one or more test
activities, such as planning and control,
specification, building initial files and data, test
execution and test analysis

Hyperlink test tool A tool used to check that no broken hyperlinks are
present on a web site

Test comparator A test tool to perform automated test comparison of
actual results with expected results

Security testing tool A tool that provides support for testing security
characteristics and vulnerabilities

Stress testing tool A tool that supports stress testing

Test data preparation tool A type of test tool that enables data to be selected
from existing databases or created, generated,
manipulated and edited for use in testing

Test automation framework A tool that provides an environment for test
automation. It usually includes a test harness and
test libraries

process, for instance, Capability Maturity Model Integration (CMMI) or TPI
Next or SCRUM, but sometimes framework means software tool, for instance,
test automation framework, unit test framework. The definitions of Capability
Maturity Model Integration (CMMI) and unit test framework as examples are
shown in Table 3.

A specified input is a term used in detailed test cases which have described
input values and specified expected output values or result. The term specified
input does not mean variables as it can be supposed having the term input in
the context. Such inconsistency leads to propose the term specified input values
instead of specified input.

4.3 Usage Consistency of the Terms Test and Testing

According to the definitions provided by the Glossary shown in Table 5 the term
test means a set of test cases while the term testing means process consisting
of all activities that have to be done to test the software. At the same time,
the definition of the term test estimation says that it is an “approximation of a
result related to various aspects of testing”. So, this term means the assessment
not only of the set of test cases but also of process related aspects of the testing.

A similar situation is with terms input, input value, specified input whose
definitions are shown in Table 4. The definition of input says, that input is a
variable, and also input value has its definition as an instance of the input.

There are more cases of confusing and inconsistent usage of terms test and
testing in the Glossary. For instance, the term test level by its definition is a group
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Table 3. Definitions of the terms Capability Maturity Model Integration (CMMI) and
unit test framework

Term Definition

Capability Maturity Model
Integration (CMMI)

A framework that describes the key elements of an
effective product development and maintenance
process. The Capability Maturity Model
Integration covers best-practices for planning,
engineering and managing product development
and maintenance

Unit test framework A tool that provides an environment for unit or
component testing in which a component can be
tested in isolation or with suitable stubs and
drivers. It also provides other support for the
developer, such as debugging capabilities

Table 4. Some definitions the Glossary terms related to concept input

Term Definition

Input A variable (whether stored within a component or outside)
that is read by a component

Input value An instance of an input

Specified input An input for which the specification predicts a result

of activities. Consequently, this term has to be titled as testing level instead of
test level according to the definitions of the terms testing and test.

If we look at the end part of the definition of the term test level there are
named examples of those levels - component test, integration test, system test,
and acceptance test. There are not such terms in the Glossary. Glossary contains
terms component testing whose definition is shown in Table 5, integration testing,
system testing, and acceptance testing.

4.4 Different Terms with the Same Meaning

Let us look at the definitions of the terms test process and testing shown in
Table 5. In point of fact both of them have the same meaning. It means that one
of them can be supposed as a redundant term in the glossary, for instance, test
process, or maybe they have to be declared as synonyms.

4.5 The Loops in the Definitions of Terms

There are definitions of terms component, software and system shown in Fig. 9.
The term component has term software in its definition, but the term software is
explained by the term system because there is not the term computer system in the
Glossary. The term system in its turn is explained using the term component in its
definition. So, there is a loop where terms and their definitions explain each other.
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Table 5. Usage of the terms test and testing in the Glossary

Term Definition

Test A set of one or more test cases

Testing The process consisting of all lifecycle activities, both static
and dynamic, concerned with planning, preparation and
evaluation of software products and related work products
to determine that they satisfy specified requirements, to
demonstrate that they are fit for purpose and to detect
defects

Test estimation The calculated approximation of a result related to various
aspects of testing (e.g., effort spent, completion date, costs
involved, number of test cases, etc.) which is usable even if
input data may be incomplete, uncertain, or noisy

Test process The fundamental test process comprises test planning and
control, test analysis and design, test implementation and
execution, evaluating exit criteria and reporting, and test
closure activities

Test level A group of test activities that are organized and managed
together. A test level is linked to the responsibilities in a
project. Examples of test levels are component test,
integration test, system test and acceptance test

Component testing The testing of individual software components

Fig. 9. A sample of the loop in the Glossary’s definitions.

Experts have to analyze loops and make a decision whether some corrections in
definitions are necessary. Navigli has solved similar problems offering an original
algorithm for the automated disambiguation of glosses by finding cycles [11].

5 Conclusions and Future Work

The GlossToolset developed by authors of the paper emerged as useful and handy
tool when it is necessary to analyze the glossaries. There can be different aims of
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analysis, for instance, improvement of glossary’s quality or attempt to develop
the ontology of the concepts held by a glossary. The GlossToolset can graphically
show the different relationships between glossary’s terms, for instance, relation
hyponym-hypernym or which terms or significant words (concepts) are used to
explain or define given term. The graph generated by the GlossToolset substan-
tially facilitates recognition of different type inconsistencies that are in glossary
thus helping to eliminate them and improve the quality of glossary.

There are also problems in glossaries that are not recognizable using the
GlossToolset or another tool. In such case, a contribution of an expert is neces-
sary. For instance, following problems require expert decision (1) true hypernym
is verbally hidden in the definition of the term; (2) the same term of the con-
cept is used in different meanings; (3) there are two or more terms for the same
concept in the glossary.

Complimentary material to the paper, containing top domain aspects, brows-
able concept maps, etc., is available on our expanding site [1].
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Abstract. In an adaptive e-learning system an opportunity to choose a course
topic sequence is given to ensure personalization. The topic sequence can be
obtained from three sources: teacher-offered topic sequence that is based on
teacher’s pedagogical experience; learner’s free choice that is based on indicated
links between topics, and, finally, the optimal topic sequence acquisition method
described in this article. The optimal topic sequence is based on previous
learners’ experience. With the help of the optimal topic sequence method, data
about previous learners’ course topic sequence and course results are obtained.
After the data analysis the optimal topic sequence for the specific course is
obtained based on the links between course topics. In this article the experi-
mental test of this method is described.

Keywords: Optimal topic sequence � Adaptive e-learning system � Learner
model

1 Introduction

Nowadays, the necessity for lifelong and asynchronous learning when learners and
teachers are not tied to certain place or time is increasing [4]. It is not possible to use
personalized approach for all learners in the process of synchronous learning in a big
auditorium [12]. The aim of an adaptive e-learning system (AELS) is to overcome this
problem. In the adaptive e-learning systems the diversity of content delivery is one of
the most important factors to ensure high quality of an adaptive system [12]. The AELS
adapts e-learning content (a) to satisfy learner’s needs and desires; (b) to depend on
learner’s behavior; (c) to use obtained results to ensure further adaptation. The content
adaptation for a learner is done based on: (a) learner’s personal features (for example:
learning style, basic knowledge in the course, the level of course acquisition difficulty);
(b) course topics that are used based on suitable pedagogical strategies.

In this article, a discussion about AELS content organization focusing attention on
course topics, their content, sequence, and choice opportunities is proposed. The course
content for each learner in the experimental AELS is made dynamically based on a
course learner group, where each learner is classified, and on the adaptation scenario
that is suitable for appropriate group members [10]. The learner has opportunity to
choose between one of three topic sequence versions: (a) a teacher’s topic sequence,
(b) a learner’s topic sequence, or (c) an optimal topic sequence. The teacher-pointed
topic sequence is based on teacher’s pedagogical experience. In case when a learner
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chooses the next topic on his own, it is obtained based on the indicated links between
course topics. The optimal course topic sequence is made based on the optimal topic
sequence method described in this article. This method is based on the data that are
obtained from the previous course learner results and links between course topics.

The paper is organized as follows. Section 2 presents related work. Section 3
describes the background of the presented work. Section 4 describes the optimal topic
sequence method. Section 5 describes opportunities to choose course topics. The
experiment is described in Sect. 6. Finally, conclusions and plans for the future
research are given in Sect. 7.

2 Related Work

Different approaches can be used for modeling learning content. For example, in the
articles [2, 6, 7], description of relationships between unities of learning content is
made using hierarchical structures. Their creation and maintenance takes a lot of time
and system resources. Conditions that describe better learning strategy acquisition
depending on learner’s actions and results are used to organize sequence in all previous
mentioned articles.

Madjarov and Betari [7] describe the network service-based learning infrastructure
that uses SCORM content model. The learning objects are organized into a learning
cluster tree and are ordered according to learner’s actions and responses to the ques-
tions and exercises. The learning cluster contains text page with learning content,
exercise, and questions. Modeling of the cluster tree is done using Petri Nets. In the
offered system learning process is done in the following way. First of all, a learner
receives an intro page and then a page with learning content. After familiarization with
it, the system offers an exercise. A learner receives questions that are created especially
for learner, depending on the exercise results. The goal of this pedagogical strategy is to
evaluate the level of the learner’s knowledge and his/her comprehension of the already
acquired piece of content.

Jabari et al. [6] overviews personalization opportunities in e-learning and virtual
classrooms. The problem of how to present learning object according to learner cog-
nition style is solved in the article. Learning objects are arranged in hierarchical way.
The delivery sequencing is ensured by IMS Simple Sequencing specification. Petri
Nets are used for conditions. They are used to create system reaction to the results of
the learning process.

In the article [1] Brusilovsky and Vassileva describe the system for dynamical
course generation (DCG) and the concept-based courseware analysis system (CoCoA).
CoCoA checks the consistency of the course and its quality in each moment of life.
The DCG contains the domain authoring component and the adaptive course automatic
generation component. It allows to generate an individual course according to learner’s
goals and previous knowledge and to adapt the course according to the learner’s
obtained knowledge.

In the article [5] Huang and Shiu describe a user-centric adaptive learning system
(UALS), which creates learning material sequencing schemes based on users’ collec-
tive intelligence and collaborative voting approach that use the item response theory
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(IRT). The collective voting approach allows learners to cope with difficulties that
occurred during learning process together. The system uses sequenced rules to per-
sonalize user-oriented learning ways. The IRT helps to evaluate students’ skills and
offers the most appropriate content for them.

In the article [2] Elouahbi et al. use pedagogical graph SMARTGraph for sequence
modeling. Nodes of the graph are learning units and arcs – pedagogical restrictions
between units. Creation of the sequence graph is done using Xlink (XML Linking)
language.

The optimal topic sequence method that is offered in this article differs from the
above-mentioned approaches by the fact that it uses advantages of costless course
management system: learning course organization environment, tools for organizing
learning process, processes, and a data base. It allows to save time and material
resources to adapt the learning process to learner’s needs. The offered OTS method is
easy-to-use. Working object for these methods are topics that are used in any learning
course. In the above-mentioned articles, sequences are organized for smaller content
units. It makes the process of course content creation more complicated and
time-consuming. In the related articles, hierarchical structures are used for data storage.
It requires knowledge to manage the appropriate tools. In the offered OTS method,
symbol sequences are used for topic sequence graph storage.

3 Background

A lot of research is made in the adaptive system development nowadays. Adaptive
study environments are based on well-organized models and processes. The AELS
consists of three main models: learner model (LM), content model (CM) and adaptation
model (AM) [8]. Data about learner are described in the learner model. The content
model describes the AELS content and its logical structure. The adaptation model
offers appropriate learning content for a specific learner.

3.1 A Learner Model

The experimental AELS learner model is based on data life cycle in the model and
includes eight data categories: Personal Data, Personality Data, Pedagogical Data,
Preference Data, Device Data, System Experience, Current Moment’s Knowledge, and
learning process data (History Data) [8]. LM data can be divided into three basic
classes by their life length or refreshing frequency: basic data (BasicData), additional
data (AdditionalData), and learning process data (LearningProcessData). Wider
description of LM data life cycle is given in the article [9]. The BasicData class
includes learner data that are constant in system or are changing very rarely. These data
include personal data about learner. They are gathered into PersonalData category. The
additional data describe the learner individuality. This class contains five LM data
categories: PersonalityData, PedagogicalData, PreferenceData, DeviceData, and Sys-
temExperience. The examples of additional data are: learning styles (PersonalityData);
data that organize learning process (learning course, course difficulty level, course
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pre-knowledge) (PedagogicalData); language of the course and course environment
preferences (PreferenceData); experience in the course utilization (SystemExperience).
Direct additional data are used to ensure adaptation in the system. Additional data are
dynamic data. These data have a tendency to change in the long term. The Learn-
ingProcessData class contains data about learner knowledge at the current moment
(CurrentMomentKnowledge) and data about learning process (HistoryData). The life
length of these data in the learner model is the shortest, because during the learning
process they are changed and supplemented constantly. The learning process data are
accumulated and processed in the long term and new data that describe the learner are
obtained. A more detailed description of the learner model is offered in articles [10, 11].

The source of data acquisition for the learner model are: (a) profile of the system
user, (b) results of quizzes and tests, (c) individual choices of learner, (d) data of
external system, (e) data from the learner group where a learner is classified, (f) data
analysis results obtained in course of the learning process [11].

3.2 A Content Model

The content model used in the experimental system is based on the learning object
(LO) and application of the different resource formats. A learning course described in the
content model consists of one or multiple topics. Each topic is made of one or multiple
learning objects. Each LO contains the description of the learning object, theoretical part,
practical part, and evaluation part. More information on the content model is given in the
article [10]. Each topic in this experiment consists of one learning object (Fig. 1). The
description part explains the essence of the specific topic, its exercises, and place in the
course structure. The theoretical part contains system-offered knowledge and ways of its
representation. In case, when the learner has previous knowledge in the course, the basic
content of the course is shown with system-offered knowledge represented by activities
and resources. Otherwise, if a learner doesn’t have pre-knowledge in the course, an
expanded course topic content is shown. In this case, links to expanded definitions of the
concepts are shown in the additional content. The practical part contains activities that are
made to strengthen the acquired knowledge. In case of theoretical courses, practical part
does not exist. The evaluation part contains activities that ensure course knowledge
evaluation. The topic content also differs depending on the difficulty level of the chosen
course. The course difficulty level (DL) gives a learner an opportunity to determine the
maximal acceptable course grade for himself/herself. The offered exercise level, test
difficulty, and also course final grade depends on the chosen DL.

The content model describes a wide range of resource types that are created based
on learning styles. For instance, if a learner has “Aural” learning style, then in the
theoretical part of the topic all resources that correspond to this learning style are
shown. For instance, that includes audio recording and audio conferences. A wider
range of resource types used in the system is given in articles [10, 11].
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3.3 An Adaptive Model

A course is created by the course author or in some cases by the course teacher. The
course author creates course structure, course content, selects features that will be used
in course content adaptation and for learner group creation [11].

Before the course acquisition, the system checks whether it has all necessary data
about the learner: (i) the learning style; (ii) the existence or absence of pre-knowledge
in course; and (iii) the course difficulty level. Each course learner is classified into some
of the created course learner groups based on data that the system has about the learner.
In case when learner data are not enough for classification, the learner is classified into
the “Group0”. Members of this group receive the non-adapted course content. Learner
classification into groups is described in the article [10].

4 The Method for Optimal Topic Sequence Creation

This chapter offers the method for optimal topic sequence creation for one course.

Fig. 1. The structure of the “Programming Foundations” course topic “Loops”
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4.1 Definitions

All course topics can be considered as one set of topics. The subset of element set that
contains elements with specific features is called a selection. The subset of such set that
takes into consideration the sequence of elements is called an ordered selection. So,
topic sequence is a course topic selection that is ordered by a specific feature.

In this article three type topic sequences are used: (i) the learner topic sequence,
(ii) the teacher topic sequence, and (iii) the optimal topic sequence. The learner topic
sequence is a topic sequence that is created from the learner-chosen topics during the
course acquisition. The teacher topic sequence is a topic sequence that is offered by a
teacher for acquisition of a specific course. This topic sequence is based on pedagogical
experience of the teacher. The optimal topic sequence (OTS) is a topic sequence that
ensures the best course acquisition results. The OTS is obtained using an optimal topic
sequence method (OTSM), which is based on the learner-obtained topic sequences,
acquired course results, and links between topics.

Each topic in the topic sequence has an order number or position that describes its
position in the sequence. For example, if the course contains topics “1”, “2”, “3”, “4”,
“5” and a learner has acquired these topics in the following sequence: “1”, “2”, “4”,
“5”, “3”, then the learner topic sequence set will be {1,2,4,5,3}. In this topic sequence,
for instance, the number or position of the topic “4” is 3.

4.2 The Principle of the Optimal Topic Sequence Method Performance

Topic sequences (TS) obtained during the course acquisition are saved in the system
database. The optimal topic sequence for one course can be obtained by selecting all
topic sequences of one course and processing them with OTSM. The essence of the
optimal topic sequence method is to take all topic sequences that are obtained from one
course acquisition and to unite them in groups by similarities, where one group has
equal sequences and for each sequence group the course acquisition grade is calculated.
The group of sequences that has the highest average grade is the OTS that was searched
for. In case when multiple topic sequence groups have the same grade, the optimal
topic sequence is searched between the TS of these groups based on the highest
repetition rate of the specific topic sequence position and existing links between topics
that are indicated by the course author or teacher. The most frequently repeated topic is
inserted into a specific position of the OTS, and this obtained topic has also a link to the
last inserted OTS topic. If there is no link, then the next most frequent topic is taken.

The searching of OTS is based on the OTSM that is described by the following
algorithm (Fig. 2):

1. All topic sequences and corresponding grades of the specific course are found.
2. The obtained data are grouped into groups with the same topic sequences.
3. A course average grade is calculated for each obtained group of the topic

sequences.
4. In the course, the topic sequence group with the highest grade is found.
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5. If there is only one such topic sequence, then it is assumed to be the optimal topic
sequence, and the algorithm proceeds to the step 14. If multiple topic sequences are
obtained with equal average grades, then a transition to the step 6 occurs in order to
create a new OTS.

6. In the first position of the optimal topic sequence the first course topic is inserted.
7. Searching for unviewed topics. If all topics are viewed, the next step is 14. If still

unviewed topics exist, the algorithm proceeds to the next step.
8. A transition to the position of the topic sequence.
9. If equal topics occur in the viewed position, the most frequent topic is taken. If all

topics repeat only once, then topic with the lowest order number is taken.
10. If the next topic is already in the OTS, then the next step is 12, in case if it is not in

the OTS, then the algorithm goes to the next step.
11. If the last topic of the OTS has a link to the chosen topic then the next step is 13,

otherwise – step 12.
12. The next most frequent topic is taken, transition to the step 10. If there are no more

topics in this position, then an unviewed topic with the lowest order number is
taken and the algorithm proceeds to the step 13.

13. The order number of the topic is inserted into the OTS and the next step is 7.
14. The OTS creation is finished.

In the step 12 of OTS algorithm, when none of viewed TS topics are suitable for
positions, the topic with the lowest order number that does not appear in the created
sequence is inserted into in OTS. In this case, there is no testing whether a link from the
last OTS topic to the chosen topic exists. It is not necessary, because OTS always
begins with the first topic with the order number 1. It means that the way to the topic
with the lowest order number always exists in the graph of course topics (for example,
Fig. 3).

Fig. 2. An activity diagram of the optimal topic sequence creation
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4.3 An Example of the Optimal Topic Sequence Method Activity

The optimal topic sequence algorithm activity is described with the help of a specific
example. Let’s assume that a course consists of ten compulsory topics. Connections
between topics are represented as an oriented graph in Fig. 3. An arrow indicates a link
between two topics. Links between topics define which one will be offered as next. For
instance, there are two arrows going out of topic “1” to topics “2” and “3”. It means
that in case when the version of the learner’s topic choice is used, the system offers
topics “2” and “3” as next topics after the first topic is acquired successfully. A learner
must choose the next topic from the topic set offered by the system.

Let’s assume that learners have acquired the previously-described course, and three
different learner topic sequences with equal course grades are obtained as shown in the
top three rows: LTS1, LTS2, and LTS3 of the Fig. 4. The lowest row shows the topic
sequence that is obtained from these three topic sequences. Let’s take a closer look at
how OTS is obtained using the OTS method described in this chapter. Multiple topic
sequences have an equal course grade that is why the OTS algorithm starts from the
step 6. While TS still has unviewed positions, we will keep reviewing them. Only the
OTS steps with different methods applied will be reviewed:

Step 1. Acquisition of the course starts with the topic 1, therefore, the topic “1” is
inserted into the 1st position of OTS, OTS = {1}.

Fig. 3. A graph of course topics

Fig. 4. An example of the optimal topic sequence creation
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Step 2. There are two topics “2” in the 2nd position of TS that is why this topic is
taken. The topic “2” still does not appear in the created OTS, and a link between the
topics “1” and “2” exists, which is why the topic “2” is inserted into the 2nd position of
the OTS, OTS = {1,2}. Similar case is in the step 2, OTS = {1,2,5}.

Step 4. No equal topics occur in the 4th position of the TS that is why topic with the
lowest order number is taken, which is the topic “6”. This topic still does not appear in
OTS and a link between the topics “5” and “6” exists, therefore, OTS = {1,2,5,6}.

Step 5. Two equal topics “9” appear in the 5th position of TS, but a link from the
topic “6” to the topic “9” does not exist that is why the topic “8” is taken. The topic “8”
still can’t be found in the OTS, and a link between topics “6” and “8” exists that is why
this topic is added to the OTS, OTS = {1,2,5,6,8}. The next step is similar to the step 2,
where OTS = {1,2,3,6,8,10}.

Step 7. Two topics “6” appear in the 7th position of the TS. Since the topic “6” is
already added to the OTS, the topic “10” is taken as the next one. The topic “10” is also
already inserted into the OTS. Then, the topic with the lowest order number that still is
not added to the OTS is taken. In our case, it is the topic “3”, OTS = {1,2,5,6,8,10,3}.
Next two steps are similar to the step 2, OTS = {1,2,5,6,8,10, 3,4,7}.

Step 10. All topics in the 10th position of TS are single. So, the topic with the
lowest order number is taken, which is the topic “2”. This topic already appears in
OTS. The same case is for the topics “3” and “5”. Since no more topics for this position
exist, a still uninserted topic which has the lowest order number is taken as the next one
in the OTS. Such topic is the topic “9”, OTS = {1,2,5,6,8,10,3,4,7,9}.

Now all topic sequence positions are viewed, it means that the OTS creation is
finished.

4.4 The Topic Sequence Module

The topic sequence module (TSM) was made and implemented in Moodle system for the
optimal topic sequence acquisition. Figure 5 shows the interaction of the TSM with the
system components. Colored figures show TSM that is added to the system and its new
tables. Arrows show directions of the data flow. TSM interacts with the system offered
course page, the system content model, the learner model, and the adaptation model that
are described in Sect. 3. For TS purposes the following model activity tables were created
(Fig. 6): course_teaching_parametrs, user_learning_data, and course_teaching_
parametrs. Course acquisition parameters such as links between course topics (topic_link),
a teacher-indicated topic sequence (teacher_topic_sequence), and an optimal course topic
sequence (optimal_topic_sequence) are stored in course_teaching_parametrs table. Data
that are necessary for the learning process and data obtained from learning process, e.g., a
learner topic sequence (topic_sequence), ways to choose topic sequence (user_ts_choice),
topic grades (topic_grade), an optimal topic sequence granted to a learner (user_ots) are
stored in user_learning_data table.

The main functions and data flow of the TSM are shown in the picture Fig. 6. The
main TSM actions are:
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• When a learner starts the course acquisition, TSM checks whether a specific course
has the optimal topic acquisition sequence in the table course_teaching_parametrs.
In case if it has, it is written into user_learning_data table. The newly-created course
has no data about learner topic sequences that is why this course has no optimal
topic sequence. At the beginning, teacher topic sequence can be assumed as the
optimal topic sequence;

• The next step in TSM is collection of the learner study process data into
user_learning_data table;

• After the successful course acquisition, the topic sequence created for a specific
course is saved in course_topic_sequence table;

• To refresh course parameters, a teacher creates a new OTS. TSM the topic sequence
created for a specific course and course grades from course_topic_sequence table.
A new course OTS is created and saved in course_teaching_parametrs table with
the help of OTS method.

During the course acquisition the OTS does not change for a specific learner.
Course OTS can change after the course parameters are refreshed, and for other
learners it will be different.

Fig. 5. Interaction of the OTS module and system components

Fig. 6. A sequence of the data flow for OTS acquisition
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5 Organization of the Course Topic Choice

Nowadays, learners have a tendency to take control over their learning process and to
determine it [3]. The opportunity to manage the learning process was given to a learner
using one of the three topic sequence variants in the experimental ALS: (i) using a
teacher-purposed topic sequence, (ii) by choosing topic sequence on their own, or
(iii) using a system-offered optimal topic sequence that is described in previous section.
Regardless of the chosen topic sequence variant, the first course topic is always offered
at the beginning of the course.

Teacher TS. When creating a course, its author/teacher indicates the desirable topic
sequence based on the pedagogical experience. Most often topics are placed in order,
first of all 1, then 2, then 3, etc. A teacher-indicated topic sequence is stored in
course_teaching_parametrs (teacher_topic_parametrs) table (Fig. 6).

Learner TS. A learner chooses a topic from the system-offered topic list, which is
created based on links between course topics. Links between topics are indicated by the
teacher during the course creation. Links are saved in the topic_link field of the table
course_teaching_parametrs (Fig. 6). If a learner has acquired the last topic, but all other
topics are still not acquired, the system checks which topics are still not acquired and
offers these topics in an increasing order of their order numbers.

Optimal TS. A system offers the optimal topic sequence for a specific course
acquisition based on the previous learner-used topic sequences (described in Sect. 4)
that is taken from the table course_teaching_parametrs (optimal_topic_sequence) and
saved as learner study process data in the table user_learning_data (user_ots) (Fig. 6).

The OTS is based on the previous learner data, which is why in case of a new
course it is not offered or might be similar to the teacher topic sequence. It is useful to
create the OTS for a course only when the amount of the learner topic sequences
obtained is large enough (for example, when one learner group has already finished the
course).

6 An Experiment

The optimal topic sequence method used in a topic sequence module was created for
testing purposes (Sect. 4.4). It was implemented in AELS of the standard learning
course management system Moodle that is described in Sect. 3. The structure of the
learning course “Programming Foundations” was created according to the described
AELS content model. The structure of the course consists of 10 topics: (1) “C++
program structure. Data output”, (2) “Data types. Data input”, (3) “Mathematical
functions”, (4) “Conditional constructions”, (5) “User-defined functions”, (6) “Para-
metric functions”, (7) “Cyclic constructions”, (8) “One-dimensional numeric arrays”,
(9) “Multi-dimensional numeric arrays”, and (10) “Symbolic arrays”. An order number
of each topic is given in brackets. Each course topic is divided into four parts: topic
summary, theory, practice, and evaluation (Fig. 1). Evaluation part of each topic
consists of the created tests depending on the course difficulty level chosen by a learner.
A course teacher indicated the links between topics and a teacher-suggested topic
acquisition sequence. The following links between topics were indicated:
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{1:2,3,5;2:3,4,5;3:4,5;4:5,7;5:6,7;6:7;7:5,8,10;8:9,10;9:10}. The order number of a
topic is separated from links with “:” sign, and links between themselves are denoted
with “,” sign. One portion of “topic:link” is divided from next one with “;” sign. For
example, a topic with order number 1 has links to topics number 2, 3, and 5. The order
of the teacher-advised topic acquisition sequence is the following: {1,2,3,4,5,
6,7,8,9,10}.

38 first-year students of the professional higher-education bachelor study program
“Information technologies” of the University of Daugavpils took part in the experiment
in the academic year 2015/2016. The number of experiment participants is based on
real number of students in course “Programming Foundations” that was used in
experiment. Data about learners that would provide adaptation of the course content
were obtained. Tests and quizzes, created in Moodle, helped to acquire data about
learning styles of each learner (visual, aural, kinesthetic, reading, visual-aural),
pre-knowledge in the course (yes, no), and the desirable course acquisition level (low,
average, high) (Sect. 3.3). There were 30 learner groups made in the course based on
the possible values of the learning style, course pre-knowledge, and course acquisition
level [11]. Learner groups created in the course defined a scenario that was used for
adaptation (Sect. 3.3).

25 students were classified into 13 groups created in course based on the obtained
data about learners. Other students with lack of enough data were classified into
“Group0”. In this group participants do not get any adaptation scenario. Learner groups
in this experiment were used to make analysis of the learner model based on the course
acquisition results. LM analysis is out of scope of this article. Learner group utilization
does not affect the results of the OTS method application.

The experiment lasted for one semester. As the result of acquisition of the course
“Programming Foundations”, 38 learner-created topic sequences were obtained. These
topic sequences were divided into 11 groups where each group had equal topic
sequences. A course average grade was calculated for each obtained topic sequence
group. Obtained data are shown below: topic sequence group number in square
brackets, followed by topic sequence and calculated average course grade in paren-
thesis: [1] 1,2,3,4,5,6,7,10,8,9 (6.944); [2] 1,2,3,4,5,6,7,8,9,10 (7.487); [3]
1,2,3,4,5,7,6,8,9,10 (7.917); [4] 1,2,3,4,7,10,5,6,8,9 (8.167), [5] 1,2,3,4,7,5,6,8,9,10
(7.917), [6] 1,2,3,6,4,5,7,9,8,10 (9.375), [7] 1,2,5,3,4,6,7,8,9,10 (7.542), [8]
1,2,5,6,7,8,9,10,3,4 (6.167), [9] 1,3,2,4,5,7,8,10,6,9 (8.292), [10] 1,3,5,7,8,9,10,2,4,6
(8.917), [11] 1,5,6,7,10,2,3,4,9,8 (8.583). The highest grade 9.375 was for the topic
sequence {1,2,3,6,4,5,7,9,8,10}. This topic sequence is also taken as optimal topic
sequence described in the experiment.

7 Conclusions

This article presents a method for optimal topic sequence (OTS) acquisition that is
based on previous learner results obtained during the learning process. The offered
optimal topic sequence method gives multiple benefits:
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• It gives learner an opportunity to manage his/her own learning process based on
his/her wishes and interests;

• It gives an opportunity to obtain data that can be useful for learner course
evaluation;

• The offered method can also be implemented in a standard course management
system to ensure a dynamic change of the topic sequence;

• The OTS method is easier than one of the approaches described in the related work
(Sect. 2). The OTS method takes advantage of the content units (i.e. topics) of any
study course. A system should ensure the ability to save learner-used topic
sequences and grades received in the course. Then, having analized those topic
sequences with the OTS method, a new optimal topic sequence for this course is
acquired, which can be further used by succeeding learners for better results;

• The OTS method works with simple data structures such as symbol sequences.

The experiment was performed by allowing students to manage their learning process
on their own. For experiment purposes, “Programming Foundations” course with 10
topics was prepared. Students had an opportunity to use the teacher topic sequence or
to use a choice option of the learner topic sequence depending on links between course
topics. 37 students used topic sequences, and according to them course acquisition
results were obtained in the experiment. The optimal topic acquisition sequence for a
described experimental course (Sect. 6) was created using the method for optimal topic
sequence acquisition presented in Sect. 4. The optimal topic sequence acquired is
OTS = {1,2,3,6,4,5,7,9,8,10}.

Future work will be connected with effectivity tests of the obtained OTS, detailed
topic sequence choice development, and also a search for a solution to change the OTS
in cases when the course structure is being changed.

A lot of study courses have been developed for a certain accreditation period. The
target of OTS application was a course with a stable structure developed during several
years. Even when changes in a course appear, they mostly affect the content of the topic
rather than topics as such. For courses with still unstable structure, two cases must be
forseen: (i) essential, and (ii) not essential content changes. In case of essential changes, a
teacher-advised sequence can be taken as an OTS. In case of not essential changes, when
the basic structure of a course remains the same, it is important to save the obtained OTS.
In this case, new topics can be added at the end of OTS in ascending order.
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Method for Evaluation of Concept Map
Complexity from the Systems Viewpoint
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Abstract. An advantage of intelligent tutoring systems (ITS) is their
ability to adapt to the current knowledge level of each learner by offering
most suitable tasks for him/her at the current phase of learning process.
The main problem is how to evaluate the degree of task difficulty, which,
as a rule, is done subjectively. The paper presents the first results of
ongoing research, the final goal of which is to develop the formal method
for evaluation of the degree of concept map-based task difficulty. The
basic idea is to interpret and use for evaluation of concept map (CM)
complexity the four aspects applied for estimation of systems complex-
ity – the number of system’s elements and relationships between them,
attributes of systems, their elements, and relationships, and the orga-
nizational degree of systems. The proposed approach is described using
as an example relatively simple hierarchical CMs which complexity as
systems is estimated.

Keywords: Intelligent tutoring system · Concept map · Degree of task
difficulty · Complexity of concept map

1 Introduction

At present practitioners of teaching and learning intensively are developing new
approaches and tools for adaptation of educational process to requirements
of individual learners (for example, student-centered learning, group learning,
problem-oriented learning, etc.) and usage of advanced information and commu-
nication technologies (ICT). These developments enable more effective turning
of information into knowledge and increase effectiveness of knowledge acquisi-
tion. Intelligent tutoring systems (ITS) are one of the most advanced tools for
achieving the abovementioned objectives. The advantages of ITSs are at least
twofold. First, to the certain extent they achieve the same operation flexibility
and adaptivity that can be manifested by human teachers. Second, they pro-
vide flexible knowledge self-assessment and assessment, which is a real problem
concerning teachers’ workload in case of large number of students registered in
one course [1]. A concept map (CM) based ITS offers an acceptable balance
of workload comparing with objective tests, which can be assessed quickly but
c© Springer International Publishing Switzerland 2016
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provide too simplified knowledge assessment, while evaluation of free-text essays
demands processing of natural language [2].

CMs introduced as pedagogical tools by Novak and Gowin [3] nowadays are
used both with and without technological support; however, their main advan-
tage is ability to externalize the internal mental structures of learners’ knowledge.
For instance, Ruiz-Primo claims that well-structured knowledge is an aspect of
competence in a particular field [4]. Looking at CMs from the technological point
of view, their undoubted advantage is that they can be constructed (generated),
visualized, and assessed using ITSs.

Regardless the fact that at the moment there is a wide variety of tools sup-
porting different activities with CMs, the intelligent knowledge assessment sys-
tem IKAS, developed at the Department of Artificial Intelligence and Systems
Engineering of Riga Technical University, has several advantages [2].

Firstly, the IKAS provides assessment of students’ CMs in contrast with
greatest part of other known systems, which support only such functions as
CM construction, navigation, and sharing. Secondly, instead of rather simple
scoring systems, the IKAS uses a mathematical model for scoring students’ CMs.
Thirdly, the IKAS supports the learning process using adaptation mechanisms
to students individual characteristics (learning style, preferences, etc.) and their
current knowledge level.

The latter is supported by monitoring the learning process and, depending
on the conclusion about the current level of knowledge of particular student,
the IKAS offers CM-based tasks with different degree of difficulty. The current
version of IKAS differentiates between only six classes of tasks, namely, four
“fill-in-the-map” tasks when the structure of CM is given and two “construct-
the-map” tasks when a learner must construct his/her CM from scratch. The
increase of the degree of task difficulty is represented in Fig. 1.

Fig. 1. The increase of the degree of task difficulty
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Such rough and imperfect division of all CM-based tasks in accordance with
the degree of their difficulty is one of the drawbacks of IKAS and serves as
motivation to start the research, the final goal of which is the development of
formal method for evaluation of CM complexity.

The paper is organized as follows. Section 2 is devoted to the short description
of research directions in the field of CMs. In Sect. 3, the used terminology of CMs
and corresponding graphs is introduced. Section 4 is devoted to the proposed
framework for estimation of complexity of CMs. Conclusions, open questions,
and some directions of future work are given at the end of the paper.

2 Related Work on Concept Mapping

During the three decades since J.D. Novak and D.B. Gowin published their
book “Learning how to learn” [3], CMs have become valuable tools for teaching,
assessment, and learning [5]. A lot of research on CMs has been done, methods
and tools developed, and various experiments carried out. The results of this
work may be found in numerous publications, including proceedings of biyearly
organized international conferences on concept mapping. Back in 2008, a group
of authors published a review on CM research based on materials of the first two
conferences on concept mapping [6]. The analysis of presented papers clearly
confirms that the mainstream of research on concept mapping is done in appli-
cations of CMs as teaching and learning tools. Besides, innovative ways of using
CMs also were studied. The use of CMs to organize instructions and to gather
student feedback on learning, research on teaching and learning related to a vari-
ety of content areas, study of different groups of learners, collaborative concept
mapping, and curriculum planning and design are only few examples of works in
abovementioned direction. Scoring and assessment is the second largest research
direction on concept mapping. CM research has been conducted on how to score
CMs of individual learners and how to use CMs in the knowledge assessment.
However, CMs till now have been more frequently used as instructional tools
than as assessment tools [7]. Problems and issues of usage of CMs as assessment
tools in a broad context are described in [8]. The situation started to change
only at the very beginning of 21st century when several systems using CMs as
assessment tools appeared (see [9–11]), including ITSs [12,13], which provide
automated assessment, thus reducing the workload of teachers.

It is worth to point that CMs are computable in the sense that the assess-
ment of learners’ answers given in the form of CMs is based on some scoring
system [8]. In general, the assessment using CMs is based on comparison of
teacher’s (expert’s) and learners’ CMs. It is a serious drawback because such
mere comparison does not conform to cognitive principles by forcing learners to
construct their knowledge in a way that mimics the knowledge constructed by
the teacher [11]. Another drawback is caused by the fact that there is a wide
variety of CMs and CM-based tasks. This causes the variety of possible scoring
criteria and methods and, as a consequence, difficulties in choosing the most
appropriate one. The detailed analysis of this issue is given in [7].



Initial Steps Towards the Development of Formal Method 369

The survey of large number of papers devoted to concept mapping shows
that only the developers of IKAS have focused on the problem of CM-based
task difficulty and estimation of its degree, while the issue of possibility of formal
evaluation of the degree of task difficulty and its interconnectedness with CM
complexity has not been studied at all.

3 Corresponding Terminology of Concept Maps
and Graphs

CMs are used to support different activities where knowledge needs to be orga-
nized and represented, predominantly in educational settings [14]. CMs are semi-
formal tools for representing semantic knowledge and its conceptual organization
(structure). They specify the concepts of a knowledge domain and relationships
among them. Mathematically defined, a CM is undirected or directed graph
consisting of a finite, non-empty set of nodes V = {v1, . . . , vn}, which represent
concepts of a knowledge domain, and a finite, non-empty set of arcs (undirected
or directed) Q = {q1, . . . , qm}, which represent the relationships between pairs
of concepts. A CM may be represented by an attribute graph. In this case, the
set of arcs contains attributes (labels) or so called linking phrases used to specify
the relationships between concepts [11]. Besides, the corresponding graph may
be homogeneous, if all its arcs have the same weight, or heterogeneous, if weights
of arcs are different. The latter represents a teacher’s (expert’s) point of view
that some relationships are more important than others.

The 3-tuple 〈concept, relationship, concept〉 is called a proposition, which is a
semantic unit of CM or, in other words, a representation of declarative knowledge
that is a meaningful statement about some object or event in the problem domain
[15]. In terms of graphs, a proposition corresponds to a 3-tuple 〈vi, qr, vj〉.

Table 1 summarizes the correspondence between basic elements of CMs and
graphs. The variety of CMs represented by graphs is shown in Fig. 2.

Table 1. Correspondence between basic elements of CMs and graphs

Concept map Graph

A concept A node

A relationship An arc (undirected or directed)

A CM with linking phrases An attribute graph

The importance of a relationship The weight of an arc

A proposition A 3-tuple 〈vi, qr, vj〉

Consequently, CMs are viable, computable, and theoretically sound solution
to the problem of expressing and assessing learners’ current knowledge level. The
undoubted advantage of CMs is their ability to represent part of a learner’s cogni-
tive structure, revealing his/her particular understanding of a specific knowledge
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Fig. 2. Variety of concept maps (Source: [16])

area. The representation of knowledge structure is the topmost quality of CMs,
which justifies their usage as alternative knowledge assessment tools concurrently
with different tests and full-text responses.

A wide variety of CM representations as graphs entails an enormous variety of
CM tasks, which makes CM-based knowledge assessment adaptable to learners’
knowledge levels and preferences. According to [8], tasks vary with regard to task
demands, task constraints, and the content structure of tasks. Task demands
are related to two commonly used classes: fill-in-the-map and construct-the-map
tasks, while task constraints refer to constraints that are defined for the concept
set and/or linking phrase set. Definitely, both abovementioned factors allow to
a certain extent to adapt CM-based tasks to learners’ knowledge levels, learning
style, and preferences. At the same time, such, let’s call it, meta-adaptation is
not effectively applicable if the degree of task difficulty is not at least estimated.
This is the reason more sophisticated methods for evaluation of the degree of
task difficulty should be needed for constructing flexible and adaptable ITSs.

The proposal is to correlate the degree of CM-based task difficulty with the
complexity of the CM as a whole, that is, as a system. Following this point
of view, focus is on two types of graphs which represent CMs, namely, hierar-
chical CMs and network CMs [8]. Both result from the roots of CMs, namely,
Ausubel’s assimilation theory and Deese’s associationist memory theory, respec-
tively. Based on Ausubel’s theory, Novak and Gowin argued that CMs should
be: (1) hierarchical with superordinate concepts at the top level; (2) labeled
with appropriate linking phrases; (3) crosslinked such that relations between
subbranches of the hierarchy are identified [8]. Their arguments are justified by
expansion of hierarchy according to the principle of progressive differentiation:
new concepts and new relationships are added to the hierarchy either by creating
new branches or by further differentiating existing ones. The crosslinks are links
between segments of the CM and represent the integrative connection among
different domains of structure. Fig. 3 presents a hierarchical CM.
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Fig. 3. A fragment of a hierarchical CM (dashed arcs represent crosslinks)

A network CM characterizes cognitive structure as a set of concepts and their
interrelations and, in fact, is a semantic network with concept nodes linked by
directed arcs with labels to produce propositions [17]. Associationist memory
theory places similar requirements on concept mapping with the exception that
CMs are not hierarchical. An example of a network CM is presented in Fig. 4.

Fig. 4. A fragment of a network CM

It is necessary to stress that in graph theory, the corresponding types of
graphs are trees (usually representing hierarchies) and networks [18]. In this
paper, as a starting point and a test-bed for the development of formal method
for evaluation of complexity of CMs, only one subtype of trees is chosen, namely,
an incoming tree, an example of which is presented in Fig. 5.

Such tree has the simplest structure and corresponds to all definitions given
in graph theory for undirected trees: (1) the number of directed arcs m = n − 1,
where n is the number of nodes; (2) all paths starting in apex nodes always end in
the root node (corresponding to the superordinate concept); (3) the underlying
undirected graph (directions of links ignored) has no cycles. Besides, the chosen
type of incoming tree represents so called proper hierarchy where arcs of a node
at l-th level are only between (l ± 1)-th levels, and nodes at the same level are
not adjacent (a proper hierarchy has no crosslinks).
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Fig. 5. Example of incoming tree

The motivation behind the decision to choose the simplest possible structure
of graph for representing a system is straightforward – if the proposed approach
will be applicable then more complex systems’ structures should be introduced
and studied in the future.

4 The Framework for Evaluation of Complexity
of Concept Maps

The central idea of the approach is based on interpretation of CMs as systems
(as a whole) and application of criteria used in Systems Theory for estimation
of complexity of a system to CMs. In Systems Theory, as a rule, there are used
two quantitative parameters – the number of system’s elements and the number
of implemented relationships. Logically, it is declared that simple systems have
a small number of elements and relationships, while complex systems consist of
a large number of elements and relationships [19]. These parameters are relative
and only shallowly evaluate the complexity of systems. Some improvements are
known which suggest using expert’s knowledge who evaluates the complexity of
each element and then summing up these evaluations to get a conjunctive para-
meter of complexity. An awkward attempt to ask experts to evaluate complexity
of relationships comparing them with complexity of elements is also proposed
despite the fact that such approach is useless in practice. Authors in [20] have
shown that complexity also depends on other aspects, such as the knowledge
about organization of system and attributes of its specific elements, which may
substantially change the evaluation of system’s complexity, so that a very com-
plex system at first sight, in fact, is simple for an expert.

Taking abovementioned into account, the following criteria are proposed [20]:

– The number of elements
– The number of relationships
– The attributes of specific elements of the system
– The organizational degree of the system

The one-to-one correspondence between these criteria, which are supple-
mented with introduced additional ones, namely, attributes of the system and
attributes of a relationship, in case of systems and in case of CMs is defined in
Table 2.

As it was already mentioned, this paper is focused only on graphs with a
specific topology – incoming trees, including chains as the trivial case. All aspects
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Table 2. Correspondence of complexity criteria

No System Concept map

1 The number of elements The number of concepts

2 The number of relationships The number of arcs

3 Attributes of the system Linking phrases (their number and
variety of categories and/or the
number of synonyms of
concepts)

4 Attributes of an element The structural importance of a
concept

5 Attributes of a relationship The weight of an arc

6 The organizational degree of the system The topological features of the
corresponding graph

and solutions will be shown using incoming trees T (V,Q) with |V | = 5 and
|Q| = 4, which have been chosen as a trade-off between trivial cases (|V | = 2, 3, 4)
and more complicated ones (|V | = 6, 7, . . .), which have much more categories
of different structures. Table 3 represents all categories of different structures
(topologies) of such trees, including T1 – a chain, and T2 – a bipartite graph.

It is obvious that similarly with the general case, the first two criteria help
nothing because all trees shown in Table 3 have the same complexity. As a conse-
quence, one can get a more complex CM by adding new concepts and increasing
in such a way the number of concepts and arcs.

The situation changes if the third criterion, namely, system’s attributes is
introduced, despite that at first sight nothing changes because the number of
arcs (relationships) and linking phrases is the same. Interpretation of system’s
attributes in case of CMs is tightly connected with semantics of concepts and
linking phrases. For example, if CMs can be constructed with free vocabulary,
different learners can use different words or linking phrases for the same con-
cept and arc, respectively. The CM is more complex comparing with a practically
identical CM with the only difference being that all concepts and linking phrases
are predefined unambiguously. This conclusion refers to the both cases – con-
struction of a CM and its assessment by comparison with an expert’s CM. The
latter task leads to the graph matching problem [21].

Thus, speaking about concepts, the conclusion is that the complexity of a
particular CM increases if the number of synonyms is growing. Linking phrases
also are expressed in a natural language which is not unambiguous. If linking
phrases are not given to the CM creator then he/she may use any expression
that seems appropriate according to his/her understanding of how concepts are
related in a particular domain. Moreover, the semantics of relationships of the
same two concepts can vary depending on the context in which they are used [22],
as well as there can even be cases when it is meaningful to represent more than
one relationship between two concepts [22,23]. Such situation is not inspiring
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Table 3. Categories of topologies of incoming trees (|V | = 5, |Q| = 4)

Symbol Visualization of the tree

T1

T2

T3 a) b) c)

T4

T5 a) b)

T6 b)a)

T7

T8 a) b)

T9
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because the variance of linking phrases theoretically is indefinite. For example,
research completed by Strautmane [24] shows that for inheritance relationship
alone, there are more than 50 ways how to label it. That is the reason why
researchers of semantic networks and CMs have defined typical linking phrases,
such as “is a”, “part of”, “kind of”, “is an example of”, “has value”, “character-
izes”, etc. along with others. In any case, the variety of linking phrases of CMs
exists, and it is possible to consider how to use this variety.

The working hypothesis is that the complexity of CM (more precisely, the
complexity of CM-based task) increases if the variety of linking phrases (the
variety of semantics) increases and vice versa.

As the first approximation, for incoming trees, only six categories of linking
phrases will be taken into account, namely, “is a”, “is part of”, “is a kind of”, “is
an attribute of”, “is a value of”, and linking phrases with unrestricted semantics,
like, “made of”, “has property”, “is opposite of”, etc. It is obvious that the
number of arcs may restrict the maximum number of linking phrase categories
which may be used. For incoming trees discussed in this paper, the maximum
number of linking phrase categories is four out of six because |Q| = 4.

To evaluate the complexity of CM using the third criterion, the results are
as follows:

– If only one category of linking phrases is used, the complexity of the CM is
minimal (if only the third criterion is taken into consideration).

– If the number of used linking phrase categories is equal to the number of
relationships then the complexity of the CM is maximal (if only the third
criterion is taken into consideration).

– Intermediate values of complexity depend on the chosen scale, development of
which is one of the future tasks.

For example, in Fig. 6, the CM (a) has the minimal complexity, while the
CM (b) has the maximal complexity.

Fig. 6. Examples of CMs with different complexity

First approximation in terms of quantity can use the following formula:

C = N · m , (1)
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where C is the complexity of CM if only the third criterion is taken into account,
N is the number of categories of linking phrases, and m is the number of arcs.
Thus, CMs in Fig. 6 have the following complexity: (a) 4 and (b) 16.

As it was already pointed out above, in this paper, only the first steps towards
the development of complete method for evaluation of complexity of CMs are
worked out. There are many open questions for future research. For example,
is the complexity different if both CMs have the same two categories of linking
phrases? Suppose that the first CM has only one linking phrase of one category
(for example, “is a”), but the other three linking phrases are from another cate-
gory (for example, “part of”), while the second CM has two linking phrases from
each of these categories. If such open questions are ignored at the moment, it is
clear that the full set of CMs with the same number of concepts and relation-
ships are divided into subsets in accordance with the number of used categories
of linking phrases.

Now, let’s consider how to evaluate the complexity of CMs according to the
topological features of the corresponding graphs. In this paper, it is proposed
to use one criterion which is borrowed from scoring systems used for CMs –
the number of valid levels of hierarchy NH, which shows where on the general–
specific continuum each concept lays in respect to the domain being represented.
The number of levels of hierarchy is related to the extent to which the learner
subsumes more specific knowledge under more general knowledge [25]. In graph
theory, the number of hierarchy levels is equal to the diameter of the tree. Such
criteria as the complexity of structure, the relative weight of each hierarchy level,
and the degree of centralization of structure are borrowed from [26]. Other graph
theory criteria which already are used in structural modeling [27] will be applied
in future work.

First, it is worth to stress that the following parameter for evaluation of
complexity of systems, which is based on the consideration of complexity of
structural analysis [26], is not applicable:

CS =
1

|Vin| · |Vout|
Vin∑

i=1

Vout∑

j=1

Pij − 1 , (2)

where |Vin| and |Vout| are the number of system’s inputs and outputs, corre-
spondingly, and Pij is the path from any input to any output of the system. It
is easy to see that for each incoming tree with one root node, the complexity is
always equal to zero independently of the number of apex nodes.

For this reason, for calculation of the complexity of structure of CM, the
following modification of (2) is suggested:

CS =
1

|Vapex|
Vroot∑

i=1

PW
i,root − 1 , (3)

where |Vapex| is the number of apex nodes in the incoming tree, Vroot is the
root node, and PW

i,root is the weighted path from any apex node to the root. The
PW
i,root is found as follows:
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PW
i,root = di,root +

Si∑

j=1

dj,root , (4)

where di,root is the distance from the apex node to the root, Si is the number
of descendants of apex node i, and

∑Si

j=1 dj,root is the sum of distances from all
descendants of apex node i to the root. For example, the complexity of structure
of the incoming tree T5 (see Table 3) is

CT5
S =

1
2

· (1 + (3 + 2 + 1)) − 1 = 2.5 .

The T5 has four valid hierarchy levels (the root node is always placed at
0-level), and the relative weights of hierarchy levels are the following: 0-level –
0.2, 1st level – 0.4, 2nd level – 0.2, 3rd level – 0.2.

The degree of centralization of structure is calculated as follows [26]:

DC =
1

(n − 1)(ρmax − 1)

n∑

i=1

(ρmax − ρΣ(Vi)) , (5)

where n is the number of nodes, ρΣ(Vi) = ρ+(Vi) + ρ−(Vi), where ρ+(Vi) and
ρ−(Vi) denote outdegree and indegree [18] of the node Vi, and ρmax is the maxi-
mum value of ρΣ for the given structure. For example, the degree of centralization
of T5 is:

DT5
C =

1
(5 − 1)(2 − 1)

((2 − 2) + (2 − 1) + (2 − 2) + (2 − 2) + (2 − 1)) =
2
4

= 0.5 .

The structural modeling approach [27] offers also other parameters of evalu-
ation of topological characteristics of structure, for instance, redundancy of arcs
(not applicable for trees, which have minimum number of arcs), compactness of
structure, structural importance of node, and the dispersion of ranks of nodes,
which are useful for network CMs and are not discussed in this paper.

For comparison of values of chosen parameters, these values for the example
– incoming tree T (V,Q) with |V | = 5 and |Q| = 4 are collected in Table 4. A
shallow analysis of parameter values in Table 4 shows that the least complexity
of structure has the bipartite graph T2. Taking into account that this graph also
has the least number of hierarchy levels, it is justifiable to conclude that the
corresponding CM has the least complexity comparing with other CMs whose
corresponding graphs belong to the same class of incoming trees. In addition, if
all linking phrases belong to only one category then one gets the easiest CM-
based task where 5 concepts must be related with 4 relationships. At first, it
may look strange that T1 (the chain), which is the simplest structure of graphs,
in case of CMs has the maximum value of CS in this class of incoming trees.
But it precisely corresponds to the statement given above that the number of
levels of hierarchy is related to the ability of learner to subsume more specific
knowledge under more general knowledge.

Due to the limited scope of the paper, more detailed analysis of the results
is not presented.
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Table 4. Parameter values of the example

Category NH The relative weight of the level DC CS

T1 5 0.2 each 0.2 9

T2 2 0.2 – 0-level 1 0

0.8 – 1st level

T3 3 0.2 – 0-level 0.875 0.67

0.6 – 1st level

0.2 – 2nd level

T4 3 0.2 – 0-level 0.5 2

0.4 – 1st level

0.4 – 2nd level

T5 4 0.2 – 0-level 0.5 2.5

0.4 – 1st level

0.2 – 2nd level

0.2 – 3rd level

T6 3 0.2 – 0-level 0.875 1.33

0.4 – 1st level

0.4 – 2nd level

T7 3 0.2 – 0-level 1 2

0.2 – 1st level

0.6 – 2nd level

T8 4 0.2 – 0-level 0.875 3.5

0.2 – 1st level

0.4 – 2nd level

0.2 – 3rd level

T9 4 0.2 – 0-level 0.875 5

0.2 – 1st level

0.2 – 2nd level

0.4 – 3rd level

5 Conclusions

The paper presents an attempt to interpret CMs as systems and to apply the
criteria used in Systems Theory for estimation of systems’ complexity. As it
represents a very early phase of research, the paper contains fewer results, while
putting forward a lot of open questions. For example:

– How to use the results of topological feature analysis for evaluation of organi-
zational degree of a CM?

– Moreover, how to aggregate the values of each criterion in a joint parameter
which characterizes the complexity of a CM?
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– How and why changes of values of such parameters as DC and CS within differ-
ent classes of incoming trees or, in more general cases – in different hierarchies
and networks, take place?

– If the expression for evaluation of CM complexity will be found, how will it
correlate with the degree of CM-based task difficulty?

– How the degree of CM-based task difficulty found from CM complexity should
be mapped on the scale for learners’ knowledge assessment?

The listed are only few of open questions which clearly manifest that a lot
of work should be done in future before answers will be found. At the same
time, the first results are encouraging enough for motivation of future work and
reaching the final goal – the development of formal method for evaluation of CM
complexity from the systems viewpoint.
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