
Finding Electric Energy Consumption
Patterns in Big Time Series Data

R. Perez-Chacon, R. L. Talavera-Llames, F. Martinez-Alvarez
and A. Troncoso

Abstract In recent years the available volume of information has grown consider-
ably due to the development of new technologies such as the sensor networks or smart
meters, and therefore, new algorithms able to deal with big data are necessary. In this
work the distributed version of the k-means algorithm in theApacheSpark framework
is proposed in order to find patterns from a big time series. Results corresponding
to the electricity consumptions for years 2011, 2012 and 2013 for two buildings
from a public university are presented and discussed. Finally, the performance of the
proposed methodology in relation to the computational time is compared with that
of Weka as benchmarking.
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1 Introduction

Rapid and huge data storage is in frequent use nowadays. This new scenario causes
extremedifficulties to both efficiently process and store suchbig amount of data [6]. In
this context, much effort is being devoted to enhance existing data mining techniques
in order to process, manage and discover knowledge from this big data [13].

The limitations of the MapReduce paradigm [3] for iterative algorithms devel-
opment have led to new paradigms, such as Apache Spark [8], which is an open
source software project. Among its most important capacities, multi-pass computa-
tions, high-level operators, diverse languages usage, in addition to its own language
called Scala, are most notable. Moreover, a machine learning library, MLlib [7], is
also integrated within the framework.
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The objective of this work is the discovery of patterns in big time series of electric-
ity consumption. Given its size, the collected data cannot be processed with classical
machine learning approaches. Therefore, implementations for distributed computing
must be used and, in particular, a distributed methodology based on the, still rela-
tively unknown, parallelized version of k-means++ is proposed. This methodology
has been developed by usingMLlib in the framework Apache Spark, under the Scala
programming language. Real–world big data sets collected from a sensor network
located in several buildings of Pablo de Olavide University have been analyzed. The
successful analysis of these patterns is expected to be used for efficient management
of the university electricity resources, as well as for characterizing the electricity
consumption over time.

Increased attention has been paid to big data clustering in recent years. A survey
on this topic can be found in [5]. Specifically, several approaches have been recently
proposed to apply clustering to big time series data. Namely, in [4] the authors
propose a new clustering algorithm based on a previous clustering of a sample of the
input data. The dynamic time warping was tested to measure the similarity between
big time series in [14]. In [16] a data processing based on mapreduce was used to
obtain clusters. A distributed method for the initialization of the k-means is proposed
in [2]. However, there is still much research to be conducted in this field, especially
considering that very few works have been published.

The study of electricity profiles by means of clustering techniques for small and
medium datasets has been studied in the literature. In [15] a methodology based
on the visualization to obtain the clusters is provided. In [12] the authors examined
Spanish electricity prices, discovering some associated patterns to different days
and to different seasons. The study was performed by applying crisp clustering, in
contrast to the study carried out in [11], where fuzzy clustering was also shown to
be useful in this context.

Clustering consumption data was also the goal in [10] but, this time, the authors
went one step further and used this information as input for consumption forecasting.

Later in 2012, classification and clustering of electricity demand patterns in in-
dustrial parks was addressed [9]. In this work, a data processing system to analyze
energy consumption patterns in Spanish parks, based on the cascade application of
a Self-Organizing Maps and the k-means algorithm, was introduced.

As for the particular case of clustering big time series consumption data, there is
no study carried out so far, to the best of the authors’ knowledge. And this is precisely
the reason why this study is presented.

The remainder of the paper is structured as follows. In Section 2 the proposed
method to discover patterns in time series is described. Section 3 presents the exper-
imental results corresponding to the clustering of the energy consumption coming
from a sensor network of building facilities. Finally, Section 4 summarizes the main
conclusions drawn from this study.
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2 Methodology

This section describes the methodology proposed in order to find consumption pat-
terns in electricity-related big time series data. In particular, the k-means algorithm,
included in MLlib, is used in a Spark context to obtain clusters that define consump-
tion patterns.

Figure 1 shows the key steps of the proposed methodology to obtain patterns as
a result of the clustering. The first phase consists of data cleansing and the transfor-
mations carried out over a RDD variable of Spark, in order to use it in a distributed
way. The dataset is the electricity consumption time series from two buildings from
a public university for every fifteen minutes of the years 2011, 2012 and 2013. Each
row of the dataset contains the following information: building name, date (split into
five fields) and the electricity consumption data. Nevertheless, some of these rows
contains accumulated consumption power data due to existing missing values, which
were successfully preprocessed to learn correctly the models in the next phase. The
preprocess stage is properly detailed in the Section 3.

Fig. 1 Illustration of the proposed methodology.

Once the RDD dataset is created, it is necessary to group it in rows of 96 values
(4 values per hour per 24hours of a day) and reduce the dimension of the originalRDD
dataset before creating a model. This reduction consists in removing the building
name field, and transforming the date into a numerical index. Thus, each row finally
contains the 96 values corresponding to electricity consumption for a given day.

The second phase consists in the use of MLlib. Firstly, it is necessary to obtain an
optimal number of clusters k, whichwill be used as an input parameter in the k-means
algorithm. For that, the Within Set Sum of Squared Errors (WSSSE) index, defined
by the sum of the squared Euclidean distance between the elements of a cluster and
its centroid for all clusters and instances of the big data, is computed when applying
the k-means for a certain number of clusters. In fact, the optimal k is usually the one
which is a local minimum in the WSSSE graph.

MLlib includes a parallelized version of k-means++ [1], called k-means||, that it
is used in this work to obtain the resulting models. The k-means|| algorithm runs
the k-means algorithm a number of times in a concurrent way, returning the best
clustering result.
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Fig. 2 One concurrent execution of the parallelized k-means algorithm.

In Figure 2 one execution of the the parallelized k-means algorithm version is
described. Firstly, the RDD dataset is parallelized in n nodes for each concurrent
run of the k-means. Therefore, n provisional centroids are obtained. Secondly, Spark
shuffles the n centroids to provide a resulting centroid for each concurrent run. Fi-
nally, once all concurrent runs have been executed, the k-means|| algorithm computes
the WSSSE for each centroid (note that there are as many centroids as number of
concurrent runs). Thus, the algorithm returns the centroid that minimizes theWSSSE
as the best centroid.

3 Results

The datasets used are related to the electrical energy consumption in two buildings
located at a public university for years 2011, 2012 and 2013. The consumption is
measured every fifteen minutes during this period. This makes a total of 35040
instances for years 2011 and 2013, and 35136 for the year 2012.

Note that there were several missing values (< 3%). However, subsequent time
stamps store the accumulated consumption for such instances. Therefore, the cleans-
ing process consisted in searching for such values and assuming that consumption
had been constant during these periods of time. That is, the stored value after miss-
ing values is divided by the number of consecutive registered missing values and
assigned to each one.

Figure 3 shows the error obtained when applying the k-means for a number of
clusters varying from 2 to 15 for the consumption of electricity of the years 2011,
2012 and 2013. The error used was the sum of squares of the distance between the
points of each cluster. The error decreases smoothly for values greater than 6, do to
this a number of clusters equal to 6 can be selected to provide satisfactory results.

Figure 4 presents the classification into 6 clusters obtained for K-means for the
year 2013 (similar figures were obtained for the years 2011 and 2012). With just a
quick look, the weekends, the working days and the typical periods of vacations in
the university such as the Easter week (values from 83 to 90), the summer holidays
(values from 213 to 243) or Christmas (values from 356 to 365) can be clearly
differentiated.

The percentage of days classified into 6 clusters for each building is shown in
Table 1. The last row presents the average of the electricity consumption for all the
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Fig. 3 Errors versus number of clusters for each building.

days associated with the cluster. Although it seems that the working days are equally
distributed, a detailed analysis from Table 1 and Figure 4 reveals interesting patterns
related to temperature and days with or with no scheduled teaching. For Building
1, teaching days with low and high temperatures (winter and summer) belong to
the clusters of greater consumption, that is, cluster 4 and 5 respectively, and finally,
teaching days with no extreme temperatures (autumn) are classified into cluster 2 of
moderate consumption. Similar patterns can be found for Building 2.

Characteristic curves of each cluster are depicted in Figure 5. It can be observed
that clusters 1 and 2 for Building 1, and clusters 1 and 2 for Building 2 are clus-
ters composed of days of low consumption, namely weekends and holidays. Like-
wise, the remaining clusters correspond to working days, which are days of greater
consumption.

Table 1 Percentage of days for each cluster in years 2011, 2012 and 2013.

Days Building 1
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Monday 5.73% 15.29% 12.74% 17.83% 10.83% 37.58%
Tuesday 5.73% 19.75% 12.10% 19.11% 8.92% 34.39%
Wednesday 5.77% 20.51% 12.18% 16.67% 8.33% 36.54%
Thursday 6.41% 16.67% 15.38% 17.95% 8.33% 35.26%
Friday 10.90% 11.54% 14.74% 14.74% 10.26% 37.82%
Saturday 42.68% 2.55% 48.41% 0.00% 0.64% 5.73%
Sunday 16.56% 1.27% 81.53% 0.64% 0.00% 0.00%
Average (in kW) 1.90 3.37 4.57 5.47 6.54 6.94

Days Building 2
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Monday 14.65% 38.22% 14.01% 16.56% 10.83% 5.73%
Tuesday 15.92% 32.48% 15.92% 19.11% 8.28% 8.28%
Wednesday 16.03% 35.90% 14.74% 15.38% 7.69% 10.26%
Thursday 19.87% 35.90% 15.38% 12.82% 7.69% 8.33%
Friday 19.23% 41.67% 13.46% 12.18% 8.97% 4.49%
Saturday 80.89% 17.83% 0.00% 0.64% 0.00% 0.64%
Sunday 96.82% 1.91% 0.00% 0.64% 0.00% 0.64%
Average (in kW) 1.41 2.39 3.96 4.71 5.43 6.39
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Fig. 4 Classification of the electricity consumption for each building.
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Fig. 5 Centroids for each building in years 2011, 2012 and 2013.
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Fig. 6 CPU time for different sizes of datasets when using Weka and Spark.

Figure 6 shows the relation between the CPU time and the size of the dataset for
k-means from Weka and Spark. This size has been set to 370 years, by synthetically
generating such years. As a consequence of the results, it can be noticed thatWeka has
an exponential growthwhen the number of years comprising the time series increases,
being remarkable the differences with Spark when the dataset is considered as big
data.

4 Conclusions

In thiswork, a real big time series data composed of electricity consumptions has been
analyzed by means of the k-means algorithm distributed version for Apache Spark.
This parallelized version of the algorithm allows the discovery of daily consumption
behaviors with a low computational cost. The results show different kinds of days
according to the daily consumption as well as the identification of significant patterns
related to working days with or with no scheduled teaching. Moreover, the CPU time
of the proposed methodology has been compared toWeka, as a reference tool in data
mining, proving to be a good solution for the big data clustering. Future works will be
directed in the prediction of big time series once known the previous clustering, and
the discovery of patterns for the classification of all the buildings of an organization
in the context of smart cities.
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