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Preface

The 13th International Conference on Distributed Computing and Artificial
Intelligence 2016 is an annual forum that will bring together ideas, projects, lessons,
etc. associated with distributed computing and artificial intelligence, and their
application in different areas. His meeting will be held in Sevilla (Spain) from 1* to
3" June, 2016.

Nowadays, most computing systems from personal laptops/computers to clus-
ter/grid/cloud computing systems are available for parallel and distributed com-
puting. Distributed computing performs an increasingly important role in modern
signal/data processing, information fusion and electronics engineering (e.g. elec-
tronic commerce, mobile communications and wireless devices). Particularly,
applying artificial intelligence in distributed environments is becoming an element
of high added value and economic potential. Research on Intelligent Distributed
Systems has matured during the last decade and many effective applications are
now deployed. The artificial intelligence is changing our society. Its application in
distributed environments, such as the Internet, electronic commerce, mobile com-
munications, wireless devices, distributed computing, and so on is increasing and is
becoming an element of high added value and economic potential, both industrial
and research. These technologies are changing constantly as a result of the large
research and technical effort being undertaken in both universities and businesses.
The exchange of ideas between scientists and technicians from both academic and
business areas is essential to facilitate the development of systems that meet the
demands of today’s society. The technology transfer in this field is still a challenge
and for that reason this type of contributions will be specially considered in this
symposium. This conference is the forum in which to present application of
innovative techniques to complex problems.

This year’s technical program will present both high quality and diversity, with
contributions in well-established and evolving areas of research. Specifically,
82 papers were submitted to the main track from over 40 different countries, rep-
resenting a truly “wide area network” of research activity. The DCAI’15 technical
program has selected 59 papers, the best papers will be selected for their publication



vi Preface

on the the following special issues in journals such as Neurocomputing, Knowledge
and Information Systems: An International Journal, Frontiers of Information
Technology & Electronic Engineering and the International Journal of Interactive
Multimedia and Artificial Intelligence. These special issues will cover extended
versions of the most highly regarded works.

Moreover, DCAI’16 Special Sessions have been a very useful tool in order to
complement the regular program with new or emerging topics of particular interest
to the participating community. Special Sessions that emphasize on multi-dis-
ciplinary and transversal aspects, such as Al-driven methods for Multimodal
Networks and Processes Modeling and Multi-Agents Macroeconomics have been
especially encouraged and welcome.

We thank the sponsors (IBM, Indra, Fidetia and IEEE SMC Spain), and finally,
the Local Organization members and the Program Committee members for their
hard work, which was essential for the success of DCAI’16.

June 2016 Sigeru Omatu
Ali Selamat

Grzegorz Bocewicz

Pawel Sitek

Izabela Nielsen

Julian A. Garcia-Garcia

Javier Bajo
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Fuzzy Topsis Method Associated with Improved
Selection of Machines of High Productivity

Lourdes Margain, Alberto Ochoa, Oscar Castillo, Sail Gonzilez
and Guadalupe Gutiérrez

Abstract This study combines Fuzzy Logic and multicriteria TOPSIS method for
the selection, from three different alternatives, which machines of high
productivity is more convenient to a construction company. The evaluation of
each alternative is made through group decision making which identifies the most
important criteria according to the requirements presented by the company. To
assess the selected criteria in the TOPSIS method is weighted by a group of
experts who, based on their experience and knowledge of this type of machinery,
assess the relevance of these in the operation and functioning of the hydraulic
excavator. Both qualitative and quantitative studies are used in this work, however
the experts evaluate, through surveys based on Likert scale all the criteria in which
they want to measure the perception. Data provided from the surveys is used for
the construction and association of the groups of expert’s opinion through the use
of fuzzy sets to avoid ambiguity problems of the linguistic variables.
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1 Introduction

Multicriteria decision making is a process of finding the best alternative among a
set of optimal alternatives. Among the various compensatory methods of
multicriteria decision making, it is possible to consider a subgroup that includes
cost and benefits aspects. One of them is the TOPSIS (Technique for Order
Performance by Similarity to Idea Solution) method [2], technique that allows to
sort preferences by similarity to an ideal solution. The TOPSIS method is a model
for making decisions with which it is possible to sort requirements in comparison
to an ideal solution in order to acquire a hierarchical order of the compared
alternatives. The intuitive concept of the ideal alternative would be the one that,
without hesitate, would be selected by the decision maker. Similarly, the anti-ideal
alternative would be the one, without hesitate, never would be selected by the
decider [1]. This paper is organized as follows: in the next section, fuzzy numbers,
fuzzy sets and linguistic variables are described. The third section presents
TOPSIS and Likert methods. An application example is discussed in the fourth
section and finally the main conclusions are presented.

2 Theoretical Framework

2.1 Fuzzy Numbers and Fuzzy Sets

A fuzzy set A in R1 is called a fuzzy number if A is convex and exists in an exact
point, M € R1, with mA(M) =1 (Aa = 1 = M), [3]. The linguistic expression of
such fuzzy number would be: “Approximately M”. For a better manipulation, the
fuzzy numbers are usually defined L-R (left-right). Fuzzy numbers are very useful
to process the information in a fuzzy environment and implement a representation
[3]. The usage of fuzzy sets is precise with expressions that do not have clear
boundaries. A fuzzy set is associated to a linguistic value defined by an expression
that in most cases is denominated linguistic label. The vaguely defined sets play
an important role in human thought, particularly in fields such as pattern
recognition, communication of information and abstraction. Fuzzy sets are used to
perform a qualitative evaluation of a physical quantity [4]. For a fuzzy set, the
belonging of an element to the set is not a question of all or nothing, but are
possible different degrees of membership. Membership functions can take any real
value in the interval [0,1]. That is, mA [U — [0, 1] is the membership function of a
fuzzy set, if X has a non-empty set. A fuzzy set A in the X domain is characterized
by membership function.

2.2 Linguistic Variables

When people use language to convey something they want to communicate, they
use expressions that do not relate exactly what they want to express. However, the
use of these expressions do not implicate they should be accurate since in the
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language process the expressions are used collectively between the sender and
receiver, without being necessary that they mean the same for both. For example,
if it is desired that a group of people describe the temperature of water contained
in a container, it is possible to use the expressions such as cold, hot and warm, in
that way it is obtained a set of fuzzy elements denominated by Zadeh [4]. The
meaning of the linguistic labels is determined by the fuzzy sets.

3 TOPSIS

It is a mathematical programming technique originally used in continuous contexts
and has been modified for the analysis of discrete multicriteria problems. This
technique was developed by Hwang and Yoon [2] in 1981 and refined by the
authors in 1987 and 1992, they also have developed different versions of other
authors. In this paper the results of the weighting of the qualitative criteria by the
Likert scale with fuzzy sets and quantitative criteria associated to the data sheet of
each alternative are used to evaluate these by a multicriteria TOPSIS model. This
methodology proposes an algorithm to determine the preferred choice among all
possible alternatives.

3.1 Likert Scale

This scale requires the respondents to select a label (answer) to represent their
personal perception of each of the statements that are presented [7]. In this paper
the scale is used to acquire the opinion or perception of the evaluators to qualify
and weigh the selected criteria to evaluate each alternative. The linguistic labels
are used to evaluate the importance level of each criteria and aptitude of each
alternative. In this surveys linguistic labels are used to calculate the weight of
each criteria and for the construction of the decision matrix in the TOPSIS
method.

3.2 Defuzzification Method

Among the possible existing defuzzification methods, this paper uses the method
proposed by Garcia-Cascales and Lamata [1], because it allows to include bias
parameters that affect the fuzzy set’s value.

The calculation is made by the following expression:
Li (4) = BSu(A) + (1 = B)AS: (A) + (1 = B)(1 = 1)S. (A)
where :
St (A)) represents the lower medium value associated with the inverse function
gk
Sm (A)) is the heart’s area of the fuzzy number.
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Sk (A;) represents the high medium value of the fuzzy number associated with
the inverse function f ﬁ(x).

B €[0,1] is the modality index representing the importance of the central value.
A €[0,1] is the optimism’s degree of the decision maker.

3.3 Methodology

Step 1. Decider-makers group establishment and expert profile definition. The
experts and decider-makers groups were integrated as the TOPSIS methodology
requires.

Step 2. Planning. Determining the finite set of alternatives to achieve the goal.
Information search. The information of three backhoe loader was collected.

Step 3. Determination and justification of the evaluation criteria. The hydraulic
excavators that are compared in this paper have similar physic and technical
characteristics.

Step 4. Weighting for each criterion. To calculate the criteria’s weight, a double
survey is applied to each of the evaluators.

Step 5. Triangular fuzzy sets approximation for each label. The selected criteria
for the evaluation of each of the proposed alternatives and parameters for the
construction of the triangular fuzzy sets are associated to the linguistic labels:
Very important (VI), Moderately important (MI), Important (I), Indifferent (IN)
and No importance (NI).

Step 6. Survey Implementation. Likert and Semantic differential scale are used for
the application of the surveys applied to the decider and expert groups.

Step 7. Fuzzy triangular sets modification for each label. To modify the
parameter’s values of each set associated to the linguistic labels, the numeric
values that the evaluators related to the linguistic labels were identified and
tabulated.

Step 8. TOPSIS implementation. The fuzzy TOPSIS methodology proposed by
Garcia-Casales and Lamata is used.

Step 9. Obtaining of positive and negative ideal solution (A+, A—). Ideal
solutions were obtained to be compared with each of the proposed alternatives.

Step 10. Calculation of the relative proximity of each alternative to the ideal
solutions found.

Step 11. Calculation of the relative proximity to each of the alternatives with
respect to the ideal solution it is made.
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Step 12. Triangular sets defuzzification. A value that represents the triangular set
is calculated and the associated to a linguistic label according to the numerical
value obtained.

4 Study Case

This section describes a real case decision. This case is shown to illustrate the
Fuzzy Topsis Method. The goal is to decide which is the best productivity
machine that should use a constructor company to excavate, when there are floods
of land on roads caused by rains, earthquakes or landslides for any other reason.
Construction companies have machines as hydraulic excavators that have flaws in
some of its parts. These companies need to perform a quality job quickly and to
remove the alluvium. This activity should consider the time and cost of repairing
failures in key parts as the rotation mechanism and the hydraulic system.
Construction companies have machines type hydraulic excavators, with flaws in
some of its parts. These companies should perform a quality job and quick to
remove the alluvium. This activity should consider the time and cost of repairing
failures in the key parts as the rotation mechanism and the hydraulic system. In
addition, it is required to consider aspects such as ergonomic interface and load
capacity. Some criteria are feasible to quantify, in other evaluation is performed
only by using linguistic values. The hydraulic excavators compared in this paper
have very similar physical and technical characteristics, they are manufactured by
world renowned companies that stand out for their quality and prestige. Figure 4
shows the three different alternatives that are evaluated in this paper, the first one
is a 349DL model from CAT, the second one is a 22T is a BC-6225 from SANY
and the third one is a HB12LC-1 from KOMATSU.

4.1 Criteria to Evaluate

To derive the characteristics or criteria to be analyzed, opinions and needs of the
decision making group were taken. In the next table each criteria is defined, as in
table 1.

Table 1 Selected criteria

Cl Social Cost C5 Engine power
C2 Rotation mecanism Cé6 Fuel capacity
C3 Hydraulic system C7 Weight
C4 Ergonomic interface

4.2 Triangular Fuzzy Sets Approximation for Each Label

The linguistic variables that integrate the fuzzy sets are shown in table 2, wherein
also the triangular weighting of each label is shown.
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Table 2 Linguistic labels

Fuzzy numbers Cj

Linguistic labels Fuzzy numbers Cj
Totally unacceptable (TU) [0,0,0.167]
Unacceptable (U) [0,0.167,0.333]
Lightly unacceptable (LU) [0.167, 0.333, 0.5]
Neutral (N) [0.333, 0.5, 0.667]
Lightly acceptable (LA) [0.5,0.667, 0.833]
Acceptable (A) [0.667,0.833, 1]
Perfectly acceptable (PA) [0.833, 1, 1]

4.3 Survey Application

For the survey application both, deciding group and experts group, their results
were weight it, to obtain an average which became part of the TOPSIS. Likert
scale is used to associate a linguistic label to each of the criteria evaluated. This
survey is in charge to associate the importance level for each criteria on the
personal perception of a group of evaluators. The results of this survey are used to
weight and calculate the level of importance of the selected criteria through a
double survey. In this paper fuzzy sets are defuzzyfied after the surveys have been
applied, weighting the labels by the frequency they were selected.

4.4 Triangular Fuzzy Sets Modification for Each Label

To calculate the new parameter values for each associated fuzzy set to a linguistic
label, all numerical values are identified and tabulated according to the linguistic
labels the evaluator relate. The core value of the triangular number takes the
geometric average value, the lower limit is the least numerical value received for
the label, while the upper limit represents the larger label received it.

4.5 TOPSIS Application

Based on TOPSIS methodology with fuzzy numbers proposed by Garcia and
Lamata, it starts with the identification of the weight of each criteria for each of
the evaluators as is shown in in table 3.

Table 3 Labels associated to weights.

El E2 E3 E4 ES E6

Cl| 0.9 |0.967 1 0.9 10967 1 0.9 | 0.967 1 0.9 | 0.967 1 09 109671 1 09 09671 1

C2]0.833] 0.85 0.9 0.5 0.73 0.9 0.833 | 0.85 0.9 ]0.833) 0.85 0.9 0.5 0.73 1090833 0.85 | 0.9

C3] 0.85 | 0.89 0.9 085 ] 0.89 |09 09 |0.967 1 0.85 | 0.89 0.9 085 1 089 1091 09 0967 1

C410.667| 0.7 |0.833]0.833| 0.85 | 09]0.667 | 0.7 |0.833]0.667 | 0.7 |0.833]0.833| 0.85 | 0.9]0.833] 0.85 | 0.9

C5] 0.95 ] 0.983 1 095 ] 0983 1 0.95 1 0.983 1 0.95 ] 0.983 1 095 10983 1 095 10983 1

C6] 0833 0.85 0.9 0.5 10.592108]0.833 | 0.85 0.9 05 10592 08 05 10592]108] 05 ]0.592]0.8

C7]0.833] 0.85 0.9 10.833] 0.85 090833 0.85 0.9 ]0.833) 0.85 09 ]0.833] 085 |09] 05 ]0.592]08
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The obtained normalized vectors for each criteria are shown in (table 4 and
table 5).

Table 4 Normalized matrix for each criteria.

Vector de pesos normalizado
Cl 0.14026 | 0.16287 | 0.17930
C2 0.11252 | 0.13647 | 0.16137
C3 0.13507 | 0.15426 | 0.16735
C4 0.11689 | 0.13058 | 0.15537
C5 0.14806 | 0.16568 | 0.17930
Coé 0.09522 | 0.11420 | 0.14942
Cc7 0.12117 | 0.13596 | 0.15838

Table 5 Description of comparative values after initial analysis.

Cl C2 C3 C4 C5 C6 C7

Al | 0569 | 0833 [ 0894 | 0.586 | 0.658 [ 0.747 | 0.917 | 0.950 | 0.967 | 0.580 | 0.783 | 0.867 | 0.725 | 0.820 | 0.875 | 0.797 | 0.822 | 0.883 | 0.750 | 0.824 | 0.872

A2 | 0508 [ 0576 [ 0.683 [ 0.622 | 0.705 [ 0.767 | 0.758 | 0.865 | 0.928 | 0.725 | 0.820 | 0.875 | 0.672 | 0.823 | 0.917 | 0.800 | 0.839 | 0.911 | 0.589 | 0.700 | 0.806

A3 [ 0797 [ 0.822 [ 0.883 [ 0.683 | 0.749 [ 0.867 | 0.683 | 0.730 | 0.833 | 0.650 | 0.728 | 0.822 | 0.797 | 0.822 | 0.883 | 0.742 | 0.839 | 0.894 | 0.672 | 0.823 | 0.917

Sx2 | 1104 [ 1304 | 1a31 | rooa [ 1220 [ 77 [ isna [ rars [ esas [ vasa [ 1347 [ rast [ 1270 [ ras [ rsas [ st [ rass [ rss2 [ aer [ 1ase | rsoo

1. Construction of the initial matrix with the attribute’s weight

2. Normalized decision matrix construction: The matrix normalized values for
each criteria, as is shown in (Table 6).

3. Associated normalized weighted matrix construction: is obtained from
equation:

Uy =Wy

Table 6 Normalized weighted matrix

Cl C2 C3 C4 Cs Cé Cc7

Al | 0056 [ 0.104 | 0.145 | 0.048 [ 0.074 | 0.110 | 0.078 | 0.099 [ 0.118 | 0.046 | 0.076 | 0.119 [ 0.069 [ 0.095 | 0.124 | 0.049 | 0.065 | 0.098 | 0.061 | 0.082 [ 0.118

A2 | 0050 | 0072 | 0111 [ 0.051 | 0.079 | 0.113 [ 0.065 | 0.090 | 0.113 [ 0.057 | 0.079 | 0.120 [ 0.064 | 0.096 | 0.129 | 0.049 [ 0.066 | 0.101 | 0.048 [ 0.070 | 0.109

A3 | 0078 | 0103 | 0.143 [ 0.056 | 0.084 | 0.128 [ 0.058 | 0.076 | 0.102 [ 0.051 | 0.071 | 0.113 [ 0.076 | 0.096 | 0.125 | 0.045 [ 0.066 | 0.099 | 0.054 [ 0.082 | 0.124

4. Positive and negative ideal solutions obtainment: are obtained from
equations 3 and

f?r ={vf, ..., n} = {(maxv;;,j € J),(min7;;,j €]}

A ={v1,..., U} = {(minv;,j € J),(maxv;;,j €]}
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5. Distance calculation of each alternative to the ideal solutions found by and
shown in (Table 7):

_ 1 .
it = {Z @y — 5 i=1,..,m

jeJ

Table 7 Distance to the positive ideal solution

C1 C2 C3 C4 C5 C6 C7

AL| 0.00050{0.00000]0.00000 | 0.00006  0.00010 [ 0.00031 | 0.00000 | 0.00000 | 0.00000  0.00013 { 0.00001 | 0.00000 [ 0.00005 | 0.00000| 0.00003 | 0.00000 { 0.00000 | 0.00001 | 0.00000  0.00000 | 0.00004

A2 0.000800.00102]0.00118 [ 0.00002| 0.00002 [ 0.00022 | 0.00018 | 0.00008 [ 0.00002 | 0.00000 | 0.00000 | 0.00000 | 0.00014 0.00000 | 0.00000 | 0.00000| 0.00000 | 0.00000 | 0.00017 | 0.00015 | 0.00023

A3 0.00000{0.00000]0.00000 | 0.00000 { 0.00000 { 0.00000 | 0.00040| 0.00053 | 0.00026 [ 0.00004 | 0.00008 | 0.00005 | 0.00000 | 0.00000 | 0.00002 | 0.00001 [ 0.00000 | 0.00000 | 0.00004 { 0.00000 | 0.00000

The sum of all the criteria for each of the alternatives is made and equation 5 is
used to calculate the distance to the positive ideal solution (Table 8).

Table 8 Distance to the positive ideal solution

Sum Distance
a m b a m b
Al | 0.000740147 | 0.000116566 | 0.00039239 | 0.02720564 | 0.010796573 | 0.019808831

A2 | 0.00132409 | 0.001281679 | 0.001643481 | 0.036388053 | 0.035800544 | 0.04053987
A3 | 0.000486779 | 0.000610494 | 0.000346002 | 0.022063059 | 0.024708181 | 0.018601126

To calculate the ideal negative solution (Table 9), equation is used:

— 1
= {Z By — 7)), i=1,..,m

JjeJ

Table 9 Distance to the negative ideal solution

Cl C2 C3 C4 Cs Cé6 C7

4E05 | 1E-03 | 1E-03 | OE+00 | OE+00 | OE+00 | 4E-04 | SE-04 | 3E-04 [ OE+00 [ 3E-05 | 4E-05 | 3E-05 | OE+00 | OE+00 | 1E-05 | OE+00 [ 0E+00 [ 2E-04 | 2E-04 | 8E-05

SE-04 | 9E-04 | 1E-03 | 6E-05 | 1E-04 | 3E-04 | OE+00 | OE+00 [ OE+00 [ 3E-05 [ OE+00 [ 0E+00 | 1E-04 | 7E-08 | 1E-06 | OE+00 | 2E-06 | 1E-06 | SE-05 | 2E-04 | 2E-04

A2 | 0E+00 | 0E+00 | 0E+00 | 9E-06 | 3E-05 [ 8E-06 | 4E-05 | 2E-04 | 1E-04 | 1E-04 | 8E-05 | SE-05 [ 0E+00 | 1E-07 | 3E-05 | 1E-05 | 2E-06 | 9E-06 | 0E+00 [ 0E+00 | 0E+00

The sum of all the criteria for each of the alternatives is made and equation is
used to calculate the distance to the negative ideal solution, as is shown in
(Table 10).
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Table 10 Distance calculation to the negative solution

Suma Distancia
a m b a m b
Al | 0.000642318 | 0.001736658 | 0.001559024 | 0.025344002 | 0.04167323 | 0.039484484
A2 | 0.00019314 | 0.0003082 | 0.000237193 | 0.013897488 | 0.017555626 | 0.015401071
A3 | 0.001084495 | 0.001197742 | 0.001597029 | 0.032931667 | 0.034608411 | 0.039962846

6. Relative proximity calculation for each positive and negative ideal solution
through proximity index.

To conclude this study, The ideal alternative “Distance” will be divided by the
ideal alternative “Distance” minus the anti-ideal alternative ‘“Distance”. In this
paper the alternate ranking method is used. To defuzzify the results, the proposed
values by Garcia-Cascales and Lamata f=1/2 and A=1/3 are taken, corresponding
to a neutral decision level and a second option is calculated to define the best
alternative, because the observed bias during data collection in the surveys, for
this reason f=1/2 and A=1/3 values are proposed, in this case equal importance is
given to the right and left areas of the triangular fuzzy numbers obtained by the
assigned values by the experts, as is shown in (Table 11).

Table 11 Decision index

Neutral Bias
defuzzified defuzzified Neutral Bias
output output order order
Al 0.729528116 0.707880799
A2 0.313698264 0.308572001 3 3 SANY
A3 0.591864834 0.594656304 2 2 Komatsu

5 Results and Recommendations

The analysis of the final classificated data allows to observe that the three
alternatives exhibit distant values, however it would be difficult to decide which
criteria make a trend to generate a selection without making a analysis to
determine which is the best option for the decision making group. Although the
three alternatives meet the requirements and satisfy the buyer at some point, the
fuzzy TOPSIS method finds which is the optimal alternative, however it is
possible to consider the real bias that can be calculated taking the frequency of the
surveys.
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A Conceptual Automated Negotiation Model
for Decision Making in the Construction Domain

Moamin A. Mahmoud, Mohd Sharifuddin Ahmad
and Mohd Zaliman M. Yusoff

Abstract In this paper, we propose a conceptual automated multi-agent
negotiation model for decision making in the construction domain. The proposed
model enables software agents to conduct negotiations and autonomously make
decisions. The model consists of two components, namely, Agent Architecture
and Negotiation Approach. The Agent Architecture combines a Negotiation
Algorithm and a Negotiation Protocol that enable each agent to conduct and
regulate the negotiation process. The Negotiation Approach combines a Decision-
making Process based on Value Management, a Negotiation Process Base that
hosts negotiation operations among agents and a Conflict Resolution Algorithm.
The paper presents the conceptual findings of these components.

Keywords Intelligent software agent - Multi-agent systems - Agent and
negotiation - Automated negotiation - Value Management - Construction domain

1 Introduction

In the construction domain, deciding on a new project is dependent upon a
company’s strategy. If the strategy is based on a decision by a stakeholder, then it
takes a shorter time to decide. However, such decision has no significance in terms of
value management, because the decision-making process does not include other
experienced stakeholders that hold different backgrounds.

In the construction domain, a project manager usually cares more about the cost
and schedule of a project than the function while a design manager is more
concerned about the function than the cost. Thus, for any decision to be made
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regarding a new project, stakeholders must propose an optimal solution.
However, a problem may arise when stakeholders propose many solutions. In such
a situation, stakeholders need to negotiate on the proposed solutions and agree on
an optimal solution. But the negotiation may not be easy and smooth because
when stakeholders possess different backgrounds, often their views about an
optimal solution for a particular project are different. Such differences cause
conflicts in arriving at a decision. In addition, stakeholders may work at different
branches throughout the country or other parts of the world which make a meeting
for decision more difficult and costly. While applying Value Management on
decision making in the construction domain is useful, it faces communication
difficulties between stockholders and conflicting issues that require negotiation.

In this paper, we attempt to overcome these difficulties by proposing a Value-
based Automated Negotiation model utilizing the multi-agent system’s approach.
It enables software agents to conduct negotiations and autonomously arrive at a
decision. This paper is an extension to our work in the concepts of automated
multi-agent negotiation [1, 2].

The proposed automated negotiation model consists of an Agent Architecture and
a Negotiation Approach. The Agent Architecture combines i) a Negotiation
Algorithm that enables agents to conduct a negotiation and arrive at a decision of an
optimal solution and ii) a Negotiation Protocol that enables each agent to conduct
and regulate the negotiation process. The Negotiation Approach combines,
iii) a Decision-making Process based on Value Management that coordinate the
negotiation between agents until a decision is reached, iv) a Negotiation Process
Base that hosts all negotiation activities between agents and v) a Conflict Resolution
Algorithm, which resolves conflicts of two or more proposed solutions by agents by
filtering solutions that do not meet a required level of safety.

While this work is inspired by the work of Utomo [3], his study is only in
conceptual level and lacks a complete negotiation process that aids an agent to
interact and negotiate with other agents and respond to its environment and
eventually influences its autonomy level in decision making.

2 Related Work

In this section, we discuss two prominent topics of this research which are value
management and application of negotiation in multi-agent systems.

Value Management (VM) is defined as “a structured, organized team approach
to identify the functions of a project, product, or service that will recognize
techniques and provide the necessary functions to meet the required performance
at the lowest overall cost” [4]. Utomo et al. [3] defined VM as one of the decision
methodologies that include a multi-disciplinary, team-oriented approach to
problem solving [5]. Therefore, negotiation plays an important role on VM using a
value-based group decision [3]. VM is based on a data collection method from
reliable resources and functional requirements to fulfill the needs, wants and
desires of customers [3].
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The application of VM in decision making has been reported by many
researchers [3, 6, 7]. One of the techniques that is relevant to VM is weighting and
scoring in which a decision needs to be made in selecting an option from a number
of competing options, and the best option is not immediately identifiable [3, 8, 9].

Intelligent software agents have been widely used in distributed artificial
intelligence and due to their autonomous, self-interested, rational abilities [11, 12,
13, 14, 15, 16], and social abilities [17, 18, 19, 20], agents are well-suited for
automated negotiation on behalf of humans [10]. According to Kexing [10],
automated negotiation is a system that applies artificial intelligence and
information and communication technology to negotiation strategies, utilizing
agents and decision theories.

Numerous research have discussed negotiation on multi-agent systems in
various domains [21, 22, 23, 24, 25]. Coutinho et al. [26] proposed a negotiation
framework to serve collaboration in enterprise networks to improve the
sustainability of interoperability within enterprise information systems. Utomo [3]
presented a conceptual model of automated negotiation that consists of a
negotiation methodology and an agent-based negotiation. Dzeng and Lin [27]
presented an agent-based system to support a negotiation between constructors
and suppliers via the Internet. Anumba et al. [28] proposed a collaborative design
of light industrial buildings based on multi-agent systems to automate the
interaction and negotiation between the design members. Ren et al. [22] developed
a multi-agent system representing participants, who negotiate with each other to
resolve construction claims.

3 A Conceptual Model for Automated Negotiation

As shown in Figure 1, the proposed automated negotiation model consists of five
main components which are i) Negotiation Algorithm, ii) Negotiation Protocol, iii)
Decision-making Process based Value Management, iv) Negotiation Process Base
and v) Conflict Resolution Algorithm.

In this paper, we present the Conceptual Model for Automated Negotiation and
the Automated Negotiation Process and detail out two components: the
Negotiation Protocol and the Decision-making Process.

As shown in Figure 1, each agent is equipped with a negotiation algorithm and
a negotiation protocol. The agent negotiate with other agents via the negotiation
process base. Agents’ negotiation operation via the negotiation process base is
coordinated by a process of decision-making and influenced by a conflict
resolution algorithm. The output of the approach is a single solution.
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Negotiation
Process Base

Negotiation Approach

Fig. 1 A Conceptual Model for Automated Negotiation

4 The Automated Negotiation Process

Figure 2 shows a simple scenario of two agents negotiating via the negotiation
process base. The negotiation algorithm and the negotiation protocol enable the
agents to conduct negotiation while the negotiation process base provides a middle

Decision Makin
Agent A € Agent B
S 1 Process e 1
| |

Negotiation I } : | Negotiation
Algorithm | : Algorithm

|

! |

: I

Negotiation
Process Base

Negotiation
Protocol

Negotiation
protocol

Conflict Resolution
Algorithm

Fig. 2 The Automated Negotiation Process
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ground for the agents to negotiate. If a conflict occurs after negotiation, the
conflict resolution algorithm mitigates the conflict. The flow of negotiation
including conflict resolution to reach a decision is coordinated by a decision-
making process. The following sections discuss and present the process of each
component presented in Figure 2.

4.1 Decision-Making Process Based on Value Management

A decision made by an agent goes through several processes. These processes
work by gradually reducing candidate solutions of a project until a single solution
is reached. Consequently, in this work, the process of nominating a single solution
from a set of solutions is called decision-making.

There are three main processes in decision-making for a specific project, which
are propose solutions, negotiate solutions and handling conflicting outcomes
(conflict resolution).

e Propose solutions: In this process, each agent proposes solutions and ranks
them from 1* to n™ solution where n is any natural number. In this work, we
assume an agent has the ability to do these tasks.

e Negotiate solutions: When ranked solutions are ready, agents negotiate by
submitting their ranked solutions to each other. Since each agent’s target is to
maximize its utility by selecting a solution that has a better order, each agent
prepares a plan. Using these plans, agents form coalitions among them based
on similar plans. These coalitions continuously compare plans with each other
until a single or more solutions converge after exhausting all attempts.
Section 3.3 discusses the process in greater details.

e Resolve conflict: If agent coalitions agree upon a single solution, then this
process is completed, but if there are two or more conflicting solutions, then
the conflicts need to be resolved. This process resolves conflicts based on
each coalition’s strength and its solutions’ risks. From these two parameters,
this process drops solutions until a single solution is reached. Section 4
discusses this in more details.

Figure 3 shows the flowchart of the decision-making process as described
above. The process starts when agents receive a new project. The agents first
propose solutions in ranked order. They then negotiate these solutions. If they
agree upon a single solution, then the decision is made, otherwise, the conflict
resolution process takes over to drop the weak and risky solutions. If the outcome
of the conflict resolution process is a single solution then the decision is made.
Otherwise, the agents negotiate the outcome of the conflict resolution process.
Ultimately, one coalition’s solution is accepted.
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Agents Propose
solutions

New Project
No

Agents Negotiate
solutions

End Decision ifes

Fig. 3 Decision Making Process

4.2 Negotiation Protocol

In this work, agents conduct negotiation according to a predefined protocol. Such
protocol ensures that the negotiation progresses smoothly. As shown in Figure 4,
an agent first proposes its solutions (in rank) and then submits them to the
negotiation base. When all agents have submitted their solutions, the negotiation
base allows agents to review each solution weightage. From this information, the
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4]
Form
L Set
Plan All Plans

Fig. 4 Agent’s Negotiation Protocol
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agent sets a plan and then submits its plan to the negotiation base. When all agents
have submitted their plans, the negotiation base allows the agents to review each
other’s plans. The agents then form coalitions and submit their decisions to the
negotiation base. When all agents have formed coalitions, the negotiation base
allows the agents to view each coalition’s strength. The agents re-evaluate their
coalitions according to the strength and then forms the final coalition.

4.3 Negotiation Algorithm

The algorithm implements the negotiation process between agents. The process
starts when each agent submits its solutions to the negotiation base. Each agent
then reviews each solution’s and accordingly sets a plan to conduct negotiation.

4.4 Negotiation Process Base

The Negotiation Process Base represents the negotiation hub that is used by agents
to form negotiations by sharing their solutions and form coalitions. The base helps
in reducing direct interactions between agents that increase the network load. All
negotiations are processed via this base which is accessible by all agents.

4.5 Conflict Resolution Algorithm

The need for this algorithm is based on the negotiation outcomes. Since any
project needs a single solution, then when the negotiation outcome is a single
solution, agents skip this algorithm. But when the outcome is several solutions,
then another process is needed to resolve this conflict. Such situation represents a
conflict between agents about the solution of that project.

5 Conclusion and Further Work

In this paper, we present our initial findings on our research to develop a
conceptual automated multi-agent negotiation model for decision-making in the
construction domain. The automated negotiation model consists of agent
architecture and a negotiation approach and combines five components which are
i) a negotiation algorithm and ii) a negotiation protocol that enables each agent to
conduct and regulate the negotiation process. In addition to the agent architecture
components, the negotiation approach combines iii) a decision-making process
based on value management, iv) a negotiation process base that host negotiation
operations among agents and v) a conflict resolution algorithm.

We also present a predefined Negotiation Protocol that ensures that the
negotiation progresses smoothly and a Decision-making Process flow that
coordinates the negotiation between agents until a decision is reached.
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Since this work is in its theoretical stage, it only presents the conceptual

underpinnings of pertinent issues in negotiation and does not present the
experimental results. Such outcome will be presented in our future work.

In addition, for our future work, we shall study and propose mechanisms for the

three components presented in the model which are Negotiation Algorithm,
Negotiation Process Base and Conflict Resolution Algorithm.
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Self-Adaptive Organizations for Distributed
Search: The Case of Reinforcement Learning

Friederike Wall

Abstract Inthis paper we study the effects of learning by reinforcement and adaptive
change of distributed search systems’ organizations. We find that employing learning
by reinforcement to direct organizational alterations of distributed search systems
may lead to high levels of systems’ performance and this, in particular, with rather
high efficiency in terms of effort of reorganization. The results also suggest that the
complexity of the search problem together with the aspiration level, relevant for the
positive or negative reinforcement, considerably shape the effects of learning.

Keywords Agent-based simulation - Complexity + NK fitness landscapes -
Reinforcement learning

1 Introduction

The organization of distributed search processes has been studied in various disci-
plines, like control theory, complex systems science or computational organization
theory to name but a few (for reviews [16], [5], [4]). A major topic of these research
efforts relates to the coordination of distributed agents which has been differentiated
into streams on consensus, formation control, optimization, task assignment, and
estimation [16]. However, there is some evidence that distributed search processes
could remarkably benefit from inducing organizational dynamics in the course of
the search for better solutions ([15], [14], see also [1]): In particular, organizational
dynamics per se - i.e., even if alterations of organizational features are driven by
random - appear to induce a shift towards more exploration, i.e., discovery of new
solutions, and less exploitation, i.e., stepwise improvement. With respect to practical
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use, these findings suggest that frequent organizational changes are beneficial - may
it be, for example, in the organizational set-up of collaborating robots or “swarms”
of unmanned aerial vehicles.

Building on these results, in this paper we go a step beyond previous research
(especially [15], [14]) by introducing a form of learning-based organizational dy-
namics: In particular, the paper analyzes the effects of endowing distributed search
systems with some capabilities to learn about their organization’s performance and
to adapt the organization accordingly on the search systems’ performance. For this
purpose, we employ an agent-based simulation model which captures two inter-
twined adaptive processes: (1) In the short term the search agents - operating on NK
fitness landscapes [7], [8] - seek to find superior levels of the search system’s overall
performance. (2) In the mid term the search systems adapt major features of their
organizational structure via learning by reinforcement based on the performance
enhancements achieved.

2  Outline of the Simulation Model

2.1 Short Term Adaptive Search for Higher Levels
of Performance

Search Problem. In each time step ¢ of the observation period T, our search systems
face an N-dimensional binary search problem, i.e., they seek for a superior config-
uration d¢ = (dy;, ..., dy,) with d;; € {0,1},i = 1, ...N, out of 2V different binary
vectors possible. Each of the two states d;; € {0, 1} contributes with C;, to fitness
V(dy) of the search system. In line with the NK framework, C;, is randomly drawn
from a uniform distribution with0 < C;; < 1. An advantage of NK fitness landscapes
is that they allow to easily control the complexity of the underlying search problem
by parameter K [10]. In particular, K reflects the number of choices d;, j # i which
also affect the fitness contribution C;; of choice d;;. In case of no interactions K is
0, and K equals N — 1 for maximum interactions. With this, fitness contribution C;,
might not only depend on the single choice d;; but also on K other choices d;; where
je{l,..N}and j #i:

Ciy = fildit, djs jeqt,.. Ny, j£i)- (D

The overall fitness (performance) V; achieved in period ¢ results as the normalized
sum of contributions C;; from

1 N
Vi=V@) =) Ci )
i=1
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Agents and Their Choices. In our model, the search for higher levels of fitness is
conducted collaboratively by several search agents. In particular, the N-dimensional
search problem is partitioned into M disjoint partial problems and each of these sub-
problems is exclusively delegated to a search agentr, r = 1, ..., M. Hence, from the
perspective of search agent r the search problem is segmented into a partial search
vector d for those choices which are in its own primary control and into partial vector
d;"® for the residual choices that the other search agents ¢ # r are in charge of.
However, with cross-segment interactions among the sub-problems, choices of agent
r might affect the contribution of the other agents’ choices on overall performance,
and vice versa.

In each time step ¢, a search agent seeks to identify the best configuration for
the “own” choices dj assuming that the other agents do not alter their prior choices.
For this, an agent r randomly discovers two alternatives to status quo d;*; - an
alternative configuration that differs in one choice (a1) and another (a2) where two
bits are flipped compared to the current configuration. Hence, in time step 7, agent r
has three options to choose from, i.e., keeping the status quo or switching to d,"’“1 or
d; 92 Which of these options is favorable from a search agent’s perspective depends
on the agent’s “objective” P, when assessing the options. An agent might focus only
on the “own” partial search problem or may, at least partially, take the residual part
of the search problem into consideration - depending on parameter «” in Eq. (3):

Ptr(dt) = P[r*(’“’”(d;’) Lo P[r,re‘v 3)
1 < M
with Ptr,own (dtr) = ﬁ Z C;, and Ptr,res _ Z P[q,own. @)
i=l+p g=l.q#r

r

where p = ZX;} N*forr > 1and p=0forr = 1.

However, the agents’ evaluations of alternatives need not necessarily be perfect,
i.e., the agents may misjudge the options’ contributions to objective P/ (d;). This
may not only be an unintentional shortcoming of, e.g., agents’ information pro-
cessing capacities but also may be intentionally induced: Some evidence suggests
that imperfect information on the fitness (performance) of options could increase
the effectiveness of search processes (e.g. [9], [13]). (This is, in particular, since
false-positive evaluations of options increase the diversity of search by providing
the opportunity to leave a local peak and, by that, to eventually find higher levels
of fitness.) Hence, intentionally or not, our agents may eventually be endowed with
slightly distorted information about the fitness of options. We capture distortions by
adding error terms as exemplarily shown in Eq. (5):

ﬁtr,own(dtr) — Pzr,own(dtr) + er,own(dtr) (5)
For the sake of simplicity, we depict distortions as relative errors imputed to the

true performance (for other functions see [9]). The error terms follow a Gaussian
distribution N (0; o) with expected value 0 and standard deviations o”°*" and o""**
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are assumed to be the same for search agents r and stable in time; errors are assumed
to be independent from each other.

Apart from the search agents, our model captures a kind of “central agent” whose
role is a twofold one: (1) In the short termed adaptive search the central agent could
- depending on the particular mode of coordination - intervene in the selection of
choices. (2) In the mid term, the central agent assesses performance enhancements
and “learns” about successful organizational structures by reinforcement. We go
more in detail of both roles in the next section.

2.2 Mid Term Adaptation of the Organizational Set-Up Based
on Reinforcement Learning

Mode of Reinforcement Learning. The very core of our research is whether learning
on the search system’s organization together with altering the organizational set-
up accordingly could enhance performance. For this, from time to time, our search
systems can alter their organizational set-up according to L dimensions. In particular,
in each T*-th time step the central agent faces an L-dimensional decision problem
and chooses a configuration ¢¢ = (a;(¢), ..., ar(¢)) of alternatives @; € A; for all
[ =1, ...L and with | A;| giving the number of alternatives «; in set A;.

We employ a simple mode of reinforcement learning (for overviews see [12], [6])
based on statistical learning, i.e., a generalized form of the Bush-Mosteller model
([2], [3]): The propensities of choices are updated according to the - positive or
negative - stimuli resulting from the outcome (payoff) of prior choices. Whether the
outcome w of configuration ¢ at time step ¢ is regarded positive or negative, depends
on whether, or not, it at least equals an aspiration level v. Outcome w; of configuration
¢ is defined as the maximal relative performance enhancement achieved within the
last T* periods of the adaptive walk, i.e.,

w(¢) = max[(V,_; = Vi) / Vire, £ = 1, ..(T* = D] (6)
Hence, the stimulus 7(7) is

_ ] lif o) = v
T = {—1 if o (¢) < v @

p(ay, t) denotes the probability of an alternative within dimension / of organizational
design to be chosen at time ¢ (with 0 < p(a;,t) < 1 and ZMAI (pla;, 1)) = 1);a(t)
denotes that option of set A; which is implemented in time step ¢. The probabilities of
options a; € A; are updated according to the following rule, where A (with) < A < 1)
reflects the reinforcement strength [3]:
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A-t@)-(A—=pla,t) if aa=a@)A t(@)=1
A-T() - plag,t) if aqj=aq ()N t(t) =—1
plat+1=paD+ 5 oty pla.t)  if a #a@A @) =1
—h- T(p) - BEDEAOD i q) £ a() A T() = 1
®)
After the probabilities are updated as given in Eq. (8) the “next” organizational
configuration ¢ to be implemented from 7 + 1 to # + 7™ is determined randomly
according to the updated probabilities.
Organizational Design. In our simulations, the organizational design vector ¢ is
three-dimensional, i.e. L = 3. Within each dimension three options are given (i.e.
|A;| =3Vl = 1...3). These dimensions relate to (see also Table 1):
(1) the objective of the search agents as controlled by parameter «” in Eq. (3)
(2) the precision of ex ante-evaluations as given by """, ¢""** and o "'
(3) the mode of coordination: (a) “decentralized”: the search agents decide on their
“own” partial choices d] autonomously without any intervention by the central agent;
(b) “lateral veto”: the search agents inform each other about their preferences and
are endowed with mutual veto power; (c) “centralized”: each search agent informs
the central agent about the two most preferred options from d’* |, d;"*' and d,"*?, the
central agent chooses that combination of preferences which promises the highest
overall performance V.

3 Simulation Experiments and Parameter Settings

In the simulation experiments, after a fitness landscape is generated, the initial or-
ganizational set up (i.e. ¢) of a search system is determined randomly out of the
options in each dimension / as introduced above and summarized in Table 3 with
uniform probabilities p(a;,¢ = 0) within each dimension. Then the systems are
placed randomly in the fitness landscape and observed while searching for higher
levels of performance and, in each 7*-th period, updating probabilities and alter-
ing their organization. In order to oppose learning search systems (esp. A = 0.5)
to non-learning systems employing organizational change we also conduct simu-
lations forA = 0. Moreover, we simulate search systems which do not alter their
organization within the observation time 7' (i.e., with 7% > T'). In order to capture
the complexity of the underlying search problem, we conduct simulations for two
interaction structures which, in a way, represent two extremes [11]: in the block-
diagonal structure the overall search problem can be segmented into two disjoint
parts with maximal intense intra-sub-problem interactions but no cross-sub-problem
interactions. In contrast, in the full interdependent case all single options d; affect
the performance contributions of all other choices (i.e., intensity of interactions K
is maximal).
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Table 1 Parameter Settings

Parameter Values / Types

observation period T =250

number of choices N =10

interaction structures block-diagonal (K = 4); full interdependent (K = 9)

number of search agents M = 2, agent 1: d' =, ..ds), agent 2: d?* = (dg, ...d1o)
number of org. dimensions L = 3

agents’ objective a” €1{0;0.5; 1}
precision of evaluation (ohown, ghres, geenty ¢ {(0.1; 0.15; 0.125);
(0.05; 0, 2;0.125); (0; 0; 0)}
coordination mode decentralized, lateral veto, central
interval of change T* = 25 and for contrasting to “no change™: 7* > T
learning strength A € {0; 0.5}
aspiration level v € {0;0.01}
4 Results

Table 2 displays condensed results of the scenarios simulated. The final performance
(Vi=250) achieved in the end of the observation period and the performance achieved
on average in each of the 250 periods (\7{0;250}) may serve as indicators for the
effectiveness of the search process. The same applies to the frequency of how often
the global maximum is found in the final period. Figure 1 depicts the adaptive walks
for the different scenarios and interaction structures.

Results confirm findings of prior research indicating that altering the organiza-
tional set-up in the course of distributed search processes may be favorable ([15],
[14], [1]): It has been argued that this is since organizational change increases the
diversity of search and, thus, reduces the peril of sticking to local peaks. This is
confirmed by the ratio of altered configurations implemented and the frequency of
how often the global maximum is found at # = T as reported in Table 2.

However, results suggest that learning by reinforcement is not universally ben-
eficial. Apparently, the complexity of the search problem in conjunction with the
aspiration level subtly affects its benefits. In order to explain why, in case of the
highly complex search problems, a high aspiration level induces such a rather poor
performance, we argue that this is due to the specific selective effects induced: With
a high aspiration level it becomes rather unlikely that a positive stimulus 7 (¢) follows
from a certain organizational set-up - even if it had brought some (lower than v) per-
formance enhancements in the last 7* periods. Hence, even potentially advantageous
organizational options are likely to receive low probabilities to be chosen next time
again. Highly complex search problems are particularly prone to this effect, since
they incorporate the peril of sticking in local peaks and, with that, no performance
enhancements occurring. The latter would satisfy a low aspiration level v = 0 (and,
thus, induce a positive stimulus) but not in case of a high aspiration level.

The average number of dimensions in which alterations occur during the adaptive
search (rightmost column in Table 2) might be regarded as an indicator for the effort
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Table 2 Condensed Results
Scenario of learning Final perf. Avg. perf. Frequency Ratio  Avg. no.
and change* Vi—250* V[o;zso}* glob. max. alt. conf. changed
int =250 ofd dimensions

block-diagonal structure

no change 09562 09502 26.66%  8.53% 0.0
not learning, change 0.9698  0.9587 40.50% 10.57% 20.1
learning, low aspir.lv., change  0.9676 ~ 0.9574  36.50% 10.23% 6.0
learning, high aspir.lv., change 0.9606  0.9546  34.92% 13.41% 17.0

full interdependent structure

no change 0.8839  0.8713 6.14%  6.62% 0.0
not learning, change 0.8953  0.8772 9.70% 11.18% 20.0
learning, low aspir.lv., change  0.8965  0.8771 8.44%  9.88% 5.8
learning, high aspir.lv., change 0.8774  0.8666 8.64% 15.86% 17.3

* Notes: Confidence intervals, at a confidence level of 99.9%, for V,_,5( range between 0.002 and

0.005, for \7{0:250} between 0.001 and 0.003; scenarios: “no change™: T* > 250; “not learning,
change™: 1 = 0, v = 0.01); “learning with low aspiration level, change”: A = 0.5, v = 0; “learning
with high aspiration level, change™: 1 = 0.5, v = 0.01. For further parameter settings see Table 1.
Each row shows the results of 5,000 adaptive walks.

(“costs”), if any, of organizational dynamics and, thus, the efficiency of the mode of
change and learning. Obviously, the context of the search organization is relevant
for whether, or not, and, if so, in which shape costs of organizational change occur.
For example, in case of a network of unmanned aerial vehicles collaboratively serv-
ing a certain service area the switch from one coordination mode to another might
not cause any costs (apart from activating another of already available coordination
mechanisms); however, in case of firm managers collaboratively searching for better
configurations of key performance drivers reorganizations are rather costly, includ-
ing, for example, learning costs of new organizational procedures or the adjustment
of incentive schemes. Hence, the average number of dimension changes may be
rather critical for the efficiency of inducing organizational dynamics of search.

In respect of efficiency of organizational dynamics we find that in both interaction
structures under investigation employing learning combined with a low aspiration
level yields good performance combined with rather high efficiency if compared to
the other scenarios: For example, the “not learning, change”-scenario requires on
average 20 reorganizations; however, in case of the full interdependent structure (i.e.
highly complex search problem) “learning with low aspiration level” leads to similar
final and average performance levels - with only around 6 alterations on average of
the search processes. Hence, when alterations are not costless employing learning
by reinforcement may be particularly valuable due to its effects on efficiency of
organizational dynamics.
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Fig.1 Adaptive search processes for a. the block-diagonal and b. the full interdependent interaction
structure. Each curve represents the average of 5,000 adaptive walks, i.e., 1,000 distinct fitness
landscapes with 5 adaptive walks on each. For parameter settings see Table 1.

5 Conclusion

The major finding of our study is that employing learning by reinforcement for
organizational alterations of distributed search systems potentially may lead to high
levels of performance of the system and this, in particular, with rather high efficiency
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as given by the costs of reorganization. These findings are of particular interest
especially when reorganizing the search system causes marginal costs - may it, for
example, due to learning of new organizational procedures on the agents’ site or
required adjustments in institutional arrangements.

However, our results also suggest that the complexity of the search problem to-
gether with the aspiration level considerably shapes the effects of reinforcement
learning - which, at worst, may even be harmful if compared to refraining from any
organizational alterations. In particular, these findings may sensitize the designer of
a distributed search system employing learning by reinforcement to that the level
of performance enhancements aspired should not be overstretched in order to avoid
"hyper-actively and ineffectively" alternating search systems.

Of course, these findings call for further research efforts. For example, further
studies should investigate more into detail the role of the aspiration level and other
parameters like the interval between of organizational alterations or the learning
strength - which were fixed in the simulation experiments presented in this paper.
Moreover, the basic search problem, as it is based on the NK-framework, is rather
unstructured in terms of randomized performance contributions (apart from the struc-
ture of interactions); hence, in further research studies learning-based organizational
adjustments of the search system may turn out even more beneficial in case of more
structured search problems.

References

1. Baumann, O.: Distributed Problem Solving in Modular Systems: the Benefit of Temporary
Coordination Neglect. Syst. Res. Behav. Sci. 32, 124-136 (2015)

2. Bush, R.R., Mosteller, F.: Stochastic Models for Learning. Wiley, Oxford (1955)

3. Brenner, T.: Agent learning representation: advice on modelling economic learning. In: Tes-
fatsion, L., Judd, K.L. (eds.) Handbook of Computational Economics, vol. 2, pp. 895-947.
Elsevier, Amsterdam (2006)

4. Carley, K.M., Gasser, L.: Computational organization theory. In: Weiss, G. (ed.) Multiagent
Systems: A Modern Approach to Distributed Artificial Intelligence, pp. 299-330. MIT Press,
Cambridge (1999)

5. Gross, T., Blasius, B.: Adaptive coevolutionary networks: a review. J. R. Soc. Interface 20,
259-271 (2008)

6. Kaelbling, L.P., Littman, M.L., Moore, A.W.: Reinforcement learning: a survey. J. Artif. Intell.
Res. 4, 237-285 (1996)

7. Kauffman, S.A., Levin, S.: Towards a general theory of adaptive walks on rugged landscapes.
J. Theor. Biol. 128, 11-45 (1993)

8. Kauffman, S.A.: The Origins of Order: Self-Organization and Selection in Evolution. Oxford
University Press, Oxford (1993)

9. Levitan, B., Kauffman, S.A.: Adaptive walks with noisy fitness measurements. Mol. Divers. 1,
53-68 (1995)

10. Li, R., Emmerich, M.M., Eggermont, J., Bovenkamp, E.P., Bck, T., Dijkstra, J., Reiber, J.C.:
Mixed-integer NK landscapes. In: Parallel Problem Solving from Nature IX, vol. 4193, pp.
42-51. Springer, Berlin (2006)

11. Rivkin, R.W.,, Siggelkow, N.: Patterned interactions in complex systems: Implications for ex-
ploration. Manage. Sci. 53, 1068—-1085 (2007)

12. Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction, 2nd edn. MIT Press,
Cambridge (2012)



32

13.

14.

15.

16.

F. Wall

Wall, E.: The (beneficial) role of informational imperfections in enhancing organisational per-
formance. In: Lecture Notes in Economics and Mathematical Systems, vol. 645, pp. 115-126.
Springer, Berlin (2010)

Wall, F.: Effects of organizational dynamics in adaptive distributed search processes. In: 12th
International Conference on Distributed Computing and Artificial Intelligence. Advances in
Intelligent Systems and Computing, vol. 373, pp. 121-128. Springer, Berlin (2015)

Wall, F.: Organizational dynamics in adaptive distributed search processes: effects on perfor-
mance and the role of complexity. Frontiers of Information Technology & Electrical Engineer-
ing (in press)

Yongcan, C., Wenwu, Y., Wei, R., Guanrong, C.: An Overview of Recent Progress in the Study
of Distributed Multi-Agent Coordination. IEEE Trans. on Industrial Informatics 9, 427-438
(2013)



Distributed Denial of Service (DDoS) Attacks
Detection Using Machine Learning Prototype

Manuel S. Hoyos LI, Gustavo A. Isaza E, Jairo I. Vélez and Luis Castillo O

Abstract The Distributed Denial of Service (DDoS) attacks affect the availability
of Web services for an indeterminate period of time, flooding the company’s servers
with fraudulent requests and denying requests from legitimate users, generating
economic losses by unavailable rendered services. Therefore, the aim of this paper is
to show the process of detection prototype DDoS attacks using a supervised learning
model by Support Vector Machines (SVM), which captures network traffic, filters
HTTP headers, normalizes the data on the basis of the operational variables: rate of
false positives, rate of false negatives, rate of classification and then sends the in-
formation to corresponding SVM’s training and testing sets. The results show that
the proposed DDoS SVM prototype has high detection accuracy (99 %) decrease
of the false positives and false negatives rates compared to conventional detection
models.

Keywords SVM - Machine learning - Intrusion detection - DDoS

1 Introduction

DDoS attacks are a critical issue for companies that have been integrating their
technology to public networks, allowing multiple attackers to access data or render
services to large companies or countries, such as North Korea, the most recent
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relevant DDoS Attack turning internet communications offline [1]. A DDoS attack
consists in to throw tens or hundreds of thousands of requests per second to a
server from different locations or IPs; the concept of "Distributor" is concerning
that these requests are made from hundreds of thousands of infected machines
(commonly called "zombies") which are governed by "botnets" in a coordinated way
at the same time, i.e. SYN Flood, Smurf attacks, which are a sum of bandwidth,
memory usage and target’s processing, usually no servers could handle ending in a
collapse of service because it cannot answer every request; therefore it’s necessary
the development of new techniques and prototypes to detect fraudulent attacks of
concurrent requests in an effective and efficient way also it’s necessary in order to
avoid the unavailability of service and economic losses. Machine learning using
SVM have been used with great success in the field of information security and
pattern recognition research in different processes of classification, prediction and
regression. The application of techniques with a SVM supervised model has large
advantages over rule-based techniques, since the generation of the model is based on
a statistical model that changes its behavior according to the input parameters defined
and based on a training rule that requires human interaction; in the prototype
evaluation it was found that the correct classification rate of normal or abnormal
requests in the training phase is directly related to standardization and proper
selection of the input parameters, allowing the output variables are generated with
minimum percentage of misclassification, generating confidence in the generated
model and the detection of these behaviors. The paper describes: The contextual
reference and some relevant work in section 2. The Section 3 shows the proposed
model of the development and application of machine learning prototype. In section 4
some results are evident and in the end, finally in Section 5 the conclusions are
presented.

2 Context and Recent Literature

Since 1998 and 1999, DARPA has collected and distributed the first standard
dataset for evaluation of intrusion detection systems for computer networks. The
first formal, repeatable and statistically significant evaluations of intrusion detec-
tion systems are coordinated. These assessments measure probability of detection
and false alarm for each system under test and are designed to be simple, to focus
on the key issues of technology, and to encourage the broadest possible participa-
tion by eliminating problems of security and privacy and provide data types that
are commonly used by most systems intrusion detection. The evaluation results
suggested that future research should aim to develop new algorithms to detect new
attacks but creating static rules or signatures. Since that moment, many experts
began working on techniques and models able to resolve this problem. Below are
presented some proposed techniques in intrusion detection systems (IDS):
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Rules: Responsible for analyzing the traffic that goes through the IDS, classify-
ing the frame as normal or as intrusion. This technique uses a database of
knowledge where a set of rules is applied to compare traffic patterns with the
parameterized rules in the database [2].

As proposed by [4] on a system based intrusion detection agents with a rules
engine based on XML, it can be that the argued model was presented as a distrib-
uted intrusion detection system, which consists of three intelligent agents that have
specific functions and exchange information via XML sure how SSL and a point-
to-point and IAP. The decision to do so and distributed intelligent agents, is based
on the intrusion detection systems distributed traditional drawbacks, such as the
hierarchy analysis, data refinement, bulky modules at all levels and passive inter-
action. The distributed sensing system offers more functions intrusions and strong
individual actions IDS using intelligent agents.

Neural Networks: Artificial neural networks (ANN) are inspired by the behav-
ior of neurons in the biological world, seeking to emulate in technology. [3]; as
proposed by [5], about an automatic defense against distributed denial of service,
it can argue model; the authors propose a model of automatic defense that pre-
vents human interaction techniques based on artificial neural networks. An archi-
tectural design, which can be easily adapted protocols in each layer of the OSI
reference model and algorithms of learning machines. Support Vector Machine
(SVM) is a technique based on machine learning, where data is classified by de-
termining a group of support vectors and characteristics to be quantified are de-
scribed. As proposed by [6, 7], the hybrid system Intrusion Detection (HIDS),
based on machine learning and specifically the SVM technique, improve the de-
tection rate. More recent study as [10] presents a better classification using an
Artificial Neural Network (ANN) to flag detection engine Known and unknown
attacks from genuine traffic.

3 Materials and Method

3.1 Design

In the research field of pattern recognition, machine learning using SVM have been
used with great success indifferent classification and regression tools. Some cores
used internally by the SVM are: linear, polynomial, radial (RBF) and sigmoid. The
design will focus on showing the different layers and levels that have high
computational prototype and the components involved in the extraction, filter,
standardization, training and evaluation. The prototype design of computational
architecture exhibits the following logic, shown in Figure 1.
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Fig. 1 Logical Architecture Detection Prototype SVM

In the Figure 1, the architecture can be seen as the prototype has separate layers
capture, filter and standardization of information, with the use of a language to
efficiently implement regular expressions required to estimate the volume of
information. Evaluation and training will be conducted on a high level language that
allows the integration of SVM library and manage the concept of multiprocessing in
an effective and efficient way independent of the used operating system.

3.2 Implementation and Training

The detection prototype is technically divided as follows: The collection, filtering
and traffic normalization is performed on shell and python scripting, considering
the performance of regular expressions and pipes offered by language. Training
and evaluation was performed in Java programming language, given that the SVM
library was installed on it and the features mentioned before were in the attacks
generator. Data collection, filtering and Normalization aims to recover the
network traffic, filter and normalizes the data, taking into account the operational
variables defined in the design stage, TCPDUMP analyzer was used on the server
to capture network traffic in the Dataset Collection, after a filtering and
normalization stages are applied. The training phase is to receive standardized
information and send it to the SVM to perform statistical clustering process of
abnormal and normal requests in the generated model.in a first step the whole
process of capturing network traffic will take place in the second stage filter
HTTP headers on the basis of the information downloaded, in the third stage the
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standardization process where operational variables are selected to be used, as
fourth stage integration process and training prototype with a standard percentage
of traffic, and as a last step the respective evaluation of the prototype in the
classification of anomalous or normal entry.

The prototype integrates libsvm’ library in JAVA, which allows training,
evaluating and generating a statistical model, based on standardized information.
The internal structure of the generated model can be seen in Figure 2 that
corresponds to a matrix groups of the entered operational variables and generates
real value qualifying results: (Normal: 1.0 and Abnormal: -0.0).

The model is physically stored on a server path and is based on the evaluation
phase or detection. The evaluation phase is to receive the standard traffic and
send it to the SVM to perform the process of detecting the attack based on the
model that was generated in the training stage. Below diagram components of the
training and evaluation process are shown in Figure 2. The evaluation process has
as its starting point the traffic sent by users and it’s standardized at the initial
stage, the prototype loads the generated model and discusses each record
individually, in order to compare the statistical model generated in step training
and identify indeed if it is generating an attack.

1. Normalized Data Extraction

normalizedTratficDDOS sh 2. Service SVM - Evaluation ——p» 3. Save and Submit Results

Y Trained loaded Model
Normalized traffic

svm_type ¢_svc

205738,192168117,192168172, kemel_type rbf

6,20890,nomal gamma 10.0
nr_class 2

205736,192168172, 192168117, {olal_sv 1590

6,4316,normal rho 0.01509433862264151
label 1-1

205739,192168112 162168117, probA 10.68274935135027

2,0, normal probB 0,13358973913426238
nr_sv 783 807

205738,192168117,192168112, SV

1,165, nomal 1.01509428024292 1:205738.0 2:1.92168117EB 3:1.92168172E8 4:6.0 5:20890.0
1.01509428024292 1:205738.0 2:1 92168172E8 3:1.92168117E8 4:6.0 5:4316.0
-0.9849056601524353 1:221033.0 2:1.92168112E8 3:1.92168117E8 4:92,0 5:3867.0
-0.9849056601524353 1:221033.0 2:1.92168117E8 3:1.92168112E8 4:66.0 5:122826.0

Fig. 2 Components in the evaluation phase or detection

4 Results

The final standard file structure displayed by the operational variables defined in
the design stage, presented in Table 1.

! https://www.csie.ntu.edu.tw/~cjlin/libsvim/
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Table 1 Structure of normalized attributes

Variable Description Type

DURATION Time in seconds for each request. Continuous
IP_SRC IP Source address Continuous
IP_DEST IP destination address. Continuous

IP_ SRC COU  Number of requests from the source IP. Continuous
NT

BYTES Number of bytes sent from a source to a  Continuous
destination.

CLASS Traffic Classification (Normal, Discrete
Anomalous).

For the information gathering phase, were sent a set of normal and abnormal
requests for parallel and sequential process, with attacks prototype generator system
test data, sending five iterations of 500 requests over a period determined time of 15
minutes. Total pooled and stored records 2698 between normal and anomalous
traffic were normalized. The complete data normalized traffic (normal 1349,
anomalous 1349), are divided into the training stage, randomly selecting 60% of the
dataset (normal 809 abnormal 809), the other 40% (normal 539 abnormal 539) for
evaluation. With the percentage defined training and evaluation, proceed to perform
the respective tests the prototype, in order to determine if it has an acceptable level
of detection. Before looking at the results of the training and testing phase, it has
been used the metrics applied in [8, 9].

It was randomly selected 60% of the dataset (normal 809, 809 anomalous), and
training to perform the respective prototype, saving the information into a file and
classifying the data manually with normal and anomalous traffic. This process
must be done manually because the SVM is a supervised method which requires
prior training for model generation and respective evaluation of the attack. After
training, 40% of the dataset of machine learning (normal 539, 539 anomalous) is
evaluated, based on the model generated in the previous stage and analyzing the
percentage of right and wrong classification of the instances. To make the respective
evaluation, the information is saved in a file and the data is automatically sorted,
placing as the default normal traffic. Performance metrics shown in the evaluation
phase have the same relevance in the training phase because they allow us to see
whether or not the SVM is correctly classifying the requests. In this case, the
evaluation is a good rating level. ROC curves based viewing rate of false positives
and true positives (detection rate) are shown in Figure 3. In the same way as in the
training phase in the X axis is the false positive and in the Y axis is the true positive,
if the value on the Y axis is close to 1 and the value on the X axis approaches to 0, it
means that the events will be better able to detect and therefore greater ability to
discriminate between normal and anomalous behavior. In order to make the
comparison between a technique that uses a rules engine as SNORT, against another
technique using SVM learning machines were taken on the data collected for
the evaluation (normal 539 anomalous 539) and became the detection process. The
prototype implemented the SVM technique had a significant improvement
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Fig. 3 ROC curve

(approximately 10%) in the classification accuracy when compared with the
intrusion detection system SNORT using the rules defined by human experts.

The internal statistical model of SVM identified anomalous or normal data in
the evaluation phase without the need to add or modify the rules as another IPS
(Intrusion Prevention Systems), causing the intrusion detection process is carried
out quickly, automatically and without human interaction. The results obtained
comparing metrics using a conventional Open Source IPS [11] is presented in
Table 2.

Table 2 SVM DDoS Prototype Performance Results metrics vs Conventional IDS

SNORT DDoS Prototype
using SVM
Rules Engine IDS
Anomalous  Normal IAnomolous Normal
Anomalous TVP: 88.9% TFP:12.2% [TVP: 98.9% TFP: 0.2%
Normal TEN TVN TFN TVN
Accuracy: 89% Sensibility: 88% IAccuracy: 99% Sensibility:

98%
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5 Conclusions

The training process and tuning the Machine Learning from the standard data set
are the basis for the generated model and it has an acceptable percentage of classi-
fication at the time of the evaluation of the prototype in a production environment
with real information. The selection of metrics in the intrusion detection problem:
false positive rate, false negative rate, rate classification, ROC curves, allow hav-
ing a standard of comparison against other models. The application of techniques
with supervised training as SVM model, has large advantages over the technique
based on rules, since the generation of the model is based on a statistical model
that changes its behavior according to the input parameters defined in the training
and based on rules it requires human interaction. In the prototype evaluation was
found a better classification rate for normal and anomalous requests in the training
phase, is directly related to standardization and proper selection of input parame-
ters, allowing output variables to be generated with minimum percentage of mis-
classification, generating reliability in the generated model and the detection of
these behaviors.
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The Algorithm of the Snail: An Example
to Grasp the Window of Opportunity
to Boost Big Data

Jean-Louis Monino and Soraya Sedkaoui

Abstract The arrival of the so-called Petabyte Age has compelled the analytics
community to pay serious attention to development of scalable algorithms for
intelligent data analysis. This research provides a possible solution to analyze the
growing quantity of data. An algorithm that can check coordinates to locate sup-
pliers and applicants who live next door. A business application using our algo-
rithm has been developed by the Autour.com company (located in the department
of Herault, Montpellier city) to illustrate its feasibility and availability. The results
show that our algorithm can improve the localization accuracy.

Keywords Snail algorithm - Localization - Big data analysis - Herault

1 Introduction

The age of big data is now coming. But the traditional data analytics may not be
able to handle such large quantities of data. Therefore, there is a need to be able to
recognize the appropriate analytics technique to use for the data and business
problem. However, these companies are interested in applications that enable a
range of data (coordinates) relative to a reference point, for example, the situation
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of a manufacturer to offer a good or a service in relation to applicant of this type
of good or service. The challenge identified is to organize the flow of data from
their sources, process them and make them available to different users, but as
applicant information is needed still more. To locate the closest ads you need a
fast and efficient way which allows for the status or position of what is sought
with respect to an address that sums up to a reference point which is the point of
research. So it is more than necessary to plan and implement modern applications
with sufficient details and observations covering the points between.

This work explores a new application which can effectively meet different lo-
calization accuracy requirements of most data location services studying the inter-
actions between customers and suppliers. It helps to have the status or position of
what is sought with respect to an address that summarizes thus a reference point
which is the point of research. This proposal explains what snail algorithm is and
how we can benefit from using it for the localization of information for business
applications especially in the field of analytics. To show the importance of this
algorithm we will use the department of Herault (Montpellier-France), although
specifically, through the company "Autour.com" that handles every day huge files
of its customers. The application of our algorithm by this company shows that
people living next door (applicants and suppliers) can be put into connection; is a
kind of creation of a district social networking. The remainder of this paper is
organized as follows. The authors in section 2 discuss an integrative literature
review on the localization algorithms. Our algorithm is explained in section 3.
Finally, section 4 concludes this paper.

2 Literature Review

For several years, localization issues become more and more a challenging subject
to our dynamic era. For this, a wide range of studies was performed to characterize
the performance of these systems in different environments. Going from presenta-
tion of research capabilities of an interest point to the positioning of the user and
its true location on the map [1]. That presents an overview of tools and documen-
tation to better understand the city either in whole, or in its environment through
its districts. The benefits of grid mapping are well known as the readability of the
gridded map enables detailed analysis of intra-urban dynamics. If these benefits
are common to all types of grid, two families can be distinguished: the grid result-
ing from a breakdown of data collected in any zoning (zonal data transfer) and the
one resulting from the automatic addressing (transfer point data). The interpreta-
tion of aerial photographs from 1986, based on a grid of 125 m side, allowed
Dayre and Mazurek [6] to analyze the land use on the urban district Montpellier.
This method offers many possibilities for automated processing of data, especially
regarding the dynamics of built areas.
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As part of a mapping grid, in [5] authors studied the disintegration of zonal var-
iables, returning on the assumption of the spatial distribution of populations.
The aim is to approach differentiated rules disaggregation variables by merging
morphological nature of information plans, topological and environmental. Model-
ing of Antoni [2] appears as an interesting tool to better understand urban sprawl
and to simulate various useful development scenarios for development. The meth-
odological approach presented by the author combines three steps. Each step
corresponds to a model:

e The first quantifies the spreading,
e The second locates it
e The third differentiates it.

The three stages are associated with a spatio-temporal database that uses the
grid to store all the necessary information in a single GIS layer.

In recent years, many researchers have proposed solutions to the positioning
system implementation based on different technologies, such as systems based on
GPS [11], the ultrasonic sensor [1], video cameras [4] and the systems based on
radio frequency identification. These different approaches and technologies offer
different ways to address the problem of locating and monitoring in real time.
Localization is a broad and active research area, and a diverse set of solutions
have been proposed. Significant research has been done using location data of
mobile users. Some were fundamental research such as Song et al.’s [8] work on
identifying patterns of human mobility. Some [9] focused on building new ser-
vices that may have great public or business potentials, such as modeling city
living neighborhood by Cranshaw et al. [3] and recommending friends and loca-
tions [10].

Our work also benefited from excellent works analyzing and making use of
INSEE on the signs of the Toulouse Diversity in 2008, but this study do not focus
on the usual zoning (town, district) but on a continuous territorial coverage formed
tiles. For us the interesting applications are those that contain devices allowing the
user to enjoy all the benefits of positioning and location services. Recently, the
realization of a location model involves:

e The availability of an infrastructure containing all the data needed to acquire
the necessary information.

e Determining a reference against the position to locate.

e The treatment of acquired data and extracting the necessary information to
determine position.

Our algorithm is inspired by related work in geo-localization and big data ana-
lytics. It offers solutions that can be deployed to large population and used for
mobile proximity marketing or social networking services or why not in the field
of health. The details of this method are discussed in the previous sections.
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3 Presentation of “The Snail's Algorithm”

In this section we will present our localization algorithm, which consists of three
phases:

Fig. 1 Snail algorithm process

We are interested to the presentation of a point defined by a position on a plan
or map that could be helpful to the user. And the most effective way for a retail
designer map is to define the geographic coordinates in the coordinate system
(X,Y). It should be noted that the situation of a point is expressed as coordinates
in a reference geo-localization system in terms of territorial coverage and the qual-
ity of resulting data.

3.1 Processing Phase

First we must cut out the Local Area Map 3 km away into square (piece).

Fig. 2 Cutting out the map of Herault

Then, to start searching it must first define the position. We start from the point
which is the central value of the indicated positions, around which rotates on a
radius of 3 km range.
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Central value

-

The first step is to determine a ranking of maximum matrix, it is not necessary
that the starting point or the central value is a Max card, and then determine a
point (x: for example) than 1000 people, in a square of 200 m on both sides, which
makes a first square matrix, and each time there is a superimposed array. All that
to find the median matrix “ M2p +1.2 p +1”.

Fig. 3 The central value for starting

3.2 Generate Small Maps

In which the target region (map Herault department) is split into small grids. On a
central point (max) removing the map is going to have a “millefeuille” on geo-location
we will find small maps localized that bring together applicants and suppliers.
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Fig. 4 Graphic presentation of the snail algorithm

Then, the same operation each time passing the second point in the ranking of
Maxs, but there will be some cases where the second matrix in the ranking of
maximum points will be included in the first round. It should be noted that used
the Hadamard matrix product, which represents a binary operation for two matri-
ces of the same dimensions, combines another matrix of the same size where each
coefficient is the term by term product of the two matrices. Just like the addition,
the Hadamard product is defined only for the matrices of the same dimensions,
and the product of two matrices A and B is defined by:

A*B= [ai,j*bi,j]=
- et )
al,1*bl,1 al.2*b1,2 .......... al,j*bl,j
a2,1*b2,1 a2.2*b2,2 ......... a2,j*b2,j

ai,1*bi,1 ai.2*bi,2 ... ai,j*bi,j
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3.3 Get the Results

The previous phase will generate little maps that facilitate the research. So, instead
of working on full maps we can have small maps. These small cards will be identi-
fied quickly with their contact information. But every time we finish analyzing a
sub card the algorithm is spirit to pit the matrix (we replace by zero). The resulting
matrix of the Hadamard product between two same-sized matrices contains the
result of a multiplication element by element. The navigation data are determined
by setting a plane tangent to a fixed point on the map of Herault. This method is a
technique for mapping a set of points in a multidimensional space, using a matrix
of distances calculated in the departure space. Items placed on the borders of cen-
tral calculate their coordinates iteratively until it converges to the Max of Maxs,
and in this state there is performed the rotation around this point to calculate the
product. That is to say, one seeks the Max throne the matrix “A” and removes the
matrix “B”.

MA; —»MjAy——» MaA; .eooo—— MAy
B, B, B; Ba

Fig. 5 transition from the first to the last matrix

Such as:

Al is the first matrix with enthroned extraction B1, An is the first matrix with
enthroned extraction Bn. Note that “An” that represents the last enthroned matrix
is a zero matrix because it always replaces the zero value as follows:

N WS WALSh |
V/aly/"/alu N

% X Val,

Vet VYal,, )4l

~
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Fig. 6 The last matrix form
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Fig. 7 Sample Application
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The great quest data is primarily aimed at understanding what customers’ need,
what works, what could be improved. Concretely it is to quickly collect raw data,
explore and analyze, translate data into actionable information, and therefore
globally to reduce the time between the discovery of relevant facts, the characteri-
zation of business opportunity and the outbreak of shares. The use of this algo-
rithm reduces the information and develops a methodology based on the interac-
tion data from several sources to provide reliable positioning and determining a
navigation method. The Big data is becoming a tool to help companies explore
new territories [7]. For these gold mines can reveal intrinsic value which was not
necessarily expected to start the analysis.

3.4 Application with: “autour.com”

Identify the number of limited sends from a message packet (mails) that rotates
around the center point (median matrix) to make offers and requests; such was the
purpose of the company autour.com. The objective of the establishment of such
algorithm was to bring people (suppliers and demanders) especially those who live
next door. The intent is to create a local social network mixing ads and messages,
allowing individuals, local shops, public institutions and associations to explore
the activity around their homes, communicate with their neighbors and to know
better the resources of their neighborhood. “Autour.com” is a cooperative society
of collective interest since the end of 2014. In addition to the “Autour.com” web-
site, the company publishes the sites “j’announce”, “Annonces Vertes” and “G-
tout”. This application was previously incubated by “Alter'incub”, incubation of
social enterprises in Languedoc-Roussillon. Know and meet their neighbors, help-
ing each other, exchanging objects or services or to make some money by renting or
selling property is what Autour.com offers to its members through use of algorithm.

autou - ] i

Fig. 8 autour.com platform

But it is also an opportunity to promote a different type of consumption, sus-
tainable and for social cohesion, focusing on rental, lending or exchange of goods
or services. Autour.com today has over 15,000 profiles mainly in Montpellier but
also throughout France as the national network is now.
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4 Conclusion

The algorithm just presented is only one example enabling companies to monetize
their data. In this paper, we open a new application area for people living in the
same area or district. This research provides a possible solution to the growing
quantity of data. This work has immediate business implications with autour.com.
The results of the application of our algorithm with this company show that our
algorithm has a better performance, but it needs to be developed, with integration
of many other operations.

This algorithm is a means that enables the company to better monetize Big data
is a matter of understanding the model it wants to follow to define its way into the
big data. For that currently have data on its customers or in the market is a com-
petitive advantage. Finally, we wish that we can develop our algorithm and extend
its advantages, in the field of health for example, recently we had a contact with a
startup company in Morocco in order to develop this method in the field of health.
This small company wants to create "moving parts" for kidney dialysis, with the
integration of all necessary the tools and techniques in semi trailers and go to the
patient.
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Structure and Operation of a Basic
Genetic Algorithm

Francisco Joao Pinto

Abstract This work describes the structure and the operation of a basic genetic
algorithm. The studies show that the genetics algorithms (GAs) always offer an
answer that tends to be the best over time, satisfied with knowledge on the prob-
lem, we can improve the function of evaluation that was always search of inside
the current population those solutions that possess the best characteristic and tries
to combine them of form to generate solutions still better and the process is re-
peated until we have obtained a solution for our problem.The (GA) go in the scene
to resolve those problems whose exact algorithms are extremely slow or unable to
obtain a solution.

Keywords Structure and operation - Basic genetic algorithm - Artificial intelli-
gence

1 Introduction

The (GAs) are a technician used in problems of search/discovery. The designation
results that the appearances to discover are represented in a structure of data, on
which will go to become operations like crossing and mutation, of form that, in-
teraction after interaction, the structure go encoding better «valuesy, for the aims
of the problem. This form to reach the aims (by evolution), by means of operations
on a structure encoded (chromosome), has high parallel with what happens in the
nature, satisfied studied in genetics. Also the theory of the natural selection, of
Charles Darwin, is important to comprise the evolution in (GAs). In accordance
with this theory, in a population of individuals, survive and reproduce more, the
best adapted in half environment; that is to say, the aptest, for the problem.
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On hire purchase, the no adapted will extinguish .In the archipélago of the
Galapagos, Darwin found, in next islands, different species, with exclusive charac-
teristics, for the peculiarities of his habitat, like birds whose beaks are specialised
in some seeds. These beaks were the result of a lot of generations, that were rein-
forcing the expression of the characteristic.

To notice that the theory of Darwin was attacked by not achieving answer to (1)
as they arise the variations in the individuals and to (2) how is that the individuals
happen his characteristics to the descent. Only the 20th century, with the Genetics,
is that these questions would be answered: living beings have, in the core of his
cells, arrangement of DNA, called of Genes, that determine his characteristics.
A chromosome is a sequence of genes. During the sexual production, the chromo-
somes of the progenitors cross , generating new chromosomes. With low probabil-
ity, also can become mutations, that are alterations chromosomal haphazard, that
can confer advantages (cases of the borbuletas black of Manchester), disadvan-
tages (syndrome of Down), or not having expression. In (GAs), all these concepts
are present: chromosomes, characteristic encoded, reproduction sexual, crossing,
mutation, individual, function of evaluation of aptitude of an individual (fitness
function), population and generation.

In Historical terms, the fatherhood of the AGs is attributed to Jonh Holland,
mainly after his book Adaption and Artificial Systems (1975). In terms of position-
ing, the (GAs) can consider evolutionary computation, that is a bouquet of the artifi-
cial intelligence. Holland pretended to improve the understanding of the process of
natural adaptation and conceive artificial systems, that manifested it. The main ap-
plication are problems of search and of optimisation, although they can not guaran-
tee optimum solutions, because of heuristic nature of the objective function, that is
explained of followed.The problem of the strictly analytical methods, very effective
for problems of optimisation, is that the «reality» can not being easy to describe,
with mathematical functions and determinative — think in the class of problems
NP-hard (non deterministic polynomial, with answer no necessarily binary).

A concept key in (GAs) is the of objective function, or fitness function. This
function receives like argument an individual of the population and gives back his
aptitude, relatively to the remaining individuals. While more elevated the fitness
of «somebody», greater is his probability of reproduction. The objective function
serves like this to orient the algorithm in the space of search, as the space of
search (or space of states) is the collection of possible individuals, where, interac-
tion after interaction, If it will have to assist to the deactivation of the worse solu-
tions evaluated and to the reproduction of the ones of fitness upper, of form to that
g0 «activating» better chromosomes, Marques (2005).

2 Structure of a Basic Genetic Algorithm

1) Start: generate a random population initial. This population can be seen like
a collection of chromosomes, as the individuals are reduced to the represen-
tation of his notable characteristics for the problem (chromosome);
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2) Fitness: Evaluate each chromosome, by the function of fitness;

3) New population: produce a new population (or generate, or descendants), by
execution of the following steps, so many times, those that the new individuals
pretended;

a. Selection: select two chromosomes for crossing, respecting that while
more fitness greater his probability of selection.
Crossing: The chromosomes of the parents have to cross somehow.

c. Mutation: consider, with low probability, the application of mutation in
some position of the descendants chromosomes.

d. To accept: to accept the descendant and place it in the new population.

4) Replacement: To substitute the old population by the new population, gen-
erated in the step 3.

5) To test:

a. To test the condition of paragem of the algorithm;
b. If satisfied, finish, producing how «better solution» (not confusing like
optimum solution) the common population; of the contrary, continue .
6) Goto 2

The algoritim genetic basic presented, left questions in open. Like encoding
chromosomes? It depends entirely of the problem. A very frequent option is to do
a binary coding, in that each bit corresponds to the (no) activation of a characteris-
tic and opted by this representation in the problem that follows. Like doing cross-
ing and mutation? Crossing and mutation are the operators of the (GAs). The exert
of any (GA), is above all else, influencied by the form like these operators com-
port. The most usual form to do crossover, consists in choosing a random point of
crossing and afterwards joint the genes the left of the father with the genes to the
right of the mother. In the representation down, the vertical bar ( | ) represents the
point of crossing, Goldberg(1989).

Table 1 Crossing of chromosomes

Father / chromosome #1: 11011 | 00100110110
Mother / chromosome #2: 11011 | 11000011110
Son #1 / chromosome descendant #1: 11011 | 11000011110
Son #2 / chromosome descendant #2: 11011 ] 00100110110

It is possible to do crossing multi-point and with changes of genes more elabo-
rated, all depending on the coding for the problem. The mutation only has to occur
after the crossing, satisfied described in the basic algorithm. The aim is to diminish
the probability of optimum venues, motivated by the fault of genetic diversity. To do
mutation it is necessary to select how many and which the gene to change and af-
terwards change them. In the case of a binary coding, this corresponds to transform
some zeros in ones, and viceversa. It is important to comprise that the mutation has
a variable violence, that is to say, during the production of the same new population,
can affect more genes in some individuals, of the that others. It follows an example,
in that the mutation are distinguished with yellow bottom.
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Table 2 Mutations of genes

Falter / chromosome #1: 1101100100110110
Mother / chromosome #2: 1101111000011110
Son #1 / chromosome descendant #1: | 1100111000011110
Son #2 / cromossoma descendant #2: | 1101101100110110

The technician of mutation is dependent of the structure of data of the chromo-
some. The basic parameters of an (AG) are probability of crossing, the probability
of mutation, and the size of the population.

3 Operation of a Genetic Algorithm

We go from a function f(x) very simple
f(x) =x? (in other words, x squared)

Imagine that you want to find the value of x which makes the function f (x) reaches
its maximum value, but restricting to the variable x to take values ranging between 0
and 31. Further, x you will only allow to take integer values, i.e.: 0, 1, 2, 3,..., 30,
31. Obviously the maximum is for x = 31, where f is worth 961. We don't know the
genetic algorithms to solve this problem, but its simplicity makes the algorithm
easier to understand. The first thing you must do is to find a way to encode junkies
(possible values of x). One way to do it is with binary codification. With this en-
coding a possible value of x is (0, 1, 0, 1, 1).How do you interpret this? Very sim-
ple: multiply the last component (1) 1, the next to last (1) by 2, the previous (0) by
4, the second (1) 8 and the first (0) by 16 and then get the sum: 11. Observed as (0,
0, 0, 0, 0) is equivalent to x = 0 and (1, 1, 1, 1, 1) is equivalent to x = 31. Each
possible value of the variable x in binary representation we are going to call indi-
vidual. A collection of individuals is referred to as population and the number of
individuals who compose it is the size of the population. Once we have coded the
solution, we must choose a size of population. For this example we will choose 6
individuals, Goldberg(1987).

We must start from an initial population. One way to generate it is randomly:
pick up a coin and throw it in the air; if it goes face, the first component of the first
individual is a 0 and a 1 otherwise. Repeat the launch of the currency and we will
have the second component of the first individual (a 0 if it goes face and a 1 if you
exit cross). Thus up to 5 times and get the first guy. Now repeat the above se-
quence to generate the remaining individuals of the population. In total, you have
to throw 5 * 6 = 30 times the coin. Our next step is to compete each other indi-
viduals. This process is known as selection. Table 3 summarizes the process,
Alander(1992).
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Table 3 Selection

(0,1,1,0,0) 12 | 144
(1,0,0,1,0) 18 | 324
(0,1,1,1,1) 15 | 225
(1,1,0,0,0) 24 | 576
(1,1,0,1,0) 26 | 676
(0,0,0,0,1) 1 1

— AN W]

NN || WIN|—

Each row in table 1 is associated with an individual of the initial population.
Yorey of each column in the table is as follows:

(1) = number that we assign to the individual.
(2) = individual in binary encoding.

(3) = value of x.

(4) = f (x) value.

Notes that the best individual is 5 with f= 676. Calculates the average of f and
get faverage = 324.3..

As for column (5) now I explain you. One way of carrying out the selection
process is through a tournament between two. Each individual in the population is
assigned a partner and among them sets a tournament: best generates two copies,
and the worst is discarded. The column (5) indicates the couple assigned to each
individual, which has realised randomly. The column (5) indicates the couple
assigned to each individual, which has realised randomly. They exist a lot of vari-
ants of this process of selection, although this method costs us to illustrate the
example. After realising the process of selection, the population that have is the
showed in the column (2) of the table 2. It observes, for example, that in the tour-
nament between the individual 1 and the 6 of the initial population, the first of
them has received two copies, whereas the second falls in the forget, Perez(2005)..

Table 4 Crossing

(2) 3) (4)
0,1,0,1,0) | 10 | 100
(1,1,1,0,0) | 28 | 784
(0,1,1,,0) | 14 | 196
(1,00,00) | 16 | 256
(1,1,0,1,0) | 26 | 676
(1,00,1,00 | 18 | 324

I~
N[N [ [W([N [
—

After realising the selection, realises the crossing. A way to do it is by means
of the crossing 1X: They form couples between the individuals randomly of simi-
lar form to the selection. Dice two individuals couple establishes a point of ran-
dom crossing, that is not more than a random number between 1 and 4 (lalongitud
of the individual less 1). For example, in the couple 2-3 the point of crossing is 3,
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what means that a son of the couple conserves the three first bits of the father and
inherits the two last of the mother, whereas the another son of the couple con-
serves the three first bits of the mother and inherits the two last of the father.
The resultant population shows in the column (2) of the table 4.

Table 5 Population after the crossing

O @ 3 (@
1 (0,1,1,0,0) 5 |1
2 (0,1,1,0,0) 3 |3
3 (1,0,0,1,0) 2 |3
4 (1,0,0,1,0) 6 |1
5 (1,1,0,1,0) 1 |1
6 (1,1,0,1,0) 4 |1

In the column (3) have the value of x; in the following have the value of corre-
sponding. Fix you in that now the maximum value of f is 784 (for the individual
2), whereas before the selection and the crossing was of 676. Besides f average
has gone up of 324.3 to 389.3. What wants to say this? Simply that the individuals
after the selection and the crossing are better that before these transformations.The
following step is to go back to realise the selection and the crossing taking like
initial population the one of the table 5. This way to proceed repeats so many
times like number of interactions you fix. And which is the optimum? In reality a
genetic algorithm does not guarantee you the obtaining of the optimum but, if it is
very built, will provide you a reasonably good solution. It can that you obtain the
optimum, but the algorithm does not confirm you that it was it. So remain you
with the best solution of the last interaction. Also it is good idea to save the best
solution of all the previous interactions and at the end remain you with the best
solution of the explored. Costa (2008).

4 Conclusions

The (GAs) are systems of natural inspiration especially adapted for problems of
search, NP-hard. They can not guarantee optimum, but can be used in problems of
optimisation. In real problems in which they apply the genetic algorithms, exists
the tendency to the homogeinization of the population, that is to say that all the
individuals of the same are identical. This prevents that the algorithm follow ex-
ploring new solutions, with what can remain stagnated in a local minimum no very
good. They exist technicians to counter this “derives genetic”. The most elementary
mechanism, although no always sufficiently effective, is to enter a mutation after the
selection and the crossing. Once that have realised the selection and the crossing
choose a determinate number of bits of the population and alter them randomly.
In our example consists simply in changing some(s) bit(s) of 1 to 0 or O to 1.
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Comparison Study Between Chinese Family
Tree and Occidental Family Tree

Elton Sarmanho Siqueira, Patrick Cisuaka Kabongo and Li Weigang

Abstract Family trees are one of the use efficiency data structures to present and
store the information. There are two kinds of mechanisms to present the relationship
of the elements: Occidental Family Trees (OFT) and Oriental Family Trees, espe-
cially, Chinese Family Trees (CFT). This paper analyzes the efficiency of these two
kinds of trees in the context of relationship presentation and extraction of information.
Using the developed OFT and CFT presentation models and search algorithms, the
paper conducts the comparison of search performance between OFT and CFT search
algorithms. The study reveals that the computational cost is higher in CFT model,
but it provides a greater gain information and produces in details the relationships
between the individuals in the family trees for information retrieval applications.

Keywords Genealogical information + Family tree « Family relationship - Search
algorithm

1 Introduction

A family tree is a chart representing family relationships in a conventional tree
structure. There are vast applications of family trees in age of internet. The first
important issue is to construct efficiency mechanism to present the relationship of
the data. And then, the high performance search algorithms need to be developed as
the common ways to trace the genealogy of a certain information of an element such
as a person or a user in social network. In addition, family trees can also be useful
in administration, medical and anthropological studies [1].
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Unfortunately, the depiction of relationships in a large family is challenging, as
it is generally the case with large graphs. In addition, family trees (or genealogical
graphs, as we will call them) are not arbitrary or unconstrained graphs. They have
special structural properties that can be exploited for the purposes of drawing and
interactive visualization [2].

Although genealogical graphs are often referred to as family trees, this is mislead-
ing to get useful information. Every individual has a tree of ancestors (sometimes
called pedigree), as well as a tree of descendants, each of which can be drawn in
familiar and easily understood ways. A drawing of both of these trees is sometimes
called an hourglass chart in the genealogical community, and has been called a
centrifugal view in the literature [2].

Genealogical relationships have been recorded and depicted for centuries, how-
ever the traditional charts appearing in books tend to be simple, and usually showing
at most a few dozen individuals. They are often organized around simple patterns
such as lineages (e.g. one’s father, paternal grandfather, etc.) or a single tree of ances-
tors, or a single tree of descendants [2]. Many family trees fail to properly encode all
the necessary and useful information. There are some models of trees for every type
of situation, for example, the Occidental Family Trees (OFT) and Oriental Family
Trees. However, the Eastern model has several segments, such as Chinese Family
Trees (CFT) and Japanese Family Tree (JFT). Both of them are well defined and
have complex structures. The Western model has reduced number of structures com-
pared with Eastern model. For example, OFT has a very simple model and is easy
to identify the elements and relationship from its structure. This mechanism, how-
ever, tend to ignore some important information or personal relationships. Although
the mechanism of presentation of CFT is slightly complicated, and increasing the
difficulty of the querying, the expression of complete information makes the query
results more complete and consistent with the actual situation.

This paper analyzes the efficiency of OFT and CFT in the context of relation-
ship presentation and extraction of information. Using the developed OFT and CFT
presentation models and search algorithms, the paper conducts the comparison of
search performance between OFT and CFT search algorithms. The study reveals
that computational cost is higher in the CFT model, but it provides a greater gain
information and produces in details the relationships between the individuals in the
family trees. This will satisfy most applications of information retrieval and others.

2 Preliminary Concepts

2.1 Occidental Family Relationship

Family patterns have changed substantially in Europe over the past fifty years. By
the late 20th — early 21st century, a wide variety of family forms and relationships
emerged along the married nuclear family with children, as young women and men
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have increasingly refrained from long term commitments with respect to partnerships
and childbearing [3].

Some genealogical community have called for the ability to encode richer in-
formation and more kinds of relationships, e.g. foster children, family friends, etc.
Increased freedom in a genealogical system would make it approach a general hyper-
media system, with a correspondingly general interface. However, we have found as
[2] that the constraints imposed by first following a traditional family model inspire
interesting design and visualization possibilities.

2.2 Chinese Family Relationship

With the influence of Confucianism, the concepts of family kinship are deeply in-
grained in Chinese culture. Confucius considered the Cardinal Relationships of Chi-
nese society, which includes: a) Ruler and Subject b) Father and Son c¢) Elder and
Younger brother d) Husband and Wife and e) Friends [4]. The Confucian Chinese
family relationship has three main features [5]: Subordinate, Paternalistic and
Hierarchical. Several important observations from the two family trees (Chinese
and Occidental) are described as following: 1) CFT has maternal and paternal lin-
eages distinguished (e.g. a mother’s brother and a father’s brother have different
terms), but OFT do not; 2) The relative age of a sibling relation in the Chinese ge-
nealogy is considered. For example, a father’s younger brother (Chinese: shushu)
has a different terminology than his older brother (Chinese: bobo); 3) In both family
trees, the gender of the relative is distinguished.

2.3 Description of Family Tree Models

This work follows a model structure for construction of the algorithms of the CFT and
OFT (see Figure 1). The model has the following characteristics: 1) Circle are female
individuals and Square is male individuals; 2) The red line means marriage; 3) The
descendants are only linked to males. This model uses some fundamental concepts

Fig. 1 Model Structure in Family Tree

of graph. Such a family tree is connected acyclic graph that can mathematically
be expressed G = (V, A) where V = vy, vy, ..., v, is a set of Vertices and A =
ai, a, ..., a, is a set of Edges. The edges have a label (E) identifying a vertex v is
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married, ascendant or descendant of u. For marriage relationship the model has the

label v — u, it means that vertex v is married with u or u is married with v. For
. . A . .

relationship of ascendant the model has the label v — u, it means that vertex v is

ascendant of u. For relationship of descendant the model has the label v 2> u, it
means that vertex v is descendant of u. To determine the relationship of individuals
v and u in family tree, it needs to calculate the path C,_, between these two vertices
by equation C,,_, = Y \_, E;,Vi € N.

Breadth-First Search (BFS) Algorithm is used on the Source vertex and Target
Vertex to obtain the value of C, . It’s observed that there is only one path between
v and u. With C,_, value, it’s possible to determine the relationship between v and
u using the Table 1 (simplified table).

Table 1 Simplified Table

Relationship (v,u) Value
Father(v,u) A
Mother(v,u) AM

Great GrandFather(v,u) AAA or AMA
Great GrandMother(v,u)| MAAA or MAAMA

Son(v,u) D or DM
Brother(v,u) DA
GrandSon(v,u) DD or DMD
Cousin(v,u) DDAA or DDAMA

3 Related Work

Family trees have been a topic of interest for researchers. Various approaches for
visualizing tree-like structures have been researched.

Keller et al. [1] discusses the layout of a family tree that emphasizes temporal
data. The ancestors and descendants are laid out radially around a centered person.
The layout also supports dynamic interaction with the family tree.

McGuffin et al. [2] considered the general problem of visualizing family trees, or
genealogical graphs, in 2D. Given a graph theoretic analysis, which identifies why
genealogical graphs can be difficult to draw. This motivates some novel graphical
representations, including one based on a dual-tree, a subgraph formed by the union
of two trees.

Johnson et al. [7] describes a novel method for the visualization of hierarchically
structured information. The Tree-Map visualization technique makes 100% use of
the available display space, mapping the full hierarchy onto a rectangular region in
a space-filling manner. This efficient use of space allows very large hierarchies to be
displayed in their entirety and facilitates the presentation of semantic information.
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4 Family Tree Search Algorithms

4.1 OFT Algorithm

The pseudocode of OFT algorithm was developed with details explaination of inter-
action in following. To determine the value for variable path, the distance between
vertices v and u needs to be calculated using Algorithms 2.

The method Custom BF'S requires that a undirected graph G = (V, A) is passed
by parameter and a vertex v from which to start the search. The vertices are numbered
from1ton =|V|,i.e. V = {1, 2, ..., n}. This method has a queue Q and a list D of
relationships of all vertices from v. While Q is not empty then captures and removes
a element (Dequeue operation). If w € adj(v') and w is not visited then do D[w]
receives D[v] plus A(w, v) and then insert w in Q. The method A(x, y) is the value
of relationship (D, A or M) between individuals. Lastly, the method returns the full
path between vertices v and u.

The variable path will be parameter in the method get NameRelashionship
that must return name of relationship between v and u according to Table 1. This
algorithm is with the time complexity of O(|V| + |A|), which is similar to the
complexity of BFS algorithm.

Algorithm 1. Occidental family tree algorithm

Require: Graph G(V, A), v (Source vertex) and u (Target vertex)
Ensure: C,
path= BFS(G, v, u)
relationship = get Name Relashionship(path){Search in Table 1}
print relationship

Algorithm 2. Custom BFS

Ensure: A list D of relationships of all vertices from v.
Q <« [v]; D <[00, 00,...,00]; D[v] < 0;
Enqueue(Q, v)
while |Q| > 0 do

v/ < Dequeue(Q)
while w € adj (v') do
if D[w] = oo then
D[w] < D[V']+ A(w, V)
Enqueue(Q, w)
end if
end while
end while
return PATH = Dlu]
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4.2 CFT Algorithm

This subsection shows pseudocode of CFT algorithm with details about interaction.
To determine the value of path, the distance between vertices v and u should be calcu-
lated using Algorithm 2. Obtaining the value of the variable path, the algorithm will
check the hierarchy (paternal, maternal or none) and age (older, young or none). The
variables side,age and path are parameters in the method get Name Relashionship
that return name of relationship between v and u according with Table 1.

Algorithm 3. Chinese family tree algorithm

Require: Graph G(V, A), v (Source vertex) and u (Target vertex)
Ensure: C,_,
path = BFS(G, v, u); side < J; age < &
if path is paternal then
side < paternal
else
if path is maternal then
side <— maternal
end if
end if
age < getHierarchical ByAge(G, v, u) {older or young}
relationship = get NameRelashionship(path, side, age){Search in Table 1}
print relationship

The Algorithm 3 has time complexity of O (|V |4]A|+|M|), which is similar to the
complexity of BFS added the time complexity of themethod get Hierarchical By Age.
The age of u and v is calculated based on the birth date and compares with M elements
(both genders: male and female) that are on the same level in the tree (i.e. brothers, un-
cles or cousins).

5 Study of Case - Succession of Ascendants

The case of the succession of ascending was selected because it is a real problem
concerning the goverment administration in Brazil. The bid of a great project or to
establish an office of a congress man, the related paricipants should not be the relatives
of the authority that manages this project according to Brazilian Civil Code (Art. 1836
[81): In the absence of descendants, the ascendants are called to the succession in
competition with the surviving spouse. §1° In the class of ancestors, the nearest
degree excludes the most remote, without distinction of lines. §2° Occurring equal in
degree and diversity at the same level, the ascendants of the paternal line (or side)
inherit half and the other half to the maternal line (side).

From generic family tree where exist a reference point called ME, it is represented
by color purple. Both models discussed in this work on generic family tree and extract
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Fig. 2 Occidental Genealogical Graph

the necessary information which can be applied to support the Brazilian Civil Code
correctly without errors in the identification of lineages.

First, the application of the OFT model presents the result in a family tree (see
Figure 2) where the ascendants are represented by green color, the descendants by
blue and the brothers (or sisters) by yellow. There is a label in each edge informing
the relation name of each individual with ME. In this model, it is observed that do not
have distinction between the ascending by lineage and that does not apply correctly
the law described in Art. 1836, because not known who is paternal and maternal side
this family tree.

However, using the CFT model presents the result in a family tree (see Figure 3)
that the descendants are represented by blue color, brothers (or sisters) represented by
yellow, the ascendants of maternal side represented by pink and the ascendants of pa-
ternal side represented by black. With this model, it is able to apply correctly the law
of succession of ascending, because it differentiates the lineages (paternal and mater-
nal). So the law can be applied correctly and no prejudice any of the involved parties.
The algorithms over a generic family tree together with Prefuse Framework [6]
are applied to get two genealogical graphs, OFT (Figure 2) and CFT (Figure 3)
models.

The results show that the computational cost is higher in CFT model, but it pro-
vides greater gain information, and produces in details the relationships between the
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Fig. 3 Chinese Genealogical Graph

individuals in the family tree. In a real situation the information about ascendant of
the maternal or paternal side can be observed: the CFT model is better than OFT
because it separates clearly the maternal and paternal lines, i.e., decreasing the search
for a particular element by half of the ascendants.

6 Conclusions

This research is developed to search the elements of successors in a family tree, and
to detect the difference between Chinese Family Trees (CFT) and Occidental Family
Trees (OFT). By distinguishing the maternal and paternal sides, the CFT is more
efficient than OFT regardless of the size of the tree, and even can reduce half of
the search time. The CFT model is effective in the application by identify the age
relationship between the elements in the tree.

The paper also shows clearly the comparison between OFT and CFT models and
presents the fundamental information on both models. From the comparison results,
it implies that the CFT model is more computationally costly than OFT model,
but it has a higher number of information that helps to identify more clearly the
relationships in a genealogy tree. Thus, in situations with the necessary for more
accurate information to find relations between individuals in a large scale tree, CFT
model has a better solution by providing more detail relationship information in the
family tree. The future work may concentrate the deeply study of more complete
family trees as case study to show the benefits of application of CFT.
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Combination of Trees for Guillain-Barré
Subtype Classification

Juana Canul-Reich, Juan Frausto-Solis, José Hernandez-Torruco
and Juan José Méndez-Castillo

Abstract Guillain-Barré Syndrome (GBS) is an autoimmune neurological disorder
characterized by a fast evolution. Complications of this disorder vary among the
different subtypes. In this study, we use a real dataset that contains clinical, sero-
logical, and nerve conduction test data obtained from 129 GBS patients. We apply
three different decision tree classifiers: C4.5, C5.0 and random forest to predict GBS
subtypes in two classification scenarios: four subtype classification and One vs All
(OVA) classification. We evaluate performance under train-test scenario. Experi-
mental results showed comparable performance among all classifiers, although C5.0
slightly outperformed both C4.5 and random forest. Further experiments are being
conducted. This is an ongoing research project.

Keywords Data mining and processing + Ensemble methods - Train-test -
Performance evaluation + AUC

1 Introduction

Guillain-Barré Syndrome (GBS) is an autoimmune neurological disorder charac-
terized by a fast evolution, usually it goes from a few days up to four weeks.
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Complications of GBS vary among subtypes, which can be mainly Acute Inflam-
matory Demyelinating Polyneuropathy (AIDP), Acute Motor Axonal Neuropathy
(AMAN), Acute Motor Sensory Axonal Neuropathy (AMSAN) and Miller-Fisher
Syndrome (MF) [4, 8].

In this study, we investigate the predictive power of a reduced set of only 16
features selected from an original dataset of 365 features. This dataset holds data
from 129 Mexican patients and contains the four aforementioned GBS subtypes. We
apply three different decision tree classifiers: C4.5, C5.0 and random forest. Random
forest and C5.0 are two of the most widely used ensemble methods due to their high
performance in classification problems of diverse nature. Also, these two methods
differ in the ensemble approach they use. Random forest applies bagging while
C5.0 uses boosting. In principle, ensemble learning combines multiple classifiers
with the aim of obtaining better predictive performance than that obtained using
solely one of the constituent classifiers[10]. We compare the results from these two
ensemble methods with those encountered by a single classifier, C4.5. We selected
C4.5 as a benchmark classifier due to its competitive performance in classification
applications, as well as its simplicity of implementation. Further experiments with
other algorithms will follow.

This paper is organized as follows. In section 2, we present a description of the
dataset, metrics used in the study, a brief description of the classifiers, experimental
design, as well as the C5.0 and random forest tuning procedures. In section 3, we
show and discuss the experimental results. Finally in section 4, we summarize results,
give conclusions of the study, and also suggest some future directions.

2 Materials and Methods

2.1 Data

The dataset used in this work comprises 129 cases of patients seen at Instituto
Nacional de Neurologia y Neurocirugia located in Mexico City. There are 20 AIDP
cases, 37 AMAN, 59 AMSAN, and 13 Miller-Fisher cases. Hence, there are four
GBS subtypes in this dataset. In a previous work [2], we identified a set of 16 rel-
evant features out of an original 365 features. The features are listed in Table 1.
The first four features are all clinical and the remaining features come from a nerve
conduction test.

2.2 Performance Measures

We used typical performance measures in machine learning such as sensitivity, speci-
ficity, error rate, ROC curves and Kappa statistic [3, 9]. Also we included average
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Table 1 List of features used in this study.

Feature Feature

label name

v22 Symmetry (in weakness)

v29 Extraocular muscles involvement

v30 Ptosis

v31 Cerebellar involvement

v63 Amplitude of left median motor nerve

v106 Area under the curve of left ulnar motor nerve
v120 Area under the curve of right ulnar motor nerve
v130 Amplitude of left tibial motor nerve

v141 Amplitude of right tibial motor nerve

v161  Area under the curve of right peroneal motor nerve
v172 Amplitude of left median sensory nerve

v177 Amplitude of right median sensory nerve
v178 Area under the curve of right median sensory nerve
v186 Latency of right ulnar sensory nerve

v187 Amplitude of right ulnar sensory nerve

v198  Area under the curve of right sural sensory nerve

accuracy and balanced accuracy. The former used in four GBS subtype classifica-
tion, since it is a more suitable measure for multiclass classification problems [7].
The latter used in OVA classification, because it is a better performance estimate of
imbalanced datasets [9].

2.3 Classifiers

In this study, we apply three different decision tree classifiers: C4.5, C5.0 and random
forest. Random forest and C5.0 are two of the most widely used ensemble methods
due to their high performance in classification problems of diverse nature. Also,
these two methods differ in the ensemble approach they use. We selected C4.5 as a
benchmark classifier due to its competitive performance in classification applications,
as well as its implementation simplicity. A brief description of each method is shown
below.

C4.5. C4.5 [6] builds a decision tree from training data using recursive partitions.
In each iteration, C4.5 selects the attribute with the highest gain ratio as the attribute
from which the tree branching is performed. This results in a more simplified tree.

Random Forest (RF). Random Forest, introduced by Breiman and Adele Cutler
[1], builds a bootstrap ensemble of CART trees. The class for a new instance is given
by the majority vote of this ensemble.



74 J. Canul-Reich et al.

C5.0. C5.0 is a improved version of C4.5, introduced by Quinlan [6]. Its major
improvement is the implementation of boosting, which gives trees higher precision.

2.4 Experimental Design

We used the 16-feature subset, described in section 2.1, for experiments. We added
the GBS subtype as class variable. Finally, we created a dataset containing the 129
instances and 17 features. We used train-test evaluation scheme in all cases. We used
two-thirds for train and one-third for test. We performed 30 runs where we applied
each of the methods listed in section 2.3. For each run, we computed accuracy,
sensitivity, specificity, Kappa statistic and AUC. Finally, we averaged each of these
quantities across the 30 runs. In each run, we set a different seed to ensure different
splits of train and test sets across runs, then we had all classifiers use the same seed
at same run. These seeds were generated using Mersenne-Twister pseudo-random
number generator [5].

We performed experiments in two classification scenarios: four GBS subtype
classification and One vs All classification (OVA). In the first scenario, the four
GBS subtypes were included in the dataset at the same time, that is, AIDP, AMAN,
AMSAN and MF. For OVA classification, we created four new datasets, as the number
of GBS subtypes in the dataset. In each dataset, the instances of one class were marked
as the positive cases and the instances of the remaining classes were marked as the
negative cases.

2.5 Parameter Optimization/Setting

C5.0. C5.0 requires tuning the number of trials. This tuning was performed by 30
train-test runs using different numbers of trials from 5 to 100. Figure 1 shows the
tuning results. The lowest average error rate across 30 train-test runs was obtained
with a number of trials = 55. This number of trials was used for all experiments with
C5.0.

Random Forest. Random forest has only two tuning parameters: the number of
variables in the random subset at each node and the number of trees in the forest. The
R implementation used in this work is capable of effectively tuning the first parameter.
For the second one, we performed 30 train-test runs using different numbers of trees
from 100 to 1000. Figure 2 shows the tuning results. The lowest average error rate
across 30 train-test runs was obtained with a number of trees = 700. This number of
trees was used for all experiments with random forest.
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3 Discussion/Results

In this section, we show the results of the experiments in four GBS subtype and OVA
classification. All tables show the average results of each classifier across 30 runs for
each classification scenario. Also, the standard deviation of each metric is shown.

Table 2 shows four GBS subtype classification. All classifiers obtained an av-
erage accuracy above 0.90. The two ensemble methods, random forest and C5.0,
outperformed C4.5 in all metrics.

Table 3 shows AIDP vs ALL classification. C5.0 and C4.5 obtained a balanced
accuracy above 0.80. Values obtained in specificity were much higher than those
obtained in sensitivity in all classifiers. Low values were obtained in Kappa statistic in
all classifiers, between 0.6009 and 0.6407. Random forest had the lowest performance
in all metrics. Table 4 shows AMAN vs ALL classification. All classifiers obtained
a balanced accuracy above 0.90. Specificity was a little higher than sensitivity in all
classifiers. Again, random forest obtained the lowest values in all metrics. Overall,
the highest classification performance was obtained in AMAN vs ALL.
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Table 2 Average results across 30 runs in four GBS subtype classification.

Average
Method Accuracy Accuracy Sensitivity Specificity Kappa
RF 0.9366  0.8390 0.8120 0.9544  0.8090
0.0245  0.0803 0.0812 0.0178 0.0748
C5.0 09272 0.8398 0.8126 0.9476  0.7825
0.0251 0.0789 0.0749 0.0191 0.0746
C45 09114  0.8085 0.7727 0.9356 0.7348
0.0283  0.0827 0.0727 0.0218 0.0850

Table 3 Average results across 30 runs in AIDP vs ALL classification.

Balanced

Method Accuracy Accuracy Sensitivity Specificity Kappa AUC
C5.0 0.8171  0.9048 0.6944 0.9398  0.6266 0.8171
0.0976  0.0556 0.1861 0.0565 0.1806 0.0976

C45 08042  0.8984 0.6722 0.9361  0.6009 0.8042
0.0902  0.0496 0.1932 0.0611  0.1545 0.0902

RF 0.7769  0.9270 0.5667 0.9870  0.6407 0.7769
0.0888  0.0306 0.1836 0.0289  0.1645 0.0888

Table 4 Average results across 30 runs in AMAN vs ALL classification.

Balanced

Method Accuracy Accuracy Sensitivity Specificity Kappa AUC
C5.0 09136  0.9302 0.8750 0.9522  0.8290 0.9136
0.0487  0.0385 0.0948 0.0461 0.0911 0.0487

C45 09067  0.9238 0.8667 0.9467 0.8124 0.9067
0.0548  0.0377 0.1129 0.0416  0.0933 0.0548

RF 0.9033  0.9214 0.8611 0.9456  0.8069 0.9033
0.0550  0.0406 0.1057 0.0424  0.1006 0.0550

Table 5 shows AMSAN vs ALL classification. All classifiers obtained a balanced
accuracy above 0.85. Specificity values were a little higher than those of sensitivity
in all classifiers. In this case, C5.0 performed the worst from all classifiers. Table
6 shows MF vs ALL classification. Only C5.0 obtained an average accuracy above
0.80. Specificity was a little higher than sensitivity in all classifiers, although in
this case the difference between them was much higher than in previous cases. This
classification obtained the lowest results of all classification cases.

Figure 3 shows the median ROC curve values of all the classifiers in OVA clas-
sification. That is, from each OVA classification results across 30 runs, the median
ROC curve value was selected of each classifier. The median value was selected to
illustrate the fairest result across 30 runs. The highest median ROC curve values were
obtained in AMAN vs ALL classification, ranging from 0.9083 to 0.9167. Second
best was AMSAN vs ALL, ranging from 0.8867 to 0.8993. The worst values were
obtained in MF vs ALL, ranging from 0.7236 to 0.8486. In short, the best results were
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obtained in the classification cases with the two majority classes present, AMAN vs
ALL and AMSAN vs ALL.

Experimental results show the three classifiers are comparable. Nevertheless, it is

noteworthy than in three of four OVA classifications, random forest had the lowest
performance. Finally, all classification models resulted more specific than sensitive.

Table 5 Average results across 30 runs in AMSAN vs ALL classification.

Balanced

Method Accuracy Accuracy Sensitivity Specificity Kappa AUC
RF 0.8924  0.8960 0.8544 0.9304 0.7889 0.8924
0.0429  0.0417 0.0814 0.0621  0.0849 0.0429

C45 0.8852  0.8865 0.8719 0.8986 0.7703 0.8852
0.0486  0.0450 0.1031 0.0515  0.0929 0.0486

C5.0 0.8782  0.8810 0.8491 0.9072  0.7588 0.8782
0.0494  0.0480 0.0779 0.0532  0.0978 0.0494
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Table 6 Average results across 30 runs in MF vs ALL classification.

Balanced

Method Accuracy Accuracy Sensitivity Specificity Kappa AUC
C5.0 0.8048 09167 0.6667 0.9430 0.5601 0.8048
0.1329  0.0487 0.2653 0.0484  0.2145 0.1329

C4.5 0.7691  0.9127 0.5917 0.9465 0.5002 0.7691
0.1481 0.0416 0.3043 0.0423  0.2489 0.1481

RF 0.7463  0.9254 0.5250 0.9675 0.4973 0.7463
0.1519  0.0311 0.3104 0.0246  0.2599 0.1519

4 Conclusions

In four GBS subtype classification, we obtained an average accuracy >=0.90 with all
the classifiers investigated. In OVA classification, the two majority classes obtained
the best classification results, that is AMAN vs ALL and AMSAN vs ALL. Besides,
the analysis performed in this work provides insight about the best classifiers for
each classification case. From the medical point of view, the reduced number of
features used to predict the four GBS subtypes could guide physicians to design a
faster, simpler and cheaper diagnosis of the case. However, a predictive model using
only clinical variables would be more effective for both patients and physicians since
additional studies would be avoided. Currently, we are investigating the building of
such model.
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Deep Neural Network Architecture
Implementation on FPGAs Using
a Layer Multiplexing Scheme

Francisco Ortega-Zamorano, José M. Jerez, Ivin Gomez and Leonardo
Franco

Abstract Inrecent years predictive models based on Deep Learning strategies have
achieved enormous success in several domains including pattern recognition tasks,
language translation, software design, etc. Deep learning uses a combination of tech-
niques to achieve its prediction accuracy, but essentially all existing approaches are
based on multi-layer neural networks with deep architectures, i.e., several layers of
processing units containing a large number of neurons. As the simulation of large
networks requires heavy computational power, GPUs and cluster based computation
strategies have been successfully used. In this work, a layer multiplexing scheme is
presented in order to permit the simulation of deep neural networks in FPGA boards.
As a demonstration of the usefulness of the scheme deep architectures trained by the
classical Back-Propagation algorithm are simulated on FPGA boards and compared
to standard implementations, showing the advantages in computation speed of the
proposed scheme.

Keywords Hardware implementation - FPGA - Supervised learning + Deep neural
networks + Layer multiplexing

1 Introduction

Neural Networks models have been successfully applied to a wide range of domains
in clustering and classification problems in the last three decades [1, 2]. In particu-
lar, regarding supervised problems included in the broad area of pattern recognition,
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most of the strategies have been based on the utilization of feed forward neural net-
work architectures (FFNN) trained by versions of the well known Back-Propagation
algorithm (BP) [3, 4]. One important issue at the time of the implementation of
FFNN models is the choice of an adequate architecture [5], that essentially consists
of deciding how many hidden layers and neurons to include. It has been observed that
the performance of the BP algorithm decreases when a large number of hidden layers
are used and so the standard strategy before the irruption of Deep Learning strategies
[6] have been to use single hidden layer architectures. Deep Learning is a relatively
new technique belonging to the artificial intelligence and machine learning areas
that have achieved state-of-the-art results in several recent competitions [7]. There
are several approaches for their implementation, as training is a complex process,
but in all cases the new characteristic in relationship to previous FFNN approaches
is the fact that large (deep and wide) neural network architectures are used. Just to
give some numbers, a typical deep learning architecture might include from 5 to
15 hidden layer of neurons with a number of neurons in each hidden layer in the
order of the several hundreds or thousands [8]. Training these large networks using
standard BP is computationally intensive but also faces the problem of the vanishing
gradient problem [9] that makes the training process even slower. To improve the
training performance under Deep Learning schemes several strategies have been de-
veloped, most of them based on some pre-training phase used to find good starting
point synaptic weights from which apply the final supervised phase.

Current implementations of Deep Learning models require the use of parallel
strategies to speed up the training process. In this sense alternatives based on cluster
computing, GPUs and FPGAs are sensible strategies, each of them having their
benefits and drawbacks [10, 11]. Field Programmable Gate Arrays (FPGA) [12] are
reprogrammable silicon chips, using prebuilt logic blocks and programmable routing
resources that can be configured to implement custom hardware functionality. The
main advantage of FPGAs in comparison to PC implementations lies on their intrinsic
parallelism but with the disadvantage over PCs and GPUs that they are programmed
using VHDL that usually is harder and time consuming. FPGA implementations of
neural networks have been analyzed in several studies [13, 14, 15]. Even if recent
advances in the computational power of these boards have permitted an increase in the
size of the architectures that can be implemented, they are still limited, and in general,
the number of layers in the architecture should be prefixed before its application. For
this reason, we introduce in this work a layer multiplexing scheme for the on-chip
training of deep feedforward neural architectures using the BP algorithm, in which
only a single layer of neurons is physically implemented , but this layer can be reused
any number of times in order to simulate architectures with several hidden layers,
the on-chip learning implementations includes both training and execution phases of
the algorithm [15, 16]. Regarding this type of approach, Himavathi et al. [17] have
used it previously for neural network training but under an off-chip learning scheme,
in which only the synaptic weights of the final model are transmitted to the FPGA
that acts as a hardware accelerator.
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2 FPGA Layer Multiplexing Scheme Implementation
of the BP Algorithm

We describe in this section the layer multiplexing scheme for the Back-Propagation
algorithm, which will be divided in 3 different sequential processes: the computation
of the neuron output values (S), the calculation of the deltas of each neuron (§), and
the update of synaptic weights. Given the logic of the Back-Propagation algorithm,
in which the S values are obtained in a forward manner (from the input towards
the output) while the deltas are computed backwards, and that finally the weights
updating is executed with the values previously obtained, the three processes are
sequentially implemented.

The S values of every layer are obtained as a function of the S values of the
previous layer neurons except for those from the first hidden layer which processes the
information of the current input pattern. On the contrary, the § values are computed
backwardly, i.e., the § values associated to a neuron belonging to a hidden layer
are computed as a function of the § values of the a deeper hidden layer, except
for the last hidden layer which computes its § values as a function of the error
committed on the current input pattern. The updating process is carried out with the
S and § values of every layer, so it is necessary to store these values when they are
computed to be used for the system when they are required. Thus, the structure of
the Back-Propagation algorithm allows the whole process to be implemented using
a layer multiplexing scheme but nothing that forward and backward phases should
be considered separately, as S and § values cannot be computed in a single forward
phase.

The deep design of the Back-Propagation algorithm is based on a layer multiplex-
ing scheme in which only one layer is physically implemented, being reused 3 x N
times in order to simulate a whole neural network architecture containing N hidden
layers. Fig. 1 shows as in a layer multiplexing scheme the same whole process is
carried out but by reusing the structure of the single implemented layer.

The implementation of the layer multiplexing scheme requires a precise control
of the layer that is simulated in every moment, and, for this reason, a register called
“Current Layer” is used. For each pattern, the process starts with the forward phase
in which the outputs of the neurons are computed in response to the input pattern.
This first phase starts by introducing an input pattern in the single multiplexing layer
and by setting the variable “Current Layer” set to 1. Then the neurons’ outputs
are computed, stored in the distributed RAM memory and transmitted back to the
input to calculate the following layer outputs, and thus the variable “Current Layer”
is increased. The same process is repeated sequentially until the “Current Layer”
value is equal to the maximum number of layers, previously defined by the user
and stored in the “Max Layer” register. When the last layer is reached the neurons
output is computed together with the error committed in the pattern target estimation
and these error values are stored in a register for its use in the second phase. The
second phase involves the backward computation of the delta values, and the first
computation involves the calculation of the delta values of the last layer. Once these
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Fig. 1 Layer multiplexing scheme for the simulation of deep feed-forward neural network archi-
tectures.
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Fig. 2 Schematic representation of the layer multiplexing procedure used for the implementation
of the BP algorithm.

values are obtained, they are backwardly transmitted to the previous layer in order to
compute the delta values for these set of neurons. With these delta values a recurrent
process is used to obtain the delta values of the rest of the layers until the input layer
values are obtained (“Current Layer = 17). At this point the third phase is carried
out in order to update the synaptic weights, and finishing one pattern iteration of the
process.
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Table 1 Main specifications of the Xilinx Virtex-5 XC5VLX110T FPGA board.

Device Slice Slice |Bonded| Block

Registers | LUTs | IOBs | RAM
Virtex-> |69 100 [69,120] 34 | 148
XC5VLX110T

The Fig. 2 shows a scheme of the architecture block that performs the layer
multiplexing procedure for physically implementing a single layer of neurons. This
single layer is composed of A neurons blocks implemented in order to compute
the neuron‘s output (S) and the & values, that will later be used for the update of
the synaptic weights. The value of A (limited by the board resources) will be the
maximum number of neurons for any hidden layer. The neuron blocks manage their
own synaptic weights independently of the rest of the architecture, and thus they
require a RAM block attached to them. The architecture block also includes memory
blocks to store the S and § values computed for every layer and also for the different
input and output signals that are described below.

The input signals are the pattern to be learned, the signal that indicates a new
pattern is introduced (New_pattern), the configuration and control data sets, in-
cluding also the S and 6 values. The configuration data set includes the parameters
set by the user to specify the neural network architecture, including the number of
hidden layers, the number of neurons in each of these layers, learning parameters,
etc. The control data set are signals that the control block needs for managing the
process of the algorithm to activate the right procedure in every moment. The output
signals comprise the output (S) and the § values for every layer, the training error
of the current pattern, and the ready signals for the validation and training processes
which are integrated in the control data set.

3 Results

We present in this section results from the implementation of both algorithms (BP
and C-Mantec) in a Xilinx Virtex-5 board. Table 1 shows some characteristics of the
Virtex-5 XC5SVLX110T FPGA, indicating its main logic resources.

Several test cases were analyzed to verify the correct FPGA implementation of
the model, comparing the results with those obtained from a PC and with previously
published results. These tests were carried out using a 50-20-30 splitting for the
training, validation and generalization sets respectively, with a learning rate (n) value
fixed to 0.2 in all experiments, and using data from the well-known Iris set.

Table 2 shows the generalization ability obtained for several architectures with dif-
ferent numbers of hidden layers for PC and FPGA implementations. The first column
indicates the number of hidden layer present in the architecture, the second column
shows the generalization obtained using the PC implementation (mean computed
over 100 independent runs), while third and fourth columns shows the results for
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Table 2 Generalization ability for the Iris data set for neural network architectures with different
numbers of hidden layers for PC and FPGA implementations.

Type Implementation
Layers PC FPGA
Layer Multiplexing |Fixed Layers
1 0.9376 0.9391 0.9406
2 |0.9516 0.9442 0.9471
3 0.9518 0.9493 -
5 0.9333 0.9371 -
7 0.8702 0.8842 -
10 ]0.5273 0.5998 -
15 ]0.3064 0.3120 -

Table3 Computation times expressed as a function of the number of hidden layers (X) in the neural
architectures for the PC and layer multiplexing FPGA implementations for the cases of including
5 and 20 neurons in each of the layers.

# Neurons
5 20
PC 1.11- X +6.25 1.26- X +5.75
FPGA [0.044 - X +0.028 | 0.134 - X + 0.029

Device

two different FPGA implementations: the layer multiplexing scheme proposed in
this work and the fixed layer scheme utilized in Ref. [18] (only available for archi-
tectures with one and two hidden layers). The number of neurons in each of the
hidden layers was fixed to five and the number of epochs set to 1000. The maximum
number of layers shown in the table is 15 because from this number of hidden layers
on the obtained generalization is approximately one third, that is the expected value
for random choices for a problem with three classes.

From the results shown in Table 2 it can be seen that the obtained values for
generalization are approximately similar for the three implementations considered,
and that regarding the number of hidden layers present in the neural architectures the
performance of the BP algorithm is relatively stable for architectures with up to 5
hidden neuron layers point from which the generalization accuracy start to decrease
to reach the level expected for random choices for a number of layers equal to 15.

Fig. 3 shows the whole learning procedure execution time (in seconds and in
logarithmic scale (right Y-axis)) for PC and FPGA implementations a function of
the number of hidden layers present in the architecture with five (a) and twenty (b)
neurons per layer. The graph also shows a third curve that indicates the number of
times (#Times, in linear scale) that the FPGA implementation is faster than the PC
one. The number of epochs used was of 1000.

Table 3 shows the results of a linear fitting for the computation time for a variable
number of hidden layers, indicated by X in the equations shown. The fitted values
were obtained from the cases shown in Fig. 3 for the FPGA and PC implementation
in which the number of neurons in each of the hidden layers are fixed to five and
twenty.
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50— T T T T T T T T — 110 50— T T T T T T T T — 110

70

0.05 o PC 30 50
—8— FPGA

—¥— #Times

Number of times FPGA is faster than PC
Number of times FPGA is faster than PC

1 2 3 8 9 10 1 2 3 8 9 10

4 5 6 7 4 5 6 7
Number of hidden layer Number of hidden layer

(a) (b)

Fig. 3 Time and number of times that the FPGA is faster than the PC as a function of the number
of hidden layers of the architecture (a) 5 neurons and (b) 20 neurons.

4 Discussion and Conclusions

We have introduced in this work an FPGA implementation for deep neural network
architectures using a layer multiplexing scheme. The layer multiplexing scheme used
permits to simulate a neural network with several hidden layers by only implementing
physically a single hidden layer of neurons. Main advantages of this approach are that
very deep neural network architectures can be analyzed through a simple and flexible
framework with a very efficient FPGA resource utilization. The implementation has
been tested and compared to an existing PC one, obtaining that for a large number of
hidden layers the FPGA implementation is approximately 20 to 30 times faster than
the PC one. The layer multiplexing scheme used permits in principle the simulation
of very deep networks with any number of hidden layers, but memory resource
constraints limit the current implementation to approximately hundred hidden layers,
that from the point of view of existing Deep Learning models is quite large. The on-
chip implementation carried out includes also a validation phase to avoid overfitting
effects. Using the Back-Propagation algorithm for training the several hidden layers
architectures shown that the performance of the standard BP algorithm starts to
degrade when 10 or more hidden layers are present in the architectures, so additional
strategies are needed in order to improve the training. In this sense, we believe that
the present implementation will facilitate the study of this and related issues, helping
to understand very deep neural networks.

Acknowledgements The authors acknowledge support from Junta de Andalucia through grants
P10-TIC-5770, from CICYT (Spain) through grant TIN2014-58516-C2-1-R, and from the Uni-
versidad de Malaga, Campus de Excelencia Internacional Andalucia Tech (all including FEDER
funds). And thanks Yachay Tech for financial support for science research.



86

F. Ortega-Zamorano et al.

References

10.

11.

15.

16.

17.

18.

. Haykin, S.: Neural Networks: A Comprehensive Foundation, 2nd edn. Prentice Hall PTR,

Upper Saddle River (1998)

Reed, R.D., Marks, R.J.: Neural Smithing: Supervised Learning in Feedforward Artificial
Neural Networks. MIT Press, Cambridge (1998)

Werbos, P.J.: Beyond Regression: New Tools for Prediction and Analysis in the Behavioral
Sciences. PhD thesis, Harvard University (1974)

Rumelhart, D., Hinton, G., Williams, R.: Learning representations by back-propagating errors.
Nature 323(6088), 533-536 (1986)

. Gémez, 1., Franco, L.: Neural network architecture selection: Can function complexity help?

Neural Processing Letters 30, 71-87 (2009)

Hinton, G.E., Osindero, S., Teh, Y.W.: A fast learning algorithm for deep belief nets. Neural
Comput. 18(7), 1527-1554 (2006)

Schmidhuber, J.: Deep learning in neural networks: An overview. Neural Networks 61, 85-117
(2015)

Ciresan, D.C., Meier, U., Gambardella, L.M., Schmidhuber, J.: Deep, big, simple neural nets
for handwritten digit recognition. Neural Computation 22(12), 3207-3220 (2010)

Glorot, X., Bengio, Y.: Understanding the difficulty of training deep feedforward neural net-
works. In: Proceedings of the International Conference on Artificial Intelligence and Statistics
(AISTATS 2010). Society for Artificial Intelligence and Statistics, pp. 249-256 (2010)
Suresh, S., Omkar, S.N., Mani, V.: Parallel implementation of back-propagation algorithm in
networks of workstations. IEEE Trans. Parallel Distrib. Syst. 16(1), 24-34 (2005)

Huqqani, A.A., Schikuta, E., Ye, S., Chen, P.: Multicore and {GPU} parallelization of neural
networks for face recognition. Procedia Computer Science 18, 349-358 (2013). 2013 Interna-
tional Conference on Computational Science

. Kilts, S.: Advanced FPGA Design: Architecture, Implementation, and Optimization.

Wiley-IEEE Press (2007)

. Le Ly, D., Chow, P.: High-performance reconfigurable hardware architecture for restricted

boltzmann machines. IEEE Transactions on Neural Networks 21(11), 1780-1792 (2010)
Kim, L.W., Asaad, S., Linsker, R.: A fully pipelined fpga architecture of a factored restricted
boltzmann machine artificial neural network. ACM Trans. Reconfigurable Technol. Syst. 7(1),
5-23 (2014)

Ortega-Zamorano, F., Jerez, J., Franco, L.: Fpga implementation of the c-mantec neural network
constructive algorithm. IEEE Transactions on Industrial Informatics 10(2), 1154-1161 (2014)
Dinu, A., Cirstea, M., Cirstea, S.: Direct neural-network hardware-implementation algorithm.
IEEE Transactions on Industrial Electronics 57(5), 1845-1848 (2010)

Himavathi, S., Anitha, D., Muthuramalingam, A.: Feedforward neural network implementation
in fpga using layer multiplexing for effective resource utilization. IEEE Transactions on Neural
Networks 18(3), 880-888 (2007)

Ortega-Zamorano, F., Jerez, J., Urda Munoz, D., Luque-Baena, R., Franco, L.: Efficient imple-
mentation of the backpropagation algorithm in fpgas and microcontrollers. IEEE Transactions
on Neural Networks and Learning Systems PP(99), 1-11 (2015)



Tracking Users Mobility Patterns Towards
CO, Footprint

Joao C. Ferreira, Vitor Monteiro, José A. Afonso and Joao L. Afonso

Abstract This research work is based on the development of a mobile application
and associated central services for tracking users’ movements in a city, identifying
the transportation mode and routes performed. This passive tracking generates
useful data about users’ habits, which are then associated with the CO, emission in
the form of a mobility invoice, with the goal of enabling the users to understand
their carbon footprint resulting from the users’ mobility process in the city.
The performance of the developed system is validated through experimental
tests based on data collected during six months from more than 2500 mobility
experiences.

Keywords Mobile application - Personalized data - Geographical system - Intelligent
public transportation - Carbon footprint

1 Introduction

CO, emissions in big cities due to transportation systems raise the need to improve
the sustainability and accessibility of collective transport, while simultaneously
promoting the use of more environmentally friendly transportation systems. In
this sense, it is important to make available adequate and updated information re-
garding the mobility options offered by transport operators and users. One important
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research work is to create a tool to measure the mobility of people in a city, identify-
ing passively the transportation mode, routes performed and associated times. In-
formation and communication technologies (ICT) have the potential to effectively
change the way people live and their mobility and energy consumption. Nowadays,
mobile devices incorporates many diverse and powerful sensors, like GPS, cameras,
microphones, light, temperature, direction (i.e., magnetic compasses) and accelera-
tion (i.e., accelerometers). Accelerometers with GPS can be used to perform activity
recognition [1], a task which involves identifying the physical activity of a user.
Activity inference provides the ‘what’ of a user’s context, whereas location sensors
(such as cell-tower/Wi-Fi localization and/or GPS) provide the ‘where’. This ‘what’
and ‘where’ information can be used by a number of mobile phone applications,
including physical fitness and health monitoring [2], recommendation systems, and
the study of environment and personal behavior. In this work, we explore the poten-
tial of a mobile device application designed to track users’ habits in a customized
way, using integrated accelerometers and GPS information, with the goal to create a
monthly user invoice related with their movements and used transportation modes
(e.g., bus, train, car, bike, walk, etc.). This approach allows the discovery of mobility
habits of millions of users passively, just by having them carry mobile phones in
their pockets. From the collected sensor data, it is possible to identify the user’s
transportation mode and also characterize the traffic conditions. In association with
the travelled distance, we can track the CO, emissions resulting from the user mobil-
ity and provide the information to the user in the form of a monthly invoice related
with the concept of carbon footprint [3].

The rest of the paper is organized as follows. Section 2 describes the tasks as-
sociated to data acquisition and classification. Section 3 describes the developed
transportation mode identification system and the corresponding performance
evaluation results. Section 4 concerns to the user mobility patterns, while Section
5 presents the proposed mobility invoice system. Section 6 presents the mobility
advisor to reduce the carbon footprint. Finally, Section 5 presents the conclusions
and future work.

2 Data Acquisition and Classification

The applied methodology is composed by a set of sequential processes. The first
process, identified as data collection, varies from case to case, being responsible
for the collection of huge amounts of data (big data). For testing purposes, we
used mobile device sensor data from 50 Lisbon area users, in a period correspond-
ing to the first six months of 2013. This phase involves the identification of outli-
ers and the removal of inconsistent data to reduce the number of records [4]. The
second process consists on data transformation into predefined classes (Fig. 1).
This is a process that is specific to each case study. Taking into account the
mobile device sensor data, Fig. I shows the 20 predefined classes (C; to Cj).
These classes are created based on accelerometer measurements in the three orien-
tation axis, as well as additional GPS data. The accelerometer data is divided into
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three dimensions: Z (vertical) is the upright direction; Y (longitudinal) is the direc-
tion of movement and X (transversal) is the steering direction. The transformation
process to merge original data into these predefined classes uses information of
two consecutive accelerometer data measurements, where the data value differ-
ence is classified into four scales: 1 - straight, when the measurement changes in
the module are less than 0.1 ms™; 2 - smooth, when it is more than 0.1 ms™ and
less than 0.5 ms?>; 3 - rough, when it is between 0.5 ms? and 2 ms?; 4 - very
rough, when it is more than 2 ms™.

3 Transportation Mode Identification

From the mobile device sensor data, it is possible to identify the transportation
mode that the user takes to go from A to B. Transportation mode detection has
been explored by [5-7], among others. All of these approaches use past data to
build a classification model that identifies the transportation mode and most of
these approaches use a combination of GPS and accelerometer data from the three
axes. From this data, it is possible to calculate the speed and the position. We de-
veloped this work based on a discrete approach using predefined data classes and
a training set of 250 cases, representing car travel (60), bus (50), train (30), under-
ground (40), walking (25), boat (20) and motorcycle (25). Table 1 shows an

—4 C, - Straight I
Events created based
on two consecutive data Vertical C, - Smooth
measurements 1 —
Measurement Z
Straight |Aa| < 0.1 ms® C, - Rough
Smooth |Ad| = [0.1; 0.5] ms™ 1
C, - Very Rough
Rough |Aa| =[0.5; 2] ms? o
Very Rough |Aq| >2 ms? Cs - Straight |
Accelerometer Perpendicular to Co - Smooth

—— movement

M t:
easurements Measurement X C, - Rough
—‘ C; - Very Rough

Values for sample time of ten
seconds (configurable parameter)

movement
i turn right
Horizontal -
. Movement direction
-+ R -

Measurement Y

C,y -Zero Speed - PT Stop
C,, -Zero Speed Stop none PT
C,, -None Zero Inertial Movement

C,, -Positive -Acceleration
C,; -Negative -Breaking

C,, -Positive -Acceleration
C,5 -Negative -Breaking

C,6to C,, Speed
classes

Fig. 1 Predefined data classes.



90 J.C. Ferreira et al.

Table 1 Sample of data training set with three transportation modes. All values represent
number of events after the second process.

Data Class Car (12 km) Bus (7.5 km) | Metro (2.3 km)
C, 23 314 2313
C, 2111 1350 112
C; 3312 4175 2
C, 34 65 0
C; 3402 3603 967
Cs 1501 2421 1223
C; 425 165 121
Cs 126 6 0
Cy 9 454 367
Cro 390 420 8
Cyy 1234 1242 634
Cp 1476 1580 1021
Cys 1021 1374 32
C,, 521 412 53
Cis 631 556 41
Cis 254 2860 430
Cpy 532 642 267
Cis 264 1210 412
Cpo 1375 1340 810
Cy 96 0 0

example of event count per class for three transportation modes (other modes are
omitted for simplicity purposes). Since we want a generic approach, the main
effort to perform is the transformation of raw data into these predefined classes, as
Table 1 shows. These classes can be increased to cover new situations, and when
not used should be treated as empty fields.

Our approach for public transportation mode identification is based on the value
of P(TM;|Cy), which means the probability of transportation mode j (7M,) given C;
measurements are discrete classes defined from accelerometer data as illustrated on
Figure 1. We use classes C; to Cj, using the Bayes theorem:

P(Ck|TM;)

P(TMj|Cy) = = )

o« P(C|TM;)P(TM)) (1)
where, TM; = Car, TM, = Bus, TM; = Train, TM, = Metro, TMs= Walk, TM, =
Boat and TM; = Motorcycle. We calculate P(TMj) as the number of cases for
transportation mode j divided by the number of cases in the training set, for exam-
ple, P(TM;) = 60/250 = 0.24. The same approach is used to calculate the other
values. For the probability P(Cy|TMj) = P({C},C,,..,Cy}|TMj), we assume the
independence of events, therefore:

P(Cy|TM;) = T122, P(Ci|TM;) P(TM;)) )
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where, P(Cy|TMi) is based on the training data set. Since the number of events
varies with the sampling time and the route distance, we perform a normalization
using the percentage. For example, for X-axis accelerometer data from car sam-
ples, we have 23 C; events, 2111 C, events, 3312 Cj; events and 34 C, events. This
totals 5480 events, so we have 0.4% of events in class C;, 38.5% in class C,,
60.5% in class C; and 0.6% in class C,. To avoid zero probability, since (2) is a
multiplication, we always introduce an offset of one in the counting process. This
is a similar process used in text classification through NB [8]. Taking into consid-
eration that the 60 cases correspond to trips performed by car, in the calculation of
the average of these values we reached the value of 0.5% for P(C;|TM;). From
other values of the training set we have P(C;|TM;) = 10% (this is higher because
of the waiting time at bus stations, where the user is immobile, which means that
C; events are being collected), P(C;|TM;3)=95%, P(C;|TM,)=91%,
P(C;|TM5) = 15%, P(C;|TMg) = 5%, and P(C;|TM;) = 2%. This collection process
with the class identification allows the determination of the transportation mode
because some events are characteristic of some transportation modes in particular.
For example, events in the C; class are common in railroad or underground trans-
portation, which implies very smooth changes in Z-axis acceleration. On the other
hand, if we have the majority of events in class C,, this indicates a motorcycle or a
boat. Meanwhile, the study of the acceleration shape allows differentiating the
boat from the motorcycle. C; means several speed limitation bumps or potholes in
the road in a vehicle or bus. Again, through the pattern of acceleration, it is possi-
ble to distinguish a pothole from a speed bump. Acceleration data from the X-axis
(Cgand C; classes) can be helpful to identify aggressive or drunk drivers.

Speed information from GPS is used to differentiate among walking, bicycling,
boat, and other transportation modes. Periodic stops are used to differentiate
among car/motorcycle and underground, bus or train. Motorcycle is better dis-
cerned from car transportation in high traffic periods, because the average speed is
higher and the position pattern is different. In order to distinguish metro from
train, we use the following heuristics: (1) Underground usually runs below ground
without a GPS signal; (2) Distances between stops in underground transportation
are usually smaller; (3) Altimetry information. Given the sensor information and
GPS traces, we predict the transportation mode among the available modes. This
is done calculating the probability P(TM;|D;), with (j = 1,...7) and (k = 1,...20),
and choosing the highest value. Table 2 presents performance results in a confu-
sion matrix. Results are available using 6 month data in more than 2500 recorded
mobility experiences. From this data we used 250 for training purposes and evalu-
ated 500 cases based on precision measurement (number of correct cases classi-
fied for that transportation mode divided by the transportation mode cases availa-
ble). We achieved high precision identification values for walking (97%) and car
(95%), having lower values for train (70%) and underground (72%). In 24% of
cases there was a classification change from underground to train.



92 J.C. Ferreira et al.

Table 2 Confusion matrix for the transportation mode identification.

™, | IM, | IM; | TM, | T™M; | T™M, | TM,
™; | 95% | 3% | 1% | 0% | 0% | 0% | 1%
™™, | 3% | 89% | 3% | 2% | 1% | 0% | 2%
™™; | 1% | 3% | 70% | 24% | 1% | 0% | 1%
™, | 0% | 2% | 24% | 2% | 1% | 1% | 0%
™; | 0% | 1% | 1% | 1% | 97% | 0% | 0%
™™, | 0% | 0% | 0% | 1% | 0% | 82% | 17%
™, | 1% | 2% | 1% | 0% | 0% | 17% | 79%

4 User Mobility Patterns

Other knowledge that can be extracted from the collected mobile device sensor
data is related with the information of the distinct locations where the users spend
their time throughout the day (e.g., home, work, shopping centers, restaurants,
etc.). From the data that we have collected, we are particularly interested in identi-
fying locations where people spend a great deal of time, and associating these
locations with in-formation about the environment, obtained from geographic
information system data sources. We have all GPS data and time stored in a user
mobility profile, in a cloud database, with the information about time and routes
(XML graph with time and GPS coordinates). It is possible to present the route
representation for that month with associated information of the transportation
mode, the number of times the route was performed, and also the temporal peri-
ods. Thus, it is possible to represent the time that a user spent in each location.
User mobility profile is stored in central server. Based on the information shown
in Fig. 2, it is possible to produce a monthly invoice.

Fig. 2 User movement in a monthly period and associated transportation mode.
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Mobility Invoice

Month: March 2014

Client n2: 1234

km Price per km Total

Car 48 0.10 4.80 €
Public Transportation 135 0.01 1.35€
Carpooling 102 0.03 3.06 €
9.21€

Train

o
e Thursday

12%

Wednesday
Carpooling 12%
34%

Tuesday

Metro Walk Monday 13%
17% 5% 13%

Fig. 3 Example of a mobility invoice, based on transportation mode identification and asso-
ciated distance.

5 Mobility Invoice System

Presently, carbon footprint is the most popular measure of environmental impact,
and it is used to refer the amount of greenhouse gas emissions that are produced
during the mobility process of a user. Using the knowledge discovery of transpor-
tation mode detection and associated distances, we are able to generate a monthly
report with the associated CO, emissions (see Fig. 3), where a price per km is
defined for each transportation mode [9][10]. From the tracking of user move-
ments, it is possible to improve public transportation routes and timing. Our inten-
tion is to show an important output, which is a result of the passive data collection
from mobile devices, and the consequent application of knowledge discovery to
sustainable transportation. It is possible to develop a suggestion system to reduce
this invoice and, consequently, reduce the CO, emissions in the city. This reduc-
tion can be achieved based on: (1) Carpooling system to reduce car usage; (2)
Public transportation information integration [11]. For this purpose, a mobile ap-
plication, developed based on current user position and taking into account the
user habits (past route performed), provides personalized advice to go from cur-
rent position to final destination based on public transportation availability (user
receives route and scheduling information). An example of a mobility invoice is
showed in Fig. 3, where users travel distance by transportation mode are used to
get a value, related with CO, emissions price based on values identified in Fig 4.
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Car: e 12.5 kg/(100 km)
: « 0,25 €/(100 km)
— Sharing
. e 12.5 kg/(100 km)
Pooling:
*Indirect CO2 in the energy « 0.25€/(100 km)
production process Divided by number of persons in the car

(depends on country
production).

— Bike and Walk

12.5 kg/(100 km)
0.25 €/(100 km)

Vehicle (ICE): °

Price per km —te  Private Electric*
Estimated prict_e o_f 20€ per_ Motorcycle:  * 8.5k g/(100 km)
Ton of CO2 emission used in yele: 0.17 €/(100 km)

the calculation

(Prices per Person) Divided by number of persons in the car

4.5 Kg/(100 km)
0.09 €/(100 km)

Metro/Train: °
.
Estimation based on average

values For ICE (Internal « 13 kg/(100 km)

Combustion Engine). b Air Plane: . 0.26 €/(100 km)
The emission depends on | Public .

vehic_le size and engine. Transportation Buses. « 6.5 kg/(100 km)

Bus, Train, Metro, Boat values . e 0.13 €/(100 km)

depends on occupancy.

e 4.5 kg/(100 km)

Boat: - 0.09 €/(100 km)

Fig. 4 Identification of the price per km of CO, emissions based on transportation mode.

6 Mobility Advisor to Reduce the Carbon Footprint

The main idea is to provide advice to reduce the carbon footprint based on histori-
cal user mobility data, through the matching of this data with public transport
services using the information of available routes and schedules. This approach
can be complemented with data integration of different information sources, such
as: car and bike sharing systems [11][12] and also carpooling [13]. These systems
are important to the growing interest of the sustainable transport systems, and to
reduce the growth of energy use, noise, air pollution and traffic congestion, due to
a decrease in the number of cars and to an increase in the shared use of electric or
low pollutant vehicles. Also, bike sharing systems permit door-to-door ride fea-
tures and allow to access areas of the city that are forbidden for other kind of vehi-
cles. Also, the integration of public transportation data can be used as comple-
ment. Through previous work, we integrate the access to several public transporta-
tion databases using a semantic approach described in [13] and the START project
[http://www.start-project.eu], where the integrated information available in mobile
devices increases the usage of public transportation among different experiences
in European project partners (England, France, Spain and Portugal). With this, it is
possible to have information about the schedule and the price of public transporta-
tion. With this information in a previous project we build a route planner that inte-
grates routes and public transportation [11].
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7 Conclusions

Tracking of user activity and associated mobility is now possible at low costs
through the use of mobile device sensor information. The data generated using this
approach is in the class of big data and has great impact in the study of user mobil-
ity habits. . In this work we show the application of this approach to the tracking
of user mobility in a city through the identification of the used transportation
modes, routes and times. This information can be transformed in an informative
CO, invoice, which allows users to be aware of their carbon footprint. Along with
that, associated measures and suggestions to reduce this invoice are then provided.
With a considerable number of users, this passive tracking of data from citizens
could generate useful data about mobility habits and be used to improve the citi-
zens’ mobility. Moreover, public transport operators can use the processed data to
improve their transportation offers towards the users’ needs.
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Methodology for Knowledge Extraction
from Mobility Big Data

Joao C. Ferreira, Vitor Monteiro, José A. Afonso and Joao L. Afonso

Abstract The spread of mobile devices with several sensors, together with mobile
communication, provides huge volumes of real-time data (big data) about users’
mobility habits, which should be correctly analysed to extract useful knowledge. In
our research we explore a data mining approach based on a Naive Bayes (NB) clas-
sifier applied to different sources of big data. To achieve this goal, we propose a
methodology based on four processes that collects data and merges different data
sources into pre-defined data classes. We can apply this methodology to different
big data sources and extract a diversity of knowledge that can be applied to the de-
velopment of dedicated applications and decision processes in the area of intelligent
transportation systems, such as route advice, CO, emissions reduction through fuel
savings, and provision of smart advice for public transportation usage.

Keywords Big data - Data mining - Naive bayes - Mobile device - Sensor infor-

mation

1 Introduction

Knowledge discovery (KD) from the big data available in databases has been ex-
plored with success in several areas, and usually is better known through the more
popular term “data mining” [1]. Data mining (DM) allows the search for
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knowledge in large volumes of data [2] and it has been applied to different areas
to discover hidden profitable patterns in databases (business opportunities). It is
also applied in major research areas, as the example of application in bioinformat-
ics, in genomics and proteomics identification [3].

Some works on this novel research area include traffic analysis and prediction
[4], road accidents analysis [4], driver behaviour prediction [6], and range prediction
for electric vehicles [7]. This paper is oriented to establish a working methodology
that can reuse processes and algorithms in many cases of KD from the big data
available from tracking users’ mobility activity. This goal results from our experi-
ence in several mobility projects, where the DM processes can be reused, avoiding
the costs associated to the development of solutions to new problems from scratch.
The intention is to create a tool tailored to the increasing data available in the mo-
bility area, which can be used with little effort in different application cases.

This information can be easily collected from mobile devices or based on com-
mercial products. Our work on mobile devices uses GPS and accelerometer sensor
data to passively track the users’ mobility activity, as described in Section 2. This is
a personalized data tracking process from where we can extract useful knowledge
related with user mobility habits, like the transportation mode (bus, train, car, bike,
walking or other) and carrier number associated, identify main mobility patterns, and
generate a mobility invoice. Passive tracking of user activity using mobile devices
[8] has been used in a diversity of studies applied to activity recognition [9] and
transportation mode detection [10], among others [11][12]. Through the proposed
approach, our goal is to establish a common process to handle the collected data into
a diversity of KD, in order to facilitate the development of dedicated applications for
intelligent transportation systems (ITS).

This approach also allows the joining and aligning of the work of field experts on
generating the mobility big data with mining experts, in order to better extract
knowledge from the collected data. This can be achieved by data discretization in
predefined classes, performed by these field experts. This approach can also be ap-
plied for non-professional cases, such as personal data tracking, allowing its exten-
sion to the mobility habits of millions of users just by carrying cell phones in their
pockets. User data privacy from this tracking activity is an important concern that
increases in the context of big data. Thus, all personalized information concerning
user mobility is stored in a central database with security parameters (login, encryp-
tion). Although we have individual data regarding users’ movements, the only per-
sonalized information stored is the user email to exchange information.

The main contribution this paper is a common approach of Naive Bayes (NB)
application for KD, based on the normalization of different collected mobility data
into predefined classes and sub-classes, which can be used for a diversity of mo-
bility applications developed in a mashup approach. This approach makes possible
an increase in the number of available, dedicated or personalized ITS applications,
because the development is facilitated by the use of common parts and processes.

The next section presents the proposed work methodology. Section 3 presents
examples of application development based on KD from mobile device data.
Finally, in Section 4 we highlight the main conclusions.
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2 Work Methodology

To extract knowledge we need a proper methodology to work with the big data
generated by different sources. Due to analytical needs and the huge amount of
data generated, this is a field in which it is possible to apply KD [13] based on a
DM approach. The work methodology proposed in this paper involves four main
processes:

1 — Data collection process associated with data cleaning (outliers identifica-
tion and removal), using a common approach based on a dedicated data
transformation;

2 — Data discretization process into predefined classes with the goal of data
uniformization among different data collection conditions;

3 — Data discretization into sub-classes;

4 — KD based on a DM process.

[ 23 Pre Defined Classes Data Measurements Available from Mobile Device }

Events created based
on two consecutive data
measurements

— Straight Class C1

— Smooth Class C2
— Vertical

Measurement (Z)

Straight |Aa] <0 1ms?
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Smooth [Aa|=[01;0 5] ms?

Rough [Ad] =[05 ;2] ms? L— Very Rough Class C4

Very Rough |Aa|>2 ms?
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Accelerometer [— Smooth Class C6

—— Transversal
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Data and Time
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Fig. 1 Information about the creation of predefined classes and sub-classes based on a dis-
cretization process, with details for mobile device sensor data events creation based on 23
predefined data classes.
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Fig. 2 Accelerometer data transformation process from collected data to predefined classes:
(a) CI to (4, based on X-axis accelerometer measurements; (b) C5 to C8, based on X-axis
accelerometer measurements (data from an aggressive driver and a smooth driver);
(c) C9to C15, based on Y-axis accelerometer measurements.

The first process, which varies from case to case, is responsible for the collec-
tion of huge amounts of data (big data). To show the application of the proposed
methodology we use data from mobile device sensors. For testing purposes, we
use data from 50 Lisbon area users, in a period corresponding to the first six
months of 2013. The first phase involves the identification of outliers to reduce the
number of records. Inconsistent data is also removed during this phase [14], where
we remove distant data points based on statistical measurements. Process 2 con-
sists on data transformation into predefined classes. This is a process that is specif-
ic to each case study. Taking into account the mobile device sensor data, Fig. 1
shows the 23 predefined classes (C1 to C23). These classes are created based on
accelerometer measurements in the three orientation axis, as well as additional
GPS data. The accelerometers’ data is divided into three dimensions: Z (vertical)
is the upright direction; Y (longitudinal) is the direction of movement and X
(transversal) is the horizontal direction. The transformation process to merge
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original data into these predefined classes uses information of two consecutive
accelerometer data measurements, where the data value difference is classified
into four scales (as shown in the left box of Fig. 1). This number of scales (four) is
a compromise between diversity and complexity, as selected based on an analysis
of several tested cases (ranging from two to nine scales). Figure 2 shows the crea-
tion of data events (measurements performed by the tracking device or application
in a sampling period). These data events can be allocated to a specific route or not.
All of these data events are allocated into predefined classes. Classes C/ to C4 are
based on accelerometer data on the Z-axis. This data can be used to identify, to-
gether with the GPS coordinates, the position of potholes and speed bumps. Clas-
ses C5 to C8§ are based on accelerometer data on the X-axis. Fig. 2 (b) shows data
from an aggressive driver, with aggressive left and right turns. For the Y direction
(Fig. 2 (c)), we divide these data events into thirteen classes: C9 when the speed is
close to zero and the GPS coordinates match a public transportation stop; C70
when the speed is close to zero and the GPS coordinates do not match a public
transportation stop; C// when the speed is different from zero, which means iner-
tial movement. The other events are used to identify moderate or aggressive accel-
eration and braking events. Speed values are taken from:

Vylk + 1] =V, [k] + ta,[k], €))

where, ¢ is the elapsed time between samples, & is the sampling time and a, is the
measurement of acceleration in the Y-axis. The speed data is transformed into
classes C9, C10, C11 and C16 to C20.

GPS data is also transformed in this process to route graph data, due to our in-
terest in the route trajectories. This process eliminates the error associated to the
GPS measurements and allows the saving of storage space. Each road is repre-
sented by its corners, and we match the GPS coordinates against the nearest road
corner. As shown in Fig. 3, for the first GPS data collected we need to look for the
nearest road corner located inside a circle centered on the current GPS position.
We calculate the distances to these six corners (1 to 6) and choose the smallest
one, which in this case is the corner number 1. This process is repeated several
times, forming a route. After that, we use this route in a graph to perform the
matching against other routes. The developed system adds more GPS nodes than
those shown in Fig. 3, because each road corner generates a node, but for simplifi-
cation purposes we show only nodes from the main roads. With this process, we
can store route trajectories in a graph for future processing, where a circular dis-
tance function with a predefined radius is used from the current user position to
route the graph trajectory.

Process 3 consists in the class discretization into sub-classes. This step can be
applied to continuous or discrete data with the aim of dividing the collected data
into sub-classes. Due to the diversity of application cases we present multiple
options to the user so he may decide the best one to apply. This discretization
process can be based on Heuristics, applied based on [15]: (1) Predefined criteria;
(2) Equal area clustering method; (3) Data population division based on percent-
age.
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Fig. 3 Simplified process to generate route paths in geo-referenced graphs.

Process 4 is oriented to KD based on the predefined sub-classes, to use a com-
mon approach developed as a tool for easy usage. Since the classes and related
sub-classes are similar from case to case, the same approach is applied to different
cases of knowledge extraction. We implement a NB algorithm that we use to ex-
tract different knowledge based on big data allocated in our predefined class. In
both cases, the same NB approach is applied using the predefined class and sub-
classes. This tool was developed on top of Microsoft SQL Server 2008R2 with
SSIS (SQL Server Integration Services), SSAS (Microsoft SQL Server Analysis
Services) and SEMMA (Sample, Explore, Modify, Model and Assess), but others
platforms are possible, such as the following open source platforms: Rapid Miner
[16], Weka [17] or R [18].

3 Application Based on KD from Mobile Device Data

Mobile devices are a rich source of mobility data because users carry them all the
time. In this section we present the developed applications based on this data ac-
quisition process and the proposed KD methodology. Technical development de-
tails are omitted because we are interested in the idea expressed by the proposed
methodology, the usage of a common approach and the reuse of processes:

1) User Mobility Patterns: Other knowledge can be extracted from this mobile
device sensor data, like the information of where persons spend their time at
several distinct locations throughout the day: home, work, shopping centers,
restaurants, etc. From the data that we have collected, we are particularly inter-
ested in identifying locations where people spend a great deal of time, and as-
sociate these locations with information about the environment obtained from
geographic information system data sources. All GPS data is stored in a user
mobility profile, in a cloud database, with the information about time and
routes (XML graph with time and GPS coordinates). It is possible to present
the route representation for that month with associated information of the
transportation mode, the number of times the route was performed, and also
the temporal periods. Thus, it is possible to represent the time that a user spent
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2)

3)

in a month in these locations. This information represents the user mobility ac-
tivity captured by the mobile device sensors.

Traffic Information - My Traffic Info App: Based on the speed and location
information (GPS data), it is possible to identify traffic situations as conditions
that occur on road networks as the number of vehicles increase and are character-
ized by slower speeds and longer trip times. From the information of a current
road (matching of position against available routes), it is possible to check traffic
situations using the relation of current speed divided by the maximum road speed
(we call this ratio V7). The system tries to classify this traffic into four classes: (1)
Green if the user’s average V't is above 0.25; (2) Yellow for average V¢ between
0.1 and 0.25; (3) Red when the average V% is below 0.1; (4) Black when average
V't is zero. We disregard V¢ =0 at public transportation stops if transportation
mode is a public transportation, as well as at road intersections, because we as-
sume (for simplification purposes) the existence of a traffic light on each road in-
tersection. To avoid this we would need the GPS coordinates of the traffic lights,
which are taken from road graph information. There may be times where the
number of online users is small, which results in a reduction of information in the
user database. Thus, it is necessary to use external information from traffic web
services. The current average speed information of the users in a given route is
used as input in the route advisor. Taking into account the traffic KD and since we
have all users’ positions in a graph, it is possible, based on a Dijkstra's algorithm
[19], to propose alternative routes in a real-time approach, where we minimize the
time between all possible graph nodes to reach the final destination. Since we
stored past user routes based on the current user position, it is possible to generate
personalized traffic alerts when traffic happened on users’ past taken routes. We
illustrate the app usage with a small example: The user A in the morning period
always follows a certain route to go to work. As he starts the driving process, the
system knows his position by GPS information, and a traffic situation is detected
three blocks away in his usual route. The app alerts the user on his mobile device,
and the application shows an alternative route. We are aware of the danger of the
use of a mobile device while driving, but this problem can be overcome with up-
coming device interoperability standards that offer integration between a Smart-
phone and a car's infotainment system, such as MirrorLink [20]. The result is My
Traffic Info, is an Android App that uses traffic KD and the information about a
past route driven, in order to present traffic alerts to the driver and, based on a de-
veloped real-time route planner [19], propose an alternative route.

Road Classification Application and Potholes Identification: Accelerome-
ter vertical measurement (Z-axis) can give out important information about
road conditions. It is possible to identify potholes and, with GPS coordinates,
mark them in a road map. This application ensures road surface quality as-
sessment in a continuous monitoring process, and can be important informa-
tion for road authorities and drivers. Road quality can be used as an input
parameter of router planning. Basically, this detection process uses Z data from
accelerometer (see Fig 2 (a)) and looks for an initial decrease of this
Z-acceleration of more than 1.5 ms-2 (this value was selected based on the
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study of several cases) followed by an increase. It is possible to classify the se-
verity of a pothole based on this Z-axis acceleration value and duration. When
these events are detected, the GPS coordinates are stored for geographic repre-
sentation. It is possible to identify the road side associated to the pothole based
on the movement direction, and the GPS measurement error is reduced be-
cause we use data from multiple users. This application classifies the roads
based on predefined criteria, like the number of potholes, and these are divided
into three severity scales (small, medium and big) using the Z-axis acceler-
ometer difference between two consecutive measurements.

4 Conclusions

Tracking user activity and associated mobility is available at low costs through the
possibility of using mobile device sensor information. The data generated is huge
and has great impact in the study of user mobility habits. In this research we show
different applications of this big data tracking using a common mining approach
for knowledge discovery (KD), which can be used for specific applications, based
on predefined classes and sub-classes. The proposed work methodology provides
a bridge between field experts in data collection and data mining (DM). This
framework needs to be improved with more case experiences, but it is one of the
first steps towards the establishing of a semi-automatic approach to KD in big data
and a mashup approach for intelligent transportation systems web applications.
Another important issue is the connection among these applications and others, in
order to share knowledge and data. User tracking data is important for public
transportation planning, and even for advertisement applications, because the in-
formation can be automatically personalized based on location and time. Other
DM algorithm approaches can be applied, but the Naive Bayes (NB) classifier has
a simplified common approach application. The proposed methodology can be
applied to different big data sources. Another important issue is the diversity of
mobility applications that can be easily developed using all this mobile device
data. One example is a mobility invoice system, as a tool for citizens to be aware
of their carbon footprint impacts, along with associated measures or suggestions to
reduce this invoice. The passive tracking of data from citizens (with a considera-
ble number of users) could generate useful data about mobility habits and be used
to improve citizens’ mobility.
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Smells Classification for Human Breath
Using a Layered Neural Network

Sigeru Omatu and Mitsuaki Yano

Abstract Progress of sensor technology enables us to measure smells although it is
based on chemical reactions. We have developed the smell classification for various
subjects using layered neural networks by training a special smell. But we must learn
many smells by repeating the same process and it is endless jobs since too many
smells exist in the world. In case of a breath smell, several molecules are mixed.
Therefore, if we can train basic components of the breath and mixtures are estimated
by combining the basic components which consist the breath, it is preferable. In
this paper, we develop mixed smell classification after training a neural network for
each component by using a genetic algorithm to find a reduction factor from the
measurement data which show the maximum value of the output of a layered neural
network.

Keywords Smell measurement + Smell of breath - Layered neural network -
Classification of breath

1 Introduction

Smell is one of five senses of human being and its study has been paid attention
since it has been recognized for various applications in human life and industrial
sectors. Based on the progress of medical research on the system of olphactory
organs, artificial electronic nose (E-nose) systems have been developed. The various
E-nose systems from technical and commercial viewpoints are developed in the field
of quality control of food industry [1], public safety [2], and space applications [3].

In this paper we propose a new E-nose system which can separate two kinds of
smells of mixed molecuels by using a layered neural network. Historically, J. Milke [4]
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proved that two kinds of metal-oxide semiconductor gas sensor(MOGS) could have
the ability to classify several sources of fire more precisely compared with a con-
ventional smoke detector. However, his results achieved only 85% of correct clas-
sification by using a conventional statistical pattern classification. An E-nose has
been developed for smell classification of various sources of fire such as household
burning materials, cooking smells, the leakage from the liquid petroleum gas (LPG)
in [5],[6] by using neural networks of layered type.

The purpose of this paper focuses on mixed smells classification. Various smells
have been mixed naturally in our living environment. If a poisonous smell exists in
our living environment, it must be recognized immediately by humans. Therefore, it
is necessary to classify mixed smells into each component of mixed smells. However,
sensors which classify smells of several types do not exist currently. The research
purpose is to classify various mixed smells and construct the system that can be used
repeatedly and inexpensively. We attempt to measure mixed smells using commer-
cially available sensors and classify mixed smells of various density using a neural
network.

2 Smell Sensors and Sensing System

Gas sensors using a tin oxide was produced in 1968 [5],[6]. There are tin, iron oxide,
and tungsten oxide as typical gas sensing substances which are used in metal ox-
ide semiconductor gas sensors (MOG sensor). In this case, an electrical resistance of
the tin becomes low. Using the above oxidation and reduction process, we could
measure whether a gas appears or not.

In this paper, MOG sensors are used to measure the single smell and mixed smell.
Table 1 shows the five sensors in the experiment.

Table 1 Gas sensors used in the experiment made by FIS Corporation.

Sensor number (Type) Gas detection types Applications
Sensor 1 (SB-AQS) volatile, organic compound air quality
Sensor 2 (SB-15) propane, butane flammable gas
Sensor 3 (SB-42A) freon refrigerant gas
Sensor 4 (SB-31) alcol, organic solvent solvent

Sensor 5 (SB-30) algohol alcohol detection

3 Neuron Model

We show the neural network fundamental structure on Fig. 1. The left hand side
denotes inputs (xy, x2, X3, ..., X,), the right hand side is the output y; where
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fQkcoWk Xk) —»y

Output
Fig. 1 Neuron model.
xi,i = 0,1, ..., n denotes input data, wy, k = 0, 1, ..., n show weighting coeffi-
cients, f(-) is output function of the neuron, and y shows output. Note that xo = —1

and wy = 6 where Oshows a threshold of the neuron. Although there are several
types of the output function f(-), we adopt the sigmoid function.

4 Error Back-Propagation Method

We use layered neural networks which are mainly used in pattern recognition or
learning control. It has an input layer, a hidden layer, and an output laye as shown in
Fig. 2.

Input X, =-1

Input x,

Input *,

Input X,

Input layer (i) Hidden layer (j) Output layer (k)

Fig. 2 Layered neural network.
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5 Measurement of Smell Data

‘We have measured four types of smells as shown in Table 2. The sampling frequency
is 500 [ms], that is, the sampling frequency is 0.5 [s]. The temperatures of smell gases
were 18~24[°C], and the humidities of gases are 20~30[%]. We show sample paths
of each smell of Table 1 in Figs. 3 and 4. Note that those factors in Table 2 are main
smells included in our breath. Bad smell of our breath will make the neighboring
persons unpleasant although the person himself might not notice it.

Furthermore, the bad smell of persons may reflect a kind of diseases and the
measurement of human breath and smell classification will be profitable to predict
a disease of persons in advance. Since these gasses exists very thin density of ppm
or ppb order, we make those gasses of 1 ppm~5ppm order from 1% pure gasses.
Using those gasses of densities, we have made mixing gasses such as 1:1, 1:5, and
5:1 mixing rates where a:b means a ppm and b ppm gasses are mixed. In case of four
sources, there are six combination cases to mix two gasses. In this paper, we have
mixed only two gasses of methyl-mercaptan (C) and hydrogen sulfide (D) since they
are main components in our breath. Those sample paths are shown in Figs. 5-7 for
different mixing rates of methyle-mercaptan (C): hydrogen sulfide (D) such as 1:1,
1:5, and 5:1, respectively.

Table 2 Training data.

Label substance samples
A acetaldehyde 3
B ethylene 3
C methyl-mercaptan 3
D hydrogen sulfide 3

| —S8B-AQ8
SB-15

Voltage (V)

0 50 100 150 200 250 300
Measurement time (s)

Fig. 3 Methyl-mercaptan.
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6 Smell Classification of Breath Data

‘We must extract the features of the sample paths. Those sample paths of Figs. 4, 5,
6, 7 show time [s] to voltage [V] where at t=0, dry airs blow and at 100 seconds later
gasses are injected. We can see that after about 60 seconds since dry airs blew in and
after about 60 seconds later since smell gasses were injected at t=100 seconds later
all sensors would become almost steady. Therefore, we decided the changes from
t=60 to t=160 for each sensor reflect the features of the gasses and take the difference
values at t=60 seconds and t=160 seconds for each sensor as features.

| —SB-AQS
2 | —sB15

N N SB-424
| J —sB-31
L SB-30
I

Vaoltage (V) .

1.5

1

0.5

0 50 100 150 200 250 300
Measurement time (s)

Fig. 4 Hydrogen sulfide.

4.5

\ —SB-AQS
" —SB15

\ SB-424
e —SB-31
i -SB-30

Voltage (V)

.
|
|

il a0 100 150 200 250 300
Measurement time (s)

Fig. 5 Mixing rate 1:1.
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Fig. 6
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Fig. 7 Mixing rate 5:1.

7 Training for Classification of Smells

In order to classify the feature vector, we allocate the desired output for the input
feature vector where it is five—dimensional vector as shown in Table 3 since we have
added the coefficient of variation to the usual feature vector to reduce the variations
for smells. The training has been performed until the total error becomes less than
or equal to .5 x 1072 where n = .2. Note that the training data set is the first sample
data among three repeated data of A, B, C, and D. After that, the second sample data
are selected as the training data set and the third samples data are selected as the
training data set. The test data sets are selected as the remaining data sets except for

the training data set.
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Table 3 Training data set for acetaldehyde (A), ethylene (B), methyl-mercaptan (C), and hydrogen
sulfide (D).

Labels A B C D
A 1 0 0 0
B 0 1 0 0
C 0 0 1 0
D 0 0 0 1

8 Smell Classification Results

8.1 Single Smell Classification Results

Using a layered neural network with five inputs and four output, we trained the neural
network for one training data until the total error becomes 0.001. After training, we
checked the remaining two data set. For two test data, correct classification rates be-
came 100% and using the leave-one-out cross validation check, correct classification
rates were100%.

8.2 Mixed Smell Classification Results

Using the trained neural network, we tested the classification results whether the
original two smells could be classified or not. The classification results are shown
in Table 4. From this results, the classification results are not so good since there
are many misclassification results came out. Especially, C&D has been classified
acetaldehyde (A) because hydrogen sulfide (D) is too strong chemical reaction even
if the very thin density levels as well as acetaldehyde (A). Thus, we must reconsider
our method to classify the mixed smells classification. One of the approaches is to
reduce the maximum values of smell data in order to prevent a sole winner case.
Therefore, we use the following formula to reduce the effect of a sole winner.

7=%—ay (1)

where x is a feature of the smell (a maximum value of measurement data), y is the
top value of each row Table 4 and « is a constan which has been determined by using
a genetic algorithm. In this case we have obtained «=0.3. Using this value, we have
had the results of Table 5.
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Table4 Classification results for mixed smells of methyl-mercaptan (C), and hydrogen sulfide (D).

Mixing rates A B C D
1:1 (C&D) 4 3 6 6
1:5 (C&D) 9 0 0 9
5:1 (C&D) 9 0 0 9

Table 5 Classification results when we reduce the largest smell data effect by (1).

Mixing rates A B C D
1:1 (C&D) 7 2 7 2
1:5 (C&D) 7 0 2 9
5:1 (C&D) 6 0 3 9

9 Conclusions

We have proposed a classification method of mixed smell sensing data using a lay-
ered neural networks. The mixed smells classification is not so simple as single
smell classification cases. One way seems to use the mixed smells directly as mixed
smell of two substances. In that case we need the classification boundary more and
more big world. Therefore, we have proposed one way to classify the mixed smells
classification from single classification neural network.
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Constraint Solving-Based Itineraries
for Mobile Agents

Ichiro Satoh

Abstract Itineraries of mobile agents among multiple nodes seriously affect the
availability and performance of mobile agent-based processing. Such itineraries
tend to be complicated, for example, the order of the nodes that agents should visit
may be alternative or commutable. This paper proposes a framework for specifying
constraints on the itineraries of agents and solving the itineraries that can satisfy
the constraints. The contribution of this framework is to automatically generate the
itineraries of mobile agents among computers from application-specific constraints.
A prototype implementation of this framework and its application were built on a
Java-based mobile agent system.

Keywords Mobile agent - Constraint satisfaction problem + Agent route - Agent
itinerary

1 Introduction

Mobile agents are autonomous programs that can travel from computer to computer
in a network under their control [5]. The state of the running program is saved,
by being transmitted to the destination. The program is resumed at the destination
continuing its processing with the saved state. They can provide a convenient, ef-
ficient, and robust framework for implementing distributed applications to reduce
the latency and bandwidth of client-server applications and reducing vulnerability
to network disconnection. Although not all applications for distributed systems will
need mobile agents, many other applications will still find mobile agents the most
effective technique for implementing all or part of their tasks.
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This paper addresses the itineraries of mobile agents, because existing mobile
agent platforms explicitly or implicitly assume that, when developing mobile agents
that visit multiple computers, developers must specify the static and straight routes
of the agents. However, such routes among multiple computers are complicated and
dependent on their applications and network topologies. The itineraries of mobile
agents greatly affect their efficiencies in addition to their achievement. Itis also almost
impossible to define efficient itineraries among multiple nodes, without having any
knowledge of the network.

The contribution of this paper is to enable mobile agents to generate their concrete
itineraries from application-specific requirements on the orders of their movements
and to migrate the agents among computers through their itineraries. The framework
proposed in this paper uses as a constraint satisfaction problem (CSP) into mobile
agents. It allows us to specify partial conditions that agents require as constraints
on their itineraries to achieve their applications and dynamically generate itineraries
that can satisfy the conditions. Our current implementation is built on a Java-based
mobile agent system, but the framework itself can be used in other mobile agent
platform, including Aglets [3], because our constraint solver is available outside the
platform and the interpreter of agent itineraries generated based on the framework is
constructed as a Java library, which agents can carry.

2 Basic Approach

Suppose mobile agents for accessing remote database systems as example scenarios.

— Ifamobile agent can travel among multiple database servers to query and aggregate
interesting data from the servers without writing on any of them, the order of its
movement is independent of its achievement and the servers (the upper of Fig. 1).

— If a mobile agent queries and carries data from a database server and reflects the
data on other database servers, the order of its movement affect the content of the
servers (the lower of Fig. 1).

Therefore, in the second the order is imposed on the itinerary of such an agent as
a constraint, in the sense that the results of the application-specific behavior of the
agent is often dependent on the agent’s itineraries. However, existing mobile agent
systems explicitly or implicitly assume that the itinerary of each mobile agent is
defined as just the address of a computer or a sequential and static list consisting of
the addresses of computers. It is almost impossible for developers to specify agent
itineraries that can satisfy application-specific requirements in addition to network
topologies, whose nodes and connections may dynamically change.

To solve this problem, we use the notion of CSP as an approach to generating
agent itineraries from the constraints corresponding to application-specific require-
ments on the migration of agents. As mobile agents are defined with general-purpose
programming languages, such as Java, it is almost impossible to exactly extract
only their itineraries from their programs. Our framework defines two languages.
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Fig. 1 Agent itineraries and constraints

The first is defined to specify constraints imposed on the itineraries of mobile agents.
The second is defined to specify agent itineraries. The framework generates agent
itineraries specified in the second according to the constraints specified in the first
by using techniques for CSP.

3 Constraint-Based Agent Itinerary Generation

This section defines two languages for specifying agent itineraries and constraints,
called C and E. To accurately express such itineraries, we need to define a specifica-
tion language based on a process calculus such as CCS [4].

Definition 1. The set £ of expressions of the language, ranged overby E, Ey, E>, . ..
is defined recursively by the following abstract syntax:

E:=0 | 4| Ei;E | Ei+Ey |

where L is the set of location names, ranged over by ¢, €1, £, . ... We often omit 0.
0

Intuitively, the meaning of the terms is as follows:

— 0 represents a terminated itinerary.

— £ represents agent migration to a node whose name or network address is £.

— E|; E, denotes the sequential composition of two constraints E| and E,. If the
migration of constraint E; terminates, then the migration of E, follows that of E;.

— E; + E, represents an agent moving according to either E; or E,, where the
selection can be explicitly performed by the processing of the agent.
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Mobile agent

Source Computer /

Fig. 2 Agent itinerary language

Figure 2 shows basic agent itineraries specified in the £ language.
Example 1

— £y ; £ ; £3 means that an agent migrates to £; and then to ¢,. Finally, it migrates
to {3
— €1 ; (£ + £3) means that an agent migrates to £ and then to one of either ¢, or ¢5.

The semantics of the language is defined by the following labeled transition rules:

Definition 2. The language is a labeled transition system ( £, L { —€>§ ExENL e
L}) is defined as the induction rules below:

4 4 t
- El — Ef Ey — Ej E) — E)

50 E;E-SEE E+E-5E  E+E -5 E,

where O ; E is treated as being syntactically equal to E. O

The framework provides a library for interpreting the itineraries of agents and
migrating the agents to their itineraries. Next, we define a language for specifying
constraints on agent itineraries.

Definition 3. The set C of expressions of the language, ranged overby C, Cy, C», . ..
is defined recursively by the following abstract syntax:

C:=0 |£|C1>C2|C|#C2|C1&C2|C1%C2 O
Intuitively, the meaning of the terms is as follows:

— ¢ means that an agent itinerary need to contain a node whose name or network
address is £, as one of its destinations.

— C; > C, denotes that agent itinerary must satisfy C, after satisfying C;, where
C, and C; are constraints.

— C#C, means that an agent itinerary has to satisfy at the least one of either C; or
C,, where C| and C, are constraints.

— C1&C, means that an agent itinerary has to satisfy two constraints specified as C
and C», although iterates for C; and C, constraints can be interleaved.

— C1%C, means that an agent itinerary need to satisfy at the least one of either C
before C; or C, before C; in its itinerary, where C; and C; are constraints.
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Example 2

— Causality. An agent travels between two database servers, named ¢; and ¢, and
to read data from the ¢; server and then write the data to the ¢, server. The agent
has to migrate to £ before ¢, as follows:

€1>Z2

— Data Aggregation. An agent travels between two database servers, named ¢; and
£, to aggregate data from the servers and then reflects the data to another server,
named ¢3

(L1%L2) > &3

— Independent Causality. An agent has to do two independent tasks, where the first
task is to read data from the £; database server and then write the data to the £,
database server and the second task is to read data from the ¢3 database server and
then write the data to the £4 database server.

by > €)& (b3 > L)

Expressions in the C language can be transformed into the structures of directed
graphs according to the rules proposed in this paper, where each directed graph is
defined by a set of operations (vertices) and dependencies (edges). The operation
is an equation with the left side consisting of a dependency (acting as a short-term
name for the result of the operation), and the right side being the application of an
operator to zero or more dependencies. An operation is a source for the dependency
on the left side of the equation and a sink for dependencies listed on the right side.
A dependency has exactly one source but can have many sinks. Our rules map
constraints into graphs. The itinerary of each agent is generated as a path on the
graph from at most one source node to destination nodes.

Example 3

— The first constraint of Example of 2 is transformed into agent itinerary: £ ; £5.

— The second constraint of Example of 2 is transformed into two agent itineraries:
biilyibzordy;ly ;L.

— The third constraint of Example of 2 is transformed into an agent itinerary:
Crilailsily) + (brilsila;la) + (U35 8a; ) + (L3585 La; L)
+ (Ui liilaily) + (b3l ba;i )

Next, we describe the process of CPS-based automatic generation of agent itineraries.

— Step 1: A mobile agent is loaded from storage and initialized, where its application-
specific requirement on its movement among computers is specified in the C lan-
guage.

— Step 2: The requirement is solved by using the graph-based CSP approach men-
tioned in this section. As a result, an agent itinerary described as an expression of
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the £ language that can satisfy the constraints corresponding to the requirement is
automatically generated and is given to the agent.
— Step 3: The agent is migrated among computers through its generated itinerary.

4 Implementation

There have been many mobile agent platforms so far. Although the framework itself
is independent of any platforms, the current implementation is constructed as our
original mobile agent platform. As shown in Figure 3, the platform consists of three
parts: runtime system, agent itinerary interpreter, and constraint solver. The first is
responsible for migrating mobile agents and executing their application-specific tasks
defined as Java programs, the second for interpreting the itinerary of each agent, and
third for solving constraints on agent itineraries.

Agent migration

Mobile | Mobile agent Mobile | Mobile agent

agent agent

Interpreter Interpreter
rogram rogram ;
prog library progl library

Execution Constraint | Execution Constraint

manager graph database manager graph database
Agent ltinerary Agent ltinerary

Transmitter enerator Transmitter lenerator

Agent Constraint Agent Constraint
runtime system solver runtime system solver
Platform (middleware) Platform (middleware)
Java VM Java VM
OS/Hardware OS/Hardware
Network

Fig. 3 System structure

4.1 Runtime System

Runtime systems are executed on computers for executing and migrating agents to
other runtime systems. Each runtime system is built on the Java virtual machine
(Java VM), which conceals differences between the platform architectures of the
source and destination computers. Each runtime system governs all the agents inside
it and maintains the life-cycle state of each agent. When the life-cycle state of an
agent changes, e.g., when it is created, terminates, or migrates to another computer,
the runtime system issues specific events to the agent. Each runtime system can
exchange agents with another system through a TCP channel using mobile-agent
technology. When an agent is transferred over the network, not only the code of
the agent but also its state is transformed into a bitstream and then the bit stream is
transferred to the destination. Therefore, the arriving agents can continue to execute
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its processing at the destination. The runtime system on the receiving side receives
and unmarshals the bit stream.

4.2 Agent Itinerary Interpreter

The framework provides a Java-library for interpreting expressions in £ based on
the semantics of Definition 2. Each agent is equipped with the library to evaluate the
expressions. The library invokes API for agent migration with the next destination
to migrate the agent to there. Each runtime system periodically monitor connection
to neighboring runtime systems and the availability of the systems by using a peer-
to-peer manner through multicasting UDP. The + operator is evaluated as one of
either sub-itineraries by this current runtime system according to the connectivity
and availability of the destinations of the sub-itineraries. When there are two or more
possible sub-itineraries, one of the sub-itineraries is selected by the runtime systems.
Since the size of the library is smaller than 10 KB, the cost of migrating the library
can be ignored in most practical applications.

4.3 Constraint Solver for Agent Itinerary

Each constraint is specified on a dependency graph. Constrained path problems have
to do with finding paths in graphs subject to constraints. One way of constraining the
graph is by enforcing reachability between nodes. For instance, it may be required
that a node reaches a particular set of nodes by respecting some restrictions like
visiting a particular set of nodes or edges in a given order specified in our constraint
language. Our constrain solving system is responsible for generating agent itineraries
as paths that can satisfy constraints. Our framework has three arguments for solving
constraints: (1) a directed graph, i.e., a directed graph with a source node; (2) the
relation graph on nodes and edges of one or more directed graphs; and (3) the
transitive closure of the directed graphs. The second represents operators in C and
the third is to find paths that can satisfy multiple constraints connected with the
relations in the second. Agent itineraries are generated through the reachability on
the transitive closure of the directed graphs by finding a simple path in a directed
graph containing a set of mandatory nodes. A simple path is a path where each node
is visited once, i.e., given a directed graph, a source node, a destination node, and a
set of mandatory nodes, we want to find a path in the graph from the source to the
destination, going through mandnodes and visiting each node only once.
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4.4 Evaluation

The framework is constructed and available on Java version 7 or later. Its current im-
plementation was not built for performance, but a basic agent migration experiment
was done using eight computers (Xeon E5 3.5 GHz), named /;,. . .,¢g, connected
through a giga-ethernet network. We measured the cost of migrating a null agent (a
5-KB agent, zip-compressed) between two computers to be 28 ms. The cost of agent
migration included that of opening TCP transmission, marshaling the agents, migrat-
ing the agents from their source computers to their destination computers, unmarshal-
ing the agents, and verifying security. The costs of solving three kinds of constraints
were 7 ms, 8 ms, and 10 ms, where the first was specified as (€y > £1) & (€ >
)& -+ & (€7 > {€g), the second as (€9 > €g)# (€1 > Lg) # --- & (7% L), and
the third as (¢p > €g) & --- & (€7 > £g). We already implemented typical applica-
tions of mobile agents with the proposed framework.

S Application

Remote information retrieval is one of the most traditional applications of mobile
agents. An agent migrates to four database servers and queries about certain data
from the servers, named ¢, £, and ¢3, and then carries the results of their queries to
a specified computer, e.g., its client, named ¢4. The order of visiting the servers are
arbitrary if their queries have no side effect to the servers. Therefore, a constraint on
such an agent is described as follows:

(1% %03) > Ly
The framework generated the following itinerary that could satisfy the constraint.
(b (i la+la; b)) +Ly; (Lrila+ls; L) +ls; (6 ba+la L) by
The generated itinerary consisted of six alternative paths. One of them was selected

according to the reachability of £, £,, and ¢3. In fact, the mobile agent migrates
among nodes through the itinerary with keeping its constraints.

6 Related Work

Many mobile agent systems have been developed over the last twenty years. Most
of these studies explicitly or implicitly assume that the itineraries of mobile agents
were defined in the development phases of their agents. Like our framework, there
have been several attempts to define theoretical foundations into mobile agents.
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The ambient calculus [1] allows mobile agents (called ambients in the calculus)
to contain other agents and to move as a whole with all its subcomponents. The
Seal calculus [6] is similar to the mobile ambients and ours in its expressiveness
of hierarchical structure of mobile agents, but its main purpose is to reason about
the security mechanism of mobile agents. The Polis language [2] is a theoretical
framework for specifying and analyzing mobile entities, including mobile codes
and mobile agents, which can contain other entities inside them. However, it is
not executable and needs a kind of shared memory over remote nodes, whereas
our framework can operate reusable mobile agents for network management in a
decentralized manner. Unlike software agents, which are not mobile, there have
been a few attempts to merge CSP and mobile agents.

7 Conclusion

We presented a framework for enabling the itineraries of mobile agents to be spec-
ified as constraints and the agents to be migrated through paths that could satisfy
the constraints. As a result, mobile agents could migrate among multiple nodes to
perform their tasks at each of the visited nodes. The contribution of this framework
is to automatically generate the itineraries of mobile agents among computers from
application-specific constraints. In fact, it is useful in operating mobile agent-based
applications, because the itineraries of agents seriously affect the availability and
performance of their processing. This paper presented a framework for specifying
constraints on the itineraries of mobile agents and solving the itineraries that could
satisfy the constraints. Since the framework is independent of the underlying mobile
agent platforms, it is useful to other platforms.
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d-Radius Unified Influence Value
Reinforcement Learning

J. Alejandro Camargo and Dennis Barrios-Aranibar

Abstract Nowadays Decentralized Partial Observable Markov Decision Process
framework represents the actual state of art in Multi-Agent System. Dec-POMDP
incorporates the concepts of independent view and message exchange to the original
POMDP model, opening new possibilities about the independent views for each agent
in the system. Nevertheless there are some limitations about the communication.

About communication on MAS, Dec-POMDP is still focused in the message
structure and content instead of the communication relationship between agents,
which is our focus. On the other hand, the convergence on MAS is about the group
of agents convergence as a whole, to achieve it the collaboration between the agents
is necessary.

The collaboration and/or communication cost in MAS is high, in computational
cost terms, to improve this is important to limit the communication between agents
to the only necessary cases.

The present approach is focused in the impact of the communication limitation
on MAS, and how it may improve the use of system resources, by reducing com-
putational, without harming the global convergence. In this sense §-radius is a uni-
fied algorithm, based on Influence Value Reinforcement Learning and Independent
Learning models, that allows restriction of the communication by the variation of §.

Keywords Multi-Agent Systems, Artificial Intelligence, Markov Decision Process

1 Introduction

It is important to mention that for single agent problems the convergence to the
solution is directly related to the exploration and approximation to the solution; thus,
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the learningn process is guided by the exploration process. Instead, the MAS solution
is not about the independent process of convergence for each agent, it is about the
capability of a group of agents to cooperate and found the system solution as a whole.

The MAS cooperation capability is described in [2] as coordination and collabo-
ration, necessary actions that describe different kind of problems in MAS, but both
are based on the idea of establishing cooperation between agents.

With coordination is possible to avoid overlapping tasks and/or the interruption
of process by other agents [6]. To be able to coordinate in a group of agents it is
necessary to establish communication between them.

The communication, as described in [7][8] , has different levels about what and
when the information must be shared:

1. Instantaneous information sharing
2. Episode information sharing
3. Share the learned decisions policies

The instantaneous information sharing is directly related to the interaction of each
agent with the world. This means that the agent will communicate its sensations
about the world, its own actions or the rewards from the world.

In the episode information sharing, the agent do not share immediately the infor-
mation. Is necessary to complete the collection of information until the end of the
episode of actions to share the information.

Finally, the policies sharing is the only case in which the agent shares the infor-
mation related to itself. The inner agent information may be its partial or complete
knowledge.

As [7] shows, the knowledge sharing affects the convergence in different ways for
each of the exposed cases. The instantaneous information sharing affects the conver-
gence only if the shared information is relevant enough to the problem solution. The
episode information sharing is, in this case, the assurance of relevance by grouping
the information and the details though the episode sequence; this communication
kind speeds up the system convergence. Finally the policies sharing creates an inter-
esting difference at the final results, it allows the agents to develop new behaviors.
Is important to remark that new behaviors are uniques, although, in some cases they
do not generate a reward improve for the agents as individual beings, but it improves
the system performance.

With the new behavior exploration for MAS as an objective, we select the Influence
Value Reinforcement Learning as the base for the §-Radius Communication Model.
IV-Q-learning is a Q-Learning adaption for MAS that explores and explodes the
possibility of a full agent communication system.

At this point is important to remark some differences with Dec-POMDP frame-
work. First of all the present proposal is not focused on the message communication
content as some Dec-POMDP variations are[4] [5]. Our focus is “whom should a
certain agent must share information with?”. In this sense the investigation will show
the impact of the way the agents construct their communication relationship.
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2 Multi-Agent Systems and Markov Decision Process

Formally proposals on MAS are commonly defined in base of Markov Decision
Process, a formal model that allows the definition of a world environment for the
agents as a set of states and actions. This basic structure is a graph model world in
which is possible the exploration of new states through the execution of actions of
the agents, the graph transitions.

For MDP, every agent interaction in the world is directly related and applied to the
actual world state, the agents decisions are unaffected by any interactions with other
agents in the same environment. At this point is clear that only the restrictions on the
world (its own configuration) and the rewards on it will affect the agents behavior.

This simple model allows, in manny ways, the definition of several problems, even
some simple MAS problems, but it is restricted at the same time about possibility to
define or establish the interaction of the agents in the same environment.

A more general model for MAS is the based in stochastic games, it allows the
definition of independent states from the world states, they are connected by tran-
sitions with a probabilistic model as an underground for each agent to model the
agents behavior. Even this model is not enough to ensure a complete representation
of MAS with the coexistence of the agents in the same environment.

The main problem about the classic representations of MAS as MDP or stochas-
tic games are about the world interaction with the agents and between them. Both
models allow the interaction of agents with the world without taking into account
the coexistence of the others and the changes that other agents may provoque in the
world.

As shows in [3][1] the use of POMDP supports the coexistence of agents into the
same environment with independent actions and the capability to modify the world
state independently to the other agents perception.

The capability to modify or change the world independently to the other agents
perception state is one of the most important capabilities of POMDP, because, even
when an agent modifies a world state other agents could or not perceive it.

Depending if they need or not that information or even if they are in the capability
to perceive the change. The capability to perceive change in the world state is modeled
in POMDP through a Y function which restricts the vision of the world for the agents,
based in this, it is possible to model the world as a non deterministic problem for
each agent.

This perception is restricted for Dec-POMDP as O : £2 x A x S, the probability
for an agent to perceive a change given an action on A, that results on a state of S.

3 Dec-POMDP

POMDP introduced by Astrom [11] solves problems where not all the informa-
tion is available or is not completely trustworthy. Taking into account both points,
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Dec-POMDP was created as a frame that supports the exploration of an uncertainly
world with black spaces or noise[1].

This original framework defines a different point of view w; for each agent in the
system. It limits the agents capabilities to perceive changes in the real world state and
at the same time establish a formal difference between what can each agent perceive.

Another important contribution of Dec-POMDP is the definition of O, the set of
observation probabilities, that defines if it is possible for an agent to perceive the
environment changes from an state and/or action. The most remarkable contribution
about Dec-POMDP is related to the original POMDP, the agent’s limitations on
the environment perception and the establishment of the restriction on the agent’s
decision system, that is based only on each agent own vision perception of the
environment.

Definition 1. Decentralized Control of Partially Observable Markov Decision
Processes

— /E , afinite set of agents {®, &1, ..., ®,}.

— S, afinite set of states with designated initial state distribution by .

— A, afinite set of actions for each agent, @; with A = x; A; the set of joint actions,
where X is the Cartesian product operator.

— P(s,s’,a) , a state transition probability function, P : S x S x A — [ 0, 1], that
specifies the probability of transitioning from states s € S to s’ € S when these to
factions @ € A are taken by the agents. Hence, P(s,s, 7) =Pr(s’| 7 ,S).

— R, areward function: R : S x A x R, the immediate reward for being in state s €
S and taking the set of actions @ € A.

— £2;, a finite set of observations for each agent, i, with £2 = x;£2; the set of joint
observations.

— O, an observation probability function: O : 2 x A x S — [0, 1], the probability
of seeing the set of observations & € £2 given the set of actions @ € A was taken
which results in state s” € S, Hence O(0 , 7,5’) = Pr(_o) | @, s’).

— h, the number of steps until the problem terminates, called the horizon.

4 §-Radius Communication Model

As previously described, the true form of MAS is not the convergence based on the
singular work of the agents, is the group work as a whole. To talk about group work
is always necessary talk about cooperation, that is the true form of MAS, its edge
stone.

Once the cooperation problem has been described as the edge stone of MAS
convergence is important to establish acommunication model for agents that includes
a formal communication definition. §-radius communication model is our proposed
model to describe the communication relationship on MAS.
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Definition 2. §-radius Communication Model

— P, ahyperplane with base = {70), 71), e, x_,)n}.

— /E, afinite set of agents with coordinates &cyord S P

— ¥, a set of agent pairs {(&;,x) | x € A)} related to the agent &, € £ , with
n = X;¥: , the joint set of communication relationships between agents in &,
where X is the Cartesian product operator.

— 8, the max distance allowed to establish a relationship between two agents. § € R.

— f(a,, ®,), a distance function, f : £Ex A — R.f=f |[{: P x P — R. The
definition of f could be asymmetric if the problem requires.

Using §-radius model it is possible to define a relationship for a set of agents E
with base in their own characteristics. This characteristics are formal named as P,
an hyperplane in which f is defined as complex distance function. f determines if
two different agents will be able to establish communication using § as a threshold
limitation.

Finally an extended definition of 77 and y is required to describe the communication
rules.

Definition 3. y; : Relationships set for the agent @;. Let 7 , the set of relations in £
defined as:

n={(&, &) &, & ke £&;}
Then the y; is defined as :
vi={(®,x) |2, xek;a #x; f(2,x) <5}

5 é-Radius Unified IVRL

Based on IVRL, the definition of a communication system with limitations allows
us to define a more restrictive and controlled model for reinforcement learning in
MAS. The new §-radius IVRL.

The original IVRL proposal is about to adapt RL algorithm for MAS to improve
the positive results with base in the collaboration between the agents. This improve is
based on the definition of the influence value, a calculated variable from the opinion
of the agents about the executed actions of a specific agent.

The IV for an agent i is calculated as:

1V, = Z B; % Op;(i)
je{lin}—i

Where Op (i) is the opinion evaluation function and B; is the influence coefficient
for the agent i over the actual agent. The opinion value is calculated as:
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((ri) = Q(ai) x Ol (a;) if(ri—Qa;)) <0
OP(j) = ((r) — Q@) (1 = OI(ay)if (ri — Qa;)) >0

0 otherwise

Where a; is the last choosen action, 7; the reward from that action execution, Q(a;)
the inner state of the agent related to the action q;, and finally Oi is the Occurrence
Index of the action q;.

The adaption of the new proposal is focused in the IV definition in which the
restriction on j changes from j € {1 : n} —i to (¢;, j) € y;, where y; is the set of
relations of the agent «;.

Definition 4. § Influence Value
§IVi= " B;*Op;(i)
(J,ai)€yi

This simple adaption of the main /V formula restricts the scope action of the
influence value itself; and in consequence reduces the computational cost from 1 to
c*n.

Algorithm 1. §-radius Influence Value Reinforcement Learning Initialization

1: procedure 5- RADIUS IVRL INITIALIZATION
22 n={

3 for all ®; € £ do

4 vi ={}

5 forall ; € £ —=; do
6: d = f@i )

7. if d <45 then

8 vi = vi U{(ei, &)}
9 n=nU{y}

It is important to remark that the new §-radius IVRL is a unified model of the
original IVRL and Independent Learning. Similar to the A in Temporal Differences, §
variation in the new algorithm changes the algorithm itself from Independent Learn-
ing to IVRL and viseversa. Both cases are particular values for §; if § is a negative
value, then is not possible establish any relation between agents, because there is no
negative distances, this is Independent Learning. By other hand, if § = oo then each
agent will establish a relation with every other agent in the system, this is the case
of IVRL. The capability to modify § creates new possibilities to explore the agents
behavior in base to the communication restrictions.
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Algorithm 2. §-radius Influence Value Reinforcment Learning Step

1: procedure §- RADIUS IVRL STEP
2: forall z; € £ do

3: Based on the policy Q; select an action a; from the state s; (¢)

4. Execute a;

5: Go to state s; (r + 1)

6: Update the reward r; (t + 1)

7 RV, =ri(t +1)+maxQ(si(t +1),a;) — Q(si(t), ai(t))

8: forall ®; € £ — =i do

9:
((ri) = Q(ai)) * Ol(ay) if(ri—Q(a;)) <0

OPi(j)={(ri) — Q@) (1 = Ol(a;)) if(ri — Qa;)) >0

0 otherwise

10: 31V, = Z(j,a,-)ey,- B; % Op;(i)

11: Qi(s(®),ai()) = Qi(s(®),ai(t)) + a(rit + 1) + omaxQ(s(t + 1),a) —

Qi(s(t),ai (1)) + 81Vi)
12: t=t+1

6 Experiments

6.1 The Convergence Problem

In manny different game theory problems only one answer or goal exists, but for
certain problems there are more than one right answer. One of this special problems
is the prisoner’s dilemma. A game theory problem in which is possible establish two
convergence points. The first is related to Nash Equilibria and the second one related
to Pareto Optimum.

As a competitive definition, Nash equilibria is focused on the maximization of the
own reward. If no player can benefit by changing strategies while the other players
keep their unchanged, then they are on Nash Equilibria.

In the other hand, Pareto Strategy is focused on the best reward of the team as a
whole, in this sense, Pareto allows both players to be the better off, without making
the other player worse off in comparison with other scenarios.

The rules for the basic two player prisoner’s dilema are:

— The reward for each agent is based on the answer of both and each agent reward
is independent.

— If A and B stays in silent, they will serves 1 year in prison.

— if A and B betray each other, they will serves 3 years in prison.

— If the agent A stays silent and B betrays A, then A will serves 6 years in prison
and B will be free, and vice versa.

A simple extension of the game is possible for n-players as:

— If all players are in silent, then they will serve in prison 1 years
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— If all players betray the group, then they will serve in prison 3 years
— Otherwise, the players who choose to betray the group will be free, and the others
will serve for 6 years.

The convergence to the Nash Equilibria of the Prisoner’s game is under the betray
option for all agents, 3 years on jail are better than 6 and if some other agent change
its option to stays silence then the actual agent will be free.

The case in which all are silent is more complicated to achieve, because if at least
one player chooses to betray the others, then he will be free but the others will stay
in prison for 6 years. This scenario corresponds to Pareto Optimum.

6.2 Results

The following experiment is focused on the impact of the communication between
the agents. We want to show how the convergence conditions can be easily altered
by the influence of other agents on the same environment.

The experiment is an adaption of the original Prisoner’s dilema with only two
players, as previously described the game rules have been adapted and ten agents
are now involved in the experiment. The agents are distributed in a circular list, the
use of aradius 1 means that the agent n will have a communication channel with the
agents n — 1 and n + 1. With radius 2 the agent n will have a communication channel
with the agents n — 2, n — 1, n + 1 and n + 2. The same process for every agent in
the system for each radius tested from § = 0 until § = 5.

© Betray Percentage

0.5

RO R1 R2 R3 R4 RS

Fig.1 Average Percentage of Agent’s Choice

As the figure 1 shows, initially the agent’s convergence is over the silent option,
Pareto Optimum; but once the minimal communication is established the agent’s
choice turns to Nash Equilibria or betray option. To produce this behavior change is
only necessary the instance of § = 1, the minimal communication.
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Another important results are about computational cost of the algorithm. As pre-
viously mentioned the cost of maintain a communication system for each agent is
equal to the cost of the calculous of 1V, for §-Radius is m2.

For the original IVRL m is equal to n, which means that the calculus cost is n?.
Instead the value of m for 6-Radius is a constant. In conclusion, is possible to achieve
the same agent system behavior with a constant computational cost.

In the figure 2 the tendency to betray or Nash Equilibria is evident on how the
agent’s behavior evolves to a more competitive when a communication is established.
Is important to mention that the tendency is taken after 125 iterations. After 1000 or
more iterations all the agents in the system with at least a radius of communication
equal to one will choose betray. Only the agents with 0 radius have tendency to be
silent.

1000

500

O

O O—=% / =0 =0 e, 0 —l)
Betray Agents 10 Betray Agents : 2  Betray Agents :4 ~ Betray Agents:6 ~ Betray Agents:8  Betray Agents : 10

Fig. 2 Agent’s Betray Tendency

And finally,in figure 3, the variation of § factor in the adaption of IVRL is showed
to ensure that the behavior changes are only a consequence of the communication
variations. It shows 3 bar groups, with 6 bars each. Each group represents the per-
centage of agents in betray option under different radius and different 3 values,
3=0.02,0.04 and 0.1.

7 Conclusions

In this paper we expose the problem of the communication under a new model,
8-radius, with the intention of showing how the communication on MAS can improve
and change the behavior of the agents in different ways.

In contrast with other proposals IVRL use the opinion of other agents as the
message in the communication, this is a real world base of how we can learn; but it is
necessary to understand its real impact. Our proposal explores the impact of opinion
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80.02 60.06 601

Fig. 3 Agent’s Betray Percentage with the Variation of g factor for the IV

message sharing and the limitation of it under the § variable. This simple change
allows the integration of IVRL with Independent learning, a special case with § = 0.

Depending of the problem the § variable can improve the convergence or change
the agents behavior as in Prisoner’s Dilema. In some cases the cost of communication
is high, and its limitation is necessary, in this cases is possible explore which con-
figuration of §-radius can maintain the same behavior. For example, in our problem,
after one thousand iterations the behavior or the agents with a full communication
system, § = 5, is the same as the group trained with § = 1. This results are special
interesting for solving problems with a high computational cost.

Normally the computational cost of a MAS with communication is equal to the
cost of calculate the message per the number of agents in the system, for each agent
in the system: Message cost * n?>, where n is the number of agents. The possibility
to limit the communication reduces the n? to n * m, where m < n.m must be enough
low so it can be taken as a constant, reducing the computational cost.

Some future works are related to an adaptive variation of the problem to take into
account a degradation of g in base of the distance f. This adaption will introduce
the concept of trust, with base in closeness for MAS.
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Personal Peculiarity Classification of Flat
Finishing Motion for Skill Training
by Using Expanding Self-Organizing Maps

Masaru Teranishi, Shinpei Matsumoto, Nobuto Fujimoto
and Hidetoshi Takeno

Abstract The paper proposes an unsupervised classification method for peculiari-
ties of flat finishing motion with an iron file, measured by a 3D stylus. The classified
personal peculiarities are used to correct learner’s finishing motions effectively for
skill training. In the case of such skill training, the number of classes of peculiarity
is unknown. An expanding Self-Organizing Maps is effectively used to classify such
unknown number of classes of peculiarity patterns.

Experimental results of the classification with measured data of an expert and
sixteen learners show effectiveness of the proposed method.

Keywords Self-organizing maps + Unsupervised classification + Motion
classificaiton - Technical education

1 Introduction

In the technical education of junior high schools in Japan, new educational tools
and materials are in development, for the purpose to transfer many kinds of crafting
technology. When a learner studies technical skills by using the educational tools,
two practices are considered to be important: (1) to imitate motions of experts and
(2) to notice their own “Peculiarity”, and correct it by themselves.

However, present educational materials are not yet effective to assist the prac-
tices because most materials consist still or motion pictures of tool motions of ex-
perts. Even though the learners could read out rough outlines of the movements
from these materials, it is difficult to imitate detailed motion due to less informa-
tion these materials have. Especially, it is most difficult to imitate fine motions and
postures of the tool by only looking the expert motions from a fixed viewpoint.
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Furthermore, the learners could not recognize their own “peculiarity” as a difference
between the expert’s motion and the learner’s motion from the materials. To solve
the problem, a new assistant system for a brush coating skill has developed [1]. The
system presents a learner corrective suggestion by play-backing the learner’s motion
by using animated 3D Graphics.

The paper describes the development of a new technical educational assistant
system [2, 3, 4] that let learners acquire a flat finishing skill with an iron file. The
system measures a flat finishing motion of a learner by a 3-D stylus device, and
classifies the learner’s “peculiarity”. The system assists the learners how to correct
bad peculiarities based on detected “peculiarity” classified from difference of the
motions between the expert and the learner. The paper mainly describes the learner’s
peculiarities classification method which is implemented in the proposed system.
An expanding Self-Organizing Maps(SOM) [5] is proposed to classify learners’
“peculiarity” effectively.

2 Motion Measuring System for Flat Finishing
Skill Training

Fig. 1(a) shows an outlook of the motion measuring devices of the system for flat
finishing skill training. The system simulates a flat finishing task that flatten a top
surface of an pillar object by an iron file. The system measures a 3D + time motion
data of the file by using a 3D stylus. We use the PHANTOM Omni (SensAble
Technologies) haptics device as the 3D stylus component of the system. The file
motion is measured by attaching the grip of the file to the encoder stylus part of
the haptics device. Assuming that the system will have a force feed back teaching
function, we use a light weight mock file made of an acrylic plate which imitates a
real 200 mm length iron file [2, 3].

In the measurement task, a learner operates the mock file in order to flatten the top
surface of a dummy work whose area has 25 mm width and 25 mm depth, at 80 mm
height. The system measures the motion of the mock file. The measured motion is
recorded as a time series of the position of the file with X, Y, and Z coordinate values,
and the posture with the tilt angles along the three axes with Tx, Ty, Tz as the radians.
The spatial axes of the operational space and tilt angles of the file are assigned as
shown in Fig. 1(b).

Fig.2 shows an example of an expert’s motion measured by the system. In these
plots, the expert operates the file with reciprocating motion 4 times per 20 seconds.
The main direction of the reciprocating motion is along X axis. The expert pushes
the file to the direction that X reduces, and pull the file to the opposite direction.
Since the file works only in the pushing motion, we focused the pushing motion in
the classification task in the rest part of the paper.

To classify every file-pushing motion as the same dimensional vector by the
SOM, we have to preprocess measured data by two steps: (1) clipping out each
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(a) (b)

Fig. 1 Flat finishing skill measuring system: (a) outlook, (b) coordinates of measuring.
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Fig. 2 Filing motion of an expert: (a) tool position, (b) posture of the tool.

time series potion of file-pushing motions, and (2) re-sampling the time series por-
tions. (1) Clipping: The clipping is done according to the file-pushing motion range
which is defined in X coordinates, beginning with Xjegi,, and ending with X,,4.
(2) Re-sampling: The resulted clipped time series of the pushing motions have dif-
ferent time lengths. So we could not use the series directly to the SOM because the
dimensions of each series differ. Therefore, we should arrange dimensions of all
series to the same number. Every series are re-sampled in order to have the same
number of the sampling time points, by using the linear interpolation, as shown in
Fig.3(a). Since the stylus samples the motion enough fast, we can use the linear
interpolation in the re-sampling with less lose of location precision. Fig. 3(b) shows

the re-sampled result of the expert motion, Fig. 3(c) is that of a learner. In each plot,
all four motions are imposed.
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Fig. 3 (a) Re-sampling of a motion pattern, and re-sampled motion:(b) an expert, (c) a learner.
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There is relevant differences between the expert’s motions and the learner’s mo-
tions. Every motion of the expert draws almost the same shaped curve, but the
learner’s don’t. Each curves of learner’s motion differs each time, in spite of iden-
tical person’s actions. Additionally, the shape of curve of the expert means that the
file is not moved in constant velocity. The expert operates the file by varying its
velocity slightly. We call the slight varying velocity “velocity time series (VTS)”,
and consider it as the important factor of the expert motion.

The difference described above seems to be the main key of the correction in the
skill teaching tasks. So we address a classification study of this difference as the
starting point of the proposed system. In this paper, we use only the X coordinate
values of the measured data for the classification to keep simplicity of data com-
putation. The aim of the classification study is to form the SOM to organize such
different motion curves in the map. After that, taking and using code-books of the
learner’s motion as the “bad peculiarities”.

3 Feature Extraction of Filing Motion Based
on Velocity Time Series

Velocity Time Series (VTS)

Although the filing motion obtained the former section have useful information about
peculiarities, it is difficult to tell the learner their peculiarities exactly by only using
the motion curve. Instead, to display the peculiarities on the basis of velocity time
series (VTS) is an effective way. In this paper, we obtain a VTS of a re-sampled
motion time series by computing local velocities at every re-sampled time point, by
using st order differential approximation. Fig.4(a) shows VTSs of an expert, and
Fig.4(b) shows VTSs of a learner. Since a VTS represents how velocities were taken
at each time point of a filing motion, then learners could recognize and replay their
motions more easily than looking raw motion plots. Additionally, learners also can
imitate the expert’s “model” motion. The average vector of an expert’s VTSs is used
as the “model” VTS.

Difference of Velocity Time Series (dVTS)

Although the “model” VTS of Fig. 4(a) is the model motion learners should imitate,
a better way is to take difference of VTSs between the model and the learner for a
learner to recognize and correct the peculiarities. For the purpose, we use difference
of VTS (dVTS) as the feature pattern of the peculiarity. The dVTS is calculated by
subtracting “model” VTS from the learners VTS.

Fig.4(c) shows dVTSs of the expert, Fig.4(d) shows that of the learner. The
proposed system presents a learner dVTS. The dVTS tells the learner the peculiarity
and the corrective points of the motion clearly. The dVTS displays a gap of VTSs
between the model and the learner: if a learner imitates the model correctly, the dVTS
draws a flat line, which means “Your skill is exact. No peculiarity”, otherwise, for
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Fig. 4 Velocity time series (VTS) of (a) an expert, (b) a learner, difference of VTS (dVTS) of (c)
the expert, (d) the learner, and (e) structure of SOM.

example, if the former part of the dVTS takes negative values, a trainer could point
out the corrective point by telling the learner ““You should move the file more fast in
the former part of the motion”.

4 Peculiarity Classification by Expanding SOM

We classify the file motion data by using the Self-Organizing Maps (SOM). Technical
issues about the classification of the file motion are considered in three major points:
(1)peculiarities are implicitly existing among the motion data, (2) the number of
peculiarity variations, i.e., the number of classes is unknown and (3) every motions
are not exactly same even though in the same learner, there are some fluctuation in
each motion.

4.1 Structure of SOM

SOM is one of effective classification tools for such above patters whose number
of classes is unknown and whose classification features are implicit. Fig. 4(e) shows
the structure of the SOM. The SOM is a kind of neural networks which have two
layers: one is the input layer, the other is the map layer. The input layer has n neuron
units, where n is the dimension of input vector x = (xy, x, - - - ,x)T. The map
layer consists of neuron units, which is arranged in 2D shape. Every unit of the map
layer has full connection to all units of the input layer. The ith map unit u;"“” has
full connection vector m; which is called “code-book vector”. The SOM classifies
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the input pattern by choosing the “firing code-book” m, which is the nearest to the
input vector x by the distance defined as follows.

I — me|| = min{{lx — ]} &)

The SOM classifies the high dimensional input pattern vector according to the
similarity to the code-book vectors. The map units also arranged in two dimensional
grid like shape, and neighbor units have similar code-book vectors. Therefore, the
SOM is able to “map” and visualize the distribution of high dimensional input pat-
terns into a simple two dimensional map easily. Since the SOM also could form a
classification of patterns automatically by using “Self-Organizing” process, we need
not to consider the number of classes.

The SOM organizes a map by executing the following three steps onto every
input pattern: (1) first, the SOM input a pattern, (2) then it finds a “firing unit” by
applying Eq.(1) to every code-book vector m;, (3) and it modifies code-book vectors
of the “firing unit” and its neighbors. In the step (3), code-book vectors are modified
toward the input pattern vector. The amount of modification is computed by the
following equations, according to a “neighbor function” h.; which is defined based
on a distance between each unit and the firing unit.

m;i(t + 1) = m;(1) + hei(O){x () —m;(1)} @)

where ¢ is the current and ¢ + 1 is the next count of the modification iterations.
The neighbor function 4; is a function to limit modifications of code-book vectors
to local map units which are neighbor the firing unit. The proposed method uses
“Gaussian” type neighbor function. The Gaussian type modifies code-book vectors
with varying amounts that decays like Gaussian function, proportional to the distance
from the firing unit as follows:

_ lre —rill
he = a(t) exp _T(l‘) 3)

where «(t) is a relaxation coefficient of modification amount. The standard deviation
of the Gaussian function is determined by o (¢). We decrease both «(¢) and o (¢)
monotonically as the modification iteration proceeds. The r, r; are the locations of
the firing unit and the modified code-book vector unit, respectively. The reason why
we use the Gaussian function is based on the assumption that the dVTSs distribute
continuously in the feature space.

4.2 Expanding SOM

When we use the SOM straightforward, a “Map edge distortion” problem often
occurs. The problem is observed as over-gathering of input data to code-books which



Personal Peculiarity Classification of Flat Finishing Motion for Skill Training 143

are located edges of the map. Therefore, the classification performance become worth
due to the each of the edge code-books represents more than one appropriate class
of the input data. We have confirmed the problem in the early development of the
system [3]. The problem is caused based on the fact that there is no code-book outside
the edge, therefore the edge code-book can’t be modified to appropriate direction in
the feature space.

We solve the problem by relocating the edge code-books in order to expand the
map in the feature space, artificially. The solution expects the edge distortion problem
would be reduced by expanding the SOM after ordinal organizing process. First, we
execute the usual self-organizing process for certain iterations. After that, we expand
the map by relocating the edge code-books toward outside the span of the map.

In the expanding operation, the edge code-books m s are modified by the following
equation, in order to relocate its location in the corresponding feature space, against
the center code-book m,, of the map.

m; :me+re{me _mo} (4)

where r, > 0 denotes the ratio of expansion.

Second, we execute self-organizing process of the SOM again. Then the edge
code-books of the first SOM result are virtually moved to inside the map, so the edge
distortion would be reduced.

5 Classification Experiment

To evaluate of the effectiveness of the proposed method, we carried out experiments
of the filing motion peculiarities classification.

The motion data were measured with an expert and sixteen learners. The expert
operated four filing motions, and every learner operated three or four. Totally we
used 66 motion data.Each motion data is clipped out as in range [Xpegin, Xenal =
[50, —45](mm), and re-sampled at n = 100 points.

The SOM consists the input layer with 100 units and the map layer with 49 code-
book vectors, which are arranged in 2D formation with 7 by 7, hexa-topology. The
first self-organizing process started with initial relaxation coefficient = 0.01, initial
extent of the neighbor function o = 7, and iterated 10,000 times with the Gaussian
type neighbor function.

After the first self-organizing process, each dVTS of an expert and learners
are classified as shown in Fig.5(a). In the Figures, labels beginning with letter ’S’
are expert’s dVTS, labels beginning with *T” are learners’. The expert’s dVTSs are
located left edge of the feature map. The peculiarities are classified into four classes
along the edge. In Fig. 5(a), the edge distortion problem occurred. Especially in the
left bottom edge, more than ten dVTSs are gathered into a code-book. Fig.5(b)
shows all the dVTSs which are gathered to the left bottom code-book. The dVTSs
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have different curve types, therefore insufficient classification caused by the edge
code-book. Our former work [3] had this problem.

After that, we expanded the map with 2.0 times larger. Then the second self-
organizing process started with the expanded map and had 10, 000 iterations. The
resulted map is shown in Fig. 5(c). Both over-gatherings at the left bottom and the left
upper edges are reduced as shown in Fig. 5(c). The inappropriate gathering problem
of the usual SOM shown as Fig.5(b) was also improved by separating two classes,
shown in Fig. 5(d) and (e).

From these results, the expanding SOM seems to work effectively to classify
motion peculiarities of the learners, even for a little data set.
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Fig.5 (a,b)Result of usual SOM [3]: (a) feature map, (b) classified dVTSs at left bottom code-book.
(c,d,e) result of the expanded SOM: (c) feature map, (d) classified dVTSs at left bottom code-book,
(e) classified dVTSs at left center code-book.

6 Conclusion

The paper proposed a new motion classification method of individual learner’s “pe-
culiarities” as a part of the development of the new technical educational tool of
flat finishing skill. An expanding Self-Organizing Maps(SOM) has proposed in or-
der to classify the X coordinate motion dVTS curves into an expert’s motions and
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“peculiarities” of learners. The experimental results with measured data of an expert
and learners showed the effectiveness of the expanding SOM to cope with “edge
distortion” problem of the SOM.

Consideration for evaluation methods of effectiveness of expanding SOM, more
effective expansion methods for SOM, further classification evaluation is required
with more number of learner person data are remained as future works.
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Kinect and Episodic Reasoning
for Human Action Recognition

Ruben Cantarero, Maria J. Santofimia, David Villa, Roberto Requena,
Maria Campos, Francisco Florez-Revuelta, Jean-Christophe Nebel,
Jesus Martinez-del-Rincon and Juan C. Lopez

Abstract This paper presents a method for rational behaviour recognition that com-
bines vision-based pose estimation with knowledge modeling and reasoning. The
proposed method consists of two stages. First, RGB-D images are used in the es-
timation of the body postures. Then, estimated actions are evaluated to verify that
they make sense. This method requires rational behaviour to be exhibited. To com-
ply with this requirement, this work proposes a rational RGB-D dataset with two
types of sequences, some for training and some for testing. Preliminary results show
the addition of knowledge modeling and reasoning leads to a significant increase of
recognition accuracy when compared to a system based only on computer vision.

Keywords Action recognition - Common sense * Episodic reasoning - Artificial
intelligence + Kinect - Computer vision

1 Introduction

Human action recognition has been a major concern for areas such as computer vision,
robotics, machine learning, or ambient intelligence. Traditionally, vision methods
for action recognition were mainly based on RGB images [16], sometimes enriched
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with body sensors [14]. However, with the availability of affordable devices such
as Microsoft Kinect or ASUS Xtion Pro, depth information (D) has also came into
play. This type of devices facilitates the extraction of 3D points of body joints, from
which skeletal models can be constructed. Different methods have been employed
to perform action recognition from RGB-D data [12]. These approaches are based
on the use of depth maps [19] [20] [25], skeleton joints [23][24] or hybrid methods
[22] [15] [13].

Despite accuracy improvement in comparison to RGB-based methods [26], more
elaborated mechanisms are required to support action recognition. Inspired in how
humans tackle this task, different sources of information have to be combined: sen-
sory information (visual, acoustic, smell, etc.), common-sense and context knowl-
edge. Rationality, knowledge, and senses, therefore prove essential for any attempt
to replicate human ability for action recognition. This work caters for these three ele-
ments in a novel approaches that combines body-pose estimation and common-sense
reasoning.

Sensory perception is here limited to vision. RGB-D images recorded from a
Microsoft Kinect device are fed to a state-of-art body-pose estimation algorithm.
Rationality is achieved by proposing a scenario that has been set up to promote
actions aimed to an end. This will allow us to overcome the lack of rationality that
most of non-real scenario datasets lack from. Finally, common-sense and context
knowledge is here managed by means of an efficient knowledge-base system with
reasoning capabilities. This work combines these three elements to propose a five-
stage framework for action recognition.

The rest of the paper is organized as follows. First, the methodological approach
proposed in this work is detailed in Section 2. Then, Section 3 evaluates the proposed
methodology. Finally, Section 4 summarizes the conclusions drawn from this work.

2 Methodology

The method for human action recognition proposed here follows a five-stage ap-
proach, as depicted in Figure 1. First stage records data from an RGB-D device such
as Microsoft Kinect. Then, these data are organized and made available in a public
dataset. The 3D-points of body joints will afterwards go through a parsing process
first and a normalization process later in order to homogenize different heights, an-
gles, or perspectives. Once normalized, these data, organised as action files, are fed
to a body-pose estimation algorithm known as Bag of Key Poses (BoKP) [3] in
charge of identifying the action being performed. The BoKP method returns a list of
actions ordered by probability, which are different possibilities of the actual action
happening in the file. Finally, it is the role of the reasoning system, implemented in
Scone [11], to determine whether the actions provided by the vision system need
to be corrected based on knowledge premises. The following subsections provide
thorough details of the aforementioned stages.
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2.1 The Dataset

Rational behavior is implicit in human’s daily life activities, since a person performs
an action for a reason or aimed to an end [8]. Lab-recorded and synthetic datasets that
involve actors performing isolated and unrelated actions [22] [23] are therefore not
representative of real scenarios and not valid for the purpose of this work. Rationality
is what entitles the reasoning system to understand an ongoing activity which also
brings opportunities to correct the computer vision system estimation. Other more
realistic datasets simply do not provide skeleton joint positions [26] [18].

It is the lack of a benchmarking dataset, with the appropriate configuration, what
has motivated the recording of a new one. The KinBehR [2] dataset has been recorded
using the second generation of Kinect for Windows and its SDK'.

The recorded information can be divided into five categories: RGB video with a
resolution 1920 x 1080 pixels per frame; 512 x 424 resolution depth video; 512 x
424 infrared video; background substracted videos that yield detected users; 560 x
420 video where the 25 joints of each identified and tracked user are represented.
Additionally, one XML file is generated per frame. This XML file contains all the
relevant information collected by Kinect and the Microsoft capturing algorithm: the
position and orientation of the 25 joints of all tracked users, user state, user hand
states, etc.

The resulting dataset has been split in two sets of sequences: training and testing.
The generation of this dataset involved 18 actors, performing 13 types of actions:
watch clock, crossing arms, scratching head, sit down, get up, turn around, walk,
wave, punch, kick, point, take something, throw over head, throw down. These 13
actions have been selected to match those of the public dataset IXMAS [21]. In [2]
all the information about this dataset is available.

! https://dev.windows.com/en-us/kinect
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For each actor, two types of sequences were recorded. First, the actor was told what
to do to ensure that all the considered actions were performed, and thus recorded.
Second, one more sequence was recorded for every actor, in which the actor was not
told what to do. In this second type, actors were given the sole direction of behaving
normally. Finally, all sequences were manually labelled, indicating the start and the
end of actions occurrences, since automatic segmentation of videos is not considered
in this study.

In order to ensure rational behavior in the sequences where actors were freely
behaving, the recording scenario was equiped with appropriate elements such as a
punching ball, a small ball, a book, and a chair. With this scenario configuration, we
were ensuring that performing an action such as kicking, was motivated by the fun
obtained from interacting with a punching ball.

2.2 Bag of Key Poses

Among the different approaches for human action recognition, this work resorts
to a machine learning technique, known as Bag of Key Poses (BoKP), described
in [7] [4] and available in [6]. This method relies on a training phase during which
salient features are learned. For this phase, training sequences were used where actors
were being told what to do. Originally, the BoKP system worked with silhouette-
based pose representation, where only the contour points of the silhouettes were used
as features. An extension of that work led to consider 3D real-world coordinates for
the points comprising the 25 joints of tracked users. Consequently, the number of
points to be processed is dramatically reduced [5] while preserving the recognition
accuracy by only considering the most representative points of the users in the scene,
i.e. their joint points.

However, to ensure the user-characteristic independence, a normalization process
has to be carried out. The normalization method employed in this work is described
in [1]. During the training stage, skeleton sequences performing an action are pro-
vided to the BoKP algorithm. For the skeleton of each frame, the algorithm computes
the most similar key pose. Then, at the end of the process, the frame sequence is rep-
resented by a sequence of key poses, labeled with the given action. During the testing
stage, a similar process is carried out in order to compute the most representative
key pose for the skeletons of the sequence. The learned action most similar to that
sequence is the recognized one.

The algorithm proposed in [6] has been modified returning a ranking of five
recognised actions according to their distance to the trained sequences, instead of
returning the most similar one. The ranking might reveal if a test sequence is clearly
matched with a particular action or it is similar to several actions. The reasoning
system, as explained below, uses that information provided by the five most probable
actions at every frame in order to make corrections.
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2.3 Common-Sense Reasoning

Finally, the last system stage is intended to select one action, out of the five obtained
from the previous stage, in order to complete the understanding of the ongoing
activities.

The work in [9] demonstrates the assessment improvement obtained from com-
bining common-sense reasoning with computer vision when trying to recognize
sequence of actions that were performed for a reason [10]. In this sense, the rep-
resentation of this type of sequences, as well as its support for reasoning, is well
addressed by the Scone Knowledge-Base [11].

This work employs the knowledge and semantic model presented in [17]. Similarly
to that work, rather than considering just one action, the five most probable ones are
being considered at the same time. Based on this premise, the reasoning system
needs to be capable of simultaneously tracking both the action considered as the
most probable and the remaining four. In order to articulate this need, the employed
architecture is thoroughly described in [17].

This architecture resorts to the notion of Action to represent each of the actions
considered in the dataset. The notion of Belief encompasses a sequence of actions
or episode. Each belief can only hold one action out of the five considered possible.
Expectations group a set of actions. For example, the expectation used for reading
a book considers the following sequence of actions: picking up, sitting down, and
standing up. The appearance of any of these actions might suggest that an ongoing
activity such as reading a book might be taking place. Finally, the Estimation concept
is used to refer to the explanation standing from the recorded sequence.

These concepts along with the knowledge about how the world works and the
considered context scenario are modeled and represented in Scone Knowledge-Base.

3 Validation and Preliminary Results

To validate our approach, the previously described KinhBer dataset is used. Figure 2
depicts the different modules involved and their interconnections.

At this stage, the CVS only implements the BoKP algorithm. The extraction
of low-level information refers to information that can be potentially extracted from
recognizing objects from video sequences in future extensions. The idea is to enhance
the AIRS with low-level information regarding objects location in the scene, with
regards to the actor. At this stage, only a reduced version of the DSK, WK, and BK
is being considered for this prototype. Our recognition process could greatly benefit
from such information, since for example, if a sitting down action is being considered
but no chair is near the actor, this choice can therefore be rationally discarded.

Table 1 summarizes the recognition rate of the actions performed in each sequence
obtained by the implemented prototype. A CVS-only system obtains an average
accuracy of 31,9% when the first and most likely action of the BoKP algorithm is
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Table 1 Preliminary results obtained by the prototype implementation

[ [CVS-only[ AIRS |

Actor 1 | 33.33% [33.33%
Actor2 | 66.66% |66.66%
Actor 3 | 42.85% [52.38%
Actor 4 | 13.33% (23.33%
Actor 5 | 16.66% |66.66%
Actor6 | 11.11% [11.11%
Actor 7 | 36.84% [42.10%
Actor 8 | 52.94% [58.82%
Actor9 | 18.75% |18.75%
Actor 10| 30.76% |30.76%
Actor 11| 25.00% |50.00%
Actor 12| 33.33% |43.33%
Actor 13| 42.85% |50.00%
Actor 14| 22.22% |(27.77%

[Average | 31.90% [41.07%]

used as the estimated action to compute the accuracy. The AIRS obtains an accuracy
of 41,07% after having considered the five most probable actions in the reasoning to
select the most likely action as the final estimation. Here, accuracy is measured in
terms of the numbers of actions correctly estimated.

This first prototype only considers a reduced version of DSK. When the considered
knowledge is relevant for any of the sequences, like in Actor 5 or 11, an accuracy
improvement is observed. However, actors were not given behavioral instructions
and DSK was neither tailored for the recorded sequences. Results therefore show
that, when the encoded knowledge responds to recorded behaviour, the recognition
rate is improved. Additional efforts need to be dedicated to model DSK, WK, and BK.

4 Conclusions

This paper presents a novel methodology for human action recognition that com-
bines RGB-D data, captured from a Microsoft Kinect device, and a common-sense
reasoning system. In order to validate the proposed methodology a dataset recording
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rational behaviour has been constructed and released. A prototype of the system
shows encouraging results since, with a reduced version of the required knowledge,
the system has improved the average accuracy obtained by the computer vision sys-
tem.

As future work, the system will be extended to consider information about the
objects as well as additional domain specific knowledge. This additional information
will support, for example, corrections based on if no object is nearby the actor, a
picking up does not make sense.
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Ontology-Based Platform for Conceptual
Guided Dataset Analysis

Miguel Angel Rodriguez-Garcia, José Medina-Moreira, Katty Lagos-Ortiz,
Harry Luna-Aveiga, Francisco Garcia-Sanchez and Rafael Valencia-Garcia

Abstract Nowadays organizations should handle a huge amount of both internal
and external data from structured, semi-structured, and unstructured sources. This
constitutes a major challenge (and also an opportunity) to current Business Intelli-
gence solutions. The complexity and effort required to analyse such plethora of
data implies considerable execution times. Besides, the large number of data anal-
ysis methods and techniques impede domain experts (laymen from an IT-assisted
analytics perspective) to fully exploit their potential, while technology experts
lack the business background to get the proper questions. In this work, we present
a semantically-boosted platform for assisting layman users in (i) extracting a rele-
vant subdataset from all the data, and (ii) selecting the data analysis technique(s)
best suited for scrutinising that subdataset. The outcome is getting better answers
in significantly less time. The platform has been evaluated in the music domain
with promising results.
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