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Preface

The 13th International Conference on Distributed Computing and Artificial
Intelligence 2016 is an annual forum that will bring together ideas, projects, lessons,
etc. associated with distributed computing and artificial intelligence, and their
application in different areas. His meeting will be held in Sevilla (Spain) from 1st to
3rd June, 2016.

Nowadays, most computing systems from personal laptops/computers to clus-
ter/grid/cloud computing systems are available for parallel and distributed com-
puting. Distributed computing performs an increasingly important role in modern
signal/data processing, information fusion and electronics engineering (e.g. elec-
tronic commerce, mobile communications and wireless devices). Particularly,
applying artificial intelligence in distributed environments is becoming an element
of high added value and economic potential. Research on Intelligent Distributed
Systems has matured during the last decade and many effective applications are
now deployed. The artificial intelligence is changing our society. Its application in
distributed environments, such as the Internet, electronic commerce, mobile com-
munications, wireless devices, distributed computing, and so on is increasing and is
becoming an element of high added value and economic potential, both industrial
and research. These technologies are changing constantly as a result of the large
research and technical effort being undertaken in both universities and businesses.
The exchange of ideas between scientists and technicians from both academic and
business areas is essential to facilitate the development of systems that meet the
demands of today’s society. The technology transfer in this field is still a challenge
and for that reason this type of contributions will be specially considered in this
symposium. This conference is the forum in which to present application of
innovative techniques to complex problems.

This year’s technical program will present both high quality and diversity, with
contributions in well-established and evolving areas of research. Specifically,
82 papers were submitted to the main track from over 40 different countries, rep-
resenting a truly “wide area network” of research activity. The DCAI’15 technical
program has selected 59 papers, the best papers will be selected for their publication
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on the the following special issues in journals such as Neurocomputing, Knowledge
and Information Systems: An International Journal, Frontiers of Information
Technology & Electronic Engineering and the International Journal of Interactive
Multimedia and Artificial Intelligence. These special issues will cover extended
versions of the most highly regarded works.

Moreover, DCAI’16 Special Sessions have been a very useful tool in order to
complement the regular program with new or emerging topics of particular interest
to the participating community. Special Sessions that emphasize on multi-dis-
ciplinary and transversal aspects, such as AI-driven methods for Multimodal
Networks and Processes Modeling and Multi-Agents Macroeconomics have been
especially encouraged and welcome.

We thank the sponsors (IBM, Indra, Fidetia and IEEE SMC Spain), and finally,
the Local Organization members and the Program Committee members for their
hard work, which was essential for the success of DCAI’16.

June 2016 Sigeru Omatu
Ali Selamat

Grzegorz Bocewicz
Pawel Sitek

Izabela Nielsen
Julián A. García-García

Javier Bajo
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The original version of this book was revised.
An erratum can be found at DOI: 10.1007/978-3-319-40162-1_60
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Abstract This study combines Fuzzy Logic and multicriteria TOPSIS method for 
the selection, from three different alternatives, which machines of high 
productivity is more convenient to a construction company. The evaluation of 
each alternative is made through group decision making which identifies the most 
important criteria according to the requirements presented by the company. To 
assess the selected criteria in the TOPSIS method is weighted by a group of 
experts who, based on their experience and knowledge of this type of machinery, 
assess the relevance of these in the operation and functioning of the hydraulic 
excavator. Both qualitative and quantitative studies are used in this work, however 
the experts evaluate, through surveys based on Likert scale all the criteria in which 
they want to measure the perception. Data provided from the surveys is used for 
the construction and association of the groups of expert’s opinion through the use 
of fuzzy sets to avoid ambiguity problems of the linguistic variables. 
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1 Introduction 

Multicriteria decision making is a process of finding the best alternative among a 
set of optimal alternatives. Among the various compensatory methods of 
multicriteria decision making, it is possible to consider a subgroup that includes 
cost and benefits aspects. One of them is the TOPSIS (Technique for Order 
Performance by Similarity to Idea Solution) method [2], technique that allows to 
sort preferences by similarity to an ideal solution. The TOPSIS method is a model 
for making decisions with which it is possible to sort requirements in comparison 
to an ideal solution in order to acquire a hierarchical order of the compared 
alternatives. The intuitive concept of the ideal alternative would be the one that, 
without hesitate, would be selected by the decision maker. Similarly, the anti-ideal 
alternative would be the one, without hesitate, never would be selected by the 
decider [1]. This paper is organized as follows: in the next section, fuzzy numbers, 
fuzzy sets and linguistic variables are described. The third section presents 
TOPSIS and Likert methods. An application example is discussed in the fourth 
section and finally the main conclusions are presented.  

2 Theoretical Framework 

2.1 Fuzzy Numbers and Fuzzy Sets 

A fuzzy set A in R1 is called a fuzzy number if A is convex and exists in an exact 
point,  M ∈ R1, with mA(M) = 1 (Aα = 1 = M), [3]. The linguistic expression of 
such fuzzy number would be: “Approximately M”. For a better manipulation, the 
fuzzy numbers are usually defined L-R (left-right). Fuzzy numbers are very useful 
to process the information in a fuzzy environment and implement a representation 
[3]. The usage of fuzzy sets is precise with expressions that do not have clear 
boundaries. A fuzzy set is associated to a linguistic value defined by an expression 
that in most cases is denominated linguistic label. The vaguely defined sets play 
an important role in human thought, particularly in fields such as pattern 
recognition, communication of information and abstraction. Fuzzy sets are used to 
perform a qualitative evaluation of a physical quantity [4]. For a fuzzy set, the 
belonging of an element to the set is not a question of all or nothing, but are 
possible different degrees of membership. Membership functions can take any real 
value in the interval [0,1]. That is, mA |U → [0, 1] is the membership function of a 
fuzzy set, if X has a non-empty set. A fuzzy set A in the X domain is characterized 
by membership function.  

2.2 Linguistic Variables 

When people use language to convey something they want to communicate, they 
use expressions that do not relate exactly what they want to express. However, the 
use of these expressions do not implicate they should be accurate since in the 
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language process the expressions are used collectively between the sender and 
receiver, without being necessary that they mean the same for both.  For example, 
if it is desired that a group of people describe the temperature of water contained 
in a container, it is possible to use the expressions such as cold, hot and warm, in 
that way it is obtained a set of fuzzy elements denominated by Zadeh [4]. The 
meaning of the linguistic labels is determined by the fuzzy sets. 

3 TOPSIS 

It is a mathematical programming technique originally used in continuous contexts 
and  has been modified for the analysis of discrete multicriteria problems. This 
technique was developed by Hwang and Yoon [2] in 1981 and refined by the 
authors in 1987 and 1992, they also have developed different versions of other 
authors. In this paper the results of the weighting of the qualitative criteria by the 
Likert scale with fuzzy sets and quantitative criteria associated to the data sheet of 
each  alternative are used to evaluate these by a multicriteria TOPSIS model. This 
methodology proposes an algorithm to determine the preferred choice among all 
possible alternatives.  

3.1 Likert Scale 

This scale requires the respondents to select a label (answer) to represent their 
personal perception of each of the statements that are presented [7]. In this paper 
the scale is used to acquire the opinion or perception of the evaluators to qualify 
and weigh the selected criteria to evaluate each alternative. The linguistic labels 
are used to evaluate the importance level of each criteria and aptitude of each 
alternative. In this surveys linguistic labels  are used to calculate the weight of 
each criteria and for the construction of the decision matrix in the TOPSIS 
method. 

3.2 Defuzzification Method 

Among the possible existing defuzzification methods, this paper uses the method 
proposed by Garcia-Cascales and Lamata [1], because it allows to include bias 
parameters that affect the fuzzy set’s value. 

The calculation is made by the following expression:  ߚܫ, (݅ܣ)  ߣ = (݅ܣ) ܯܵߚ + (1 − (݅ܣ) ܴܵߣ(ߚ + (1 − 1)(ߚ −  (݅ܣ) ܮܵ(ߣ

where : 

SL (Ai) represents the lower medium value associated with the inverse function ݃ (ݔ)ܣܮ 
SM (Ai) is the heart’s area of the fuzzy number. 
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SR (Ai) represents the high medium value of the fuzzy number associated with 
the inverse function ݂ ܴ(ݔ)ܣ. 
β ∈ [0,1] is the modality index representing the importance of the central value. 
λ ∈ [0,1] is the optimism’s degree of the decision maker. 

3.3 Methodology 

Step 1. Decider-makers group establishment and expert profile definition. The 
experts and decider-makers groups were integrated as the TOPSIS methodology 
requires.  

Step 2. Planning. Determining the finite set of alternatives to achieve the goal. 

Information search. The information of three backhoe loader  was collected. 

Step 3. Determination and justification of the evaluation criteria. The hydraulic 
excavators that are compared in this paper have similar physic and technical 
characteristics.  

Step 4. Weighting for each criterion. To calculate the criteria’s weight, a double 
survey is applied to each of the evaluators.  

Step 5. Triangular fuzzy sets approximation for each label.  The selected criteria 
for the evaluation of each of the proposed alternatives and parameters for the 
construction of the triangular fuzzy sets are associated to the linguistic labels: 
Very important (VI), Moderately important (MI), Important (I), Indifferent (IN) 
and No importance (NI). 

Step 6. Survey Implementation. Likert and Semantic differential scale are used for 
the application of the surveys applied to the decider and expert groups. 

Step 7. Fuzzy triangular sets modification for each label. To modify the 
parameter’s values of each set associated to the linguistic labels, the numeric 
values that the evaluators related to the linguistic labels were identified and 
tabulated.  

Step 8. TOPSIS implementation. The fuzzy TOPSIS methodology proposed by 
Garcia-Casales and Lamata is used.  

Step 9. Obtaining of positive and negative ideal solution (A+, A–).  Ideal 
solutions were obtained to be compared with each of the proposed alternatives. 

Step 10. Calculation of the relative proximity of each alternative to the ideal 
solutions found.  

Step 11. Calculation of the relative proximity to each of the alternatives with 
respect to the ideal solution it is made.  
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Step 12. Triangular sets defuzzification. A value that represents the triangular set 
is calculated and the associated to a linguistic label  according to the numerical 
value obtained.  

4 Study Case 

This section describes a real case decision. This case is shown to illustrate the 
Fuzzy Topsis Method. The goal is to decide which is the best productivity 
machine that should use a constructor company to excavate, when there are floods 
of land on roads caused by rains, earthquakes or landslides for any other reason. 
Construction companies have machines as hydraulic excavators that have flaws in 
some of its parts. These companies need to perform a quality job quickly and to 
remove the alluvium. This activity should consider the time and cost of repairing 
failures in key parts as the rotation mechanism and the hydraulic system. 
Construction companies have machines type hydraulic excavators, with flaws in 
some of its parts. These companies should perform a quality job and quick to 
remove the alluvium. This activity should consider the time and cost of repairing 
failures in the key parts as the rotation mechanism and the hydraulic system. In 
addition, it is required to consider aspects such as ergonomic interface and load 
capacity. Some criteria are feasible to quantify, in other evaluation is performed 
only by using linguistic values. The hydraulic excavators compared in this paper 
have very similar physical and technical characteristics, they are manufactured by 
world renowned companies that stand out for their quality and prestige. Figure 4 
shows the three different alternatives that are evaluated in this paper, the first one 
is a 349DL model from CAT, the second one is a 22T is a BC-6225 from SANY 
and the third one is a HB12LC-1 from KOMATSU. 

4.1 Criteria to Evaluate 

To derive the characteristics or criteria to be analyzed, opinions and needs of the 
decision making group were taken. In the next table each criteria is defined, as in 
table 1. 

Table 1 Selected criteria 

C1 Social Cost C5 Engine power 
C2 Rotation mecanism C6 Fuel capacity 
C3  Hydraulic system C7 Weight 
C4 Ergonomic interface   

4.2 Triangular Fuzzy Sets Approximation for Each Label  

The linguistic variables that integrate the fuzzy sets are shown in table 2, wherein 
also the triangular weighting of each label is shown.  
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Table 2 Linguistic labels 

Linguistic labels Fuzzy numbers Cj Fuzzy numbers Cj 

Totally unacceptable (TU) [0, 0, 0.167] 

 

Unacceptable (U) [0, 0.167, 0.333] 
Lightly unacceptable (LU) [0.167, 0.333, 0.5] 
Neutral (N) [0.333, 0.5, 0.667] 
Lightly acceptable (LA) [0.5, 0.667, 0.833] 
Acceptable  (A) [0.667, 0.833, 1] 
Perfectly acceptable (PA) [0.833, 1, 1] 

4.3 Survey Application 
For the survey application both, deciding group and experts group, their results 
were weight it, to obtain an average which became part of the TOPSIS. Likert 
scale is used to associate a linguistic label to each of the criteria evaluated. This 
survey is in charge to associate the importance level for each criteria on the 
personal perception of a group of evaluators. The results of this survey are used to 
weight and calculate the level of importance of the selected criteria through a 
double survey. In this paper fuzzy sets are defuzzyfied after the surveys have been 
applied, weighting the labels by the frequency they were selected. 

4.4 Triangular Fuzzy Sets Modification for Each Label 
To calculate the new parameter values for each associated fuzzy set to a linguistic 
label, all numerical values are identified and tabulated according to the linguistic 
labels the evaluator relate. The core value of the triangular number takes the 
geometric average value, the lower limit is the least numerical value received for 
the label, while the upper limit represents the larger label received it. 

4.5 TOPSIS Application 
Based on TOPSIS methodology with fuzzy numbers proposed by Garcia and 
Lamata, it starts with the identification of the weight of each criteria for each of 
the evaluators as is shown in in table 3. 

Table 3 Labels associated to weights. 

 E1 E2 E3 E4 E5 E6 

C1 0.9 0.967 1 0.9 0.967 1 0.9 0.967 1 0.9 0.967 1 0.9 0.967 1 0.9 0.967 1 

C2 0.833 0.85 0.9 0.5 0.73 0.9 0.833 0.85 0.9 0.833 0.85 0.9 0.5 0.73 0.9 0.833 0.85 0.9 

C3 0.85 0.89 0.9 0.85 0.89 0.9 0.9 0.967 1 0.85 0.89 0.9 0.85 0.89 0.9 0.9 0.967 1 

C4 0.667 0.7 0.833 0.833 0.85 0.9 0.667 0.7 0.833 0.667 0.7 0.833 0.833 0.85 0.9 0.833 0.85 0.9 

C5 0.95 0.983 1 0.95 0.983 1 0.95 0.983 1 0.95 0.983 1 0.95 0.983 1 0.95 0.983 1 

C6 0.833 0.85 0.9 0.5 0.592 0.8 0.833 0.85 0.9 0.5 0.592 0.8 0.5 0.592 0.8 0.5 0.592 0.8 

C7 0.833 0.85 0.9 0.833 0.85 0.9 0.833 0.85 0.9 0.833 0.85 0.9 0.833 0.85 0.9 0.5 0.592 0.8 

0.17 0.34 0.51 0.68 0.85 1.02

1

TI I LI N LA A PA
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The obtained normalized vectors for each criteria are shown in (table 4 and 
table 5).  

Table 4 Normalized matrix for each criteria. 

Vector de pesos normalizado

C1 0.14026 0.16287 0.17930

C2 0.11252 0.13647 0.16137

C3 0.13507 0.15426 0.16735

C4 0.11689 0.13058 0.15537

C5 0.14806 0.16568 0.17930

C6 0.09522 0.11420 0.14942

C7 0.12117 0.13596 0.15838

Table 5 Description of comparative values after initial analysis. 

 C1 C2 C3 C4 C5 C6 C7 
A1 0.569 0.833 0.894 0.586 0.658 0.747 0.917 0.950 0.967 0.580 0.783 0.867 0.725 0.820 0.875 0.797 0.822 0.883 0.750 0.824 0.872 

A2 0.508 0.576 0.683 0.622 0.705 0.767 0.758 0.865 0.928 0.725 0.820 0.875 0.672 0.823 0.917 0.800 0.839 0.911 0.589 0.700 0.806 

A3 0.797 0.822 0.883 0.683 0.749 0.867 0.683 0.730 0.833 0.650 0.728 0.822 0.797 0.822 0.883 0.742 0.839 0.894 0.672 0.823 0.917 

Σx2 1.104 1.304 1.431 1.094 1.221 1.377 1.372 1.478 1.578 1.134 1.347 1.481 1.270 1.423 1.545 1.351 1.444 1.552 1.167 1.359 1.500 

1. Construction of the initial matrix with the attribute’s weight 

2. Normalized decision matrix construction: The matrix normalized values for 
each criteria, as is shown in (Table 6).  
3. Associated normalized weighted matrix construction: is obtained from 
equation: ݒపఫതതതത =  ௝ ݊పఫതതതതݓ

Table 6 Normalized weighted matrix 

  C1     C2     C3     C4     C5     C6     C7   

A1 0.056 0.104 0.145 0.048 0.074 0.110 0.078 0.099 0.118 0.046 0.076 0.119 0.069 0.095 0.124 0.049 0.065 0.098 0.061 0.082 0.118 

A2 0.050 0.072 0.111 0.051 0.079 0.113 0.065 0.090 0.113 0.057 0.079 0.120 0.064 0.096 0.129 0.049 0.066 0.101 0.048 0.070 0.109 

A3 0.078 0.103 0.143 0.056 0.084 0.128 0.058 0.076 0.102 0.051 0.071 0.113 0.076 0.096 0.125 0.045 0.066 0.099 0.054 0.082 0.124 

 
4. Positive and negative ideal solutions obtainment: are obtained from 
equations 3 and  ܣҧା = ,ҧଵାݒ} … . , {ҧ௡ାݒ = {(max ,ҧ௜௝ݒ ݆ ∈ ,(ܬ  (min ,ҧ௜௝ݒ ݆ ∈ ҧିܣ {(′ܬ = ҧଵିݒ} , … . , ҧ௡ିݒ } = {(min ,ҧ௜௝ݒ ݆ ∈ ,(ܬ  (max ,ҧ௜௝ݒ ݆ ∈  {(′ܬ
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5. Distance calculation of each  alternative  to the ideal solutions found by and 
shown in (Table 7):  ҧ݀௜ା = {෍ ҧ௜௝ݒ)  − ҧ௝ା௝∈௃ݒ  )ଶ}ଵଶ,     ݅ = 1, … , ݉ 

Table 7 Distance to the positive ideal solution 

  C1     C2     C3     C4     C5     C6     C7   

A1 0.00050 0.00000 0.00000 0.00006 0.00010 0.00031 0.00000 0.00000 0.00000 0.00013 0.00001 0.00000 0.00005 0.00000 0.00003 0.00000 0.00000 0.00001 0.00000 0.00000 0.00004 

A2 0.00080 0.00102 0.00118 0.00002 0.00002 0.00022 0.00018 0.00008 0.00002 0.00000 0.00000 0.00000 0.00014 0.00000 0.00000 0.00000 0.00000 0.00000 0.00017 0.00015 0.00023 

A3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00040 0.00053 0.00026 0.00004 0.00008 0.00005 0.00000 0.00000 0.00002 0.00001 0.00000 0.00000 0.00004 0.00000 0.00000 

 
The sum of all the criteria for each of the alternatives is made and equation 5 is 

used to calculate the distance to the positive ideal solution (Table 8). 

Table 8 Distance to the positive ideal solution 

Sum Distance 
a m b a m b 

A1 0.000740147 0.000116566 0.00039239 0.02720564 0.010796573 0.019808831 

A2 0.00132409 0.001281679 0.001643481 0.036388053 0.035800544 0.04053987 

A3 0.000486779 0.000610494 0.000346002 0.022063059 0.024708181 0.018601126 

 

To calculate the ideal negative solution (Table 9), equation is used:  ҧ݀௜ି = {෍ ҧ௜௝ݒ)  − ҧ௝ି௝∈௃ݒ  )ଶ}ଵଶ,     ݅ = 1, … , ݉ 

Table 9 Distance to the negative ideal solution 

  C1     C2     C3     C4     C5     C6     C7   

A1 4E-05 1E-03 1E-03 0E+00 0E+00 0E+00 4E-04 5E-04 3E-04 0E+00 3E-05 4E-05 3E-05 0E+00 0E+00 1E-05 0E+00 0E+00 2E-04 2E-04 8E-05 

A2 0E+00 0E+00 0E+00 9E-06 3E-05 8E-06 4E-05 2E-04 1E-04 1E-04 8E-05 5E-05 0E+00 1E-07 3E-05 1E-05 2E-06 9E-06 0E+00 0E+00 0E+00 

A3 8E-04 9E-04 1E-03 6E-05 1E-04 3E-04 0E+00 0E+00 0E+00 3E-05 0E+00 0E+00 1E-04 7E-08 1E-06 0E+00 2E-06 1E-06 5E-05 2E-04 2E-04 

 
 
The sum of all the criteria for each of the alternatives is made and equation is 

used to calculate the distance to the negative ideal solution, as is shown in  
(Table 10). 
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Table 10 Distance calculation to the negative solution 

Suma Distancia 
a m b a m b 

A1 0.000642318 0.001736658 0.001559024 0.025344002 0.04167323 0.039484484 

A2 0.00019314 0.0003082 0.000237193 0.013897488 0.017555626 0.015401071 

A3 0.001084495 0.001197742 0.001597029 0.032931667 0.034608411 0.039962846 

 
6. Relative proximity calculation for each positive and negative ideal solution 
through proximity index. 

To conclude this study, The ideal alternative “Distance” will be divided by the 
ideal alternative “Distance” minus the anti-ideal alternative “Distance”. In this 
paper the alternate ranking method is used. To defuzzify the results, the proposed 
values by Garcia-Cascales and Lamata β=1/2 and λ=1/3 are taken, corresponding 
to a neutral decision level and a second option is calculated to define the best 
alternative, because the observed bias during data collection in the surveys, for 
this reason β=1/2 and λ=1/3 values are proposed, in this case equal importance is 
given to the right and left areas of the triangular fuzzy numbers obtained by the 
assigned values by the experts, as is shown in (Table 11). 

Table 11 Decision index 

  Neutral  Bias     
  defuzzified defuzzified Neutral Bias   

  output output order order   
A1 0.729528116 0.707880799 1 1 CAT 
A2 0.313698264 0.308572001 3 3 SANY 
A3 0.591864834 0.594656304 2 2 Komatsu 

5 Results and Recommendations 

The analysis of the final classificated data allows to observe that the three 
alternatives exhibit distant values, however it would be difficult to decide which 
criteria make a trend to generate a selection without making a analysis to 
determine which is the best option for the decision making group. Although the 
three alternatives meet the requirements and satisfy the buyer at some point, the 
fuzzy TOPSIS method finds which is the optimal alternative, however it is 
possible to consider the real bias that can be calculated taking the frequency of the 
surveys. 
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A Conceptual Automated Negotiation Model  
for Decision Making in the Construction Domain 

Moamin A. Mahmoud, Mohd Sharifuddin Ahmad  
and Mohd Zaliman M. Yusoff 

Abstract In this paper, we propose a conceptual automated multi-agent 
negotiation model for decision making in the construction domain. The proposed 
model enables software agents to conduct negotiations and autonomously make 
decisions. The model consists of two components, namely, Agent Architecture 
and Negotiation Approach. The Agent Architecture combines a Negotiation 
Algorithm and a Negotiation Protocol that enable each agent to conduct and 
regulate the negotiation process. The Negotiation Approach combines a Decision-
making Process based on Value Management, a Negotiation Process Base that 
hosts negotiation operations among agents and a Conflict Resolution Algorithm. 
The paper presents the conceptual findings of these components. 

Keywords Intelligent software agent · Multi-agent systems · Agent and 
negotiation · Automated negotiation · Value Management · Construction domain 

1 Introduction* 

In the construction domain, deciding on a new project is dependent upon a 
company’s strategy. If the strategy is based on a decision by a stakeholder, then it 
takes a shorter time to decide. However, such decision has no significance in terms of 
value management, because the decision-making process does not include other 
experienced stakeholders that hold different backgrounds.  

In the construction domain, a project manager usually cares more about the cost 
and schedule of a project than the function while a design manager is more 
concerned about the function than the cost. Thus, for any decision to be made 
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regarding a new project, stakeholders must propose an optimal solution.  
However, a problem may arise when stakeholders propose many solutions. In such 
a situation, stakeholders need to negotiate on the proposed solutions and agree on 
an optimal solution. But the negotiation may not be easy and smooth because 
when stakeholders possess different backgrounds, often their views about an 
optimal solution for a particular project are different. Such differences cause 
conflicts in arriving at a decision. In addition, stakeholders may work at different 
branches throughout the country or other parts of the world which make a meeting 
for decision more difficult and costly. While applying Value Management on 
decision making in the construction domain is useful, it faces communication 
difficulties between stockholders and conflicting issues that require negotiation. 

In this paper, we attempt to overcome these difficulties by proposing a Value-
based Automated Negotiation model utilizing the multi-agent system’s approach. 
It enables software agents to conduct negotiations and autonomously arrive at a 
decision. This paper is an extension to our work in the concepts of automated 
multi-agent negotiation [1, 2]. 

The proposed automated negotiation model consists of an Agent Architecture and 
a Negotiation Approach. The Agent Architecture combines i) a Negotiation 
Algorithm that enables agents to conduct a negotiation and arrive at a decision of an 
optimal solution and ii) a Negotiation Protocol that enables each agent to conduct 
and regulate the negotiation process. The Negotiation Approach combines,  
iii) a Decision-making Process based on Value Management that coordinate the 
negotiation between agents until a decision is reached, iv) a Negotiation Process 
Base that hosts all negotiation activities between agents and v) a Conflict Resolution 
Algorithm, which resolves conflicts of two or more proposed solutions by agents by 
filtering solutions that do not meet a required level of safety. 

While this work is inspired by the work of Utomo [3], his study is only in 
conceptual level and lacks a complete negotiation process that aids an agent to 
interact and negotiate with other agents and respond to its environment and 
eventually influences its autonomy level in decision making.  

2 Related Work 

In this section, we discuss two prominent topics of this research which are value 
management and application of negotiation in multi-agent systems. 

Value Management (VM) is defined as “a structured, organized team approach 
to identify the functions of a project, product, or service that will recognize 
techniques and provide the necessary functions to meet the required performance 
at the lowest overall cost” [4]. Utomo et al. [3] defined VM as one of the decision 
methodologies that include a multi-disciplinary, team-oriented approach to 
problem solving [5]. Therefore, negotiation plays an important role on VM using a 
value-based group decision [3]. VM is based on a data collection method from 
reliable resources and functional requirements to fulfill the needs, wants and 
desires of customers [3].  
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The application of VM in decision making has been reported by many 
researchers [3, 6, 7]. One of the techniques that is relevant to VM is weighting and 
scoring in which a decision needs to be made in selecting an option from a number 
of competing options, and the best option is not immediately identifiable [3, 8, 9].  

Intelligent software agents have been widely used in distributed artificial 
intelligence and due to their autonomous, self-interested, rational abilities [11, 12, 
13, 14, 15, 16], and social abilities [17, 18, 19, 20], agents are well-suited for 
automated negotiation on behalf of humans [10]. According to Kexing [10], 
automated negotiation is a system that applies artificial intelligence and 
information and communication technology to negotiation strategies, utilizing 
agents and decision theories. 

Numerous research have discussed negotiation on multi-agent systems in 
various domains [21, 22, 23, 24, 25]. Coutinho et al. [26] proposed a negotiation 
framework to serve collaboration in enterprise networks to improve the 
sustainability of interoperability within enterprise information systems. Utomo [3] 
presented a conceptual model of automated negotiation that consists of a 
negotiation methodology and an agent-based negotiation. Dzeng and Lin [27] 
presented an agent-based system to support a negotiation between constructors 
and suppliers via the Internet.  Anumba et al. [28] proposed a collaborative design 
of light industrial buildings based on multi-agent systems to automate the 
interaction and negotiation between the design members. Ren et al. [22] developed 
a multi-agent system representing participants, who negotiate with each other to 
resolve construction claims.  

3 A Conceptual Model for Automated Negotiation 

As shown in Figure 1, the proposed automated negotiation model consists of five 
main components which are i) Negotiation Algorithm, ii) Negotiation Protocol, iii) 
Decision-making Process based Value Management, iv) Negotiation Process Base 
and v) Conflict Resolution Algorithm.  

In this paper, we present the Conceptual Model for Automated Negotiation and 
the Automated Negotiation Process and detail out two components: the 
Negotiation Protocol and the Decision-making Process.  

As shown in Figure 1, each agent is equipped with a negotiation algorithm and 
a negotiation protocol. The agent negotiate with other agents via the negotiation 
process base. Agents’ negotiation operation via the negotiation process base is 
coordinated by a process of decision-making and influenced by a conflict 
resolution algorithm. The output of the approach is a single solution. 
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Fig. 1 A Conceptual Model for Automated Negotiation 

4 The Automated Negotiation Process 

Figure 2 shows a simple scenario of two agents negotiating via the negotiation 
process base. The negotiation algorithm and the negotiation protocol enable the 
agents to conduct negotiation while the negotiation process base provides a middle  
 

 
Fig. 2 The Automated Negotiation Process 
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ground for the agents to negotiate. If a conflict occurs after negotiation, the 
conflict resolution algorithm mitigates the conflict. The flow of negotiation 
including conflict resolution to reach a decision is coordinated by a decision-
making process. The following sections discuss and present the process of each 
component presented in Figure 2. 

4.1 Decision-Making Process Based on Value Management 

A decision made by an agent goes through several processes. These processes 
work by gradually reducing candidate solutions of a project until a single solution 
is reached. Consequently, in this work, the process of nominating a single solution 
from a set of solutions is called decision-making.  

There are three main processes in decision-making for a specific project, which 
are propose solutions, negotiate solutions and handling conflicting outcomes 
(conflict resolution).  

 Propose solutions: In this process, each agent proposes solutions and ranks 
them from 1st to nth solution where n is any natural number. In this work, we 
assume an agent has the ability to do these tasks. 

 Negotiate solutions: When ranked solutions are ready, agents negotiate by 
submitting their ranked solutions to each other. Since each agent’s target is to 
maximize its utility by selecting a solution that has a better order, each agent 
prepares a plan. Using these plans, agents form coalitions among them based 
on similar plans. These coalitions continuously compare plans with each other 
until a single or more solutions converge after exhausting all attempts. 
Section 3.3 discusses the process in greater details. 

 Resolve conflict: If agent coalitions agree upon a single solution, then this 
process is completed, but if there are two or more conflicting solutions, then 
the conflicts need to be resolved. This process resolves conflicts based on 
each coalition’s strength and its solutions’ risks. From these two parameters, 
this process drops solutions until a single solution is reached. Section 4 
discusses this in more details. 

Figure 3 shows the flowchart of the decision-making process as described 
above. The process starts when agents receive a new project. The agents first 
propose solutions in ranked order. They then negotiate these solutions. If they 
agree upon a single solution, then the decision is made, otherwise, the conflict 
resolution process takes over to drop the weak and risky solutions. If the outcome 
of the conflict resolution process is a single solution then the decision is made. 
Otherwise, the agents negotiate the outcome of the conflict resolution process. 
Ultimately, one coalition’s solution is accepted. 
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Fig. 3 Decision Making Process 

4.2 Negotiation Protocol 

In this work, agents conduct negotiation according to a predefined protocol. Such 
protocol ensures that the negotiation progresses smoothly. As shown in Figure 4, 
an agent first proposes its solutions (in rank) and then submits them to the 
negotiation base. When all agents have submitted their solutions, the negotiation 
base allows agents to review each solution weightage. From this information, the  
 
 

 
Fig. 4 Agent’s Negotiation Protocol 
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agent sets a plan and then submits its plan to the negotiation base. When all agents 
have submitted their plans, the negotiation base allows the agents to review each 
other’s plans. The agents then form coalitions and submit their decisions to the 
negotiation base. When all agents have formed coalitions, the negotiation base 
allows the agents to view each coalition’s strength. The agents re-evaluate their 
coalitions according to the strength and then forms the final coalition. 

4.3 Negotiation Algorithm 

The algorithm implements the negotiation process between agents. The process 
starts when each agent submits its solutions to the negotiation base. Each agent 
then reviews each solution’s and accordingly sets a plan to conduct negotiation. 

4.4 Negotiation Process Base  

The Negotiation Process Base represents the negotiation hub that is used by agents 
to form negotiations by sharing their solutions and form coalitions. The base helps 
in reducing direct interactions between agents that increase the network load. All 
negotiations are processed via this base which is accessible by all agents. 

4.5 Conflict Resolution Algorithm 

The need for this algorithm is based on the negotiation outcomes. Since any 
project needs a single solution, then when the negotiation outcome is a single 
solution, agents skip this algorithm. But when the outcome is several solutions, 
then another process is needed to resolve this conflict. Such situation represents a 
conflict between agents about the solution of that project.  

5 Conclusion and Further Work 

In this paper, we present our initial findings on our research to develop a 
conceptual automated multi-agent negotiation model for decision-making in the 
construction domain. The automated negotiation model consists of agent 
architecture and a negotiation approach and combines five components which are 
i) a negotiation algorithm and ii) a negotiation protocol that enables each agent to 
conduct and regulate the negotiation process. In addition to the agent architecture 
components, the negotiation approach combines iii) a decision-making process 
based on value management, iv) a negotiation process base that host negotiation 
operations among agents and v) a conflict resolution algorithm.  

We also present a predefined Negotiation Protocol that ensures that the 
negotiation progresses smoothly and a Decision-making Process flow that 
coordinates the negotiation between agents until a decision is reached.  
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Since this work is in its theoretical stage, it only presents the conceptual 
underpinnings of pertinent issues in negotiation and does not present the 
experimental results. Such outcome will be presented in our future work. 

In addition, for our future work, we shall study and propose mechanisms for the 
three components presented in the model which are Negotiation Algorithm, 
Negotiation Process Base and Conflict Resolution Algorithm.  

References 

1. Mahmoud, M.A., Ahmad, M.S., Yuso, M.Z.M., Idrus, A.: An Automated Negotiation-
based Framework via Multi-Agent System for the Construction Domain. International 
Journal of Artificial Intelligence and Interactive Multimedia 3(5), 23–27 (2015) 

2. Mahmoud, M.A., Ahmad, M.S., Yusoff, M.Z.M., Idrus, A.: Automated Multi-agent 
Negotiation Framework for the Construction Domain. In: 12th International 
Conference Distributed Computing and Artificial Intelligence, pp. 203–210. Springer 
International Publishing (2015) 

3. Utomo C.: Development of a negotiation Support Model for Value Management in 
Construction, Ph.D. Thesis, University Teknologi PETRONAS, December 2009 

4. SAVE International, value methodology standards (2001) 
5. Kelly J., Male S.: Value Management in Decision and Construction, The Economic 

Management of Projects. Spon Press, London 
6. Jaapar, A., Endut, I.R., Bari, N.A.A., Takim, R.: The impact of value management 

implementation in Malaysia. Journal of Sustainable Development 2(2) (2009) 
7. Shen, Q., Chung, J.K.H., Li, H., Shen, L.: A Group Support System for improving 

value management studies in construction. Automation in Construction 13(2004),  
209–224 (2004) 

8. Cariaga, I., El-Diraby, T., Osman, H.: Integrating Value Analysis and Quality Function 
Deployment for Evaluating Design Alternatives. Construction Engineering and 
Management 133(10), 761–770 (2007) 

9. Qing, Y., Wanhua, Q.: Value Engineering Analysis and Evaluation. For the Second 
Beijing Capital Airport. Value World, Spring, SAVE International (2007) 

10. Kexing L.: A survey of agent based automated negotiation. In: 2011 International 
Conference on Network Computing and Information Security (NCIS), vol. 2, pp. 24–27. 
IEEE (2011) 

11. Ahmed, M., Ahmad, M.S., Yusoff, M.Z.M.: Modeling agent-based collaborative 
process. In: The 2nd International Conference on Computational Collective 
Intelligence Technology and Applications (ICCCI 2010), pp. 296-305, Taiwan, 
November 10–12, 2010. ISBN: 3-642-16692-X 978-3-642-16692-1 

12. Mahmoud, M.A., Ahmad, M.S., Yusoff, M.Z.M., Idrus, A.: Automated multi-agent 
negotiation framework for the construction domain. In: Distributed Computing and 
Artificial Intelligence, (DCAI 2015), Spain. Advances in Intelligent Systems and 
Computing, vol. 373, pp. 203–210, June 3–5, 2015. Springer International Publishing 
(2015) 

13. Itaiwi, A.K., Ahmad, M.S., Hamid, N.H.A., Jaafar, N.H., Mahmoud, M.A.: A 
framework for resolving task overload problems using intelligent software agents. In: 
2011 IEEE International Conference on Control System, Computing and Engineering, 
ICCSCE 2011 (2011) 



A Conceptual Automated Negotiation Model for Decision Making 21 

14. Ahmed, M., Ahmad, M.S., Yusoff, M.Z.M.: A Collaborative Framework for 
Multiagent Systems. International Journal of Agent Technologies and Systems 
(IJATS) 3(4), 1–18 (2011) 

15. Ahmed, M., Ahmad, M.S., Yusoff, M.Z.M.: Mitigating human-human collaboration 
problems using software agents. In: The 4th International KES Symposium on Agents 
and Multi-Agent Systems – Technologies and Application (AMSTA 2010), pp. 203–212, 
Gdynia, Poland, June 23–25, 2010. ISBN:3-642-13479-3 978-3-642-13479-1 

16. Itaiwi, A.-M.K., Ahmad, M.S., Hamid, A., Hamimah, N., Jaafar, N.H., Mahmoud, 
M.A.: A multi-agent framework for dynamic task assignment and delegation in 
workload distribution. In: International Conference on Computer & Information 
Sciences, June 12, 2012 

17. Mahmoud, M.A., Ahmad, M.S., Mohd Yusoff, M.Z., Mustapha, A.: A Review of 
Norms and Normative Multiagent Systems. The Scientific World Journal (2014) 

18. Mahmoud, M.A., Ahmad, M.S., Ahmad, A., Yusoff, M.Z.M., Mustapha, A., Hamid, 
N.H.A.: Obligation and prohibition norms mining algorithm for normative multi-agent 
systems. In: KES-AMSTA, pp. 115–124, May 2013 

19. Mahmoud, M.A., Ahmad, M.S., Ahmad, A., Yusoff, M.Z.M., Mustapha, A.: Norms 
detection and assimilation in multi-agent systems: a conceptual approach. In: 
Knowledge Technology, pp. 226–233. Springer, Heidelberg (2012) 

20. Mahmoud, M.A., Ahmad, M.S., Ahmad, A., Mohd Yusoff, M.Z., Mustapha, A.:  
A norms mining approach to norms detection in multi-agent systems. In: 2012 
International Conference on Computer & Information Science (ICCIS), vol. 1,  
pp. 458–463. IEEE, June 2012 

21. Beer, M., d’Inverno, M., Jennings, R.N., Luck, M., Preist, C., Schroeder, M.: 
Negotiation in multi-agent systems. Knowledge Engineering Review 14(3), 285–289 
(1999) 

22. Ren, Z., Anumba, C.J.: Multi-agent systems in construction—state of the art and 
prospects. Automation in Construction 13, 421–434 (2004) 

23. Wang, M., Wang, H., Vogel, D., Kumar, K., Chiu, D.K.W.: Agent-based negotiation 
and decision making for dynamic supply chain formation. Engineering Applications of 
Artificial Intelligence 22(7), 1046–1055 (2009) 

24. Utomo C., Idrus A.: A Concept toward Negotiation Support for Value Management on 
Sustainable Construction. Journal of Sustainable Development 4(6) (2011) 

25. Sanchez-Anguix, V., Julian, V., Botti, V., García-Fornes, A.: Tasks for agent-based 
negotiation teams: Analysis, review, and challenges. Engineering Applications of 
Artificial Intelligence 26(10), 2480–2494 (2013) 

26. Coutinho, C., Cretant, A., Ferreira da Silva, C., Ghodous, P., Jardim-Goncalves, R.: 
Service-based negotiation for advanced collaboration in enterprise networks. Journal 
of Intelligent Manufacturing (2014). doi:10.1007/s10845-013-0857-4 

27. Dzeng, R.J., Lin, Y.C.: Intelligent agents for supporting construction procurement 
negotiation. Expert Systems with Applications 27(1), 107–119 (2004) 

28. Anumba, C.J., Ren, Z., Thorpe, A., Ugwu, O.O., Newnham, L.: Negotiation within a 
multi-agent system for the collaborative design of light industrial buildings Adv Eng 
Software 34(7), 389–401 (2003) 



Self-Adaptive Organizations for Distributed
Search: The Case of Reinforcement Learning

Friederike Wall

Abstract In this paperwe study the effects of learningby reinforcement and adaptive
change of distributed search systems’ organizations.We find that employing learning
by reinforcement to direct organizational alterations of distributed search systems
may lead to high levels of systems’ performance and this, in particular, with rather
high efficiency in terms of effort of reorganization. The results also suggest that the
complexity of the search problem together with the aspiration level, relevant for the
positive or negative reinforcement, considerably shape the effects of learning.

Keywords Agent-based simulation · Complexity · NK fitness landscapes ·
Reinforcement learning

1 Introduction

The organization of distributed search processes has been studied in various disci-
plines, like control theory, complex systems science or computational organization
theory to name but a few (for reviews [16], [5], [4]). A major topic of these research
efforts relates to the coordination of distributed agents which has been differentiated
into streams on consensus, formation control, optimization, task assignment, and
estimation [16]. However, there is some evidence that distributed search processes
could remarkably benefit from inducing organizational dynamics in the course of
the search for better solutions ([15], [14], see also [1]): In particular, organizational
dynamics per se - i.e., even if alterations of organizational features are driven by
random - appear to induce a shift towards more exploration, i.e., discovery of new
solutions, and less exploitation, i.e., stepwise improvement. With respect to practical
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use, these findings suggest that frequent organizational changes are beneficial - may
it be, for example, in the organizational set-up of collaborating robots or “swarms”
of unmanned aerial vehicles.

Building on these results, in this paper we go a step beyond previous research
(especially [15], [14]) by introducing a form of learning-based organizational dy-
namics: In particular, the paper analyzes the effects of endowing distributed search
systems with some capabilities to learn about their organization’s performance and
to adapt the organization accordingly on the search systems’ performance. For this
purpose, we employ an agent-based simulation model which captures two inter-
twined adaptive processes: (1) In the short term the search agents - operating on NK
fitness landscapes [7], [8] - seek to find superior levels of the search system’s overall
performance. (2) In the mid term the search systems adapt major features of their
organizational structure via learning by reinforcement based on the performance
enhancements achieved.

2 Outline of the Simulation Model

2.1 Short Term Adaptive Search for Higher Levels
of Performance

Search Problem. In each time step t of the observation period T , our search systems
face an N -dimensional binary search problem, i.e., they seek for a superior config-
uration dt = (d1t , ..., dNt ) with dit ∈ {0, 1}, i = 1, ...N , out of 2N different binary
vectors possible. Each of the two states dit ∈ {0, 1} contributes with Cit to fitness
V (dt) of the search system. In line with the NK framework, Cit is randomly drawn
from a uniformdistributionwith 0 ≤ Cit ≤ 1.An advantage ofNKfitness landscapes
is that they allow to easily control the complexity of the underlying search problem
by parameter K [10]. In particular, K reflects the number of choices d jt , j �= i which
also affect the fitness contribution Cit of choice dit . In case of no interactions K is
0, and K equals N − 1 for maximum interactions. With this, fitness contribution Cit

might not only depend on the single choice dit but also on K other choices d jt where
j ∈ {1, ...N } and j �= i :

Cit = fi (dit , d jt, j∈{1,...N }, j �=i ). (1)

The overall fitness (performance) Vt achieved in period t results as the normalized
sum of contributions Cit from

Vt = V (dt) = 1

N

N∑

i=1

Cit . (2)
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Agents and Their Choices. In our model, the search for higher levels of fitness is
conducted collaboratively by several search agents. In particular, the N -dimensional
search problem is partitioned into M disjoint partial problems and each of these sub-
problems is exclusively delegated to a search agent r , r = 1, ..., M . Hence, from the
perspective of search agent r the search problem is segmented into a partial search
vector dr

t for those choiceswhich are in its own primary control and into partial vector
dr,res

t for the residual choices that the other search agents q �= r are in charge of.
However, with cross-segment interactions among the sub-problems, choices of agent
r might affect the contribution of the other agents’ choices on overall performance,
and vice versa.

In each time step t , a search agent seeks to identify the best configuration for
the “own” choices dr

t assuming that the other agents do not alter their prior choices.
For this, an agent r randomly discovers two alternatives to status quo dr∗

t−1 - an
alternative configuration that differs in one choice (a1) and another (a2) where two
bits are flipped compared to the current configuration. Hence, in time step t , agent r
has three options to choose from, i.e., keeping the status quo or switching to dr,a1

t or
dr,a2

t . Which of these options is favorable from a search agent’s perspective depends
on the agent’s “objective” Pr

t when assessing the options. An agent might focus only
on the “own” partial search problem or may, at least partially, take the residual part
of the search problem into consideration - depending on parameter αr in Eq. (3):

Pr
t (dt) = Pr,own

t (dr
t ) + αr · Pr,res

t (3)

with Pr,own
t (dr

t ) = 1

N

Nr∑

i=1+p

Cit and Pr,res
t =

M∑

q=1,q �=r

Pq,own
t . (4)

where p = ∑r−1
s=1 N s for r > 1 and p = 0 for r = 1.

However, the agents’ evaluations of alternatives need not necessarily be perfect,
i.e., the agents may misjudge the options’ contributions to objective Pr

t (dt). This
may not only be an unintentional shortcoming of, e.g., agents’ information pro-
cessing capacities but also may be intentionally induced: Some evidence suggests
that imperfect information on the fitness (performance) of options could increase
the effectiveness of search processes (e.g. [9], [13]). (This is, in particular, since
false-positive evaluations of options increase the diversity of search by providing
the opportunity to leave a local peak and, by that, to eventually find higher levels
of fitness.) Hence, intentionally or not, our agents may eventually be endowed with
slightly distorted information about the fitness of options. We capture distortions by
adding error terms as exemplarily shown in Eq. (5):

P̃r,own
t (dr

t ) = Pr,own
t (dr

t ) + er,own(dr
t ) (5)

For the sake of simplicity, we depict distortions as relative errors imputed to the
true performance (for other functions see [9]). The error terms follow a Gaussian
distribution N (0; σ) with expected value 0 and standard deviations σ r,own and σ r,res
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are assumed to be the same for search agents r and stable in time; errors are assumed
to be independent from each other.

Apart from the search agents, our model captures a kind of “central agent” whose
role is a twofold one: (1) In the short termed adaptive search the central agent could
- depending on the particular mode of coordination - intervene in the selection of
choices. (2) In the mid term, the central agent assesses performance enhancements
and “learns” about successful organizational structures by reinforcement. We go
more in detail of both roles in the next section.

2.2 Mid Term Adaptation of the Organizational Set-Up Based
on Reinforcement Learning

ModeofReinforcementLearning.The very core of our research iswhether learning
on the search system’s organization together with altering the organizational set-
up accordingly could enhance performance. For this, from time to time, our search
systems can alter their organizational set-up according to L dimensions. In particular,
in each T ∗-th time step the central agent faces an L-dimensional decision problem
and chooses a configuration φt = (a1(t), ..., aL(t)) of alternatives al ∈ Al for all
l = 1, ...L and with |Al | giving the number of alternatives al in set Al .

We employ a simple mode of reinforcement learning (for overviews see [12], [6])
based on statistical learning, i.e., a generalized form of the Bush-Mosteller model
([2], [3]): The propensities of choices are updated according to the - positive or
negative - stimuli resulting from the outcome (payoff) of prior choices. Whether the
outcomeω of configuration φt at time step t is regarded positive or negative, depends
onwhether, or not, it at least equals an aspiration level v. Outcomeωt of configuration
φt is defined as the maximal relative performance enhancement achieved within the
last T ∗ periods of the adaptive walk, i.e.,

ωt (φt) = max[(Vt−t̃ − Vt−T ∗)/Vt−T ∗ , t̃ = 1, ...(T ∗ − 1)]. (6)

Hence, the stimulus τ(t) is

τ(t) =
{

1 if ωt (φt) ≥ v

−1 if ωt (φt) < v
(7)

p(al , t) denotes the probability of an alternative within dimension l of organizational
design to be chosen at time t (with 0 ≤ p(al , t) ≤ 1 and

∑
al∈Al

(p(al , t)) = 1); al(t)
denotes that option of set Al which is implemented in time step t . The probabilities of
optionsal ∈ Al are updated according to the following rule,whereλ (with 0 ≤ λ ≤ 1)
reflects the reinforcement strength [3]:
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p(al , t + 1 = p(al , t) +

⎧
⎪⎪⎨

⎪⎪⎩

λ · τ(t) · (1 − p(al , t)) if al = al(t) ∧ τ(t) = 1
λ · τ(t) · p(al , t) if al = al(t) ∧ τ(t) = −1
−λ · τ(t) · p(al , t) if al �= al(t) ∧ τ(t) = 1
−λ · τ(t) · p(al ,t)·p(al (t),t)

1−p(al (t),t)
if al �= al(t) ∧ τ(t) = −1

(8)
After the probabilities are updated as given in Eq. (8) the “next” organizational
configuration φ to be implemented from t + 1 to t + T ∗ is determined randomly
according to the updated probabilities.
Organizational Design. In our simulations, the organizational design vector φ is
three-dimensional, i.e. L = 3. Within each dimension three options are given (i.e.
|Al | = 3∀l = 1 . . . 3). These dimensions relate to (see also Table 1):
(1) the objective of the search agents as controlled by parameter αr in Eq. (3)
(2) the precision of ex ante-evaluations as given by σ r,own , σ r,res and σ cent

(3) the mode of coordination: (a) “decentralized”: the search agents decide on their
“own” partial choices dr

t autonomouslywithout any intervention by the central agent;
(b) “lateral veto”: the search agents inform each other about their preferences and
are endowed with mutual veto power; (c) “centralized”: each search agent informs
the central agent about the two most preferred options from dr∗

t−1, dr,a1
t and dr,a2

t , the
central agent chooses that combination of preferences which promises the highest
overall performance V .

3 Simulation Experiments and Parameter Settings

In the simulation experiments, after a fitness landscape is generated, the initial or-
ganizational set up (i.e. φ) of a search system is determined randomly out of the
options in each dimension l as introduced above and summarized in Table 3 with
uniform probabilities p(al , t = 0) within each dimension. Then the systems are
placed randomly in the fitness landscape and observed while searching for higher
levels of performance and, in each T ∗-th period, updating probabilities and alter-
ing their organization. In order to oppose learning search systems (esp. λ = 0.5)
to non-learning systems employing organizational change we also conduct simu-
lations forλ = 0. Moreover, we simulate search systems which do not alter their
organization within the observation time T (i.e., with T ∗ > T ). In order to capture
the complexity of the underlying search problem, we conduct simulations for two
interaction structures which, in a way, represent two extremes [11]: in the block-
diagonal structure the overall search problem can be segmented into two disjoint
parts with maximal intense intra-sub-problem interactions but no cross-sub-problem
interactions. In contrast, in the full interdependent case all single options di affect
the performance contributions of all other choices (i.e., intensity of interactions K
is maximal).
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Table 1 Parameter Settings

Parameter Values / Types

observation period T = 250
number of choices N = 10
interaction structures block-diagonal (K = 4); full interdependent (K = 9)
number of search agents M = 2, agent 1: d1 = (d1, ...d5), agent 2: d2 = (d6, ...d10)
number of org. dimensions L = 3
agents’ objective αr ∈ {0; 0.5; 1}
precision of evaluation (σ r,own; σ r,res; σ cent ) ∈ {(0.1; 0.15; 0.125);

(0.05; 0, 2; 0.125); (0; 0; 0)}
coordination mode decentralized, lateral veto, central
interval of change T ∗ = 25 and for contrasting to ”no change”: T ∗ > T
learning strength λ ∈ {0; 0.5}
aspiration level v ∈ {0; 0.01}

4 Results

Table 2 displays condensed results of the scenarios simulated. The final performance
(Vt=250) achieved in the end of the observation period and the performance achieved
on average in each of the 250 periods (V̄{0;250}) may serve as indicators for the
effectiveness of the search process. The same applies to the frequency of how often
the global maximum is found in the final period. Figure 1 depicts the adaptive walks
for the different scenarios and interaction structures.

Results confirm findings of prior research indicating that altering the organiza-
tional set-up in the course of distributed search processes may be favorable ([15],
[14], [1]): It has been argued that this is since organizational change increases the
diversity of search and, thus, reduces the peril of sticking to local peaks. This is
confirmed by the ratio of altered configurations implemented and the frequency of
how often the global maximum is found at t = T as reported in Table 2.

However, results suggest that learning by reinforcement is not universally ben-
eficial. Apparently, the complexity of the search problem in conjunction with the
aspiration level subtly affects its benefits. In order to explain why, in case of the
highly complex search problems, a high aspiration level induces such a rather poor
performance, we argue that this is due to the specific selective effects induced: With
a high aspiration level it becomes rather unlikely that a positive stimulus τ(t) follows
from a certain organizational set-up - even if it had brought some (lower than v) per-
formance enhancements in the last T ∗ periods. Hence, even potentially advantageous
organizational options are likely to receive low probabilities to be chosen next time
again. Highly complex search problems are particularly prone to this effect, since
they incorporate the peril of sticking in local peaks and, with that, no performance
enhancements occurring. The latter would satisfy a low aspiration level v = 0 (and,
thus, induce a positive stimulus) but not in case of a high aspiration level.

The average number of dimensions in which alterations occur during the adaptive
search (rightmost column in Table 2) might be regarded as an indicator for the effort
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Table 2 Condensed Results

Scenario of learning Final perf. Avg. perf. Frequency Ratio Avg. no.
and change* Vt=250* V̄{0;250}* glob. max. alt. conf. changed

in t = 250 of d dimensions

block-diagonal structure
no change 0.9562 0.9502 26.66% 8.53% 0.0
not learning, change 0.9698 0.9587 40.50% 10.57% 20.1
learning, low aspir.lv., change 0.9676 0.9574 36.50% 10.23% 6.0
learning, high aspir.lv., change 0.9606 0.9546 34.92% 13.41% 17.0

full interdependent structure
no change 0.8839 0.8713 6.14% 6.62% 0.0
not learning, change 0.8953 0.8772 9.70% 11.18% 20.0
learning, low aspir.lv., change 0.8965 0.8771 8.44% 9.88% 5.8
learning, high aspir.lv., change 0.8774 0.8666 8.64% 15.86% 17.3

* Notes: Confidence intervals, at a confidence level of 99.9%, for Vt=250 range between 0.002 and

0.005, for V̄{0;250} between 0.001 and 0.003; scenarios: “no change”: T ∗ > 250; “not learning,

change”: λ = 0, v = 0.01); “learning with low aspiration level, change”: λ = 0.5, v = 0; “learning

with high aspiration level, change”: λ = 0.5, v = 0.01. For further parameter settings see Table 1.

Each row shows the results of 5,000 adaptive walks.

(“costs”), if any, of organizational dynamics and, thus, the efficiency of the mode of
change and learning. Obviously, the context of the search organization is relevant
for whether, or not, and, if so, in which shape costs of organizational change occur.
For example, in case of a network of unmanned aerial vehicles collaboratively serv-
ing a certain service area the switch from one coordination mode to another might
not cause any costs (apart from activating another of already available coordination
mechanisms); however, in case of firm managers collaboratively searching for better
configurations of key performance drivers reorganizations are rather costly, includ-
ing, for example, learning costs of new organizational procedures or the adjustment
of incentive schemes. Hence, the average number of dimension changes may be
rather critical for the efficiency of inducing organizational dynamics of search.

In respect of efficiency of organizational dynamics we find that in both interaction
structures under investigation employing learning combined with a low aspiration
level yields good performance combined with rather high efficiency if compared to
the other scenarios: For example, the “not learning, change”-scenario requires on
average 20 reorganizations; however, in case of the full interdependent structure (i.e.
highly complex search problem) “learning with low aspiration level” leads to similar
final and average performance levels - with only around 6 alterations on average of
the search processes. Hence, when alterations are not costless employing learning
by reinforcement may be particularly valuable due to its effects on efficiency of
organizational dynamics.
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Fig. 1 Adaptive search processes for a. the block-diagonal and b. the full interdependent interaction
structure. Each curve represents the average of 5,000 adaptive walks, i.e., 1,000 distinct fitness
landscapes with 5 adaptive walks on each. For parameter settings see Table 1.

5 Conclusion

The major finding of our study is that employing learning by reinforcement for
organizational alterations of distributed search systems potentially may lead to high
levels of performance of the system and this, in particular, with rather high efficiency
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as given by the costs of reorganization. These findings are of particular interest
especially when reorganizing the search system causes marginal costs - may it, for
example, due to learning of new organizational procedures on the agents’ site or
required adjustments in institutional arrangements.

However, our results also suggest that the complexity of the search problem to-
gether with the aspiration level considerably shapes the effects of reinforcement
learning - which, at worst, may even be harmful if compared to refraining from any
organizational alterations. In particular, these findings may sensitize the designer of
a distributed search system employing learning by reinforcement to that the level
of performance enhancements aspired should not be overstretched in order to avoid
"hyper-actively and ineffectively" alternating search systems.

Of course, these findings call for further research efforts. For example, further
studies should investigate more into detail the role of the aspiration level and other
parameters like the interval between of organizational alterations or the learning
strength - which were fixed in the simulation experiments presented in this paper.
Moreover, the basic search problem, as it is based on the NK-framework, is rather
unstructured in terms of randomized performance contributions (apart from the struc-
ture of interactions); hence, in further research studies learning-based organizational
adjustments of the search system may turn out even more beneficial in case of more
structured search problems.
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Distributed Denial of Service (DDoS) Attacks 
Detection Using Machine Learning Prototype 

Manuel S. Hoyos Ll, Gustavo A. Isaza E, Jairo I. Vélez and Luis Castillo O 

Abstract The Distributed Denial of Service (DDoS) attacks affect the availability 
of Web services for an indeterminate period of time, flooding the company’s servers 
with fraudulent requests and denying requests from legitimate users, generating 
economic losses by unavailable rendered services. Therefore, the aim of this paper is 
to show the process of detection prototype DDoS attacks using a supervised learning 
model by Support Vector Machines (SVM), which captures network traffic, filters 
HTTP headers, normalizes the data on the basis of the operational variables: rate of 
false positives, rate of false negatives, rate of classification and then sends the in-
formation to corresponding SVM’s training and testing sets. The results show that 
the proposed DDoS SVM prototype has high detection accuracy (99 %) decrease 
of the false positives and false negatives rates compared to conventional detection 
models. 

Keywords SVM · Machine learning · Intrusion detection · DDoS 

1 Introduction* 

DDoS attacks are a critical issue for companies that have been integrating their 
technology to public networks, allowing multiple attackers to access data or render 
services to large companies or countries, such as North Korea, the most recent 
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relevant DDoS Attack turning internet communications offline [1]. A DDoS attack 
consists in to throw tens or hundreds of thousands of requests per second to a 
server from different locations or IPs; the concept of "Distributor" is concerning 
that these requests are made from hundreds of thousands of infected machines 
(commonly called "zombies") which are governed by "botnets" in a coordinated way 
at the same time, i.e. SYN Flood, Smurf attacks, which are a sum of bandwidth, 
memory usage and target’s processing, usually no servers could handle ending in a 
collapse of service because it cannot answer every request; therefore it’s necessary 
the development of new techniques and prototypes to detect fraudulent attacks  of 
concurrent requests in an effective and efficient way also it’s necessary in order to 
avoid the unavailability of service and economic losses. Machine learning using 
SVM have been used with great success in the field of information security and 
pattern recognition research in different processes of classification, prediction and 
regression.  The application of techniques with a SVM supervised model has large 
advantages over rule-based techniques, since the generation of the model is based on 
a statistical model that changes its behavior according to the input parameters defined 
and based on a training rule that requires human interaction; in the prototype 
evaluation it was found that the correct classification rate of normal or abnormal 
requests in the training phase is directly related to standardization and proper 
selection of the input parameters, allowing the output variables are generated with 
minimum percentage of misclassification, generating confidence in the generated 
model and the detection of these behaviors. The paper describes: The contextual 
reference and some relevant work in section 2. The Section 3 shows the proposed 
model of the development and application of machine learning prototype. In section 4 
some results are evident and in the end, finally in Section 5 the conclusions are 
presented. 

2 Context and Recent Literature 

Since 1998 and 1999, DARPA has collected and distributed the first standard 
dataset for evaluation of intrusion detection systems for computer networks. The 
first formal, repeatable and statistically significant evaluations of intrusion detec-
tion systems are coordinated. These assessments measure probability of detection 
and false alarm for each system under test and are designed to be simple, to focus 
on the key issues of technology, and to encourage the broadest possible participa-
tion by eliminating problems of security and privacy and provide data types that 
are commonly used by most systems intrusion detection.  The evaluation results 
suggested that future research should aim to develop new algorithms to detect new 
attacks but creating static rules or signatures. Since that moment, many experts 
began working on techniques and models able to resolve this problem. Below are 
presented some proposed techniques in intrusion detection systems (IDS): 
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Rules: Responsible for analyzing the traffic that goes through the IDS, classify-
ing the frame as normal or as intrusion. This technique uses a database of 
knowledge where a set of rules is applied to compare traffic patterns with the  
parameterized rules in the database [2].  

As proposed by [4] on a system based intrusion detection agents with a rules 
engine based on XML, it can be that the argued model was presented as a distrib-
uted intrusion detection system, which consists of three intelligent agents that have 
specific functions and exchange information via XML sure how SSL and a point-
to-point and IAP. The decision to do so and distributed intelligent agents, is based 
on the intrusion detection systems distributed traditional drawbacks, such as the 
hierarchy analysis, data refinement, bulky modules at all levels and passive inter-
action. The distributed sensing system offers more functions intrusions and strong 
individual actions IDS using intelligent agents.  

Neural Networks: Artificial neural networks (ANN) are inspired by the behav-
ior of neurons in the biological world, seeking to emulate in technology. [3]; as 
proposed by [5], about an automatic defense against distributed denial of service, 
it can argue model; the authors propose a model of automatic defense that pre-
vents human interaction techniques based on artificial neural networks.  An archi-
tectural design, which can be easily adapted protocols in each layer of the OSI 
reference model and algorithms of learning machines.  Support Vector Machine 
(SVM) is a technique based on machine learning, where data is classified by de-
termining a group of support vectors and characteristics to be quantified are de-
scribed.  As proposed by [6, 7], the hybrid system Intrusion Detection (HIDS), 
based on machine learning and specifically the SVM technique, improve the de-
tection rate.  More recent study as [10] presents a better classification using an 
Artificial Neural Network (ANN) to flag detection engine Known and unknown 
attacks from genuine traffic. 

3 Materials and Method 

3.1 Design 

In the research field of pattern recognition, machine learning using SVM have been 
used with great success indifferent classification and regression tools. Some cores 
used internally by the SVM are: linear, polynomial, radial (RBF) and sigmoid. The 
design will focus on showing the different layers and levels that have high 
computational prototype and the components involved in the extraction, filter, 
standardization, training and evaluation. The prototype design of computational 
architecture exhibits the following logic, shown in Figure 1. 
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standardization process where operational variables are selected to be used, as 
fourth stage integration process and training prototype with a standard percentage 
of traffic, and as a last step the respective evaluation of the prototype in the 
classification of anomalous or normal entry.   

The prototype integrates libsvm 1  library in JAVA, which allows training, 
evaluating and generating a statistical model, based on standardized information. 
The internal structure of the generated model can be seen in Figure 2 that 
corresponds to a matrix groups of the entered operational variables and generates 
real value qualifying results: (Normal: 1.0 and Abnormal: -0.0). 

The model is physically stored on a server path and is based on the evaluation 
phase or detection.  The evaluation phase is to receive the standard traffic and 
send it to the SVM to perform the process of detecting the attack based on the 
model that was generated in the training stage. Below diagram components of the 
training and evaluation process are shown in Figure 2. The evaluation process has 
as its starting point the traffic sent by users and it’s standardized at the initial 
stage, the prototype loads the generated model and discusses each record 
individually, in order to compare the statistical model generated in step training 
and identify indeed if it is generating an attack.  

 
Fig. 2 Components in the evaluation phase or detection 

4 Results 

The final standard file structure displayed by the operational variables defined in 
the design stage, presented in Table 1. 
                                                           
1 https://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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Table 1 Structure of normalized attributes 

Variable Description Type 
DURATION Time in seconds for each request. Continuous 
IP_SRC IP Source address Continuous 
IP_DEST IP destination address. Continuous 
IP_SRC_COU
NT 

Number of requests from the source IP. Continuous 

BYTES Number of bytes sent from a source to a 
destination. 

Continuous 

CLASS Traffic Classification (Normal, 
Anomalous). 

Discrete 

 
For the information gathering phase, were sent a set of normal and abnormal 

requests for parallel and sequential process, with attacks prototype generator system 
test data, sending five iterations of 500 requests over a period determined time of 15 
minutes. Total pooled and stored records 2698 between normal and anomalous 
traffic were normalized. The complete data normalized traffic (normal 1349, 
anomalous 1349), are divided into the training stage, randomly selecting 60% of the 
dataset (normal 809 abnormal 809), the other 40% (normal 539 abnormal 539) for 
evaluation. With the percentage defined training and evaluation, proceed to perform 
the respective tests the prototype, in order to determine if it has an acceptable level 
of detection. Before looking at the results of the training and testing phase, it has 
been used the metrics applied in [8, 9]. 

It was randomly selected 60% of the dataset (normal 809, 809 anomalous), and 
training to perform the respective prototype, saving the information into a file and 
classifying the data manually with normal and anomalous traffic. This process 
must be done manually because the SVM is a supervised method which requires 
prior training for model generation and respective evaluation of the attack. After 
training, 40% of the dataset of machine learning (normal 539, 539 anomalous) is 
evaluated, based on the model generated in the previous stage and analyzing the 
percentage of right and wrong classification of the instances. To make the respective 
evaluation, the information is saved in a file and the data is automatically sorted, 
placing as the default normal traffic. Performance metrics shown in the evaluation 
phase have the same relevance in the training phase because they allow us to see 
whether or not the SVM is correctly classifying the requests. In this case, the 
evaluation is a good rating level. ROC curves based viewing rate of false positives 
and true positives (detection rate) are shown in Figure 3. In the same way as in the 
training phase in the X axis is the false positive and in the Y axis is the true positive, 
if the value on the Y axis is close to 1 and the value on the X axis approaches to 0, it 
means that the events will be better able to detect and therefore greater ability to 
discriminate between normal and anomalous behavior. In order to make the 
comparison between a technique that uses a rules engine as SNORT, against another 
technique using SVM learning machines were taken on the data collected for  
the evaluation (normal 539 anomalous 539) and became the detection process. The 
prototype implemented the SVM technique had a significant improvement  



Distributed Denial of Service (DDoS) Attacks Detection 39 

 

 

 
Fig. 3 ROC curve 

(approximately 10%) in the classification accuracy when compared with the 
intrusion detection system SNORT using the rules defined by human experts.  

The internal statistical model of SVM identified anomalous or normal data in 
the evaluation phase without the need to add or modify the rules as another IPS 
(Intrusion Prevention Systems), causing the intrusion detection process is carried 
out quickly, automatically and without human interaction.  The results obtained 
comparing metrics using a conventional Open Source IPS [11] is presented in 
Table 2. 

Table 2 SVM DDoS Prototype Performance Results metrics vs Conventional IDS 

SNORT 

Rules Engine IDS 

DDoS Prototype 

using SVM 

 

 Anomalous Normal Anomolous Normal 

Anomalous TVP: 88.9% TFP: 12.2% TVP: 98.9% TFP: 0.2% 

Normal TFN TVN TFN TVN 

Accuracy:  89% Sensibility: 88%  Accuracy:  99% Sensibility: 
98%
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5 Conclusions 

The training process and tuning the Machine Learning from the standard data set 
are the basis for the generated model and it has an acceptable percentage of classi-
fication at the time of the evaluation of the prototype in a production environment 
with real information. The selection of metrics in the intrusion detection problem: 
false positive rate, false negative rate, rate classification, ROC curves, allow hav-
ing a standard of comparison against other models. The application of techniques 
with supervised training as SVM model, has large advantages over the technique 
based on rules, since the generation of the model is based on a statistical model 
that changes its behavior according to the input parameters defined in the training 
and based on rules it requires human interaction.  In the prototype evaluation was 
found a better classification rate for normal and anomalous requests in the training 
phase, is directly related to standardization and proper selection of input parame-
ters, allowing output variables to be generated with minimum percentage of mis-
classification, generating reliability in the generated model and the detection of 
these behaviors. 
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The Algorithm of the Snail: An Example  
to Grasp the Window of Opportunity  
to Boost Big Data 

Jean-Louis Monino and Soraya Sedkaoui 

Abstract The arrival of the so-called Petabyte Age has compelled the analytics 
community to pay serious attention to development of scalable algorithms for 
intelligent data analysis. This research provides a possible solution to analyze the 
growing quantity of data. An algorithm that can check coordinates to locate sup-
pliers and applicants who live next door. A business application using our algo-
rithm has been developed by the Autour.com company (located in the department 
of Herault, Montpellier city) to illustrate its feasibility and availability. The results 
show that our algorithm can improve the localization accuracy. 

Keywords Snail algorithm · Localization · Big data analysis · Herault 

1 Introduction* 

The age of big data is now coming. But the traditional data analytics may not be 
able to handle such large quantities of data. Therefore, there is a need to be able to 
recognize the appropriate analytics technique to use for the data and business 
problem. However, these companies are interested in applications that enable a 
range of data (coordinates) relative to a reference point, for example, the situation 
                                                           
J.-L. Monino() 
Laboratoire Traitement et Recherche Sur l’Information et la Statistique - 
TRIS-Montpellier University, Montpellier, France 
e-mail: jean-louis.monino@univ-montp1.fr 

S. Sedkaoui 
University of Khemis Miliana, Khemis Miliana, Algeria 
e-mail: Soraya.sedkaoui@gmail.com 

S. Sedkaoui 
TRIS Laboratory, Montpellier University, Montpellier, France 



44 J.-L. Monino and S. Sedkaoui 

 

of a manufacturer to offer a good or a service in relation to applicant of this type 
of good or service. The challenge identified is to organize the flow of data from 
their sources, process them and make them available to different users, but as 
applicant information is needed still more. To locate the closest ads you need a 
fast and efficient way which allows for the status or position of what is sought 
with respect to an address that sums up to a reference point which is the point of 
research. So it is more than necessary to plan and implement modern applications 
with sufficient details and observations covering the points between.  

This work explores a new application which can effectively meet different lo-
calization accuracy requirements of most data location services studying the inter-
actions between customers and suppliers. It helps to have the status or position of 
what is sought with respect to an address that summarizes thus a reference point 
which is the point of research. This proposal explains what snail algorithm is and 
how we can benefit from using it for the localization of information for business 
applications especially in the field of analytics. To show the importance of this 
algorithm we will use the department of Herault (Montpellier-France), although 
specifically, through the company "Autour.com" that handles every day huge files 
of its customers. The application of our algorithm by this company shows that 
people living next door (applicants and suppliers) can be put into connection; is a 
kind of creation of a district social networking. The remainder of this paper is 
organized as follows. The authors in section 2 discuss an integrative literature 
review on the localization algorithms. Our algorithm is explained in section 3. 
Finally, section 4 concludes this paper. 

2 Literature Review 

For several years, localization issues become more and more a challenging subject 
to our dynamic era. For this, a wide range of studies was performed to characterize 
the performance of these systems in different environments. Going from presenta-
tion of research capabilities of an interest point to the positioning of the user and 
its true location on the map [1]. That presents an overview of tools and documen-
tation to better understand the city either in whole, or in its environment through 
its districts. The benefits of grid mapping are well known as the readability of the 
gridded map enables detailed analysis of intra-urban dynamics. If these benefits 
are common to all types of grid, two families can be distinguished: the grid result-
ing from a breakdown of data collected in any zoning (zonal data transfer) and the 
one resulting from the automatic addressing (transfer point data). The interpreta-
tion of aerial photographs from 1986, based on a grid of 125 m side, allowed 
Dayre and Mazurek [6] to analyze the land use on the urban district Montpellier. 
This method offers many possibilities for automated processing of data, especially 
regarding the dynamics of built areas. 
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As part of a mapping grid, in [5] authors studied the disintegration of zonal var-
iables, returning on the assumption of the spatial distribution of populations.  
The aim is to approach differentiated rules disaggregation variables by merging 
morphological nature of information plans, topological and environmental. Model-
ing of Antoni [2] appears as an interesting tool to better understand urban sprawl 
and to simulate various useful development scenarios for development. The meth-
odological approach presented by the author combines three steps. Each step  
corresponds to a model: 

 The first quantifies the spreading, 
 The second locates it 
 The third differentiates it. 

The three stages are associated with a spatio-temporal database that uses the 
grid to store all the necessary information in a single GIS layer. 

In recent years, many researchers have proposed solutions to the positioning 
system implementation based on different technologies, such as systems based on 
GPS [11], the ultrasonic sensor [1], video cameras [4] and the systems based on 
radio frequency identification. These different approaches and technologies offer 
different ways to address the problem of locating and monitoring in real time. 
Localization is a broad and active research area, and a diverse set of solutions 
have been proposed. Significant research has been done using location data of 
mobile users. Some were fundamental research such as Song et al.’s [8]  work on 
identifying patterns of human mobility. Some [9] focused on building new ser-
vices that may have great public or business potentials, such as modeling city 
living neighborhood by Cranshaw et al. [3]  and recommending friends and loca-
tions  [10]. 

Our work also benefited from excellent works analyzing and making use of 
INSEE on the signs of the Toulouse Diversity in 2008, but this study do not focus 
on the usual zoning (town, district) but on a continuous territorial coverage formed 
tiles. For us the interesting applications are those that contain devices allowing the 
user to enjoy all the benefits of positioning and location services. Recently, the 
realization of a location model involves: 

 The availability of an infrastructure containing all the data needed to acquire 
the necessary information. 

 Determining a reference against the position to locate. 
 The treatment of acquired data and extracting the necessary information to 

determine position. 

Our algorithm is inspired by related work in geo-localization and big data ana-
lytics. It offers solutions that can be deployed to large population and used for 
mobile proximity marketing or social networking services or why not in the field 
of health. The details of this method are discussed in the previous sections. 
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3 Presentation of “The Snail's Algorithm” 

In this section we will present our localization algorithm, which consists of three 
phases: 

 
Fig. 1 Snail algorithm process 

We are interested to the presentation of a point defined by a position on a plan 
or map that could be helpful to the user. And the most effective way for a retail 
designer map is to define the geographic coordinates in the coordinate system 
(X,Y).  It should be noted that the situation of a point is expressed as coordinates 
in a reference geo-localization system in terms of territorial coverage and the qual-
ity of resulting data. 

3.1 Processing Phase 

First we must cut out the Local Area Map 3 km away into square (piece). 

 
Fig. 2 Cutting out the map of Herault 

Then, to start searching it must first define the position. We start from the point 
which is the central value of the indicated positions, around which rotates on a 
radius of 3 km range.  
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Fig. 3 The central value for starting 

The first step is to determine a ranking of maximum matrix, it is not necessary 
that the starting point or the central value is a Max card, and then determine a 
point (x: for example) than 1000 people, in a square of 200 m on both sides, which 
makes a first square matrix, and each time there is a superimposed array. All that 
to find the median matrix “ M2p +1.2 p +1”. 

3.2 Generate Small Maps 

In which the target region (map Herault department) is split into small grids. On a 
central point (max) removing the map is going to have a “millefeuille” on geo-location 
we will find small maps localized that bring together applicants and suppliers. 

 

Fig. 4 Graphic presentation of the snail algorithm 

Then, the same operation each time passing the second point in the ranking of 
Maxs, but there will be some cases where the second matrix in the ranking of 
maximum points will be included in the first round. It should be noted that used 
the Hadamard matrix product, which represents a binary operation for two matri-
ces of the same dimensions, combines another matrix of the same size where each 
coefficient is the term by term product of the two matrices. Just like the addition, 
the Hadamard product is defined only for the matrices of the same dimensions, 
and the product of two matrices A and B is defined by: 

  A*B= [ai,j*bi,j]=  
 

        a1,1*b1,1   a1.2*b1,2   ……….   a1,j*b1,j 
        a2,1*b2,1   a2.2*b2,2   ……….   a2,j*b2,j 
           .        .         .       .       ……….     .      . 
           .        .         .       .       ……….     .      . 
           .        .         .       .       ...…….     .      . 
        ai,1*bi,1   ai.2*bi,2       ….…….    ai,j*bi,j 

Valeur Centrale Central value

Central 
value
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3.3 Get the Results 

The previous phase will generate little maps that facilitate the research. So, instead 
of working on full maps we can have small maps. These small cards will be identi-
fied quickly with their contact information. But every time we finish analyzing a 
sub card the algorithm is spirit to pit the matrix (we replace by zero). The resulting 
matrix of the Hadamard product between two same-sized matrices contains the 
result of a multiplication element by element. The navigation data are determined 
by setting a plane tangent to a fixed point on the map of Herault. This method is a 
technique for mapping a set of points in a multidimensional space, using a matrix 
of distances calculated in the departure space. Items placed on the borders of cen-
tral calculate their coordinates iteratively until it converges to the Max of Maxs, 
and in this state there is performed the rotation around this point to calculate the 
product. That is to say, one seeks the Max throne the matrix “A” and removes the 
matrix “B”. 

 
Fig. 5 transition from the first to the last matrix 

Such as: 
A1 is the first matrix with enthroned extraction B1, An is the first matrix with 
enthroned extraction Bn. Note that “An” that represents the last enthroned matrix 
is a zero matrix because it always replaces the zero value as follows: 

 
Fig. 6 The last matrix form 

    
Fig. 7 Sample Application 

Val1,1    Val1,2 Val1,3 

Val2,1    X    Val2,3 

Val3,1    Val3,2 Val3,3 

0 0 0
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The great quest data is primarily aimed at understanding what customers’ need, 
what works, what could be improved. Concretely it is to quickly collect raw data, 
explore and analyze, translate data into actionable information, and therefore 
globally to reduce the time between the discovery of relevant facts, the characteri-
zation of business opportunity and the outbreak of shares. The use of this algo-
rithm reduces the information and develops a methodology based on the interac-
tion data from several sources to provide reliable positioning and determining a 
navigation method. The Big data is becoming a tool to help companies explore 
new territories [7]. For these gold mines can reveal intrinsic value which was not 
necessarily expected to start the analysis. 

3.4 Application with: “autour.com” 

Identify the number of limited sends from a message packet (mails) that rotates 
around the center point (median matrix) to make offers and requests; such was the 
purpose of the company autour.com. The objective of the establishment of such 
algorithm was to bring people (suppliers and demanders) especially those who live 
next door. The intent is to create a local social network mixing ads and messages, 
allowing individuals, local shops, public institutions and associations to explore 
the activity around their homes, communicate with their neighbors and to know 
better the resources of their neighborhood. “Autour.com” is a cooperative society 
of collective interest since the end of 2014. In addition to the “Autour.com” web-
site, the company publishes the sites “j’announce”, “Annonces Vertes” and “G-
tout”. This application was previously incubated by “Alter'incub”, incubation of 
social enterprises in Languedoc-Roussillon. Know and meet their neighbors, help-
ing each other, exchanging objects or services or to make some money by renting or 
selling property is what Autour.com offers to its members through use of algorithm. 

 
 
 
 

 
 

Fig. 8 autour.com platform 

But it is also an opportunity to promote a different type of consumption, sus-
tainable and for social cohesion, focusing on rental, lending or exchange of goods 
or services. Autour.com today has over 15,000 profiles mainly in Montpellier but 
also throughout France as the national network is now. 
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4 Conclusion 

The algorithm just presented is only one example enabling companies to monetize 
their data. In this paper, we open a new application area for people living in the 
same area or district. This research provides a possible solution to the growing 
quantity of data. This work has immediate business implications with autour.com. 
The results of the application of our algorithm with this company show that our 
algorithm has a better performance, but it needs to be developed, with integration 
of many other operations. 

This algorithm is a means that enables the company to better monetize Big data 
is a matter of understanding the model it wants to follow to define its way into the 
big data. For that currently have data on its customers or in the market is a com-
petitive advantage. Finally, we wish that we can develop our algorithm and extend 
its advantages, in the field of health for example, recently we had a contact with a 
startup company in Morocco in order to develop this method in the field of health. 
This small company wants to create "moving parts" for kidney dialysis, with the 
integration of all necessary the tools and techniques in semi trailers and go to the 
patient. 
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Structure and Operation of a Basic  
Genetic Algorithm 

Francisco João Pinto 

Abstract This work describes the structure and the operation of a basic genetic 
algorithm. The studies show that the genetics algorithms (GAs) always offer an 
answer that tends to be the best over time, satisfied with knowledge on the prob-
lem, we can improve the function of evaluation that was always search of inside 
the current population those solutions that possess the best characteristic and tries 
to combine them of form to generate solutions still better and the process is re-
peated until we have obtained a solution for our problem.The (GA) go in the scene 
to resolve those problems whose exact algorithms are extremely slow or unable to 
obtain a solution. 

Keywords Structure and operation · Basic genetic algorithm · Artificial intelli-
gence 

1 Introduction* 

The (GAs) are a technician used in problems of search/discovery. The designation 
results that the appearances to discover are represented in a structure of data, on 
which will go to become operations like crossing and mutation, of form  that, in-
teraction after interaction, the structure go encoding better «values», for the aims 
of the problem. This form to reach the aims (by evolution), by means of operations 
on a structure encoded (chromosome), has high parallel with what happens in the 
nature, satisfied studied in genetics. Also the theory of the natural selection, of 
Charles Darwin, is important to comprise the evolution in (GAs). In accordance 
with this theory, in a population of individuals, survive and reproduce more, the 
best adapted in half environment; that is to say, the aptest, for the problem.  
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On hire purchase, the no adapted will extinguish .In the archipélago of the 
Galápagos, Darwin found, in next islands, different species, with exclusive charac-
teristics, for the peculiarities of his habitat, like birds whose beaks are specialised 
in some seeds. These beaks were the result of a lot of generations, that were rein-
forcing the expression of the characteristic. 

To notice that the theory of Darwin was attacked by not achieving answer to (1) 
as they arise the variations in the individuals and to (2) how is that the individuals 
happen his characteristics to the descent. Only the 20th century, with the Genetics, 
is that these questions would be answered: living beings have, in the core of his 
cells, arrangement of DNA, called of Genes, that determine his characteristics.  
A chromosome is a sequence of genes. During the sexual production, the chromo-
somes of the progenitors cross , generating new chromosomes. With low probabil-
ity, also can become mutations, that are alterations chromosomal haphazard, that 
can confer advantages (cases of the borbuletas black of Manchester), disadvan-
tages (syndrome of Down), or not having expression. In (GAs), all these concepts 
are present: chromosomes, characteristic encoded, reproduction sexual,  crossing, 
mutation, individual, function of evaluation of aptitude of an individual (fitness 
function), population and generation. 

In Historical terms, the fatherhood of the AGs is attributed to Jonh Holland, 
mainly after his book Adaption and Artificial Systems (1975). In terms of position-
ing, the (GAs) can consider evolutionary computation, that is a bouquet of the artifi-
cial intelligence. Holland pretended to improve the understanding of the process of 
natural adaptation and conceive artificial systems, that manifested it. The main ap-
plication are problems of search and of optimisation, although they can not guaran-
tee optimum solutions, because of heuristic nature of the objective function, that is 
explained of followed.The problem of the strictly analytical methods, very effective 
for problems of optimisation, is that the «reality» can not being easy to describe, 
with  mathematical functions and determinative – think in the class of problems  
NP-hard (non deterministic polynomial, with answer no necessarily binary). 

A concept key in (GAs) is the of objective function, or fitness function. This 
function receives like argument an individual of the population and gives back his 
aptitude, relatively to the remaining individuals. While more elevated the fitness 
of «somebody», greater is his probability of reproduction. The objective function 
serves like this to orient the algorithm in the space of search, as the space of 
search (or space of states) is the collection of possible individuals, where, interac-
tion after interaction, If it will have to assist to the deactivation of the worse solu-
tions evaluated and to the reproduction of the ones of fitness upper, of form to that 
go  «activating» better chromosomes, Marques (2005). 

2 Structure of a Basic Genetic Algorithm 

1) Start: generate a random population initial. This population can be seen like 
a collection of chromosomes, as the individuals are reduced to the represen-
tation of his notable characteristics for the problem (chromosome);  
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2) Fitness: Evaluate each chromosome, by the function of fitness; 
3) New population: produce a new population (or generate, or descendants), by 

execution of the following steps, so many times, those that the new individuals 
pretended; 

a.  Selection: select two chromosomes for crossing, respecting that while 
more fitness greater his probability of selection. 

b. Crossing: The chromosomes of the parents have to cross somehow. 
c. Mutation: consider, with low probability, the application of mutation in 

some position of the descendants chromosomes. 
d. To accept:  to accept the descendant and place it in the new population. 

4) Replacement:  To substitute the old population by the new population, gen-
erated in the step 3. 

5) To test: 
a. To test the condition of paragem of the algorithm; 
b. If satisfied, finish, producing how «better solution» (not confusing like 

optimum solution) the common population; of the contrary, continue . 
6) Goto 2  

The algoritim genetic basic presented, left questions in open. Like encoding 
chromosomes? It depends entirely of the problem.  A very frequent option is to do 
a binary coding, in that each bit corresponds to the (no) activation of a characteris-
tic and opted  by this representation in the problem that follows. Like doing cross-
ing and mutation? Crossing and mutation are the operators of the (GAs). The exert 
of any (GA), is above all else, influencied by the form like these operators com-
port. The most usual form to do crossover, consists in choosing a random point of 
crossing and afterwards joint the genes the left of the father with the genes to the 
right of the mother. In the representation down, the vertical bar ( | ) represents the 
point of crossing,  Goldberg(1989). 

Table 1 Crossing of chromosomes 

Father / chromosome #1: 11011 | 00100110110 
Mother / chromosome #2: 11011 | 11000011110 
Son #1 / chromosome descendant #1: 11011 | 11000011110 
Son #2 / chromosome descendant  #2: 11011 | 00100110110 

It is possible to do crossing multi-point and with changes of genes more elabo-
rated, all depending on the coding for the problem. The mutation only has to occur 
after the crossing, satisfied described in the basic algorithm. The aim is to diminish 
the probability of optimum venues, motivated by the fault of genetic diversity. To do 
mutation it is necessary to select how many and which the gene to change and af-
terwards change them. In the case of a binary coding, this corresponds to transform 
some zeros in ones, and viceversa. It is  important to comprise that the mutation has 
a variable violence, that is to say, during the production of the same new population, 
can affect more genes in some individuals, of the that others.  It follows an example, 
in that the mutation are distinguished with yellow bottom. 
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Table 2 Mutations of genes 

Falter / chromosome #1: 1101100100110110 
Mother / chromosome #2: 1101111000011110 
Son #1 / chromosome descendant #1: 1100111000011110 
Son #2 / cromossoma descendant #2: 1101101100110110 

The technician of mutation is dependent of the structure of data of the chromo-
some. The basic parameters of an (AG) are probability of crossing, the probability 
of mutation, and the size of the population. 

3 Operation of a Genetic Algorithm 

We go from a function f(x) very simple 

f(x) =ݔଶ (in other words, x squared) 

Imagine that you want to find the value of x which makes the function f (x) reaches 
its maximum value, but restricting to the variable x to take values ranging between 0 
and 31. Further, x you will only allow to take integer values, i.e.: 0, 1, 2, 3,..., 30,  
31. Obviously the maximum is for x = 31, where f is worth 961. We don't know the 
genetic algorithms to solve this problem, but its simplicity makes the algorithm 
easier to understand. The first thing you must do is to find a way to encode junkies 
(possible values of x). One way to do it is with binary codification. With this en-
coding a possible value of x is (0, 1, 0, 1, 1).How do you interpret this? Very sim-
ple: multiply the last component (1) 1, the next to last (1) by 2, the previous (0) by 
4, the second (1) 8 and the first (0) by 16 and then get the sum: 11. Observed as (0, 
0, 0, 0, 0) is equivalent to x = 0 and (1, 1, 1, 1, 1) is equivalent to x = 31. Each 
possible value of the variable x in binary representation we are going to call  indi-
vidual. A collection of individuals is referred to as population and the number of 
individuals who compose it is the size of the population. Once we have coded the 
solution, we must choose a size of population. For this example we will choose 6 
individuals, Goldberg(1987). 

We must start from an initial population. One way to generate it is randomly: 
pick up a coin and throw it in the air; if it goes face, the first component of the first 
individual is a 0 and a 1 otherwise. Repeat the launch of the currency and we will 
have the second component of the first individual (a 0 if it goes face and a 1 if you 
exit cross). Thus up to 5 times and get the first guy. Now repeat the above se-
quence to generate the remaining individuals of the population. In total, you have 
to throw 5 * 6 = 30 times the coin. Our next step is to compete each other indi-
viduals. This process is known as selection. Table 3 summarizes the process, 
Alander(1992). 
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Table 3 Selection 

1 (0,1,1,0,0) 12 144 6 
2 (1,0,0,1,0) 18 324 3 
3 (0,1,1,1,1) 15 225 2 
4 (1,1,0,0,0) 24 576 5 
5 (1,1,0,1,0) 26 676 4 
6 (0,0,0,0,1) 1 1 1 

Each row in table 1 is associated with an individual of the initial population. 
Yorey of each column in the table is as follows: 

(1) = number that we assign to the individual. 
(2) = individual in binary encoding.  
(3) = value of x.  
(4) = f (x) value. 

Notes that the best individual is 5 with f = 676. Calculates the average of f and  
get f average = 324.3..  

As for column (5) now I explain you. One way of carrying out the selection 
process is through a tournament between two. Each individual in the population is 
assigned a partner and among them sets a tournament: best generates two copies, 
and the worst is discarded. The column (5) indicates the couple assigned to each 
individual, which has realised  randomly. The column (5) indicates the couple 
assigned to each individual, which has realised  randomly. They exist a lot of vari-
ants of this process of selection, although this method costs us to illustrate the 
example. After realising the process of selection, the population that have is the 
showed in the column (2) of the table 2. It observes, for example, that in the tour-
nament between the individual 1 and the 6 of the initial population, the first of 
them has received two copies, whereas the second falls in the forget, Perez(2005).. 

Table 4 Crossing 

(1) (2) (3) (4) 
1 (0,1,0,1,0) 10 100 
2 (1,1,1,0,0) 28 784 
3 (0,1,1,1,0) 14 196 
4 (1,0,0,0,0) 16 256 
5 (1,1,0,1,0) 26 676 
6 (1,0,0,1,0) 18 324 

After realising the selection, realises  the crossing. A way to do it is by means 
of the crossing 1X: They form  couples between the individuals randomly of simi-
lar form to the selection. Dice two individuals couple establishes  a point of ran-
dom crossing, that is not more than a random number between 1 and 4 (lalongitud 
of the individual less 1). For example, in the couple 2-3 the point of crossing is 3, 
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what means that a son of the couple conserves the three first bits of the father and 
inherits the two last of the mother, whereas the another son of  the couple con-
serves the three first bits of the mother and inherits the two last of the father.  
The resultant population shows in the column (2) of the table 4. 

Table 5 Population after the crossing 

(1) (2) (3) (4) 
1 (0,1,1,0,0) 5 1 
2 (0,1,1,0,0) 3 3 
3 (1,0,0,1,0) 2 3 
4 (1,0,0,1,0) 6 1 
5 (1,1,0,1,0) 1 1 
6 (1,1,0,1,0) 4 1 

In the column (3) have the value of x; in the following have the value of corre-
sponding. Fix you in that now the maximum value of f is 784 (for the individual 
2), whereas before the selection and the crossing was of 676. Besides f average 
has gone up of 324.3 to 389.3. What wants to say this? Simply that the individuals 
after the selection and the crossing are better that before these transformations.The 
following step is to go back to realise the selection and the crossing taking like 
initial population the one of the table 5. This way to proceed repeats  so many 
times like number of interactions you fix. And which is the optimum? In reality a 
genetic algorithm does not guarantee you the obtaining of the optimum but, if it is 
very built, will provide you a reasonably good solution. It can that you obtain the 
optimum, but the algorithm does not confirm you that it was it. So remain you 
with the best solution of the last interaction. Also it is good idea to save the best 
solution of all the previous  interactions and at the end remain you with the best 
solution of the explored. Costa (2008). 

4 Conclusions 

The (GAs) are systems of natural inspiration especially adapted for problems of 
search, NP-hard. They can not guarantee optimum, but can be used in problems of 
optimisation. In real problems in which they apply  the genetic algorithms, exists 
the tendency to the homogeinization of the population, that is to say  that all the 
individuals of the same are identical. This prevents that the algorithm follow ex-
ploring new solutions, with what can remain stagnated in a local minimum no very 
good. They exist technicians to counter this “derives genetic”. The most elementary 
mechanism, although no always sufficiently effective, is to enter a mutation after the 
selection and the crossing. Once that have realised the selection and the crossing 
choose a determinate number of bits of the population and alter them randomly.  
In our example consists simply in changing some(s) bit(s) of 1 to 0 or 0 to 1. 
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Comparison Study Between Chinese Family
Tree and Occidental Family Tree

Elton Sarmanho Siqueira, Patrick Cisuaka Kabongo and Li Weigang

Abstract Family trees are one of the use efficiency data structures to present and
store the information. There are two kinds of mechanisms to present the relationship
of the elements: Occidental Family Trees (OFT) and Oriental Family Trees, espe-
cially, Chinese Family Trees (CFT). This paper analyzes the efficiency of these two
kinds of trees in the context of relationship presentation and extraction of information.
Using the developed OFT and CFT presentation models and search algorithms, the
paper conducts the comparison of search performance between OFT and CFT search
algorithms. The study reveals that the computational cost is higher in CFT model,
but it provides a greater gain information and produces in details the relationships
between the individuals in the family trees for information retrieval applications.

Keywords Genealogical information · Family tree · Family relationship · Search
algorithm

1 Introduction

A family tree is a chart representing family relationships in a conventional tree
structure. There are vast applications of family trees in age of internet. The first
important issue is to construct efficiency mechanism to present the relationship of
the data. And then, the high performance search algorithms need to be developed as
the common ways to trace the genealogy of a certain information of an element such
as a person or a user in social network. In addition, family trees can also be useful
in administration, medical and anthropological studies [1].
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Unfortunately, the depiction of relationships in a large family is challenging, as
it is generally the case with large graphs. In addition, family trees (or genealogical
graphs, as we will call them) are not arbitrary or unconstrained graphs. They have
special structural properties that can be exploited for the purposes of drawing and
interactive visualization [2].

Although genealogical graphs are often referred to as family trees, this is mislead-
ing to get useful information. Every individual has a tree of ancestors (sometimes
called pedigree), as well as a tree of descendants, each of which can be drawn in
familiar and easily understood ways. A drawing of both of these trees is sometimes
called an hourglass chart in the genealogical community, and has been called a
centrifugal view in the literature [2].

Genealogical relationships have been recorded and depicted for centuries, how-
ever the traditional charts appearing in books tend to be simple, and usually showing
at most a few dozen individuals. They are often organized around simple patterns
such as lineages (e.g. one’s father, paternal grandfather, etc.) or a single tree of ances-
tors, or a single tree of descendants [2]. Many family trees fail to properly encode all
the necessary and useful information. There are some models of trees for every type
of situation, for example, the Occidental Family Trees (OFT) and Oriental Family
Trees. However, the Eastern model has several segments, such as Chinese Family
Trees (CFT) and Japanese Family Tree (JFT). Both of them are well defined and
have complex structures. TheWestern model has reduced number of structures com-
pared with Eastern model. For example, OFT has a very simple model and is easy
to identify the elements and relationship from its structure. This mechanism, how-
ever, tend to ignore some important information or personal relationships. Although
the mechanism of presentation of CFT is slightly complicated, and increasing the
difficulty of the querying, the expression of complete information makes the query
results more complete and consistent with the actual situation.

This paper analyzes the efficiency of OFT and CFT in the context of relation-
ship presentation and extraction of information. Using the developed OFT and CFT
presentation models and search algorithms, the paper conducts the comparison of
search performance between OFT and CFT search algorithms. The study reveals
that computational cost is higher in the CFT model, but it provides a greater gain
information and produces in details the relationships between the individuals in the
family trees. This will satisfy most applications of information retrieval and others.

2 Preliminary Concepts

2.1 Occidental Family Relationship

Family patterns have changed substantially in Europe over the past fifty years. By
the late 20th – early 21st century, a wide variety of family forms and relationships
emerged along the married nuclear family with children, as young women and men
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have increasingly refrained from long term commitmentswith respect to partnerships
and childbearing [3].

Some genealogical community have called for the ability to encode richer in-
formation and more kinds of relationships, e.g. foster children, family friends, etc.
Increased freedom in a genealogical systemwould make it approach a general hyper-
media system, with a correspondingly general interface. However, we have found as
[2] that the constraints imposed by first following a traditional family model inspire
interesting design and visualization possibilities.

2.2 Chinese Family Relationship

With the influence of Confucianism, the concepts of family kinship are deeply in-
grained in Chinese culture. Confucius considered the Cardinal Relationships of Chi-
nese society, which includes: a) Ruler and Subject b) Father and Son c) Elder and
Younger brother d) Husband and Wife and e) Friends [4]. The Confucian Chinese
family relationship has three main features [5]: Subordinate, Paternalistic and
Hierarchical. Several important observations from the two family trees (Chinese
and Occidental) are described as following: 1) CFT has maternal and paternal lin-
eages distinguished (e.g. a mother’s brother and a father’s brother have different
terms), but OFT do not; 2) The relative age of a sibling relation in the Chinese ge-
nealogy is considered. For example, a father’s younger brother (Chinese: shushu)
has a different terminology than his older brother (Chinese: bobo); 3) In both family
trees, the gender of the relative is distinguished.

2.3 Description of Family Tree Models

Thiswork follows amodel structure for construction of the algorithms of theCFT and
OFT (see Figure 1). The model has the following characteristics: 1) Circle are female
individuals and Square is male individuals; 2) The red line means marriage; 3) The
descendants are only linked to males. This model uses some fundamental concepts

Fig. 1 Model Structure in Family Tree

of graph. Such a family tree is connected acyclic graph that can mathematically
be expressed G = (V, A) where V = v1, v2, ..., vn is a set of Vertices and A =
a1, a2, ..., an is a set of Edges. The edges have a label (E) identifying a vertex v is
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married, ascendant or descendant of u. For marriage relationship the model has the

label v
M−→ u, it means that vertex v is married with u or u is married with v. For

relationship of ascendant the model has the label v
A−→ u, it means that vertex v is

ascendant of u. For relationship of descendant the model has the label v
D−→ u, it

means that vertex v is descendant of u. To determine the relationship of individuals
v and u in family tree, it needs to calculate the path Cv..u between these two vertices
by equation Cv..u = ∑n

i=1 Ei ,∀i ∈ N.
Breadth-First Search (BFS) Algorithm is used on the Source vertex and Target

Vertex to obtain the value of Cv..u . It’s observed that there is only one path between
v and u. With Cv..u value, it’s possible to determine the relationship between v and
u using the Table 1 (simplified table).

Table 1 Simplified Table

Relationship (v,u) Value
Father(v,u) A
Mother(v,u) AM

Great GrandFather(v,u) AAA or AMA
Great GrandMother(v,u) MAAA or MAAMA

Son(v,u) D or DM
Brother(v,u) DA
GrandSon(v,u) DD or DMD
Cousin(v,u) DDAA or DDAMA

3 Related Work

Family trees have been a topic of interest for researchers. Various approaches for
visualizing tree-like structures have been researched.

Keller et al. [1] discusses the layout of a family tree that emphasizes temporal
data. The ancestors and descendants are laid out radially around a centered person.
The layout also supports dynamic interaction with the family tree.

McGuffin et al. [2] considered the general problem of visualizing family trees, or
genealogical graphs, in 2D. Given a graph theoretic analysis, which identifies why
genealogical graphs can be difficult to draw. This motivates some novel graphical
representations, including one based on a dual-tree, a subgraph formed by the union
of two trees.

Johnson et al. [7] describes a novel method for the visualization of hierarchically
structured information. The Tree-Map visualization technique makes 100% use of
the available display space, mapping the full hierarchy onto a rectangular region in
a space-filling manner. This efficient use of space allows very large hierarchies to be
displayed in their entirety and facilitates the presentation of semantic information.
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4 Family Tree Search Algorithms

4.1 OFT Algorithm

The pseudocode of OFT algorithm was developed with details explaination of inter-
action in following. To determine the value for variable path, the distance between
vertices v and u needs to be calculated using Algorithms 2.

The method Custom BFS requires that a undirected graph G = (V, A) is passed
by parameter and a vertex v fromwhich to start the search. The vertices are numbered
from 1 to n = |V |, i.e. V = {1, 2, . . . , n}. This method has a queue Q and a list D of
relationships of all vertices from v. While Q is not empty then captures and removes
a element (Dequeue operation). If w ∈ ad j (v′) and w is not visited then do D[w]
receives D[v] plus A(w, v) and then insert w in Q. The method A(x, y) is the value
of relationship (D, A or M) between individuals. Lastly, the method returns the full
path between vertices v and u.

The variable path will be parameter in the method get NameRelashionship
that must return name of relationship between v and u according to Table 1. This
algorithm is with the time complexity of O(|V | + |A|), which is similar to the
complexity of BFS algorithm.

Algorithm 1. Occidental family tree algorithm
Require: Graph G(V, A), v (Source vertex) and u (Target vertex)
Ensure: Cv..u
path = BFS(G, v, u)
relationship = get NameRelashionship(path){Search in Table 1}
print relationship

Algorithm 2. Custom BFS
Ensure: A list D of relationships of all vertices from v.
Q ← [v]; D ← [∞,∞, . . . ,∞]; D[v] ← 0;
Enqueue(Q, v)

while |Q| > 0 do
v′ ← Dequeue(Q)

while w ∈ ad j (v′) do
if D[w] = ∞ then
D[w] ← D[v′] + A(w, v′)
Enqueue(Q, w)

end if
end while

end while
return PAT H = D[u]
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4.2 CFT Algorithm

This subsection shows pseudocode of CFT algorithm with details about interaction.
Todetermine the value of path, the distance betweenvertices v andu should be calcu-
lated using Algorithm 2. Obtaining the value of the variable path, the algorithm will
check the hierarchy (paternal, maternal or none) and age (older, young or none). The
variables side,age and path are parameters in themethod get NameRelashionship
that return name of relationship between v and u according with Table 1.

Algorithm 3. Chinese family tree algorithm
Require: Graph G(V, A), v (Source vertex) and u (Target vertex)
Ensure: Cv..u
path = BFS(G, v, u); side ← ∅; age ← ∅

if path is paternal then
side ← paternal

else
if path is maternal then
side ← maternal

end if
end if
age ← get Hierarchical ByAge(G, v, u) {older or young}
relationship = get NameRelashionship(path, side, age){Search in Table 1}
print relationship

TheAlgorithm3has time complexity of O(|V |+|A|+|M |), which is similar to the
complexityofBFSaddedthetimecomplexityofthemethodget Hierarchical ByAge.
The age of u and v is calculated based on the birth date and compareswithM elements
(both genders:male and female) that are on the same level in the tree (i.e. brothers, un-
cles or cousins).

5 Study of Case - Succession of Ascendants

The case of the succession of ascending was selected because it is a real problem
concerning the goverment administration in Brazil. The bid of a great project or to
establish an office of a congressman, the related paricipants should not be the relatives
of the authority thatmanages this project according toBrazilianCivil Code (Art. 1836
[8]): In the absence of descendants, the ascendants are called to the succession in
competition with the surviving spouse. §1º In the class of ancestors, the nearest
degree excludes the most remote, without distinction of lines. §2º Occurring equal in
degree and diversity at the same level, the ascendants of the paternal line (or side)
inherit half and the other half to the maternal line (side).

From generic family tree where exist a reference point calledME, it is represented
by color purple. Bothmodels discussed in this work on generic family tree and extract
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Fig. 2 Occidental Genealogical Graph

the necessary information which can be applied to support the Brazilian Civil Code
correctly without errors in the identification of lineages.

First, the application of the OFT model presents the result in a family tree (see
Figure 2) where the ascendants are represented by green color, the descendants by
blue and the brothers (or sisters) by yellow. There is a label in each edge informing
the relation name of each individual withME. In this model, it is observed that do not
have distinction between the ascending by lineage and that does not apply correctly
the law described in Art. 1836, because not known who is paternal and maternal side
this family tree.

However, using the CFT model presents the result in a family tree (see Figure 3)
that the descendants are represented by blue color, brothers (or sisters) represented by
yellow, the ascendants of maternal side represented by pink and the ascendants of pa-
ternal side represented by black. With this model, it is able to apply correctly the law
of succession of ascending, because it differentiates the lineages (paternal andmater-
nal). So the law can be applied correctly and no prejudice any of the involved parties.
The algorithms over a generic family tree together with Pre f useFramework [6]
are applied to get two genealogical graphs, OFT (Figure 2) and CFT (Figure 3)
models.

The results show that the computational cost is higher in CFT model, but it pro-
vides greater gain information, and produces in details the relationships between the
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Fig. 3 Chinese Genealogical Graph

individuals in the family tree. In a real situation the information about ascendant of
the maternal or paternal side can be observed: the CFT model is better than OFT
because it separates clearly thematernal and paternal lines, i.e., decreasing the search
for a particular element by half of the ascendants.

6 Conclusions

This research is developed to search the elements of successors in a family tree, and
to detect the difference between Chinese Family Trees (CFT) and Occidental Family
Trees (OFT). By distinguishing the maternal and paternal sides, the CFT is more
efficient than OFT regardless of the size of the tree, and even can reduce half of
the search time. The CFT model is effective in the application by identify the age
relationship between the elements in the tree.

The paper also shows clearly the comparison between OFT and CFT models and
presents the fundamental information on both models. From the comparison results,
it implies that the CFT model is more computationally costly than OFT model,
but it has a higher number of information that helps to identify more clearly the
relationships in a genealogy tree. Thus, in situations with the necessary for more
accurate information to find relations between individuals in a large scale tree, CFT
model has a better solution by providing more detail relationship information in the
family tree. The future work may concentrate the deeply study of more complete
family trees as case study to show the benefits of application of CFT.
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Combination of Trees for Guillain-Barré
Subtype Classification

Juana Canul-Reich, Juan Frausto-Solis, José Hernández-Torruco
and Juan José Méndez-Castillo

Abstract Guillain-Barré Syndrome (GBS) is an autoimmune neurological disorder
characterized by a fast evolution. Complications of this disorder vary among the
different subtypes. In this study, we use a real dataset that contains clinical, sero-
logical, and nerve conduction test data obtained from 129 GBS patients. We apply
three different decision tree classifiers: C4.5, C5.0 and random forest to predict GBS
subtypes in two classification scenarios: four subtype classification and One vs All
(OVA) classification. We evaluate performance under train-test scenario. Experi-
mental results showed comparable performance among all classifiers, although C5.0
slightly outperformed both C4.5 and random forest. Further experiments are being
conducted. This is an ongoing research project.

Keywords Data mining and processing · Ensemble methods · Train-test ·
Performance evaluation · AUC
1 Introduction

Guillain-Barré Syndrome (GBS) is an autoimmune neurological disorder charac-
terized by a fast evolution, usually it goes from a few days up to four weeks.
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Complications of GBS vary among subtypes, which can be mainly Acute Inflam-
matory Demyelinating Polyneuropathy (AIDP), Acute Motor Axonal Neuropathy
(AMAN), Acute Motor Sensory Axonal Neuropathy (AMSAN) and Miller-Fisher
Syndrome (MF) [4, 8].

In this study, we investigate the predictive power of a reduced set of only 16
features selected from an original dataset of 365 features. This dataset holds data
from 129Mexican patients and contains the four aforementioned GBS subtypes. We
apply three different decision tree classifiers: C4.5, C5.0 and random forest. Random
forest and C5.0 are two of the most widely used ensemble methods due to their high
performance in classification problems of diverse nature. Also, these two methods
differ in the ensemble approach they use. Random forest applies bagging while
C5.0 uses boosting. In principle, ensemble learning combines multiple classifiers
with the aim of obtaining better predictive performance than that obtained using
solely one of the constituent classifiers[10]. We compare the results from these two
ensemble methods with those encountered by a single classifier, C4.5. We selected
C4.5 as a benchmark classifier due to its competitive performance in classification
applications, as well as its simplicity of implementation. Further experiments with
other algorithms will follow.

This paper is organized as follows. In section 2, we present a description of the
dataset, metrics used in the study, a brief description of the classifiers, experimental
design, as well as the C5.0 and random forest tuning procedures. In section 3, we
show and discuss the experimental results. Finally in section 4, we summarize results,
give conclusions of the study, and also suggest some future directions.

2 Materials and Methods

2.1 Data

The dataset used in this work comprises 129 cases of patients seen at Instituto
Nacional de Neurología y Neurocirugía located in Mexico City. There are 20 AIDP
cases, 37 AMAN, 59 AMSAN, and 13 Miller-Fisher cases. Hence, there are four
GBS subtypes in this dataset. In a previous work [2], we identified a set of 16 rel-
evant features out of an original 365 features. The features are listed in Table 1.
The first four features are all clinical and the remaining features come from a nerve
conduction test.

2.2 Performance Measures

Weused typical performancemeasures inmachine learning such as sensitivity, speci-
ficity, error rate, ROC curves and Kappa statistic [3, 9]. Also we included average
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Table 1 List of features used in this study.

Feature Feature
label name
v22 Symmetry (in weakness)
v29 Extraocular muscles involvement
v30 Ptosis
v31 Cerebellar involvement
v63 Amplitude of left median motor nerve
v106 Area under the curve of left ulnar motor nerve
v120 Area under the curve of right ulnar motor nerve
v130 Amplitude of left tibial motor nerve
v141 Amplitude of right tibial motor nerve
v161 Area under the curve of right peroneal motor nerve
v172 Amplitude of left median sensory nerve
v177 Amplitude of right median sensory nerve
v178 Area under the curve of right median sensory nerve
v186 Latency of right ulnar sensory nerve
v187 Amplitude of right ulnar sensory nerve
v198 Area under the curve of right sural sensory nerve

accuracy and balanced accuracy. The former used in four GBS subtype classifica-
tion, since it is a more suitable measure for multiclass classification problems [7].
The latter used in OVA classification, because it is a better performance estimate of
imbalanced datasets [9].

2.3 Classifiers

In this study, we apply three different decision tree classifiers: C4.5, C5.0 and random
forest. Random forest and C5.0 are two of the most widely used ensemble methods
due to their high performance in classification problems of diverse nature. Also,
these two methods differ in the ensemble approach they use. We selected C4.5 as a
benchmark classifier due to its competitive performance in classification applications,
as well as its implementation simplicity. A brief description of each method is shown
below.

C4.5. C4.5 [6] builds a decision tree from training data using recursive partitions.
In each iteration, C4.5 selects the attribute with the highest gain ratio as the attribute
from which the tree branching is performed. This results in a more simplified tree.

Random Forest (RF). Random Forest, introduced by Breiman and Adele Cutler
[1], builds a bootstrap ensemble of CART trees. The class for a new instance is given
by the majority vote of this ensemble.
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C5.0. C5.0 is a improved version of C4.5, introduced by Quinlan [6]. Its major
improvement is the implementation of boosting, which gives trees higher precision.

2.4 Experimental Design

We used the 16-feature subset, described in section 2.1, for experiments. We added
the GBS subtype as class variable. Finally, we created a dataset containing the 129
instances and 17 features. We used train-test evaluation scheme in all cases. We used
two-thirds for train and one-third for test. We performed 30 runs where we applied
each of the methods listed in section 2.3. For each run, we computed accuracy,
sensitivity, specificity, Kappa statistic and AUC. Finally, we averaged each of these
quantities across the 30 runs. In each run, we set a different seed to ensure different
splits of train and test sets across runs, then we had all classifiers use the same seed
at same run. These seeds were generated using Mersenne-Twister pseudo-random
number generator [5].

We performed experiments in two classification scenarios: four GBS subtype
classification and One vs All classification (OVA). In the first scenario, the four
GBS subtypes were included in the dataset at the same time, that is, AIDP, AMAN,
AMSANandMF.ForOVAclassification,we created four newdatasets, as the number
ofGBS subtypes in the dataset. In each dataset, the instances of one classweremarked
as the positive cases and the instances of the remaining classes were marked as the
negative cases.

2.5 Parameter Optimization/Setting

C5.0. C5.0 requires tuning the number of trials. This tuning was performed by 30
train-test runs using different numbers of trials from 5 to 100. Figure 1 shows the
tuning results. The lowest average error rate across 30 train-test runs was obtained
with a number of trials = 55. This number of trials was used for all experiments with
C5.0.

Random Forest. Random forest has only two tuning parameters: the number of
variables in the random subset at each node and the number of trees in the forest. The
R implementation used in thiswork is capable of effectively tuning the first parameter.
For the second one, we performed 30 train-test runs using different numbers of trees
from 100 to 1000. Figure 2 shows the tuning results. The lowest average error rate
across 30 train-test runs was obtained with a number of trees = 700. This number of
trees was used for all experiments with random forest.
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Fig. 2 Number of trees optimization in random forest.

3 Discussion/Results

In this section, we show the results of the experiments in four GBS subtype and OVA
classification. All tables show the average results of each classifier across 30 runs for
each classification scenario. Also, the standard deviation of each metric is shown.

Table 2 shows four GBS subtype classification. All classifiers obtained an av-
erage accuracy above 0.90. The two ensemble methods, random forest and C5.0,
outperformed C4.5 in all metrics.

Table 3 shows AIDP vs ALL classification. C5.0 and C4.5 obtained a balanced
accuracy above 0.80. Values obtained in specificity were much higher than those
obtained in sensitivity in all classifiers. Lowvalueswere obtained inKappa statistic in
all classifiers, between0.6009 and0.6407.Randomforest had the lowest performance
in all metrics. Table 4 shows AMAN vs ALL classification. All classifiers obtained
a balanced accuracy above 0.90. Specificity was a little higher than sensitivity in all
classifiers. Again, random forest obtained the lowest values in all metrics. Overall,
the highest classification performance was obtained in AMAN vs ALL.
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Table 2 Average results across 30 runs in four GBS subtype classification.

Average
Method Accuracy Accuracy Sensitivity Specificity Kappa

RF 0.9366 0.8390 0.8120 0.9544 0.8090
0.0245 0.0803 0.0812 0.0178 0.0748

C5.0 0.9272 0.8398 0.8126 0.9476 0.7825
0.0251 0.0789 0.0749 0.0191 0.0746

C4.5 0.9114 0.8085 0.7727 0.9356 0.7348
0.0283 0.0827 0.0727 0.0218 0.0850

Table 3 Average results across 30 runs in AIDP vs ALL classification.

Balanced
Method Accuracy Accuracy Sensitivity Specificity Kappa AUC

C5.0 0.8171 0.9048 0.6944 0.9398 0.6266 0.8171
0.0976 0.0556 0.1861 0.0565 0.1806 0.0976

C4.5 0.8042 0.8984 0.6722 0.9361 0.6009 0.8042
0.0902 0.0496 0.1932 0.0611 0.1545 0.0902

RF 0.7769 0.9270 0.5667 0.9870 0.6407 0.7769
0.0888 0.0306 0.1836 0.0289 0.1645 0.0888

Table 4 Average results across 30 runs in AMAN vs ALL classification.

Balanced
Method Accuracy Accuracy Sensitivity Specificity Kappa AUC

C5.0 0.9136 0.9302 0.8750 0.9522 0.8290 0.9136
0.0487 0.0385 0.0948 0.0461 0.0911 0.0487

C4.5 0.9067 0.9238 0.8667 0.9467 0.8124 0.9067
0.0548 0.0377 0.1129 0.0416 0.0933 0.0548

RF 0.9033 0.9214 0.8611 0.9456 0.8069 0.9033
0.0550 0.0406 0.1057 0.0424 0.1006 0.0550

Table 5 shows AMSAN vs ALL classification. All classifiers obtained a balanced
accuracy above 0.85. Specificity values were a little higher than those of sensitivity
in all classifiers. In this case, C5.0 performed the worst from all classifiers. Table
6 shows MF vs ALL classification. Only C5.0 obtained an average accuracy above
0.80. Specificity was a little higher than sensitivity in all classifiers, although in
this case the difference between them was much higher than in previous cases. This
classification obtained the lowest results of all classification cases.

Figure 3 shows the median ROC curve values of all the classifiers in OVA clas-
sification. That is, from each OVA classification results across 30 runs, the median
ROC curve value was selected of each classifier. The median value was selected to
illustrate the fairest result across 30 runs. The highest median ROC curve values were
obtained in AMAN vs ALL classification, ranging from 0.9083 to 0.9167. Second
best was AMSAN vs ALL, ranging from 0.8867 to 0.8993. The worst values were
obtained inMF vsALL, ranging from 0.7236 to 0.8486. In short, the best results were
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Fig. 3 Median ROC curves in OVA classification.

obtained in the classification cases with the two majority classes present, AMAN vs
ALL and AMSAN vs ALL.

Experimental results show the three classifiers are comparable. Nevertheless, it is
noteworthy than in three of four OVA classifications, random forest had the lowest
performance. Finally, all classification models resulted more specific than sensitive.

Table 5 Average results across 30 runs in AMSAN vs ALL classification.

Balanced
Method Accuracy Accuracy Sensitivity Specificity Kappa AUC

RF 0.8924 0.8960 0.8544 0.9304 0.7889 0.8924
0.0429 0.0417 0.0814 0.0621 0.0849 0.0429

C4.5 0.8852 0.8865 0.8719 0.8986 0.7703 0.8852
0.0486 0.0450 0.1031 0.0515 0.0929 0.0486

C5.0 0.8782 0.8810 0.8491 0.9072 0.7588 0.8782
0.0494 0.0480 0.0779 0.0532 0.0978 0.0494
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Table 6 Average results across 30 runs in MF vs ALL classification.

Balanced
Method Accuracy Accuracy Sensitivity Specificity Kappa AUC

C5.0 0.8048 0.9167 0.6667 0.9430 0.5601 0.8048
0.1329 0.0487 0.2653 0.0484 0.2145 0.1329

C4.5 0.7691 0.9127 0.5917 0.9465 0.5002 0.7691
0.1481 0.0416 0.3043 0.0423 0.2489 0.1481

RF 0.7463 0.9254 0.5250 0.9675 0.4973 0.7463
0.1519 0.0311 0.3104 0.0246 0.2599 0.1519

4 Conclusions

In fourGBS subtype classification,we obtained an average accuracy>= 0.90with all
the classifiers investigated. In OVA classification, the two majority classes obtained
the best classification results, that is AMAN vs ALL and AMSAN vs ALL. Besides,
the analysis performed in this work provides insight about the best classifiers for
each classification case. From the medical point of view, the reduced number of
features used to predict the four GBS subtypes could guide physicians to design a
faster, simpler and cheaper diagnosis of the case. However, a predictive model using
only clinical variables would be more effective for both patients and physicians since
additional studies would be avoided. Currently, we are investigating the building of
such model.
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Deep Neural Network Architecture
Implementation on FPGAs Using
a Layer Multiplexing Scheme

Francisco Ortega-Zamorano, José M. Jerez, Iván Gómez and Leonardo
Franco

Abstract In recent years predictive models based on Deep Learning strategies have
achieved enormous success in several domains including pattern recognition tasks,
language translation, software design, etc. Deep learning uses a combination of tech-
niques to achieve its prediction accuracy, but essentially all existing approaches are
based on multi-layer neural networks with deep architectures, i.e., several layers of
processing units containing a large number of neurons. As the simulation of large
networks requires heavy computational power, GPUs and cluster based computation
strategies have been successfully used. In this work, a layer multiplexing scheme is
presented in order to permit the simulation of deep neural networks in FPGA boards.
As a demonstration of the usefulness of the scheme deep architectures trained by the
classical Back-Propagation algorithm are simulated on FPGA boards and compared
to standard implementations, showing the advantages in computation speed of the
proposed scheme.

Keywords Hardware implementation · FPGA · Supervised learning · Deep neural
networks · Layer multiplexing

1 Introduction

Neural Networks models have been successfully applied to a wide range of domains
in clustering and classification problems in the last three decades [1, 2]. In particu-
lar, regarding supervised problems included in the broad area of pattern recognition,
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most of the strategies have been based on the utilization of feed forward neural net-
work architectures (FFNN) trained by versions of the well known Back-Propagation
algorithm (BP) [3, 4]. One important issue at the time of the implementation of
FFNN models is the choice of an adequate architecture [5], that essentially consists
of deciding howmany hidden layers and neurons to include. It has been observed that
the performance of the BP algorithm decreases when a large number of hidden layers
are used and so the standard strategy before the irruption of Deep Learning strategies
[6] have been to use single hidden layer architectures. Deep Learning is a relatively
new technique belonging to the artificial intelligence and machine learning areas
that have achieved state-of-the-art results in several recent competitions [7]. There
are several approaches for their implementation, as training is a complex process,
but in all cases the new characteristic in relationship to previous FFNN approaches
is the fact that large (deep and wide) neural network architectures are used. Just to
give some numbers, a typical deep learning architecture might include from 5 to
15 hidden layer of neurons with a number of neurons in each hidden layer in the
order of the several hundreds or thousands [8]. Training these large networks using
standard BP is computationally intensive but also faces the problem of the vanishing
gradient problem [9] that makes the training process even slower. To improve the
training performance under Deep Learning schemes several strategies have been de-
veloped, most of them based on some pre-training phase used to find good starting
point synaptic weights from which apply the final supervised phase.

Current implementations of Deep Learning models require the use of parallel
strategies to speed up the training process. In this sense alternatives based on cluster
computing, GPUs and FPGAs are sensible strategies, each of them having their
benefits and drawbacks [10, 11]. Field Programmable Gate Arrays (FPGA) [12] are
reprogrammable silicon chips, using prebuilt logic blocks and programmable routing
resources that can be configured to implement custom hardware functionality. The
main advantage of FPGAs in comparison to PC implementations lies on their intrinsic
parallelism but with the disadvantage over PCs and GPUs that they are programmed
using VHDL that usually is harder and time consuming. FPGA implementations of
neural networks have been analyzed in several studies [13, 14, 15]. Even if recent
advances in the computational power of these boards have permitted an increase in the
size of the architectures that can be implemented, they are still limited, and in general,
the number of layers in the architecture should be prefixed before its application. For
this reason, we introduce in this work a layer multiplexing scheme for the on-chip
training of deep feedforward neural architectures using the BP algorithm, in which
only a single layer of neurons is physically implemented , but this layer can be reused
any number of times in order to simulate architectures with several hidden layers,
the on-chip learning implementations includes both training and execution phases of
the algorithm [15, 16]. Regarding this type of approach, Himavathi et al. [17] have
used it previously for neural network training but under an off-chip learning scheme,
in which only the synaptic weights of the final model are transmitted to the FPGA
that acts as a hardware accelerator.
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2 FPGA Layer Multiplexing Scheme Implementation
of the BP Algorithm

We describe in this section the layer multiplexing scheme for the Back-Propagation
algorithm, which will be divided in 3 different sequential processes: the computation
of the neuron output values (S), the calculation of the deltas of each neuron (δ), and
the update of synaptic weights. Given the logic of the Back-Propagation algorithm,
in which the S values are obtained in a forward manner (from the input towards
the output) while the deltas are computed backwards, and that finally the weights
updating is executed with the values previously obtained, the three processes are
sequentially implemented.

The S values of every layer are obtained as a function of the S values of the
previous layer neurons except for those from thefirst hidden layerwhich processes the
information of the current input pattern. On the contrary, the δ values are computed
backwardly, i.e., the δ values associated to a neuron belonging to a hidden layer
are computed as a function of the δ values of the a deeper hidden layer, except
for the last hidden layer which computes its δ values as a function of the error
committed on the current input pattern. The updating process is carried out with the
S and δ values of every layer, so it is necessary to store these values when they are
computed to be used for the system when they are required. Thus, the structure of
the Back-Propagation algorithm allows the whole process to be implemented using
a layer multiplexing scheme but nothing that forward and backward phases should
be considered separately, as S and δ values cannot be computed in a single forward
phase.

The deep design of the Back-Propagation algorithm is based on a layer multiplex-
ing scheme in which only one layer is physically implemented, being reused 3× N
times in order to simulate a whole neural network architecture containing N hidden
layers. Fig. 1 shows as in a layer multiplexing scheme the same whole process is
carried out but by reusing the structure of the single implemented layer.

The implementation of the layer multiplexing scheme requires a precise control
of the layer that is simulated in every moment, and, for this reason, a register called
“Current Layer” is used. For each pattern, the process starts with the forward phase
in which the outputs of the neurons are computed in response to the input pattern.
This first phase starts by introducing an input pattern in the single multiplexing layer
and by setting the variable “Current Layer” set to 1. Then the neurons’ outputs
are computed, stored in the distributed RAM memory and transmitted back to the
input to calculate the following layer outputs, and thus the variable “Current Layer”
is increased. The same process is repeated sequentially until the “Current Layer”
value is equal to the maximum number of layers, previously defined by the user
and stored in the “MaxLayer” register. When the last layer is reached the neurons
output is computed together with the error committed in the pattern target estimation
and these error values are stored in a register for its use in the second phase. The
second phase involves the backward computation of the delta values, and the first
computation involves the calculation of the delta values of the last layer. Once these
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Multiplexing Layer

Inputs

Outputs

Yes

NoIf
CurrentLayer

=
MaxLayer ?

Fig. 1 Layer multiplexing scheme for the simulation of deep feed-forward neural network archi-
tectures.

Fig. 2 Schematic representation of the layer multiplexing procedure used for the implementation
of the BP algorithm.

values are obtained, they are backwardly transmitted to the previous layer in order to
compute the delta values for these set of neurons. With these delta values a recurrent
process is used to obtain the delta values of the rest of the layers until the input layer
values are obtained (“Current Layer = 1”). At this point the third phase is carried
out in order to update the synaptic weights, and finishing one pattern iteration of the
process.
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Table 1 Main specifications of the Xilinx Virtex-5 XC5VLX110T FPGA board.

Device
Slice Slice Bonded Block

Registers LUTs IOBs RAM
Virtex-5

69,120 69,120 34 148
XC5VLX110T

The Fig. 2 shows a scheme of the architecture block that performs the layer
multiplexing procedure for physically implementing a single layer of neurons. This
single layer is composed of A neurons blocks implemented in order to compute
the neuron‘s output (S) and the δ values, that will later be used for the update of
the synaptic weights. The value of A (limited by the board resources) will be the
maximum number of neurons for any hidden layer. The neuron blocks manage their
own synaptic weights independently of the rest of the architecture, and thus they
require a RAM block attached to them. The architecture block also includes memory
blocks to store the S and δ values computed for every layer and also for the different
input and output signals that are described below.

The input signals are the pattern to be learned, the signal that indicates a new
pattern is introduced (New_pattern), the configuration and control data sets, in-
cluding also the S and δ values. The configuration data set includes the parameters
set by the user to specify the neural network architecture, including the number of
hidden layers, the number of neurons in each of these layers, learning parameters,
etc. The control data set are signals that the control block needs for managing the
process of the algorithm to activate the right procedure in every moment. The output
signals comprise the output (S) and the δ values for every layer, the training error
of the current pattern, and the ready signals for the validation and training processes
which are integrated in the control data set.

3 Results

We present in this section results from the implementation of both algorithms (BP
and C-Mantec) in a Xilinx Virtex-5 board. Table 1 shows some characteristics of the
Virtex-5 XC5VLX110T FPGA, indicating its main logic resources.

Several test cases were analyzed to verify the correct FPGA implementation of
the model, comparing the results with those obtained from a PC and with previously
published results. These tests were carried out using a 50-20-30 splitting for the
training, validation and generalization sets respectively, with a learning rate (η) value
fixed to 0.2 in all experiments, and using data from the well-known Iris set.

Table 2 shows the generalization ability obtained for several architectureswith dif-
ferent numbers of hidden layers for PC and FPGA implementations. The first column
indicates the number of hidden layer present in the architecture, the second column
shows the generalization obtained using the PC implementation (mean computed
over 100 independent runs), while third and fourth columns shows the results for
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Table 2 Generalization ability for the Iris data set for neural network architectures with different
numbers of hidden layers for PC and FPGA implementations.

Layers
Type Implementation

PC
FPGA

Layer Multiplexing Fixed Layers
1 0.9376 0.9391 0.9406
2 0.9516 0.9442 0.9471
3 0.9518 0.9493 –
5 0.9333 0.9371 –
7 0.8702 0.8842 –
10 0.5273 0.5998 –
15 0.3064 0.3120 –

Table 3 Computation times expressed as a function of the number of hidden layers (X) in the neural
architectures for the PC and layer multiplexing FPGA implementations for the cases of including
5 and 20 neurons in each of the layers.

Device
# Neurons

5 20
PC 1.11 · X + 6.25 1.26 · X + 5.75

FPGA 0.044 · X + 0.028 0.134 · X + 0.029

two different FPGA implementations: the layer multiplexing scheme proposed in
this work and the fixed layer scheme utilized in Ref. [18] (only available for archi-
tectures with one and two hidden layers). The number of neurons in each of the
hidden layers was fixed to five and the number of epochs set to 1000. The maximum
number of layers shown in the table is 15 because from this number of hidden layers
on the obtained generalization is approximately one third, that is the expected value
for random choices for a problem with three classes.

From the results shown in Table 2 it can be seen that the obtained values for
generalization are approximately similar for the three implementations considered,
and that regarding the number of hidden layers present in the neural architectures the
performance of the BP algorithm is relatively stable for architectures with up to 5
hidden neuron layers point from which the generalization accuracy start to decrease
to reach the level expected for random choices for a number of layers equal to 15.

Fig. 3 shows the whole learning procedure execution time (in seconds and in
logarithmic scale (right Y-axis)) for PC and FPGA implementations a function of
the number of hidden layers present in the architecture with five (a) and twenty (b)
neurons per layer. The graph also shows a third curve that indicates the number of
times (#Times, in linear scale) that the FPGA implementation is faster than the PC
one. The number of epochs used was of 1000.

Table 3 shows the results of a linear fitting for the computation time for a variable
number of hidden layers, indicated by X in the equations shown. The fitted values
were obtained from the cases shown in Fig. 3 for the FPGA and PC implementation
in which the number of neurons in each of the hidden layers are fixed to five and
twenty.
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Fig. 3 Time and number of times that the FPGA is faster than the PC as a function of the number
of hidden layers of the architecture (a) 5 neurons and (b) 20 neurons.

4 Discussion and Conclusions

We have introduced in this work an FPGA implementation for deep neural network
architectures using a layer multiplexing scheme. The layer multiplexing scheme used
permits to simulate a neural networkwith several hidden layers by only implementing
physically a single hidden layer of neurons.Main advantages of this approach are that
very deep neural network architectures can be analyzed through a simple and flexible
framework with a very efficient FPGA resource utilization. The implementation has
been tested and compared to an existing PC one, obtaining that for a large number of
hidden layers the FPGA implementation is approximately 20 to 30 times faster than
the PC one. The layer multiplexing scheme used permits in principle the simulation
of very deep networks with any number of hidden layers, but memory resource
constraints limit the current implementation to approximately hundred hidden layers,
that from the point of view of existing Deep Learning models is quite large. The on-
chip implementation carried out includes also a validation phase to avoid overfitting
effects. Using the Back-Propagation algorithm for training the several hidden layers
architectures shown that the performance of the standard BP algorithm starts to
degrade when 10 or more hidden layers are present in the architectures, so additional
strategies are needed in order to improve the training. In this sense, we believe that
the present implementation will facilitate the study of this and related issues, helping
to understand very deep neural networks.
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Tracking Users Mobility Patterns Towards  
CO2 Footprint 

João C. Ferreira, Vítor Monteiro, José A. Afonso and João L. Afonso 

Abstract This research work is based on the development of a mobile application 
and associated central services for tracking users’ movements in a city, identifying 
the transportation mode and routes performed. This passive tracking generates 
useful data about users’ habits, which are then associated with the CO2 emission in 
the form of a mobility invoice, with the goal of enabling the users to understand 
their carbon footprint resulting from the users’ mobility process in the city.  
The performance of the developed system is validated through experimental  
tests based on data collected during six months from more than 2500 mobility 
experiences. 

Keywords Mobile application · Personalized data · Geographical system · Intelligent 
public transportation · Carbon footprint 

1 Introduction* 

CO2 emissions in big cities due to transportation systems raise the need to improve 
the sustainability and accessibility of collective transport, while simultaneously 
promoting the use of more environmentally friendly transportation systems. In  
this sense, it is important to make available adequate and updated information re-
garding the mobility options offered by transport operators and users. One important 
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research work is to create a tool to measure the mobility of people in a city, identify-
ing passively the transportation mode, routes performed and associated times. In-
formation and communication technologies (ICT) have the potential to effectively 
change the way people live and their mobility and energy consumption. Nowadays, 
mobile devices incorporates many diverse and powerful sensors, like GPS, cameras, 
microphones, light, temperature, direction (i.e., magnetic compasses) and accelera-
tion (i.e., accelerometers). Accelerometers with GPS can be used to perform activity 
recognition [1], a task which involves identifying the physical activity of a user. 
Activity inference provides the ‘what’ of a user’s context, whereas location sensors 
(such as cell-tower/Wi-Fi localization and/or GPS) provide the ‘where’. This ‘what’ 
and ‘where’ information can be used by a number of mobile phone applications, 
including physical fitness and health monitoring [2], recommendation systems, and 
the study of environment and personal behavior. In this work, we explore the poten-
tial of a mobile device application designed to track users’ habits in a customized 
way, using integrated accelerometers and GPS information, with the goal to create a 
monthly user invoice related with their movements and used transportation modes 
(e.g., bus, train, car, bike, walk, etc.). This approach allows the discovery of mobility 
habits of millions of users passively, just by having them carry mobile phones in 
their pockets. From the collected sensor data, it is possible to identify the user’s 
transportation mode and also characterize the traffic conditions. In association with 
the travelled distance, we can track the CO2 emissions resulting from the user mobil-
ity and provide the information to the user in the form of a monthly invoice related 
with the concept of carbon footprint [3]. 

The rest of the paper is organized as follows. Section 2 describes the tasks as-
sociated to data acquisition and classification. Section 3 describes the developed 
transportation mode identification system and the corresponding performance 
evaluation results. Section 4 concerns to the user mobility patterns, while Section 
5 presents the proposed mobility invoice system. Section 6 presents the mobility 
advisor to reduce the carbon footprint. Finally, Section 5 presents the conclusions 
and future work. 

2 Data Acquisition and Classification 

The applied methodology is composed by a set of sequential processes. The first 
process, identified as data collection, varies from case to case, being responsible 
for the collection of huge amounts of data (big data). For testing purposes, we 
used mobile device sensor data from 50 Lisbon area users, in a period correspond-
ing to the first six months of 2013. This phase involves the identification of outli-
ers and the removal of inconsistent data to reduce the number of records [4]. The 
second process consists on data transformation into predefined classes (Fig. 1). 
This is a process that is specific to each case study. Taking into account the  
mobile device sensor data, Fig. 1 shows the 20 predefined classes (C1 to C20). 
These classes are created based on accelerometer measurements in the three orien-
tation axis, as well as additional GPS data. The accelerometer data is divided into 
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three dimensions: Z (vertical) is the upright direction; Y (longitudinal) is the direc-
tion of movement and X (transversal) is the steering direction. The transformation 
process to merge original data into these predefined classes uses information of 
two consecutive accelerometer data measurements, where the data value differ-
ence is classified into four scales: 1 - straight, when the measurement changes in 
the module are less than 0.1 ms-2; 2 - smooth, when it is more than 0.1 ms-2 and 
less than 0.5 ms-2; 3 - rough, when it is between 0.5 ms-2 and 2 ms-2; 4 - very 
rough, when it is more than 2 ms-2. 

3 Transportation Mode Identification 

From the mobile device sensor data, it is possible to identify the transportation 
mode that the user takes to go from A to B. Transportation mode detection has 
been explored by [5-7], among others. All of these approaches use past data to 
build a classification model that identifies the transportation mode and most of 
these approaches use a combination of GPS and accelerometer data from the three 
axes. From this data, it is possible to calculate the speed and the position. We de-
veloped this work based on a discrete approach using predefined data classes and 
a training set of 250 cases, representing car travel (60), bus (50), train (30), under-
ground (40), walking (25), boat (20) and motorcycle (25). Table 1 shows an  
 
 

 
 

Fig. 1 Predefined data classes. 
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Table 1 Sample of data training set with three transportation modes. All values represent 
number of events after the second process.  

Data Class Car (12 km) Bus (7.5 km) Metro (2.3 km)
C1 23 314 2313 
C2 2111 1350 112 
C3 3312 4175 2 
C4 34 65 0 
C5 3402 3603 967 
C6 1501 2421 1223 
C7 425 165 121 
C8 126 6 0 
C9 9 454 367 
C10 390 420 8 
C11 1234 1242 634 
C12 1476 1580 1021 
C13 1021 1374 32 
C14 521 412 53 
C15 631 556 41 
C16 254 2860 430 
C17 532 642 267 
C18 264 1210 412 
C19 1375 1340 810 
C20 96 0 0 

 
example of event count per class for three transportation modes (other modes are 
omitted for simplicity purposes). Since we want a generic approach, the main 
effort to perform is the transformation of raw data into these predefined classes, as 
Table 1 shows. These classes can be increased to cover new situations, and when 
not used should be treated as empty fields. 

Our approach for public transportation mode identification is based on the value 
of P(TMj|Ck), which means the probability of transportation mode j (TMj) given Ck 
measurements are discrete classes defined from accelerometer data as illustrated on 
Figure 1. We use classes C1 to C20, using the Bayes theorem: 

 ܲ൫ܶܯ௝หܥ௞൯ = ௉൫஼ೖห்ெೕ൯௉(஼ೖ) ∝ ܲ൫ܥ௞หܶܯ௝൯ܲ(ܶܯ௝)  (1) 

where, TM1 = Car, TM2 = Bus, TM3 = Train, TM4 = Metro, TM5= Walk, TM6 = 
Boat and TM7 = Motorcycle. We calculate P(TMj) as the number of cases for 
transportation mode j divided by the number of cases in the training set, for exam-
ple, P(TM1) = 60/250 = 0.24. The same approach is used to calculate the other 
values. For the probability P(Ck|TMj) = P({C1,C2,..,C20}|TMj), we assume the 
independence of events, therefore: 

 ܲ൫ܥ௞หܶܯ௝൯ = ∏ ܲ൫ܥ௞หܶܯ௝൯ ܲ(ܶܯ௝)ଶ଴௞ୀଵ  (2) 
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where, P(Ck|TMi) is based on the training data set. Since the number of events 
varies with the sampling time and the route distance, we perform a normalization 
using the percentage. For example, for X-axis accelerometer data from car sam-
ples, we have 23 C1 events, 2111 C2 events, 3312 C3 events and 34 C4 events. This 
totals 5480 events, so we have 0.4% of events in class C1, 38.5% in class C2, 
60.5% in class C3 and 0.6% in class C4. To avoid zero probability, since (2) is a 
multiplication, we always introduce an offset of one in the counting process. This 
is a similar process used in text classification through NB [8]. Taking into consid-
eration that the 60 cases correspond to trips performed by car, in the calculation of 
the average of these values we reached the value of 0.5% for P(C1|TM1). From 
other values of the training set we have P(C1|TM2) = 10% (this is higher because 
of the waiting time at bus stations, where the user is immobile, which means that 
C1 events are being collected), P(C1|TM3) = 95%, P(C1|TM4) = 91%, 
P(C1|TM5) = 15%, P(C1|TM6) = 5%, and P(C1|TM7) = 2%. This collection process 
with the class identification allows the determination of the transportation mode 
because some events are characteristic of some transportation modes in particular. 
For example, events in the C1 class are common in railroad or underground trans-
portation, which implies very smooth changes in Z-axis acceleration. On the other 
hand, if we have the majority of events in class C4, this indicates a motorcycle or a 
boat. Meanwhile, the study of the acceleration shape allows differentiating the 
boat from the motorcycle. C3 means several speed limitation bumps or potholes in 
the road in a vehicle or bus. Again, through the pattern of acceleration, it is possi-
ble to distinguish a pothole from a speed bump. Acceleration data from the X-axis 
(C8 and C7 classes) can be helpful to identify aggressive or drunk drivers. 

Speed information from GPS is used to differentiate among walking, bicycling, 
boat, and other transportation modes. Periodic stops are used to differentiate 
among car/motorcycle and underground, bus or train. Motorcycle is better dis-
cerned from car transportation in high traffic periods, because the average speed is 
higher and the position pattern is different. In order to distinguish metro from 
train, we use the following heuristics: (1) Underground usually runs below ground 
without a GPS signal; (2) Distances between stops in underground transportation 
are usually smaller; (3) Altimetry information. Given the sensor information and 
GPS traces, we predict the transportation mode among the available modes. This 
is done calculating the probability P(TMj|Dk), with (j = 1,…7) and (k = 1,…20), 
and choosing the highest value. Table 2 presents performance results in a confu-
sion matrix. Results are available using 6 month data in more than 2500 recorded 
mobility experiences. From this data we used 250 for training purposes and evalu-
ated 500 cases based on precision measurement (number of correct cases classi-
fied for that transportation mode divided by the transportation mode cases availa-
ble). We achieved high precision identification values for walking (97%) and car 
(95%), having lower values for train (70%) and underground (72%). In 24% of 
cases there was a classification change from underground to train. 
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Table 2 Confusion matrix fo
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TM1 95% 
TM2 3% 
TM3 1% 
TM4 0% 
TM5 0% 
TM6 0% 
TM7 1% 
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Fig. 3 Example of a mobility invoice, based on transportation mode identification and asso-
ciated distance. 

5 Mobility Invoice System 

Presently, carbon footprint is the most popular measure of environmental impact, 
and it is used to refer the amount of greenhouse gas emissions that are produced 
during the mobility process of a user. Using the knowledge discovery of transpor-
tation mode detection and associated distances, we are able to generate a monthly 
report with the associated CO2 emissions (see Fig. 3), where a price per km is 
defined for each transportation mode [9][10]. From the tracking of user move-
ments, it is possible to improve public transportation routes and timing. Our inten-
tion is to show an important output, which is a result of the passive data collection 
from mobile devices, and the consequent application of knowledge discovery to 
sustainable transportation. It is possible to develop a suggestion system to reduce 
this invoice and, consequently, reduce the CO2 emissions in the city. This reduc-
tion can be achieved based on: (1) Carpooling system to reduce car usage; (2) 
Public transportation information integration [11]. For this purpose, a mobile ap-
plication, developed based on current user position and taking into account the 
user habits (past route performed), provides personalized advice to go from cur-
rent position to final destination based on public transportation availability (user 
receives route and scheduling information). An example of a mobility invoice is 
showed in Fig. 3, where users travel distance by transportation mode are used to 
get a value, related with CO2 emissions price based on values identified in Fig 4. 
 

Bike
17%

Car
16%

Walk
5%

Metro
17%

Carpooling
34%
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Client nº: 1234
Month: March 2014

Mobility Invoice
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Fig. 4 Identification of the price per km of CO2 emissions based on transportation mode. 

6 Mobility Advisor to Reduce the Carbon Footprint 

The main idea is to provide advice to reduce the carbon footprint based on histori-
cal user mobility data, through the matching of this data with public transport 
services using the information of available routes and schedules. This approach 
can be complemented with data integration of different information sources, such 
as: car and bike sharing systems [11][12] and also carpooling [13]. These systems 
are important to the growing interest of the sustainable transport systems, and to 
reduce the growth of energy use, noise, air pollution and traffic congestion, due to 
a decrease in the number of cars and to an increase in the shared use of electric or 
low pollutant vehicles. Also, bike sharing systems permit door-to-door ride fea-
tures and allow to access areas of the city that are forbidden for other kind of vehi-
cles. Also, the integration of public transportation data can be used as comple-
ment. Through previous work, we integrate the access to several public transporta-
tion databases using a semantic approach described in [13] and the START project 
[http://www.start-project.eu], where the integrated information available in mobile 
devices increases the usage of public transportation among different experiences 
in European project partners (England, France, Spain and Portugal). With this, it is 
possible to have information about the schedule and the price of public transporta-
tion. With this information in a previous project we build a route planner that inte-
grates routes and public transportation [11]. 



Tracking Users Mobility Patterns Towards CO2 Footprint 95 

 

7 Conclusions 

Tracking of user activity and associated mobility is now possible at low costs 
through the use of mobile device sensor information. The data generated using this 
approach is in the class of big data and has great impact in the study of user mobil-
ity habits. . In this work we show the application of this approach to the tracking 
of user mobility in a city through the identification of the used transportation 
modes, routes and times. This information can be transformed in an informative 
CO2 invoice, which allows users to be aware of their carbon footprint. Along with 
that, associated measures and suggestions to reduce this invoice are then provided. 
With a considerable number of users, this passive tracking of data from citizens 
could generate useful data about mobility habits and be used to improve the citi-
zens’ mobility. Moreover, public transport operators can use the processed data to 
improve their transportation offers towards the users’ needs. 
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Methodology for Knowledge Extraction  
from Mobility Big Data 

João C. Ferreira, Vítor Monteiro, José A. Afonso and João L. Afonso * 

Abstract The spread of mobile devices with several sensors, together with mobile 
communication, provides huge volumes of real-time data (big data) about users’ 
mobility habits, which should be correctly analysed to extract useful knowledge. In 
our research we explore a data mining approach based on a Naïve Bayes (NB) clas-
sifier applied to different sources of big data. To achieve this goal, we propose a 
methodology based on four processes that collects data and merges different data 
sources into pre-defined data classes. We can apply this methodology to different 
big data sources and extract a diversity of knowledge that can be applied to the de-
velopment of dedicated applications and decision processes in the area of intelligent 
transportation systems, such as route advice, CO2 emissions reduction through fuel 
savings, and provision of smart advice for public transportation usage. 

Keywords Big data · Data mining · Naïve bayes · Mobile device · Sensor infor-
mation 

1 Introduction 

Knowledge discovery (KD) from the big data available in databases has been ex-
plored with success in several areas, and usually is better known through the more 
popular term “data mining” [1]. Data mining (DM) allows the search for 
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knowledge in large volumes of data [2] and it has been applied to different areas 
to discover hidden profitable patterns in databases (business opportunities). It is 
also applied in major research areas, as the example of application in bioinformat-
ics, in genomics and proteomics identification [3].  

Some works on this novel research area include traffic analysis and prediction 
[4], road accidents analysis [4], driver behaviour prediction [6], and range prediction 
for electric vehicles [7]. This paper is oriented to establish a working methodology 
that can reuse processes and algorithms in many cases of KD from the big data 
available from tracking users’ mobility activity. This goal results from our experi-
ence in several mobility projects, where the DM processes can be reused, avoiding 
the costs associated to the development of solutions to new problems from scratch. 
The intention is to create a tool tailored to the increasing data available in the mo-
bility area, which can be used with little effort in different application cases.  

This information can be easily collected from mobile devices or based on com-
mercial products. Our work on mobile devices uses GPS and accelerometer sensor 
data to passively track the users’ mobility activity, as described in Section 2. This is 
a personalized data tracking process from where we can extract useful knowledge 
related with user mobility habits, like the transportation mode (bus, train, car, bike, 
walking or other) and carrier number associated, identify main mobility patterns, and 
generate a mobility invoice. Passive tracking of user activity using mobile devices 
[8] has been used in a diversity of studies applied to activity recognition [9] and 
transportation mode detection [10], among others [11][12]. Through the proposed 
approach, our goal is to establish a common process to handle the collected data into 
a diversity of KD, in order to facilitate the development of dedicated applications for 
intelligent transportation systems (ITS). 

This approach also allows the joining and aligning of the work of field experts on 
generating the mobility big data with mining experts, in order to better extract 
knowledge from the collected data. This can be achieved by data discretization in 
predefined classes, performed by these field experts. This approach can also be ap-
plied for non-professional cases, such as personal data tracking, allowing its exten-
sion to the mobility habits of millions of users just by carrying cell phones in their 
pockets. User data privacy from this tracking activity is an important concern that 
increases in the context of big data. Thus, all personalized information concerning 
user mobility is stored in a central database with security parameters (login, encryp-
tion). Although we have individual data regarding users’ movements, the only per-
sonalized information stored is the user email to exchange information.  

The main contribution this paper is a common approach of Naïve Bayes (NB) 
application for KD, based on the normalization of different collected mobility data 
into predefined classes and sub-classes, which can be used for a diversity of mo-
bility applications developed in a mashup approach. This approach makes possible 
an increase in the number of available, dedicated or personalized ITS applications, 
because the development is facilitated by the use of common parts and processes.  

The next section presents the proposed work methodology. Section 3 presents 
examples of application development based on KD from mobile device data.  
Finally, in Section 4 we highlight the main conclusions. 
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2 Work Methodology 

To extract knowledge we need a proper methodology to work with the big data 
generated by different sources. Due to analytical needs and the huge amount of 
data generated, this is a field in which it is possible to apply KD [13] based on a 
DM approach. The work methodology proposed in this paper involves four main 
processes: 

1 –  Data collection process associated with data cleaning (outliers identifica-
tion and removal), using a common approach based on a dedicated data 
transformation; 

2 –  Data discretization process into predefined classes with the goal of data 
uniformization among different data collection conditions; 

3 –  Data discretization into sub-classes; 
4 –  KD based on a DM process. 
 

 
Fig. 1 Information about the creation of predefined classes and sub-classes based on a dis-
cretization process, with details for mobile device sensor data events creation based on 23 
predefined data classes. 
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Fig. 2 Accelerometer data transformation process from collected data to predefined classes: 
(a) C1 to C4, based on X-axis accelerometer measurements; (b) C5 to C8, based on X-axis 
accelerometer measurements (data from an aggressive driver and a smooth driver); 
(c) C9 to C15, based on Y-axis accelerometer measurements. 

The first process, which varies from case to case, is responsible for the collec-
tion of huge amounts of data (big data). To show the application of the proposed 
methodology we use data from mobile device sensors. For testing purposes, we 
use data from 50 Lisbon area users, in a period corresponding to the first six 
months of 2013. The first phase involves the identification of outliers to reduce the 
number of records. Inconsistent data is also removed during this phase [14], where 
we remove distant data points based on statistical measurements. Process 2 con-
sists on data transformation into predefined classes. This is a process that is specif-
ic to each case study. Taking into account the mobile device sensor data, Fig. 1 
shows the 23 predefined classes (C1 to C23). These classes are created based on 
accelerometer measurements in the three orientation axis, as well as additional 
GPS data. The accelerometers’ data is divided into three dimensions: Z (vertical) 
is the upright direction; Y (longitudinal) is the direction of movement and X 
(transversal) is the horizontal direction. The transformation process to merge  
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original data into these predefined classes uses information of two consecutive 
accelerometer data measurements, where the data value difference is classified 
into four scales (as shown in the left box of Fig. 1). This number of scales (four) is 
a compromise between diversity and complexity, as selected based on an analysis 
of several tested cases (ranging from two to nine scales). Figure 2 shows the crea-
tion of data events (measurements performed by the tracking device or application 
in a sampling period). These data events can be allocated to a specific route or not. 
All of these data events are allocated into predefined classes. Classes C1 to C4 are 
based on accelerometer data on the Z-axis. This data can be used to identify, to-
gether with the GPS coordinates, the position of potholes and speed bumps. Clas-
ses C5 to C8 are based on accelerometer data on the X-axis. Fig. 2 (b) shows data 
from an aggressive driver, with aggressive left and right turns. For the Y direction 
(Fig. 2 (c)), we divide these data events into thirteen classes: C9 when the speed is 
close to zero and the GPS coordinates match a public transportation stop; C10 
when the speed is close to zero and the GPS coordinates do not match a public 
transportation stop; C11 when the speed is different from zero, which means iner-
tial movement. The other events are used to identify moderate or aggressive accel-
eration and braking events. Speed values are taken from: ௬ܸሾ݇ + 1ሿ = ௬ܸሾ݇ሿ + ௬ሾ݇ሿܽݐ , (1) 
where, t is the elapsed time between samples, k is the sampling time and ay is the 
measurement of acceleration in the Y-axis. The speed data is transformed into 
classes C9, C10, C11 and C16 to C20. 

GPS data is also transformed in this process to route graph data, due to our in-
terest in the route trajectories. This process eliminates the error associated to the 
GPS measurements and allows the saving of storage space. Each road is repre-
sented by its corners, and we match the GPS coordinates against the nearest road 
corner. As shown in Fig. 3, for the first GPS data collected we need to look for the 
nearest road corner located inside a circle centered on the current GPS position. 
We calculate the distances to these six corners (1 to 6) and choose the smallest 
one, which in this case is the corner number 1. This process is repeated several 
times, forming a route. After that, we use this route in a graph to perform the 
matching against other routes. The developed system adds more GPS nodes than 
those shown in Fig. 3, because each road corner generates a node, but for simplifi-
cation purposes we show only nodes from the main roads. With this process, we 
can store route trajectories in a graph for future processing, where a circular dis-
tance function with a predefined radius is used from the current user position to 
route the graph trajectory.  

Process 3 consists in the class discretization into sub-classes. This step can be 
applied to continuous or discrete data with the aim of dividing the collected data 
into sub-classes. Due to the diversity of application cases we present multiple 
options to the user so he may decide the best one to apply. This discretization 
process can be based on Heuristics, applied based on [15]: (1) Predefined criteria; 
(2) Equal area clustering method; (3) Data population division based on percent-
age. 
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Fig. 3 Simplified process to generate route paths in geo-referenced graphs. 

Process 4 is oriented to KD based on the predefined sub-classes, to use a com-
mon approach developed as a tool for easy usage. Since the classes and related 
sub-classes are similar from case to case, the same approach is applied to different 
cases of knowledge extraction. We implement a NB algorithm that we use to ex-
tract different knowledge based on big data allocated in our predefined class. In 
both cases, the same NB approach is applied using the predefined class and sub-
classes. This tool was developed on top of Microsoft SQL Server 2008R2 with 
SSIS (SQL Server Integration Services), SSAS (Microsoft SQL Server Analysis 
Services) and SEMMA (Sample, Explore, Modify, Model and Assess), but others 
platforms are possible, such as the following open source platforms: Rapid Miner 
[16], Weka [17] or R [18].  

3 Application Based on KD from Mobile Device Data  

Mobile devices are a rich source of mobility data because users carry them all the 
time. In this section we present the developed applications based on this data ac-
quisition process and the proposed KD methodology. Technical development de-
tails are omitted because we are interested in the idea expressed by the proposed 
methodology, the usage of a common approach and the reuse of processes: 
 
1) User Mobility Patterns: Other knowledge can be extracted from this mobile 

device sensor data, like the information of where persons spend their time at 
several distinct locations throughout the day: home, work, shopping centers, 
restaurants, etc. From the data that we have collected, we are particularly inter-
ested in identifying locations where people spend a great deal of time, and as-
sociate these locations with information about the environment obtained from 
geographic information system data sources. All GPS data is stored in a user 
mobility profile, in a cloud database, with the information about time and 
routes (XML graph with time and GPS coordinates). It is possible to present 
the route representation for that month with associated information of the 
transportation mode, the number of times the route was performed, and also 
the temporal periods. Thus, it is possible to represent the time that a user spent 
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in a month in these locations. This information represents the user mobility ac-
tivity captured by the mobile device sensors. 

2) Traffic Information - My Traffic Info App: Based on the speed and location 
information (GPS data), it is possible to identify traffic situations as conditions 
that occur on road networks as the number of vehicles increase and are character-
ized by slower speeds and longer trip times. From the information of a current 
road (matching of position against available routes), it is possible to check traffic 
situations using the relation of current speed divided by the maximum road speed 
(we call this ratio Vt). The system tries to classify this traffic into four classes: (1) 
Green if the user’s average Vt is above 0.25; (2) Yellow for average Vt between 
0.1 and 0.25; (3) Red when the average Vt is below 0.1; (4) Black when average 
Vt is zero. We disregard Vt = 0 at public transportation stops if transportation 
mode is a public transportation, as well as at road intersections, because we as-
sume (for simplification purposes) the existence of a traffic light on each road in-
tersection. To avoid this we would need the GPS coordinates of the traffic lights, 
which are taken from road graph information. There may be times where the 
number of online users is small, which results in a reduction of information in the 
user database. Thus, it is necessary to use external information from traffic web 
services. The current average speed information of the users in a given route is 
used as input in the route advisor. Taking into account the traffic KD and since we 
have all users’ positions in a graph, it is possible, based on a Dijkstra's algorithm 
[19], to propose alternative routes in a real-time approach, where we minimize the 
time between all possible graph nodes to reach the final destination. Since we 
stored past user routes based on the current user position, it is possible to generate 
personalized traffic alerts when traffic happened on users’ past taken routes. We 
illustrate the app usage with a small example: The user A in the morning period 
always follows a certain route to go to work. As he starts the driving process, the 
system knows his position by GPS information, and a traffic situation is detected 
three blocks away in his usual route. The app alerts the user on his mobile device, 
and the application shows an alternative route. We are aware of the danger of the 
use of a mobile device while driving, but this problem can be overcome with up-
coming device interoperability standards that offer integration between a Smart-
phone and a car's infotainment system, such as MirrorLink [20]. The result is My 
Traffic Info, is an Android App that uses traffic KD and the information about a 
past route driven, in order to present traffic alerts to the driver and, based on a de-
veloped real-time route planner [19], propose an alternative route. 

3) Road Classification Application and Potholes Identification: Accelerome-
ter vertical measurement (Z-axis) can give out important information about 
road conditions. It is possible to identify potholes and, with GPS coordinates, 
mark them in a road map. This application ensures road surface quality as-
sessment in a continuous monitoring process, and can be important informa-
tion for road authorities and drivers. Road quality can be used as an input  
parameter of router planning. Basically, this detection process uses Z data from 
accelerometer (see Fig 2 (a)) and looks for an initial decrease of this  
Z-acceleration of more than 1.5 ms-2 (this value was selected based on the 
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study of several cases) followed by an increase. It is possible to classify the se-
verity of a pothole based on this Z-axis acceleration value and duration. When 
these events are detected, the GPS coordinates are stored for geographic repre-
sentation. It is possible to identify the road side associated to the pothole based 
on the movement direction, and the GPS measurement error is reduced be-
cause we use data from multiple users. This application classifies the roads 
based on predefined criteria, like the number of potholes, and these are divided 
into three severity scales (small, medium and big) using the Z-axis acceler-
ometer difference between two consecutive measurements.  

4 Conclusions 

Tracking user activity and associated mobility is available at low costs through the 
possibility of using mobile device sensor information. The data generated is huge 
and has great impact in the study of user mobility habits. In this research we show 
different applications of this big data tracking using a common mining approach 
for knowledge discovery (KD), which can be used for specific applications, based 
on predefined classes and sub-classes. The proposed work methodology provides 
a bridge between field experts in data collection and data mining (DM). This 
framework needs to be improved with more case experiences, but it is one of the 
first steps towards the establishing of a semi-automatic approach to KD in big data 
and a mashup approach for intelligent transportation systems web applications. 
Another important issue is the connection among these applications and others, in 
order to share knowledge and data. User tracking data is important for public 
transportation planning, and even for advertisement applications, because the in-
formation can be automatically personalized based on location and time. Other 
DM algorithm approaches can be applied, but the Naïve Bayes (NB) classifier has 
a simplified common approach application. The proposed methodology can be 
applied to different big data sources. Another important issue is the diversity of 
mobility applications that can be easily developed using all this mobile device 
data. One example is a mobility invoice system, as a tool for citizens to be aware 
of their carbon footprint impacts, along with associated measures or suggestions to 
reduce this invoice. The passive tracking of data from citizens (with a considera-
ble number of users) could generate useful data about mobility habits and be used 
to improve citizens’ mobility. 
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Smells Classification for Human Breath
Using a Layered Neural Network

Sigeru Omatu and Mitsuaki Yano

Abstract Progress of sensor technology enables us to measure smells although it is
based on chemical reactions. We have developed the smell classification for various
subjects using layered neural networks by training a special smell. But we must learn
many smells by repeating the same process and it is endless jobs since too many
smells exist in the world. In case of a breath smell, several molecules are mixed.
Therefore, if we can train basic components of the breath and mixtures are estimated
by combining the basic components which consist the breath, it is preferable. In
this paper, we develop mixed smell classification after training a neural network for
each component by using a genetic algorithm to find a reduction factor from the
measurement data which show the maximum value of the output of a layered neural
network.

Keywords Smell measurement · Smell of breath · Layered neural network ·
Classification of breath

1 Introduction

Smell is one of five senses of human being and its study has been paid attention
since it has been recognized for various applications in human life and industrial
sectors. Based on the progress of medical research on the system of olphactory
organs, artificial electronic nose (E-nose) systems have been developed. The various
E-nose systems from technical and commercial viewpoints are developed in the field
of quality control of food industry [1], public safety [2], and space applications [3].

In this paper we propose a new E-nose system which can separate two kinds of
smells ofmixedmolecuels byusing a layeredneural network.Historically, J.Milke [4]
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proved that two kinds of metal-oxide semiconductor gas sensor(MOGS) could have
the ability to classify several sources of fire more precisely compared with a con-
ventional smoke detector. However, his results achieved only 85% of correct clas-
sification by using a conventional statistical pattern classification. An E-nose has
been developed for smell classification of various sources of fire such as household
burning materials, cooking smells, the leakage from the liquid petroleum gas (LPG)
in [5],[6] by using neural networks of layered type.

The purpose of this paper focuses on mixed smells classification. Various smells
have been mixed naturally in our living environment. If a poisonous smell exists in
our living environment, it must be recognized immediately by humans. Therefore, it
is necessary to classifymixed smells into each component ofmixed smells. However,
sensors which classify smells of several types do not exist currently. The research
purpose is to classify various mixed smells and construct the system that can be used
repeatedly and inexpensively. We attempt to measure mixed smells using commer-
cially available sensors and classify mixed smells of various density using a neural
network.

2 Smell Sensors and Sensing System

Gas sensors using a tin oxide was produced in 1968 [5],[6]. There are tin, iron oxide,
and tungsten oxide as typical gas sensing substances which are used in metal ox-
ide semiconductor gas sensors (MOG sensor). In this case, an electrical resistance of
the tin becomes low. Using the above oxidation and reduction process, we could
measure whether a gas appears or not.

In this paper, MOG sensors are used to measure the single smell and mixed smell.
Table 1 shows the five sensors in the experiment.

Table 1 Gas sensors used in the experiment made by FIS Corporation.

Sensor number (Type) Gas detection types Applications

Sensor 1 (SB-AQ8) volatile, organic compound air quality
Sensor 2 (SB-15) propane, butane flammable gas
Sensor 3 (SB-42A) freon refrigerant gas
Sensor 4 (SB-31) alcol, organic solvent solvent
Sensor 5 (SB-30) algohol alcohol detection

3 Neuron Model

We show the neural network fundamental structure on Fig. 1. The left hand side
denotes inputs (x1, x2, x3, . . . , xn), the right hand side is the output y j where
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) y

Input Output

Fig. 1 Neuron model.

xi , i = 0, 1, . . . , n denotes input data, wk, k = 0, 1, . . . , n show weighting coeffi-
cients, f (·) is output function of the neuron, and y shows output. Note that x0 = −1
and w0 = θ where θshows a threshold of the neuron. Although there are several
types of the output function f (·), we adopt the sigmoid function.

4 Error Back-Propagation Method

We use layered neural networks which are mainly used in pattern recognition or
learning control. It has an input layer, a hidden layer, and an output laye as shown in
Fig. 2.
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Input

Input
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Fig. 2 Layered neural network.
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5 Measurement of Smell Data

We have measured four types of smells as shown in Table 2. The sampling frequency
is 500 [ms], that is, the sampling frequency is 0.5 [s]. The temperatures of smell gases
were 18∼24 [◦C], and the humidities of gases are 20∼30 [%].We show sample paths
of each smell of Table 1 in Figs. 3 and 4. Note that those factors in Table 2 are main
smells included in our breath. Bad smell of our breath will make the neighboring
persons unpleasant although the person himself might not notice it.

Furthermore, the bad smell of persons may reflect a kind of diseases and the
measurement of human breath and smell classification will be profitable to predict
a disease of persons in advance. Since these gasses exists very thin density of ppm
or ppb order, we make those gasses of 1ppm∼5ppm order from 1% pure gasses.
Using those gasses of densities, we have made mixing gasses such as 1:1, 1:5, and
5:1 mixing rates where a:b means a ppm and b ppm gasses are mixed. In case of four
sources, there are six combination cases to mix two gasses. In this paper, we have
mixed only two gasses of methyl-mercaptan (C) and hydrogen sulfide (D) since they
are main components in our breath. Those sample paths are shown in Figs. 5–7 for
different mixing rates of methyle-mercaptan (C): hydrogen sulfide (D) such as 1:1,
1:5, and 5:1, respectively.

Table 2 Training data.

Label substance samples

A acetaldehyde 3
B ethylene 3
C methyl-mercaptan 3
D hydrogen sulfide 3

Fig. 3 Methyl-mercaptan.
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6 Smell Classification of Breath Data

We must extract the features of the sample paths. Those sample paths of Figs. 4, 5,
6, 7 show time [s] to voltage [V] where at t=0, dry airs blow and at 100 seconds later
gasses are injected. We can see that after about 60 seconds since dry airs blew in and
after about 60 seconds later since smell gasses were injected at t=100 seconds later
all sensors would become almost steady. Therefore, we decided the changes from
t=60 to t=160 for each sensor reflect the features of the gasses and take the difference
values at t=60 seconds and t=160 seconds for each sensor as features.

Fig. 4 Hydrogen sulfide.

Fig. 5 Mixing rate 1:1.
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Fig. 6 Mixing rate 1:5.

Fig. 7 Mixing rate 5:1.

7 Training for Classification of Smells

In order to classify the feature vector, we allocate the desired output for the input
feature vector where it is five–dimensional vector as shown in Table 3 since we have
added the coefficient of variation to the usual feature vector to reduce the variations
for smells. The training has been performed until the total error becomes less than
or equal to .5 ×10−2 where η = .2. Note that the training data set is the first sample
data among three repeated data of A, B, C, and D. After that, the second sample data
are selected as the training data set and the third samples data are selected as the
training data set. The test data sets are selected as the remaining data sets except for
the training data set.
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Table 3 Training data set for acetaldehyde (A), ethylene (B), methyl-mercaptan (C), and hydrogen
sulfide (D).

Labels A B C D

A 1 0 0 0
B 0 1 0 0
C 0 0 1 0
D 0 0 0 1

8 Smell Classification Results

8.1 Single Smell Classification Results

Using a layered neural networkwith five inputs and four output, we trained the neural
network for one training data until the total error becomes 0.001. After training, we
checked the remaining two data set. For two test data, correct classification rates be-
came 100% and using the leave-one-out cross validation check, correct classification
rates were100%.

8.2 Mixed Smell Classification Results

Using the trained neural network, we tested the classification results whether the
original two smells could be classified or not. The classification results are shown
in Table 4. From this results, the classification results are not so good since there
are many misclassification results came out. Especially, C&D has been classified
acetaldehyde (A) because hydrogen sulfide (D) is too strong chemical reaction even
if the very thin density levels as well as acetaldehyde (A). Thus, we must reconsider
our method to classify the mixed smells classification. One of the approaches is to
reduce the maximum values of smell data in order to prevent a sole winner case.

Therefore, we use the following formula to reduce the effect of a sole winner.

z = x − αy (1)

where x is a feature of the smell (a maximum value of measurement data), y is the
top value of each row Table 4 and α is a constan which has been determined by using
a genetic algorithm. In this case we have obtained α=0.3. Using this value, we have
had the results of Table 5.
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Table 4 Classification results for mixed smells of methyl-mercaptan (C), and hydrogen sulfide (D).

Mixing rates A B C D

1:1 (C&D) 4 3 6 6
1:5 (C&D) 9 0 0 9
5:1 (C&D) 9 0 0 9

Table 5 Classification results when we reduce the largest smell data effect by (1).

Mixing rates A B C D

1:1 (C&D) 7 2 7 2
1:5 (C&D) 7 0 2 9
5:1 (C&D) 6 0 3 9

9 Conclusions

We have proposed a classification method of mixed smell sensing data using a lay-
ered neural networks. The mixed smells classification is not so simple as single
smell classification cases. One way seems to use the mixed smells directly as mixed
smell of two substances. In that case we need the classification boundary more and
more big world. Therefore, we have proposed one way to classify the mixed smells
classification from single classification neural network.
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Constraint Solving-Based Itineraries
for Mobile Agents

Ichiro Satoh

Abstract Itineraries of mobile agents among multiple nodes seriously affect the
availability and performance of mobile agent-based processing. Such itineraries
tend to be complicated, for example, the order of the nodes that agents should visit
may be alternative or commutable. This paper proposes a framework for specifying
constraints on the itineraries of agents and solving the itineraries that can satisfy
the constraints. The contribution of this framework is to automatically generate the
itineraries of mobile agents among computers from application-specific constraints.
A prototype implementation of this framework and its application were built on a
Java-based mobile agent system.

Keywords Mobile agent · Constraint satisfaction problem · Agent route · Agent
itinerary

1 Introduction

Mobile agents are autonomous programs that can travel from computer to computer
in a network under their control [5]. The state of the running program is saved,
by being transmitted to the destination. The program is resumed at the destination
continuing its processing with the saved state. They can provide a convenient, ef-
ficient, and robust framework for implementing distributed applications to reduce
the latency and bandwidth of client-server applications and reducing vulnerability
to network disconnection. Although not all applications for distributed systems will
need mobile agents, many other applications will still find mobile agents the most
effective technique for implementing all or part of their tasks.
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This paper addresses the itineraries of mobile agents, because existing mobile
agent platforms explicitly or implicitly assume that, when developing mobile agents
that visit multiple computers, developers must specify the static and straight routes
of the agents. However, such routes among multiple computers are complicated and
dependent on their applications and network topologies. The itineraries of mobile
agents greatly affect their efficiencies in addition to their achievement. It is also almost
impossible to define efficient itineraries among multiple nodes, without having any
knowledge of the network.

The contribution of this paper is to enable mobile agents to generate their concrete
itineraries from application-specific requirements on the orders of their movements
and to migrate the agents among computers through their itineraries. The framework
proposed in this paper uses as a constraint satisfaction problem (CSP) into mobile
agents. It allows us to specify partial conditions that agents require as constraints
on their itineraries to achieve their applications and dynamically generate itineraries
that can satisfy the conditions. Our current implementation is built on a Java-based
mobile agent system, but the framework itself can be used in other mobile agent
platform, including Aglets [3], because our constraint solver is available outside the
platform and the interpreter of agent itineraries generated based on the framework is
constructed as a Java library, which agents can carry.

2 Basic Approach

Suppose mobile agents for accessing remote database systems as example scenarios.

– If amobile agent can travel amongmultiple database servers to query and aggregate
interesting data from the servers without writing on any of them, the order of its
movement is independent of its achievement and the servers (the upper of Fig. 1).

– If a mobile agent queries and carries data from a database server and reflects the
data on other database servers, the order of its movement affect the content of the
servers (the lower of Fig. 1).

Therefore, in the second the order is imposed on the itinerary of such an agent as
a constraint, in the sense that the results of the application-specific behavior of the
agent is often dependent on the agent’s itineraries. However, existing mobile agent
systems explicitly or implicitly assume that the itinerary of each mobile agent is
defined as just the address of a computer or a sequential and static list consisting of
the addresses of computers. It is almost impossible for developers to specify agent
itineraries that can satisfy application-specific requirements in addition to network
topologies, whose nodes and connections may dynamically change.

To solve this problem, we use the notion of CSP as an approach to generating
agent itineraries from the constraints corresponding to application-specific require-
ments on the migration of agents. As mobile agents are defined with general-purpose
programming languages, such as Java, it is almost impossible to exactly extract
only their itineraries from their programs. Our framework defines two languages.



Constraint Solving-Based Itineraries for Mobile Agents 117

Computer 1
(Source)

Computer 4
(Goal)

Computer 2
(Database server)

Computer 3
(Database server) Mobile agent

Reading

Reading

Computer 1
(Source)

Computer 4
(Goal)

Computer 2
(Database server)

Computer 3
(Database server)

Reading

Reading

Computer 1
(Source)

Computer 4
(Goal)

Computer 2
(Database server)

Computer 3
(Database server) Mobile agent

Writing

Reading

Computer 1
(Source)

Computer 4
(Goal)

Computer 2
(Database server)

Computer 3
(Database server)

Writing

Reading

Mobile agent

Mobile agent
Causality Itinerary

Arbitrary Itinerary

Fig. 1 Agent itineraries and constraints

The first is defined to specify constraints imposed on the itineraries of mobile agents.
The second is defined to specify agent itineraries. The framework generates agent
itineraries specified in the second according to the constraints specified in the first
by using techniques for CSP.

3 Constraint-Based Agent Itinerary Generation

This section defines two languages for specifying agent itineraries and constraints,
called C and E. To accurately express such itineraries, we need to define a specifica-
tion language based on a process calculus such as CCS [4].

Definition 1. The set E of expressions of the language, ranged over by E, E1, E2, . . .

is defined recursively by the following abstract syntax:

E ::= 0 | � | E1 ; E2 | E1 + E2 |

where L is the set of location names, ranged over by �, �1, �2, . . .. We often omit 0.
��

Intuitively, the meaning of the terms is as follows:

– 0 represents a terminated itinerary.
– � represents agent migration to a node whose name or network address is �.
– E1;E2 denotes the sequential composition of two constraints E1 and E2. If the
migration of constraint E1 terminates, then the migration of E2 follows that of E1.

– E1 + E2 represents an agent moving according to either E1 or E2, where the
selection can be explicitly performed by the processing of the agent.
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Fig. 2 Agent itinerary language

Figure 2 shows basic agent itineraries specified in the E language.

Example 1

– �1 ; �2 ; �3 means that an agent migrates to �1 and then to �2. Finally, it migrates
to �3

– �1 ; (�2 + �3) means that an agent migrates to �1 and then to one of either �2 or �3.

The semantics of the language is defined by the following labeled transition rules:

Definition 2. The language is a labeled transition system 〈 E, L { �−→⊆ E ×E | � ∈
L } 〉 is defined as the induction rules below:

−
�

�−→ 0

E1
�−→ E ′

1

E1 ; E2
�−→ E ′

1 ; E2

E1
�−→ E ′

1

E1 + E2
�−→ E ′

1

E2
�−→ E ′

2

E1 + E2
�−→ E ′

2

where 0; E is treated as being syntactically equal to E . ��
The framework provides a library for interpreting the itineraries of agents and

migrating the agents to their itineraries. Next, we define a language for specifying
constraints on agent itineraries.

Definition 3. The set C of expressions of the language, ranged over byC,C1,C2, . . .

is defined recursively by the following abstract syntax:

C ::= 0 | � | C1 
 C2 | C1 #C2 | C1 &C2 | C1 %C2 ��
Intuitively, the meaning of the terms is as follows:

– � means that an agent itinerary need to contain a node whose name or network
address is �, as one of its destinations.

– C1 
 C2 denotes that agent itinerary must satisfy C2 after satisfying C1, where
C1 and C2 are constraints.

– C1#C2 means that an agent itinerary has to satisfy at the least one of either C1 or
C2, where C1 and C2 are constraints.

– C1&C2 means that an agent itinerary has to satisfy two constraints specified as C1

and C2, although iterates for C1 and C2 constraints can be interleaved.
– C1%C2 means that an agent itinerary need to satisfy at the least one of either C1

before C2 or C2 before C1 in its itinerary, where C1 and C2 are constraints.
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Example 2

– Causality. An agent travels between two database servers, named �1 and �2, and
to read data from the �1 server and then write the data to the �2 server. The agent
has to migrate to �1 before �2 as follows:

�1 
 �2

– Data Aggregation. An agent travels between two database servers, named �1 and
�2, to aggregate data from the servers and then reflects the data to another server,
named �3

(�1 % �2) 
 �3

– Independent Causality. An agent has to do two independent tasks, where the first
task is to read data from the �1 database server and then write the data to the �2
database server and the second task is to read data from the �3 database server and
then write the data to the �4 database server.

(�1 
 �2)& (�3 
 �4)

Expressions in the C language can be transformed into the structures of directed
graphs according to the rules proposed in this paper, where each directed graph is
defined by a set of operations (vertices) and dependencies (edges). The operation
is an equation with the left side consisting of a dependency (acting as a short-term
name for the result of the operation), and the right side being the application of an
operator to zero or more dependencies. An operation is a source for the dependency
on the left side of the equation and a sink for dependencies listed on the right side.
A dependency has exactly one source but can have many sinks. Our rules map
constraints into graphs. The itinerary of each agent is generated as a path on the
graph from at most one source node to destination nodes.

Example 3

– The first constraint of Example of 2 is transformed into agent itinerary: �1 ; �2.
– The second constraint of Example of 2 is transformed into two agent itineraries:

�1 ; �2 ; �3 or �2 ; �1 ; �3.
– The third constraint of Example of 2 is transformed into an agent itinerary:

(�1 ; �2 ; �3 ; �4) + (�1 ; �3 ; �2 ; �4) + (�1 ; �3 ; �4 ; �2) + (�3 ; �1 ; �2 ; �4)

+ (�3 ; �1 ; �4 ; �2) + (�3 ; �4 ; �2 ; �3)

Next, we describe the process of CPS-based automatic generation of agent itineraries.

– Step1:Amobile agent is loaded fromstorage and initialized,where its application-
specific requirement on its movement among computers is specified in the C lan-
guage.

– Step 2: The requirement is solved by using the graph-based CSP approach men-
tioned in this section. As a result, an agent itinerary described as an expression of
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the E language that can satisfy the constraints corresponding to the requirement is
automatically generated and is given to the agent.

– Step 3: The agent is migrated among computers through its generated itinerary.

4 Implementation

There have been many mobile agent platforms so far. Although the framework itself
is independent of any platforms, the current implementation is constructed as our
original mobile agent platform. As shown in Figure 3, the platform consists of three
parts: runtime system, agent itinerary interpreter, and constraint solver. The first is
responsible formigratingmobile agents and executing their application-specific tasks
defined as Java programs, the second for interpreting the itinerary of each agent, and
third for solving constraints on agent itineraries.

Platform (middleware)

Java VM

OS/Hardware
Network
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Agent
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Fig. 3 System structure

4.1 Runtime System

Runtime systems are executed on computers for executing and migrating agents to
other runtime systems. Each runtime system is built on the Java virtual machine
(Java VM), which conceals differences between the platform architectures of the
source and destination computers. Each runtime system governs all the agents inside
it and maintains the life-cycle state of each agent. When the life-cycle state of an
agent changes, e.g., when it is created, terminates, or migrates to another computer,
the runtime system issues specific events to the agent. Each runtime system can
exchange agents with another system through a TCP channel using mobile-agent
technology. When an agent is transferred over the network, not only the code of
the agent but also its state is transformed into a bitstream and then the bit stream is
transferred to the destination. Therefore, the arriving agents can continue to execute
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its processing at the destination. The runtime system on the receiving side receives
and unmarshals the bit stream.

4.2 Agent Itinerary Interpreter

The framework provides a Java-library for interpreting expressions in E based on
the semantics of Definition 2. Each agent is equipped with the library to evaluate the
expressions. The library invokes API for agent migration with the next destination
to migrate the agent to there. Each runtime system periodically monitor connection
to neighboring runtime systems and the availability of the systems by using a peer-
to-peer manner through multicasting UDP. The + operator is evaluated as one of
either sub-itineraries by this current runtime system according to the connectivity
and availability of the destinations of the sub-itineraries. When there are two or more
possible sub-itineraries, one of the sub-itineraries is selected by the runtime systems.
Since the size of the library is smaller than 10 KB, the cost of migrating the library
can be ignored in most practical applications.

4.3 Constraint Solver for Agent Itinerary

Each constraint is specified on a dependency graph. Constrained path problems have
to do with finding paths in graphs subject to constraints. One way of constraining the
graph is by enforcing reachability between nodes. For instance, it may be required
that a node reaches a particular set of nodes by respecting some restrictions like
visiting a particular set of nodes or edges in a given order specified in our constraint
language. Our constrain solving system is responsible for generating agent itineraries
as paths that can satisfy constraints. Our framework has three arguments for solving
constraints: (1) a directed graph, i.e., a directed graph with a source node; (2) the
relation graph on nodes and edges of one or more directed graphs; and (3) the
transitive closure of the directed graphs. The second represents operators in C and
the third is to find paths that can satisfy multiple constraints connected with the
relations in the second. Agent itineraries are generated through the reachability on
the transitive closure of the directed graphs by finding a simple path in a directed
graph containing a set of mandatory nodes. A simple path is a path where each node
is visited once, i.e., given a directed graph, a source node, a destination node, and a
set of mandatory nodes, we want to find a path in the graph from the source to the
destination, going through mandnodes and visiting each node only once.
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4.4 Evaluation

The framework is constructed and available on Java version 7 or later. Its current im-
plementation was not built for performance, but a basic agent migration experiment
was done using eight computers (Xeon E5 3.5 GHz), named �1,. . .,�8, connected
through a giga-ethernet network. We measured the cost of migrating a null agent (a
5-KB agent, zip-compressed) between two computers to be 28 ms. The cost of agent
migration included that of opening TCP transmission, marshaling the agents, migrat-
ing the agents from their source computers to their destination computers, unmarshal-
ing the agents, and verifying security. The costs of solving three kinds of constraints
were 7 ms, 8 ms, and 10 ms, where the first was specified as (�0 
 �1)& (�1 

�2)& · · · & (�7 
 �8), the second as (�0 
 �8)# (�1 
 �8)# · · · & (�7 % �8), and
the third as (�0 
 �8)& · · · & (�7 
 �8). We already implemented typical applica-
tions of mobile agents with the proposed framework.

5 Application

Remote information retrieval is one of the most traditional applications of mobile
agents. An agent migrates to four database servers and queries about certain data
from the servers, named �1, �2, and �3, and then carries the results of their queries to
a specified computer, e.g., its client, named �4. The order of visiting the servers are
arbitrary if their queries have no side effect to the servers. Therefore, a constraint on
such an agent is described as follows:

(�1 % �2 % �3) 
 �4

The framework generated the following itinerary that could satisfy the constraint.

(�1 ; (�2 ; �3 + �2 ; �1)+ �2 ; (�1 ; �3 + �3 ; �1)+ �3 ; (�1 ; �2 + �2 ; �1)); �4

The generated itinerary consisted of six alternative paths. One of them was selected
according to the reachability of �1, �2, and �3. In fact, the mobile agent migrates
among nodes through the itinerary with keeping its constraints.

6 Related Work

Many mobile agent systems have been developed over the last twenty years. Most
of these studies explicitly or implicitly assume that the itineraries of mobile agents
were defined in the development phases of their agents. Like our framework, there
have been several attempts to define theoretical foundations into mobile agents.
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The ambient calculus [1] allows mobile agents (called ambients in the calculus)
to contain other agents and to move as a whole with all its subcomponents. The
Seal calculus [6] is similar to the mobile ambients and ours in its expressiveness
of hierarchical structure of mobile agents, but its main purpose is to reason about
the security mechanism of mobile agents. The Polis language [2] is a theoretical
framework for specifying and analyzing mobile entities, including mobile codes
and mobile agents, which can contain other entities inside them. However, it is
not executable and needs a kind of shared memory over remote nodes, whereas
our framework can operate reusable mobile agents for network management in a
decentralized manner. Unlike software agents, which are not mobile, there have
been a few attempts to merge CSP and mobile agents.

7 Conclusion

We presented a framework for enabling the itineraries of mobile agents to be spec-
ified as constraints and the agents to be migrated through paths that could satisfy
the constraints. As a result, mobile agents could migrate among multiple nodes to
perform their tasks at each of the visited nodes. The contribution of this framework
is to automatically generate the itineraries of mobile agents among computers from
application-specific constraints. In fact, it is useful in operating mobile agent-based
applications, because the itineraries of agents seriously affect the availability and
performance of their processing. This paper presented a framework for specifying
constraints on the itineraries of mobile agents and solving the itineraries that could
satisfy the constraints. Since the framework is independent of the underlying mobile
agent platforms, it is useful to other platforms.
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δ-Radius Unified Influence Value
Reinforcement Learning

J. Alejandro Camargo and Dennis Barrios-Aranibar

Abstract Nowadays Decentralized Partial Observable Markov Decision Process
framework represents the actual state of art in Multi-Agent System. Dec-POMDP
incorporates the concepts of independent view and message exchange to the original
POMDPmodel, opening newpossibilities about the independent views for each agent
in the system. Nevertheless there are some limitations about the communication.

About communication on MAS, Dec-POMDP is still focused in the message
structure and content instead of the communication relationship between agents,
which is our focus. On the other hand, the convergence on MAS is about the group
of agents convergence as a whole, to achieve it the collaboration between the agents
is necessary.

The collaboration and/or communication cost in MAS is high, in computational
cost terms, to improve this is important to limit the communication between agents
to the only necessary cases.

The present approach is focused in the impact of the communication limitation
on MAS, and how it may improve the use of system resources, by reducing com-
putational, without harming the global convergence. In this sense δ-radius is a uni-
fied algorithm, based on Influence Value Reinforcement Learning and Independent
Learning models, that allows restriction of the communication by the variation of δ.

Keywords Multi-Agent Systems, Artificial Intelligence, Markov Decision Process

1 Introduction

It is important to mention that for single agent problems the convergence to the
solution is directly related to the exploration and approximation to the solution; thus,
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the learningn process is guided by the exploration process. Instead, theMAS solution
is not about the independent process of convergence for each agent, it is about the
capability of a group of agents to cooperate and found the system solution as a whole.

The MAS cooperation capability is described in [2] as coordination and collabo-
ration, necessary actions that describe different kind of problems in MAS, but both
are based on the idea of establishing cooperation between agents.

With coordination is possible to avoid overlapping tasks and/or the interruption
of process by other agents [6]. To be able to coordinate in a group of agents it is
necessary to establish communication between them.

The communication, as described in [7][8] , has different levels about what and
when the information must be shared:

1. Instantaneous information sharing
2. Episode information sharing
3. Share the learned decisions policies

The instantaneous information sharing is directly related to the interaction of each
agent with the world. This means that the agent will communicate its sensations
about the world, its own actions or the rewards from the world.

In the episode information sharing, the agent do not share immediately the infor-
mation. Is necessary to complete the collection of information until the end of the
episode of actions to share the information.

Finally, the policies sharing is the only case in which the agent shares the infor-
mation related to itself. The inner agent information may be its partial or complete
knowledge.

As [7] shows, the knowledge sharing affects the convergence in different ways for
each of the exposed cases. The instantaneous information sharing affects the conver-
gence only if the shared information is relevant enough to the problem solution. The
episode information sharing is, in this case, the assurance of relevance by grouping
the information and the details though the episode sequence; this communication
kind speeds up the system convergence. Finally the policies sharing creates an inter-
esting difference at the final results, it allows the agents to develop new behaviors.
Is important to remark that new behaviors are uniques, although, in some cases they
do not generate a reward improve for the agents as individual beings, but it improves
the system performance.

With the newbehavior exploration forMASas anobjective,we select the Influence
Value Reinforcement Learning as the base for the δ-Radius Communication Model.
IV-Q-learning is a Q-Learning adaption for MAS that explores and explodes the
possibility of a full agent communication system.

At this point is important to remark some differences with Dec-POMDP frame-
work. First of all the present proposal is not focused on the message communication
content as some Dec-POMDP variations are[4] [5]. Our focus is “whom should a
certain agent must share information with?”. In this sense the investigation will show
the impact of the way the agents construct their communication relationship.
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2 Multi-Agent Systems and Markov Decision Process

Formally proposals on MAS are commonly defined in base of Markov Decision
Process, a formal model that allows the definition of a world environment for the
agents as a set of states and actions. This basic structure is a graph model world in
which is possible the exploration of new states through the execution of actions of
the agents, the graph transitions.

ForMDP, every agent interaction in the world is directly related and applied to the
actual world state, the agents decisions are unaffected by any interactions with other
agents in the same environment. At this point is clear that only the restrictions on the
world (its own configuration) and the rewards on it will affect the agents behavior.

This simplemodel allows, inmannyways, the definition of several problems, even
some simple MAS problems, but it is restricted at the same time about possibility to
define or establish the interaction of the agents in the same environment.

A more general model for MAS is the based in stochastic games, it allows the
definition of independent states from the world states, they are connected by tran-
sitions with a probabilistic model as an underground for each agent to model the
agents behavior. Even this model is not enough to ensure a complete representation
of MAS with the coexistence of the agents in the same environment.

The main problem about the classic representations of MAS as MDP or stochas-
tic games are about the world interaction with the agents and between them. Both
models allow the interaction of agents with the world without taking into account
the coexistence of the others and the changes that other agents may provoque in the
world.

As shows in [3][1] the use of POMDP supports the coexistence of agents into the
same environment with independent actions and the capability to modify the world
state independently to the other agents perception.

The capability to modify or change the world independently to the other agents
perception state is one of the most important capabilities of POMDP, because, even
when an agent modifies a world state other agents could or not perceive it.

Depending if they need or not that information or even if they are in the capability
to perceive the change. The capability to perceive change in theworld state ismodeled
in POMDP through a Y function which restricts the vision of the world for the agents,
based in this, it is possible to model the world as a non deterministic problem for
each agent.

This perception is restricted for Dec-POMDP as O : Ω × A × S, the probability
for an agent to perceive a change given an action on A, that results on a state of S.

3 Dec-POMDP

POMDP introduced by Åström [11] solves problems where not all the informa-
tion is available or is not completely trustworthy. Taking into account both points,
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Dec-POMDP was created as a frame that supports the exploration of an uncertainly
world with black spaces or noise[1].

This original framework defines a different point of view ωi for each agent in the
system. It limits the agents capabilities to perceive changes in the real world state and
at the same time establish a formal difference between what can each agent perceive.

Another important contribution of Dec-POMDP is the definition of O , the set of
observation probabilities, that defines if it is possible for an agent to perceive the
environment changes from an state and/or action. The most remarkable contribution
about Dec-POMDP is related to the original POMDP, the agent’s limitations on
the environment perception and the establishment of the restriction on the agent’s
decision system, that is based only on each agent own vision perception of the
environment.

Definition 1. Decentralized Control of Partially Observable Markov Decision
Processes

– Æ , a finite set of agents {æ0,æ1, ...,æn}.
– S, a finite set of states with designated initial state distribution b0 .
– Ai , a finite set of actions for each agent, æi with A = ×i Ai the set of joint actions,
where × is the Cartesian product operator.

– P(s,s’,a) , a state transition probability function, P : S × S × A → [ 0, 1], that
specifies the probability of transitioning from states s ∈ S to s’ ∈ S when these to
factions −→a ∈ A are taken by the agents. Hence, P(s,s, −→a ) = Pr(s’| −→a , s).

– R, a reward function: R : S × A × R, the immediate reward for being in state s ∈
S and taking the set of actions−→a ∈ A.

– Ωi , a finite set of observations for each agent, i, with Ω = ×iΩi the set of joint
observations.

– O, an observation probability function: O : Ω × A × S → [0, 1], the probability
of seeing the set of observations −→o ∈ Ω given the set of actions−→a ∈ Awas taken
which results in state s’ ∈ S, Hence O(−→o ,

−→a ,s’) = Pr(−→o | −→a , s’).
– h, the number of steps until the problem terminates, called the horizon.

4 δ-Radius Communication Model

As previously described, the true form of MAS is not the convergence based on the
singular work of the agents, is the group work as a whole. To talk about group work
is always necessary talk about cooperation, that is the true form of MAS, its edge
stone.

Once the cooperation problem has been described as the edge stone of MAS
convergence is important to establish a communicationmodel for agents that includes
a formal communication definition. δ-radius communication model is our proposed
model to describe the communication relationship on MAS.



δ-Radius Unified Influence Value Reinforcement Learning 129

Definition 2. δ-radius Communication Model

– P , a hyperplane with base = {−→x0 ,−→x1 , . . . ,−→xm}.
– Æ, a finite set of agents with coordinates æCoord ⊆ P
– γi , a set of agent pairs {(æi , x) | x ∈ Æ)} related to the agent æi ∈ Æ , with

η = ×iγi , the joint set of communication relationships between agents in Æ,
where × is the Cartesian product operator.

– δ, the max distance allowed to establish a relationship between two agents. δ ∈ R.
– f(æx ,æy), a distance function, f : Æ × Æ → R. f = f’ | f’: P × P → R. The
definition of f could be asymmetric if the problem requires.

Using δ-radius model it is possible to define a relationship for a set of agents Æ
with base in their own characteristics. This characteristics are formal named as P ,
an hyperplane in which f ′ is defined as complex distance function. f determines if
two different agents will be able to establish communication using δ as a threshold
limitation.

Finally an extendeddefinitionofη andγ is required to describe the communication
rules.

Definition 3. γi : Relationships set for the agent æi . Let η , the set of relations in Æ
defined as:

η = {( æi , æ j ) | æi , æ j ∈ Æ; æi �= æ j }
Then the γi is defined as :

γi = {( æi , x) | æi , x ∈ Æ ; æi �= x; f (æi , x) ≤ δ}

5 δ-Radius Unified IVRL

Based on IVRL, the definition of a communication system with limitations allows
us to define a more restrictive and controlled model for reinforcement learning in
MAS. The new δ-radius IVRL.

The original IVRL proposal is about to adapt RL algorithm for MAS to improve
the positive results with base in the collaboration between the agents. This improve is
based on the definition of the influence value, a calculated variable from the opinion
of the agents about the executed actions of a specific agent.

The I V for an agent i is calculated as:

I Vi =
∑

j∈{1:n}−i

Bi ∗ Opj (i)

Where Opj (i) is the opinion evaluation function and Bi is the influence coefficient
for the agent i over the actual agent. The opinion value is calculated as:
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OPi ( j) =

⎧
⎪⎨

⎪⎩

((ri ) − Q(ai )) ∗ OI (a j ) i f (ri − Q(ai )) < 0

((ri ) − Q(ai )) ∗ (1 − OI (a j )) i f (ri − Q(ai )) > 0

0 otherwise

Where a j is the last choosen action, ri the reward from that action execution, Q(ai )
the inner state of the agent related to the action ai , and finally Oi is the Occurrence
Index of the action ai .

The adaption of the new proposal is focused in the I V definition in which the
restriction on j changes from j ∈ {1 : n} − i to (αi , j) ∈ γi , where γi is the set of
relations of the agent αi .

Definition 4. δ I n f luence Value

δ I Vi =
∑

( j,αi )∈γi

Bi ∗ Opj (i)

This simple adaption of the main I V formula restricts the scope action of the
influence value itself; and in consequence reduces the computational cost from n2 to
c ∗ n.

Algorithm 1. δ-radius Influence Value Reinforcement Learning Initialization
1: procedure δ- radius IVRL Initialization
2: η = {}
3: for all æi ∈ Æ do
4: γi = {}
5: for all æ j ∈ Æ − æi do
6: d = f (æi ,æ j )

7: if d ≤ δ then
8: γi = γi ∪ {(æi ,æ j )}
9: η = η ∪ {γi }

It is important to remark that the new δ-radius IVRL is a unified model of the
original IVRL and Independent Learning. Similar to the λ in Temporal Differences, δ
variation in the new algorithm changes the algorithm itself from Independent Learn-
ing to IVRL and viseversa. Both cases are particular values for δ; if δ is a negative
value, then is not possible establish any relation between agents, because there is no
negative distances, this is Independent Learning. By other hand, if δ = ∞ then each
agent will establish a relation with every other agent in the system, this is the case
of IVRL. The capability to modify δ creates new possibilities to explore the agents
behavior in base to the communication restrictions.
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Algorithm 2. δ-radius Influence Value Reinforcment Learning Step
1: procedure δ- radius IVRL Step
2: for all æi ∈ Æ do
3: Based on the policy Qi select an action ai from the state si (t)
4: Execute ai
5: Go to state si (t + 1)
6: Update the reward ri (t + 1)
7: RVi = ri (t + 1) + maxQ(si (t + 1), ai ) − Q(si (t), ai (t))
8: for all æ j ∈ Æ − æi do
9:

OPi ( j) =

⎧
⎪⎨

⎪⎩

((ri ) − Q(ai )) ∗ OI (a j ) i f (ri − Q(ai )) < 0

((ri ) − Q(ai )) ∗ (1 − OI (a j )) i f (ri − Q(ai )) > 0

0 otherwise

10: δ I Vi = ∑
( j,αi )∈γi

Bi ∗ Op j (i)
11: Qi (s(t), ai (t)) = Qi (s(t), ai (t)) + α(ri (t + 1) + σmaxQ(s(t + 1), ai ) −

Qi (s(t), ai (t)) + δ I Vi )
12: t = t + 1

6 Experiments

6.1 The Convergence Problem

In manny different game theory problems only one answer or goal exists, but for
certain problems there are more than one right answer. One of this special problems
is the prisoner’s dilemma. A game theory problem in which is possible establish two
convergence points. The first is related to Nash Equilibria and the second one related
to Pareto Optimum.

As a competitive definition, Nash equilibria is focused on the maximization of the
own reward. If no player can benefit by changing strategies while the other players
keep their unchanged, then they are on Nash Equilibria.

In the other hand, Pareto Strategy is focused on the best reward of the team as a
whole, in this sense, Pareto allows both players to be the better off, without making
the other player worse off in comparison with other scenarios.
The rules for the basic two player prisoner’s dilema are:

– The reward for each agent is based on the answer of both and each agent reward
is independent.

– If A and B stays in silent, they will serves 1 year in prison.
– if A and B betray each other, they will serves 3 years in prison.
– If the agent A stays silent and B betrays A, then A will serves 6 years in prison
and B will be free, and vice versa.

A simple extension of the game is possible for n-players as:

– If all players are in silent, then they will serve in prison 1 years
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– If all players betray the group, then they will serve in prison 3 years
– Otherwise, the players who choose to betray the group will be free, and the others
will serve for 6 years.

The convergence to the Nash Equilibria of the Prisoner’s game is under the betray
option for all agents, 3 years on jail are better than 6 and if some other agent change
its option to stays silence then the actual agent will be free.

The case in which all are silent is more complicated to achieve, because if at least
one player chooses to betray the others, then he will be free but the others will stay
in prison for 6 years. This scenario corresponds to Pareto Optimum.

6.2 Results

The following experiment is focused on the impact of the communication between
the agents. We want to show how the convergence conditions can be easily altered
by the influence of other agents on the same environment.

The experiment is an adaption of the original Prisoner’s dilema with only two
players, as previously described the game rules have been adapted and ten agents
are now involved in the experiment. The agents are distributed in a circular list, the
use of a radius 1 means that the agent n will have a communication channel with the
agents n−1 and n+1. With radius 2 the agent n will have a communication channel
with the agents n − 2, n − 1, n + 1 and n + 2. The same process for every agent in
the system for each radius tested from δ = 0 until δ = 5.

Fig. 1 Average Percentage of Agent’s Choice

As the figure 1 shows, initially the agent’s convergence is over the silent option,
Pareto Optimum; but once the minimal communication is established the agent’s
choice turns to Nash Equilibria or betray option. To produce this behavior change is
only necessary the instance of δ = 1, the minimal communication.
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Another important results are about computational cost of the algorithm. As pre-
viously mentioned the cost of maintain a communication system for each agent is
equal to the cost of the calculous of IV, for δ-Radius is m2.

For the original IVRL m is equal to n, which means that the calculus cost is n2.
Instead the value ofm for δ-Radius is a constant. In conclusion, is possible to achieve
the same agent system behavior with a constant computational cost.

In the figure 2 the tendency to betray or Nash Equilibria is evident on how the
agent’s behavior evolves to amore competitivewhen a communication is established.
Is important to mention that the tendency is taken after 125 iterations. After 1000 or
more iterations all the agents in the system with at least a radius of communication
equal to one will choose betray. Only the agents with 0 radius have tendency to be
silent.

Fig. 2 Agent’s Betray Tendency

And finally,in figure 3, the variation of β factor in the adaption of IVRL is showed
to ensure that the behavior changes are only a consequence of the communication
variations. It shows 3 bar groups, with 6 bars each. Each group represents the per-
centage of agents in betray option under different radius and different ß values,
ß =0.02 , 0.04 and 0.1.

7 Conclusions

In this paper we expose the problem of the communication under a new model,
δ-radius, with the intention of showing how the communication onMAS can improve
and change the behavior of the agents in different ways.

In contrast with other proposals IVRL use the opinion of other agents as the
message in the communication, this is a real world base of how we can learn; but it is
necessary to understand its real impact. Our proposal explores the impact of opinion
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Fig. 3 Agent’s Betray Percentage with the Variation of β factor for the IV

message sharing and the limitation of it under the δ variable. This simple change
allows the integration of IVRL with Independent learning, a special case with δ = 0.

Depending of the problem the δ variable can improve the convergence or change
the agents behavior as in Prisoner’s Dilema. In some cases the cost of communication
is high, and its limitation is necessary, in this cases is possible explore which con-
figuration of δ-radius can maintain the same behavior. For example, in our problem,
after one thousand iterations the behavior or the agents with a full communication
system, δ = 5, is the same as the group trained with δ = 1. This results are special
interesting for solving problems with a high computational cost.

Normally the computational cost of a MAS with communication is equal to the
cost of calculate the message per the number of agents in the system, for each agent
in the system: Message cost ∗ n2, where n is the number of agents. The possibility
to limit the communication reduces the n2 to n ∗m, wherem ≤ n.m must be enough
low so it can be taken as a constant, reducing the computational cost.

Some future works are related to an adaptive variation of the problem to take into
account a degradation of β in base of the distance f . This adaption will introduce
the concept of trust, with base in closeness for MAS.
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Personal Peculiarity Classification of Flat
Finishing Motion for Skill Training
by Using Expanding Self-Organizing Maps

Masaru Teranishi, Shinpei Matsumoto, Nobuto Fujimoto
and Hidetoshi Takeno

Abstract The paper proposes an unsupervised classification method for peculiari-
ties of flat finishing motion with an iron file, measured by a 3D stylus. The classified
personal peculiarities are used to correct learner’s finishing motions effectively for
skill training. In the case of such skill training, the number of classes of peculiarity
is unknown. An expanding Self-Organizing Maps is effectively used to classify such
unknown number of classes of peculiarity patterns.

Experimental results of the classification with measured data of an expert and
sixteen learners show effectiveness of the proposed method.

Keywords Self-organizing maps · Unsupervised classification · Motion
classificaiton · Technical education
1 Introduction

In the technical education of junior high schools in Japan, new educational tools
and materials are in development, for the purpose to transfer many kinds of crafting
technology. When a learner studies technical skills by using the educational tools,
two practices are considered to be important: (1) to imitate motions of experts and
(2) to notice their own “Peculiarity”, and correct it by themselves.

However, present educational materials are not yet effective to assist the prac-
tices because most materials consist still or motion pictures of tool motions of ex-
perts. Even though the learners could read out rough outlines of the movements
from these materials, it is difficult to imitate detailed motion due to less informa-
tion these materials have. Especially, it is most difficult to imitate fine motions and
postures of the tool by only looking the expert motions from a fixed viewpoint.
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Furthermore, the learners could not recognize their own “peculiarity” as a difference
between the expert’s motion and the learner’s motion from the materials. To solve
the problem, a new assistant system for a brush coating skill has developed [1]. The
system presents a learner corrective suggestion by play-backing the learner’s motion
by using animated 3D Graphics.

The paper describes the development of a new technical educational assistant
system [2, 3, 4] that let learners acquire a flat finishing skill with an iron file. The
system measures a flat finishing motion of a learner by a 3-D stylus device, and
classifies the learner’s “peculiarity”. The system assists the learners how to correct
bad peculiarities based on detected “peculiarity” classified from difference of the
motions between the expert and the learner. The paper mainly describes the learner’s
peculiarities classification method which is implemented in the proposed system.
An expanding Self-Organizing Maps(SOM) [5] is proposed to classify learners’
“peculiarity” effectively.

2 Motion Measuring System for Flat Finishing
Skill Training

Fig. 1(a) shows an outlook of the motion measuring devices of the system for flat
finishing skill training. The system simulates a flat finishing task that flatten a top
surface of an pillar object by an iron file. The system measures a 3D + time motion
data of the file by using a 3D stylus. We use the PHANTOM Omni (SensAble
Technologies) haptics device as the 3D stylus component of the system. The file
motion is measured by attaching the grip of the file to the encoder stylus part of
the haptics device. Assuming that the system will have a force feed back teaching
function, we use a light weight mock file made of an acrylic plate which imitates a
real 200mm length iron file [2, 3].

In the measurement task, a learner operates the mock file in order to flatten the top
surface of a dummy work whose area has 25mm width and 25mm depth, at 80mm
height. The system measures the motion of the mock file. The measured motion is
recorded as a time series of the position of the file with X, Y, and Z coordinate values,
and the posture with the tilt angles along the three axes with Tx, Ty, Tz as the radians.
The spatial axes of the operational space and tilt angles of the file are assigned as
shown in Fig. 1(b).

Fig. 2 shows an example of an expert’s motion measured by the system. In these
plots, the expert operates the file with reciprocating motion 4 times per 20 seconds.
The main direction of the reciprocating motion is along X axis. The expert pushes
the file to the direction that X reduces, and pull the file to the opposite direction.
Since the file works only in the pushing motion, we focused the pushing motion in
the classification task in the rest part of the paper.

To classify every file-pushing motion as the same dimensional vector by the
SOM, we have to preprocess measured data by two steps: (1) clipping out each
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(a) (b)

Fig. 1 Flat finishing skill measuring system: (a) outlook, (b) coordinates of measuring.

(a) (b)

Fig. 2 Filing motion of an expert: (a) tool position, (b) posture of the tool.

time series potion of file-pushing motions, and (2) re-sampling the time series por-
tions. (1) Clipping: The clipping is done according to the file-pushing motion range
which is defined in X coordinates, beginning with Xbegin , and ending with Xend .
(2) Re-sampling: The resulted clipped time series of the pushing motions have dif-
ferent time lengths. So we could not use the series directly to the SOM because the
dimensions of each series differ. Therefore, we should arrange dimensions of all
series to the same number. Every series are re-sampled in order to have the same
number of the sampling time points, by using the linear interpolation, as shown in
Fig. 3(a). Since the stylus samples the motion enough fast, we can use the linear
interpolation in the re-sampling with less lose of location precision. Fig. 3(b) shows
the re-sampled result of the expert motion, Fig. 3(c) is that of a learner. In each plot,
all four motions are imposed.

(a) (b) (c)

Fig. 3 (a) Re-sampling of a motion pattern, and re-sampled motion:(b) an expert, (c) a learner.
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There is relevant differences between the expert’s motions and the learner’s mo-
tions. Every motion of the expert draws almost the same shaped curve, but the
learner’s don’t. Each curves of learner’s motion differs each time, in spite of iden-
tical person’s actions. Additionally, the shape of curve of the expert means that the
file is not moved in constant velocity. The expert operates the file by varying its
velocity slightly. We call the slight varying velocity “velocity time series (VTS)”,
and consider it as the important factor of the expert motion.

The difference described above seems to be the main key of the correction in the
skill teaching tasks. So we address a classification study of this difference as the
starting point of the proposed system. In this paper, we use only the X coordinate
values of the measured data for the classification to keep simplicity of data com-
putation. The aim of the classification study is to form the SOM to organize such
different motion curves in the map. After that, taking and using code-books of the
learner’s motion as the “bad peculiarities”.

3 Feature Extraction of Filing Motion Based
on Velocity Time Series

Velocity Time Series (VTS)
Although the filingmotion obtained the former section have useful information about
peculiarities, it is difficult to tell the learner their peculiarities exactly by only using
the motion curve. Instead, to display the peculiarities on the basis of velocity time
series (VTS) is an effective way. In this paper, we obtain a VTS of a re-sampled
motion time series by computing local velocities at every re-sampled time point, by
using 1st order differential approximation. Fig. 4(a) shows VTSs of an expert, and
Fig. 4(b) shows VTSs of a learner. Since a VTS represents how velocities were taken
at each time point of a filing motion, then learners could recognize and replay their
motions more easily than looking raw motion plots. Additionally, learners also can
imitate the expert’s “model” motion. The average vector of an expert’s VTSs is used
as the “model” VTS.

Difference of Velocity Time Series (dVTS)
Although the “model” VTS of Fig. 4(a) is the model motion learners should imitate,
a better way is to take difference of VTSs between the model and the learner for a
learner to recognize and correct the peculiarities. For the purpose, we use difference
of VTS (dVTS) as the feature pattern of the peculiarity. The dVTS is calculated by
subtracting “model” VTS from the learners VTS.

Fig. 4(c) shows dVTSs of the expert, Fig. 4(d) shows that of the learner. The
proposed system presents a learner dVTS. The dVTS tells the learner the peculiarity
and the corrective points of the motion clearly. The dVTS displays a gap of VTSs
between themodel and the learner: if a learner imitates themodel correctly, the dVTS
draws a flat line, which means “Your skill is exact. No peculiarity”, otherwise, for
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(a)

(b)

(c)

(d)

(e)

Fig. 4 Velocity time series (VTS) of (a) an expert, (b) a learner, difference of VTS (dVTS) of (c)
the expert, (d) the learner, and (e) structure of SOM.

example, if the former part of the dVTS takes negative values, a trainer could point
out the corrective point by telling the learner “You should move the file more fast in
the former part of the motion”.

4 Peculiarity Classification by Expanding SOM

Weclassify the filemotion data by using the Self-OrganizingMaps (SOM). Technical
issues about the classification of the file motion are considered in three major points:
(1)peculiarities are implicitly existing among the motion data, (2) the number of
peculiarity variations, i.e., the number of classes is unknown and (3) every motions
are not exactly same even though in the same learner, there are some fluctuation in
each motion.

4.1 Structure of SOM

SOM is one of effective classification tools for such above patters whose number
of classes is unknown and whose classification features are implicit. Fig. 4(e) shows
the structure of the SOM. The SOM is a kind of neural networks which have two
layers: one is the input layer, the other is the map layer. The input layer has n neuron
units, where n is the dimension of input vector x = (x1, x2, · · · , xn)T . The map
layer consists of neuron units, which is arranged in 2D shape. Every unit of the map
layer has full connection to all units of the input layer. The i th map unit umap

i has
full connection vector mi which is called “code-book vector”. The SOM classifies
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the input pattern by choosing the “firing code-book” mc which is the nearest to the
input vector x by the distance defined as follows.

‖x − mc‖ = min
i

{‖x − mi‖} (1)

The SOM classifies the high dimensional input pattern vector according to the
similarity to the code-book vectors. The map units also arranged in two dimensional
grid like shape, and neighbor units have similar code-book vectors. Therefore, the
SOM is able to “map” and visualize the distribution of high dimensional input pat-
terns into a simple two dimensional map easily. Since the SOM also could form a
classification of patterns automatically by using “Self-Organizing” process, we need
not to consider the number of classes.

The SOM organizes a map by executing the following three steps onto every
input pattern: (1) first, the SOM input a pattern, (2) then it finds a “firing unit” by
applying Eq.(1) to every code-book vector mi , (3) and it modifies code-book vectors
of the “firing unit” and its neighbors. In the step (3), code-book vectors are modified
toward the input pattern vector. The amount of modification is computed by the
following equations, according to a “neighbor function” hci which is defined based
on a distance between each unit and the firing unit.

mi (t + 1) = mi (t) + hci (t){x(t) − mi (t)} (2)

where t is the current and t + 1 is the next count of the modification iterations.
The neighbor function hci is a function to limit modifications of code-book vectors
to local map units which are neighbor the firing unit. The proposed method uses
“Gaussian” type neighbor function. The Gaussian type modifies code-book vectors
with varying amounts that decays like Gaussian function, proportional to the distance
from the firing unit as follows:

hci = α(t) exp

(
−‖rc − r i‖

2σ 2(t)

)
(3)

where α(t) is a relaxation coefficient of modification amount. The standard deviation
of the Gaussian function is determined by σ(t). We decrease both α(t) and σ(t)
monotonically as the modification iteration proceeds. The rc, r i are the locations of
the firing unit and the modified code-book vector unit, respectively. The reason why
we use the Gaussian function is based on the assumption that the dVTSs distribute
continuously in the feature space.

4.2 Expanding SOM

When we use the SOM straightforward, a “Map edge distortion” problem often
occurs. The problem is observed as over-gathering of input data to code-books which
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are located edges of themap. Therefore, the classification performance becomeworth
due to the each of the edge code-books represents more than one appropriate class
of the input data. We have confirmed the problem in the early development of the
system [3]. The problem is caused based on the fact that there is no code-book outside
the edge, therefore the edge code-book can’t be modified to appropriate direction in
the feature space.

We solve the problem by relocating the edge code-books in order to expand the
map in the feature space, artificially. The solution expects the edge distortion problem
would be reduced by expanding the SOM after ordinal organizing process. First, we
execute the usual self-organizing process for certain iterations. After that, we expand
the map by relocating the edge code-books toward outside the span of the map.

In the expandingoperation, the edge code-booksmes aremodifiedby the following
equation, in order to relocate its location in the corresponding feature space, against
the center code-book mo of the map.

m′
e = me + re{me − mo} (4)

where re > 0 denotes the ratio of expansion.
Second, we execute self-organizing process of the SOM again. Then the edge

code-books of the first SOM result are virtually moved to inside the map, so the edge
distortion would be reduced.

5 Classification Experiment

To evaluate of the effectiveness of the proposed method, we carried out experiments
of the filing motion peculiarities classification.

The motion data were measured with an expert and sixteen learners. The expert
operated four filing motions, and every learner operated three or four. Totally we
used 66 motion data.Each motion data is clipped out as in range [Xbegin, Xend ] =
[50,−45](mm), and re-sampled at n = 100 points.

The SOM consists the input layer with 100 units and the map layer with 49 code-
book vectors, which are arranged in 2D formation with 7 by 7, hexa-topology. The
first self-organizing process startedwith initial relaxation coefficientα = 0.01, initial
extent of the neighbor function σ = 7, and iterated 10,000 times with the Gaussian
type neighbor function.

After the first self-organizing process, each dVTS of an expert and learners
are classified as shown in Fig. 5(a). In the Figures, labels beginning with letter ’S’
are expert’s dVTS, labels beginning with ’T’ are learners’. The expert’s dVTSs are
located left edge of the feature map. The peculiarities are classified into four classes
along the edge. In Fig. 5(a), the edge distortion problem occurred. Especially in the
left bottom edge, more than ten dVTSs are gathered into a code-book. Fig. 5(b)
shows all the dVTSs which are gathered to the left bottom code-book. The dVTSs
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have different curve types, therefore insufficient classification caused by the edge
code-book. Our former work [3] had this problem.

After that, we expanded the map with 2.0 times larger. Then the second self-
organizing process started with the expanded map and had 10, 000 iterations. The
resultedmap is shown in Fig. 5(c). Both over-gatherings at the left bottom and the left
upper edges are reduced as shown in Fig. 5(c). The inappropriate gathering problem
of the usual SOM shown as Fig. 5(b) was also improved by separating two classes,
shown in Fig. 5(d) and (e).

From these results, the expanding SOM seems to work effectively to classify
motion peculiarities of the learners, even for a little data set.

(a)

(b)

(c) (d)

(e)

Fig. 5 (a,b)Result of usual SOM [3]: (a) featuremap, (b) classified dVTSs at left bottom code-book.
(c,d,e) result of the expanded SOM: (c) feature map, (d) classified dVTSs at left bottom code-book,
(e) classified dVTSs at left center code-book.

6 Conclusion

The paper proposed a new motion classification method of individual learner’s “pe-
culiarities” as a part of the development of the new technical educational tool of
flat finishing skill. An expanding Self-Organizing Maps(SOM) has proposed in or-
der to classify the X coordinate motion dVTS curves into an expert’s motions and
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“peculiarities” of learners. The experimental results with measured data of an expert
and learners showed the effectiveness of the expanding SOM to cope with “edge
distortion” problem of the SOM.

Consideration for evaluation methods of effectiveness of expanding SOM, more
effective expansion methods for SOM, further classification evaluation is required
with more number of learner person data are remained as future works.
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Kinect and Episodic Reasoning
for Human Action Recognition

Ruben Cantarero, Maria J. Santofimia, David Villa, Roberto Requena,
Maria Campos, Francisco Florez-Revuelta, Jean-Christophe Nebel,
Jesus Martinez-del-Rincon and Juan C. Lopez

Abstract This paper presents a method for rational behaviour recognition that com-
bines vision-based pose estimation with knowledge modeling and reasoning. The
proposed method consists of two stages. First, RGB-D images are used in the es-
timation of the body postures. Then, estimated actions are evaluated to verify that
they make sense. This method requires rational behaviour to be exhibited. To com-
ply with this requirement, this work proposes a rational RGB-D dataset with two
types of sequences, some for training and some for testing. Preliminary results show
the addition of knowledge modeling and reasoning leads to a significant increase of
recognition accuracy when compared to a system based only on computer vision.

Keywords Action recognition · Common sense · Episodic reasoning · Artificial
intelligence · Kinect · Computer vision

1 Introduction

Humanaction recognitionhas been amajor concern for areas such as computer vision,
robotics, machine learning, or ambient intelligence. Traditionally, vision methods
for action recognition were mainly based on RGB images [16], sometimes enriched
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with body sensors [14]. However, with the availability of affordable devices such
as Microsoft Kinect or ASUS Xtion Pro, depth information (D) has also came into
play. This type of devices facilitates the extraction of 3D points of body joints, from
which skeletal models can be constructed. Different methods have been employed
to perform action recognition from RGB-D data [12]. These approaches are based
on the use of depth maps [19] [20] [25], skeleton joints [23][24] or hybrid methods
[22] [15] [13].

Despite accuracy improvement in comparison to RGB-based methods [26], more
elaborated mechanisms are required to support action recognition. Inspired in how
humans tackle this task, different sources of information have to be combined: sen-
sory information (visual, acoustic, smell, etc.), common-sense and context knowl-
edge. Rationality, knowledge, and senses, therefore prove essential for any attempt
to replicate human ability for action recognition. This work caters for these three ele-
ments in a novel approaches that combines body-pose estimation and common-sense
reasoning.

Sensory perception is here limited to vision. RGB-D images recorded from a
Microsoft Kinect device are fed to a state-of-art body-pose estimation algorithm.
Rationality is achieved by proposing a scenario that has been set up to promote
actions aimed to an end. This will allow us to overcome the lack of rationality that
most of non-real scenario datasets lack from. Finally, common-sense and context
knowledge is here managed by means of an efficient knowledge-base system with
reasoning capabilities. This work combines these three elements to propose a five-
stage framework for action recognition.

The rest of the paper is organized as follows. First, the methodological approach
proposed in this work is detailed in Section 2. Then, Section 3 evaluates the proposed
methodology. Finally, Section 4 summarizes the conclusions drawn from this work.

2 Methodology

The method for human action recognition proposed here follows a five-stage ap-
proach, as depicted in Figure 1. First stage records data from an RGB-D device such
as Microsoft Kinect. Then, these data are organized and made available in a public
dataset. The 3D-points of body joints will afterwards go through a parsing process
first and a normalization process later in order to homogenize different heights, an-
gles, or perspectives. Once normalized, these data, organised as action files, are fed
to a body-pose estimation algorithm known as Bag of Key Poses (BoKP) [3] in
charge of identifying the action being performed. The BoKP method returns a list of
actions ordered by probability, which are different possibilities of the actual action
happening in the file. Finally, it is the role of the reasoning system, implemented in
Scone [11], to determine whether the actions provided by the vision system need
to be corrected based on knowledge premises. The following subsections provide
thorough details of the aforementioned stages.
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Fig. 1 System-stage overview

2.1 The Dataset

Rational behavior is implicit in human’s daily life activities, since a person performs
an action for a reason or aimed to an end [8]. Lab-recorded and synthetic datasets that
involve actors performing isolated and unrelated actions [22] [23] are therefore not
representative of real scenarios and not valid for the purpose of this work. Rationality
is what entitles the reasoning system to understand an ongoing activity which also
brings opportunities to correct the computer vision system estimation. Other more
realistic datasets simply do not provide skeleton joint positions [26] [18].

It is the lack of a benchmarking dataset, with the appropriate configuration, what
hasmotivated the recording of a new one. TheKinBehR [2] dataset has been recorded
using the second generation of Kinect for Windows and its SDK1.

The recorded information can be divided into five categories: RGB video with a
resolution 1920 × 1080 pixels per frame; 512 × 424 resolution depth video; 512 ×
424 infrared video; background substracted videos that yield detected users; 560 ×
420 video where the 25 joints of each identified and tracked user are represented.
Additionally, one XML file is generated per frame. This XML file contains all the
relevant information collected by Kinect and the Microsoft capturing algorithm: the
position and orientation of the 25 joints of all tracked users, user state, user hand
states, etc.

The resulting dataset has been split in two sets of sequences: training and testing.
The generation of this dataset involved 18 actors, performing 13 types of actions:
watch clock, crossing arms, scratching head, sit down, get up, turn around, walk,
wave, punch, kick, point, take something, throw over head, throw down. These 13
actions have been selected to match those of the public dataset IXMAS [21]. In [2]
all the information about this dataset is available.

1 https://dev.windows.com/en-us/kinect

https://dev.windows.com/en-us/kinect
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For each actor, two types of sequenceswere recorded. First, the actorwas toldwhat
to do to ensure that all the considered actions were performed, and thus recorded.
Second, one more sequence was recorded for every actor, in which the actor was not
told what to do. In this second type, actors were given the sole direction of behaving
normally. Finally, all sequences were manually labelled, indicating the start and the
end of actions occurrences, since automatic segmentation of videos is not considered
in this study.

In order to ensure rational behavior in the sequences where actors were freely
behaving, the recording scenario was equiped with appropriate elements such as a
punching ball, a small ball, a book, and a chair. With this scenario configuration, we
were ensuring that performing an action such as kicking, was motivated by the fun
obtained from interacting with a punching ball.

2.2 Bag of Key Poses

Among the different approaches for human action recognition, this work resorts
to a machine learning technique, known as Bag of Key Poses (BoKP), described
in [7] [4] and available in [6]. This method relies on a training phase during which
salient features are learned. For this phase, training sequenceswere usedwhere actors
were being told what to do. Originally, the BoKP system worked with silhouette-
based pose representation, where only the contour points of the silhouettes were used
as features. An extension of that work led to consider 3D real-world coordinates for
the points comprising the 25 joints of tracked users. Consequently, the number of
points to be processed is dramatically reduced [5] while preserving the recognition
accuracy by only considering the most representative points of the users in the scene,
i.e. their joint points.

However, to ensure the user-characteristic independence, a normalization process
has to be carried out. The normalization method employed in this work is described
in [1]. During the training stage, skeleton sequences performing an action are pro-
vided to the BoKP algorithm. For the skeleton of each frame, the algorithm computes
the most similar key pose. Then, at the end of the process, the frame sequence is rep-
resented by a sequence of key poses, labeled with the given action. During the testing
stage, a similar process is carried out in order to compute the most representative
key pose for the skeletons of the sequence. The learned action most similar to that
sequence is the recognized one.

The algorithm proposed in [6] has been modified returning a ranking of five
recognised actions according to their distance to the trained sequences, instead of
returning the most similar one. The ranking might reveal if a test sequence is clearly
matched with a particular action or it is similar to several actions. The reasoning
system, as explained below, uses that information provided by the five most probable
actions at every frame in order to make corrections.
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2.3 Common-Sense Reasoning

Finally, the last system stage is intended to select one action, out of the five obtained
from the previous stage, in order to complete the understanding of the ongoing
activities.

The work in [9] demonstrates the assessment improvement obtained from com-
bining common-sense reasoning with computer vision when trying to recognize
sequence of actions that were performed for a reason [10]. In this sense, the rep-
resentation of this type of sequences, as well as its support for reasoning, is well
addressed by the Scone Knowledge-Base [11].

Thiswork employs the knowledge and semanticmodel presented in [17]. Similarly
to that work, rather than considering just one action, the five most probable ones are
being considered at the same time. Based on this premise, the reasoning system
needs to be capable of simultaneously tracking both the action considered as the
most probable and the remaining four. In order to articulate this need, the employed
architecture is thoroughly described in [17].

This architecture resorts to the notion of Action to represent each of the actions
considered in the dataset. The notion of Belief encompasses a sequence of actions
or episode. Each belief can only hold one action out of the five considered possible.
Expectations group a set of actions. For example, the expectation used for reading
a book considers the following sequence of actions: picking up, sitting down, and
standing up. The appearance of any of these actions might suggest that an ongoing
activity such as reading a bookmight be taking place. Finally, theEstimation concept
is used to refer to the explanation standing from the recorded sequence.

These concepts along with the knowledge about how the world works and the
considered context scenario are modeled and represented in Scone Knowledge-Base.

3 Validation and Preliminary Results

To validate our approach, the previously described KinhBer dataset is used. Figure 2
depicts the different modules involved and their interconnections.

At this stage, the CVS only implements the BoKP algorithm. The extraction
of low-level information refers to information that can be potentially extracted from
recognizing objects fromvideo sequences in future extensions. The idea is to enhance
the AIRS with low-level information regarding objects location in the scene, with
regards to the actor. At this stage, only a reduced version of the DSK, WK, and BK
is being considered for this prototype. Our recognition process could greatly benefit
from such information, since for example, if a sitting down action is being considered
but no chair is near the actor, this choice can therefore be rationally discarded.

Table 1 summarizes the recognition rate of the actions performed in each sequence
obtained by the implemented prototype. A CVS-only system obtains an average
accuracy of 31,9% when the first and most likely action of the BoKP algorithm is
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Fig. 2 System overview

Table 1 Preliminary results obtained by the prototype implementation

CVS-only AIRS

Actor 1 33.33% 33.33%
Actor 2 66.66% 66.66%
Actor 3 42.85% 52.38%
Actor 4 13.33% 23.33%
Actor 5 16.66% 66.66%
Actor 6 11.11% 11.11%
Actor 7 36.84% 42.10%
Actor 8 52.94% 58.82%
Actor 9 18.75% 18.75%
Actor 10 30.76% 30.76%
Actor 11 25.00% 50.00%
Actor 12 33.33% 43.33%
Actor 13 42.85% 50.00%
Actor 14 22.22% 27.77%

Average 31.90% 41.07%

used as the estimated action to compute the accuracy. The AIRS obtains an accuracy
of 41,07% after having considered the five most probable actions in the reasoning to
select the most likely action as the final estimation. Here, accuracy is measured in
terms of the numbers of actions correctly estimated.

This first prototype only considers a reduced version ofDSK.When the considered
knowledge is relevant for any of the sequences, like in Actor 5 or 11, an accuracy
improvement is observed. However, actors were not given behavioral instructions
and DSK was neither tailored for the recorded sequences. Results therefore show
that, when the encoded knowledge responds to recorded behaviour, the recognition
rate is improved.Additional efforts need to be dedicated tomodelDSK,WK, andBK.

4 Conclusions

This paper presents a novel methodology for human action recognition that com-
bines RGB-D data, captured from a Microsoft Kinect device, and a common-sense
reasoning system. In order to validate the proposed methodology a dataset recording
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rational behaviour has been constructed and released. A prototype of the system
shows encouraging results since, with a reduced version of the required knowledge,
the system has improved the average accuracy obtained by the computer vision sys-
tem.

As future work, the system will be extended to consider information about the
objects as well as additional domain specific knowledge. This additional information
will support, for example, corrections based on if no object is nearby the actor, a
picking up does not make sense.
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Abstract Nowadays organizations should handle a huge amount of both internal 
and external data from structured, semi-structured, and unstructured sources. This 
constitutes a major challenge (and also an opportunity) to current Business Intelli-
gence solutions. The complexity and effort required to analyse such plethora of 
data implies considerable execution times. Besides, the large number of data anal-
ysis methods and techniques impede domain experts (laymen from an IT-assisted 
analytics perspective) to fully exploit their potential, while technology experts 
lack the business background to get the proper questions. In this work, we present 
a semantically-boosted platform for assisting layman users in (i) extracting a rele-
vant subdataset from all the data, and (ii) selecting the data analysis technique(s) 
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1 Introduction  

The decision making process in organization is usually carried out in an environ-
ment of great uncertainty, mainly due to the lack of business domain information 
that justifies the decisions made. Uncertainty, which is tightly related to the scar-
city of relevant data, is a source of risks. In line with this, there is a widespread 
understanding about the transformation process from data to information, and 
from information to knowledge. Thus, it would be desirable for organizations to 
have as much information as possible about the potential alternatives during the 
decision analysis to minimize the risk. Currently, organizations generate (and have 
access to) a huge amount of both structured (e.g. in the form of the content of 
databases) and unstructured (e.g. in the form of documents or text files) data. Ac-
cording to the study presented by [1], the digital universe will grow by a factor of 
300, from 130 exabytes to 40,000 exabytes, or 40 trillion gigabytes from 2005 to 
2020. In most cases, organizations cannot cope with the vast amount of data gath-
ered in order to exploit it for creating competitive advantages [2].  

Many methods and techniques have been conceived that make use of data 
analysis algorithms to generate knowledge from large datasets. The ultimate goal 
is to leverage such tools to effectively manage the available information and turn 
it into actionable insights. In this scenario, it is very important to place the datasets 
into context in order to generate useful knowledge and reduce the level of uncer-
tainty in decision making processes. Certainly, for Business Intelligence solutions 
to work properly it is necessary to first define some business objectives and indi-
cators before the data processing stage could be undertaken. Current tools in this 
area fail to provide services that guide the selection of the data related to those 
objectives and the data mining techniques that should be applied accordingly. 
Furthermore, in the state-of-the-art frameworks the data selection, filtering and 
interpretation processes require much time and effort. 

In this work we propose a semantically-enhanced approach to overcome the 
aforementioned limitations in the Business Intelligence data analysis. The novel 
system presented here makes use of knowledge representation and reasoning tech-
nologies in order to facilitate different stages in data analysis in a particular do-
main. More concretely, our system simplifies the data selection phase by using 
ontologies containing shared knowledge about the application domain under ques-
tion, what generates a better understanding by experts. Formally, an ontology can 
be defined as an explicit specification of a conceptualization, that is, it represents 
the knowledge as a set of concepts and a set of relationships between those con-
cepts. Ontologies can be seen as conceptual models whose vocabulary is closer to 
both experts and managers. Ontologies are commonly used in artificial intelli-
gence and the Semantic Web for knowledge representation. Currently, ontologies 
are being applied to different domains such as biomedicine [3; 4], innovation 
management [5], cloud computing [6, 7] and business intelligence [8].  

The paper is structured as follows. The architecture of the platform developed 
in this work is described in Section 2. Section 3 includes the evaluation of the 



Ontology-Based Platform fo 

 

proposed approach throug
and future work are put fo

2 Platform Arch

The proposed system arch
ules, namely, the concep
enrichment module (2), 
module (3). The former i
ontology and the differen
in selecting the appropria
latter module guides user
best suited for the data an

 

Fig. 1 Platform architecture.

These three modules ar

2.1 Conceptual Ma

The aim of this module is
domain ontology and the
Fig. 1, Linked Open Dat
data sources supported by
ping configuration file co
file defines the way in wh
to the domain ontology. 

or Conceptual Guided Dataset Analysis 15

gh a use case in the music domain. Finally, conclusion
orward in Section 4. 

hitecture 

hitecture (see Fig. 1) is comprised of three different mod
ptual mapper module (1), the conceptual selection an
and the “data processing techniques”-recommendatio
s responsible for finding a mapping between the doma

nt data sources. The second is in charge of assisting use
ate data to create the subdataset that will be analysed. Th
rs in the selection of the specific algorithm or algorithm
nalysis of that subdataset. 

 

re explained in detail in the following sections. 

apper Module 

s to provide a way to perform a mapping between a give
e different types of data sources available. As shown 
ta repositories and relational databases are some of th
y this module. This innovative feature is based on a map
ontaining a list of specific rules in XML. Each rule in th
hich the information contained in a data source is mappe

57

ns 

d-
nd 
on 
ain 
ers 
he 
ms 

 

en 
in 
he 
p-
he 
ed 



158 M.Á. Rodríguez-García et al. 

 

In essence, the mapping configuration file defines (i) the ontology location,  
(ii) the data sources where the information is extracted from, and (iii) each map-
ping between the elements in the data sources and components of the domain on-
tology. These mappings are based on the ones designed within the D2RQ plat-
form1 , a system for accessing relational databases as virtual, read-only RDF 
graphs. In order to provide an abstract solution adaptable to different databases, 
the D2RQ platform makes use of the D2RQ mapping language, a declarative lan-
guage for mapping relational database schemas to RDF vocabularies and OWL 
ontologies. 

2.2 Conceptual Selection and Enrichment Module 

This module assists users in selecting the data from all the datasets mapped by the 
conceptual mapper module to create a particular subdataset that is going to be 
further scrutinised. For this, it is necessary an ontology modelling the business 
domain. The module reads the ontology and displays in the user interface a con-
ceptual abstraction of the domain under question, so that users can choose the 
concepts, attributes and relationships of the domain that they want the platform to 
analyse. The selection of the elements in the ontology has to meet these three con-
ditions: 

 Users must select at least one class. 
 At least one attribute for each selected class has to be selected. 
 Each selected class must have at least one relationship with another selected 

class. 

When users choose the features and concepts of the dataset which they aim to 
make the analysis on, a system function allows them to set restrictions on the val-
ues that they want to process. This functionality is not usually present in current 
state-of-the-art tools but it is our understanding that it might be of great interest for 
users since it allows to further restrict the area on which they would like to gather 
more specific information. Once the classes, attributes and relationships have been 
selected, the module builds the subdataset that can be scrutinised using data min-
ing methods for knowledge acquisition. The generation of this subdataset is output 
format-independent.  

2.3 Data Processing Techniques Recommendation Module  

The purpose of this module is to guide users in choosing the most convenient al-
gorithm (or algorithms) for the analysis of the subdataset among those available. 
The module offers a simple interface showing the list of techniques that can be 
applied over each subdataset according to its characteristics. A large number of 
data mining techniques have been included in the platform such as the Apriori 
                                                           
1 http://d2rq.org/ 
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algorithm, K-Means clustering, EM algorithm, J48 algorithm, or Sequential 
Minimal optimization (SMO). In particular, our platform takes advantage of the 
algorithms already available through the Weka 3 library2. The results of the data 
mining algorithm executed can be both saved in a flat text file and shown through 
the user interface. For validation purposes in the next section the results obtained 
with the J48 algorithm and SMO are considered.  

Many data analysis techniques, such as the Apriori algorithm, require the input 
data to be discretized, that is, the values each attribute may take have to belong to 
some specified interval. In order to fulfil such a prerequisite, the "discretize" 
method has been included in the module. 

3 Use Case. The Million Song Dataset 

The approach presented in this work has been validated in the music domain. In 
order to study the effect of the approach in this domain, a dataset related to the 
music domain had to be chosen. In particular, the MILLION SONG DATASET 
(MSD)3 was selected. MSD is a free, public, 273 GB dataset containing a number 
of features (e.g., title, duration, name of the band, location of the artist and so on) 
and metadata from a vast amount of the most popular current songs. One of the 
main reasons for selecting this huge dataset was that it provides a large quantity of 
numeric features that can be analysed by employing several of the data mining 
techniques supported in our platform.  

MSD is comprised of a set of HDF5-formmated files (HDF stands for "Hierar-
chical Data Format") where each file contains information about a song and the 
artist. Since the information provided by this dataset about each artist is insuffi-
cient, more details about them were incorporated into a MySQL database through 
the "musicbrainz.org" REST service4. The total size of our test dataset (including 
both the HDF5 files and the MySQL database) is 9 GB. 

Besides, an ontology modelling the music domain has to be used for the pur-
poses of the evaluation in this use case scenario. The Music Ontology [9] provides 
the main concepts and properties for describing the semantic concepts related to 
the music domain, such as releases, lives events, albums, artists and tracks. How-
ever, most of the information stored in the dataset is not modelled in this ontology, 
so it was necessary to adapt the music ontology by including new elements to fully 
model the dataset. The ontology contains five main classes as follows: 

 Artist. This class is used to represent a singer or a band in the domain.  
 Location. It represents a location. Some of its attributes are continent, country, 

latitude and longitude. 

                                                           
2 http://www.cs.waikato.ac.nz/ml/weka/ 
3 http://labrosa.ee.columbia.edu/millionsong/ 
4 https://musicbrainz.org/doc/Development/XML_Web_Service/Version_2 
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 Release. This concept is used to represent an album comprised of different 
songs. 

 Track. This class is used to represent a track or a song that is part of an album.  
 Analysis. This class constitutes the root class of the hierarchy of analyses that 

could be applied in this scenario. Each analysis is represented as a subclass of 
the "Analysis" concept and includes "BeatAnalysis", "SectionAnalysis", "Seg-
mentsAnalysis", "SegmentsPitchesAnalysis" and so on.  

To carry out the evaluation, first the domain ontology and the mapping file were 
developed. Then, ten different experiments were conducted selecting various con-
cepts to prove or obtain alternative hypothesis. The processing time for generating 
a subdataset takes approximately 1 hour. The data analysis methods executed over 
these subdatasets do not take longer than five minutes. Furthermore, the informa-
tion gained (from the results of executing these algorithms over the subdatasets) is 
reduced but more valuable and more relevant to the domain. Next, two of the spe-
cific experiments conducted are described in more detail.  

The first experiment is about guessing the sex of an artist from an analysis of 
the songs he or she sings. For this, the user selected the “SegmentsPitchesAnaly-
sis” class from the “Analysis” class hierarchy. Then, the user selected two classifi-
cation algorithms, namely, the J48 algorithm and SMO. The Precision, Recall and 
F-Measure scores of the results that each algorithm obtained are shown in Table 1. 

Table 1 Precision (P), Recall (R) and F-Measure (F) obtained from the first experiment. 

 
Data Entire dataset Subdataset 

Gender P R F Time P R F Time 

J48 
Male 80.1 91.4 85.3 

5,3 h 
 

78.9 90.9 84.5 
5:16 

m 
Female 36.3 17.4 23.1 35.4 16.9 22.9 

Average 69 74.1 74.5 69 74.1 70.5 

SMO 
Male 77.3 1 87.6 

5,3 h 
77.3 1 87.2 

4:59 
m 

Female 0 0 0 0 0 0 
Average 59.8 77.3 67.4 59.8 77.3 67.4 

 
First, it is important to note the barely noticeabledifference between the results 

obtained from the whole datasets and subdatasets. However, the impact on the 
execution time is dramatic. While processing the whole dataset took 5,3 hour, the 
time spent using the subdataset is close to 5 minutes. Tests were made in a Core i7 
CPU at 3.50GHz and 8GB of RAM. 

The results obtained for classifying male singers are considerably better than 
the ones got for the female singer classification. Particularly, the F-Measure for 
male gender classification is 84.5/87.2 using the subdatasets, and 85.3/87.6 using 
the whole dataset, applying the J48/SMO algorithm, respectively. Therefore, it is 
possible to conclude that the selected algorithms are able to very accurately de-
termine if a male singer plays a particular song from just the song analysis. How-
ever, for female gender classification the results obtained are significantly worse. 



Ontology-Based Platform for Conceptual Guided Dataset Analysis 161 

 

Concretely, with the SMO algorithm Precision, Recall, as well as the F-Measure 
got a score of 0, meaning that for this specific experiment the SMO algorithm is 
not capable of analysing and learning how to classify the information provided. 
The results for the J48 algorithm are better but they do not reach the good scores 
obtained for the male gender classification. In general terms, the average Preci-
sion, Recall and F-Measure achieved by the J48 algorithm is higher than those 
achieved using the SMO algorithm.  

The second experiment focused on predicting the duration of a song given its 
analysis. For this, first the range of possible duration of the songs was divided into 
10 different groups using the "discretize" function provided by Weka. For this 
experiment, the user selected the "BeatAnalysis" class from the "Analysis" class 
hierarchy. Then, both the J48 and SMO algorithms were executed in in order to 
verify whether these classification algorithms are capable to categorise the songs 
into their correct duration group taking into account other features and attributes. 
Table 2 collects the results obtained for this experiment in terms of the Precision, 
Recall and F-Measure scores. Since the results for the entire dataset are close to 
those obtained for the subdataset, only the latter are shown. While the time spent 
in processing the whole dataset was over 6 hours, the processing time of the 
subdataset was close to 6 minutes. 

As shown in Table 2, the results of this experiment prove that there exists a corre-
lation between the song analysis and its duration. On average, the SMO algorithm 
achieved the best results with an average F-Measure score of 97.6.  

Table 2 Precision (P), Recall (R) and F-Measure (F) collected from the second experiment 
for J48 and SMO algorithms in subdataset. 

Duration range (seconds) J48 SMO 
P R F P R F 

(0-138.435465] 98.7 98.5 98.6 99.9 1 99.9 
(138.435465-166.85669] 93.9 94.2 94 97.3 98.1 97.7 
(166.85669-187.25832] 89.6 89.5 89.6 95 95.7 95.3 
(187.25832-205.857505] 87.8 89.5 88.6 96.6 95.5 96 

(205.857505-223.568525] 88 86.3 87.1 96.4 95.6 96 
(223.568525-240.78322] 88 88 88 95 95.7 95.3 
(240.78322-263.013425] 89.7 89.7 89.7 96.9 96.3 96.6 
(263.013425-291.77424] 91.6 92.1 91.8 98.7 98.9 98.8 
(291.77424-351.3073] 95.7 95.7 95.7 99.8 99.9 99.8 

(351.3073-inf) 99 98.5 98.8 1 1 1 
Average 92.2 92.2 92.2 97.6 97.6 97.6 

4 Conclusions and Future Work 

In this paper, a new knowledge-based business intelligence platform is presented. 
Its aim is to take advantage of semantic technologies to offer an enhanced, more 
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precise and more efficient data analysis. It uses knowledge representation for 
building a semantic model that helps to restrict the type of data to be used during 
the business intelligence analysis. Concretely, this platform is divided into three 
different modules, "conceptual mapper", "conceptual selection and enrichment", 
and "data processing techniques recommendation". The platform allows users to 
select a subset of the whole collection of data available, so data analysis can be 
more efficiently performed. 

The approach has been validated in the music domain. For this, the Million 
Song Dataset was used and the music ontology was adapted to work with this 
dataset. With the evaluation performed in this work, it can be concluded that the 
results obtained with the subdatasets can provide more relevant information in less 
time, than the ones obtained through the analysis of the whole dataset. Conse-
quently, our approach improves, in general, current state-of-the-art tools for data 
analysis. 

This system can be improved in a number of ways. First, since it should be 
manually performed, building the mapping configuration file is very time-
consuming. We aim to develop a usable, semi-supervised mechanism for specify-
ing the mapping between the domain ontology and the data sources. Second, in its 
current form the platform does not carry out pre-processing tasks such as class 
balance pre-processing. We plan to include it along with other specific business 
intelligence methods to improve the performance in the dataset exploration. On 
the other hand, the RDF-formatted subdataset obtained will be enriched using 
reasoning techniques. Besides, we plan to develop ontologies to support decision 
making at various choice points of the data mining process as suggested in [10]. 
Meta-learning algorithms will be also included in future releases. Furthermore,  
we plan to evaluate our platform with different large data sources and linked  
data repositories. Finally, a new approach for domain ontology-based filtering  
and displaying the results in a conceptual manner will be developed taking into 
account some of the ideas and methods proposed in [11]. 
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Intragroup Density Predicting Intergroup Tie 
Strength Within Open-Source-Software 
Collaboration Network 

Stefan Kambiz Behfar and Qumars Behfar * 

Abstract There have been many studies in the literature discussing intra- and 
inter-cluster ties within sociological systems denoted by strong and weak ties, 
social and biological systems represented by community structure, and organiza-
tional systems signified by strong and loose couplings; where inter-cluster ties are 
mostly considered weak or loose. Loose couplings lead to dissemination or re-
trieval of information, spread of viruses, new product adoption, more and their 
prediction is significant for knowledge management, organizational innovation, 
epidemics of contagious diseases, and viral product design. Therefore in this  
paper, we investigate how to predict inter-cluster tie strength, and propose that 
inter-cluster tie strength can be predicted from determination of intra-cluster den-
sity. In the model design section, we provide the hypothesis and discuss logical 
and analytical reasoning; in the empirical section, we alternatively examine the 
relationship between intra-group density and inter-group tie strength via examin-
ing open-source-software (OSS) project collaboration data collected from 
SourceForge repository. 

Keywords Inter-cluster tie strength · Intra-cluster density · Loose cluster coupling · 
Open-source-software project collaboration network 

1 Introduction 

Granovetter [ 1] proposed a network theory for tying micro and macro levels of 
sociological theory through an analysis of various types of weak ties bridging 
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groups otherwise connected by strong ties. Strong ties are relationships with indi-
viduals whom we know very well, but weak ties provide bridges over which inno-
vations cross over boundaries of social groups (clusters), which themselves are 
strongly tied. Weick [ 3] introduced the concept of loose coupling, then organized 
a wide-ranging literature on loose coupling, and refocused research on loose cou-
pling toward more difficult and useful interpretations. In continuation with 
Granovetter definition of weak-strong ties and Weick definition of loose coupling, 
Newman [ 2] defined a new property of sociological and biological networks as 
“community structure” where nodes are joined together in tightly-knit groups 
which are loosely connected to each other.  Within organizational system, Hansen 
[ 4] has thoroughly discussed advantages and disadvantages of weak ties versus 
strong ties in terms of information redundancy and project time competition.  

Knowledge management among open-source-software (OSS) developers has 
been already investigated (Joshi and Sarker [ 8]). Joshi et al. discussed factors in-
fluencing knowledge transfer within development teams. Ojha [ 10] also discussed 
knowledge sharing between team members based on similarity-attraction para-
digm; where he proposed that knowledge sharing more likely happen between 
same demographic team members. Other scientists also discussed how OSS com-
munities are formed such that Hahn et al. [ 11] investigated the personal factors 
causing a new developer to join a project such as prior collaboration between the 
new developer and the project initiator or previous experience of the group mem-
bers. Hinds [ 12] discussed costs and benefits of community ties, and concluded 
that “social network structure of open source software has no important effect on 
community structure”.  On the other hand, Antwerp and Madey [ 13] investigated 
social network structure of open source software, and used long term popularity as 
the metric developer-developer tie and concluded that “previous ties are generally 
an indicator of past success and usually lead to future success”.   

In this study, we investigate how to predict inter-cluster tie strength, and pro-
pose that inter-cluster tie strength can be predicted from determination of intra-
cluster density. We use both analytical and empirical analysis to prove our  
hypotheses. In the model design section, we provide hypothesis and discuss logi-
cal and analytical reasoning to prove it; whereas in the empirical analysis section, 
we use a complex network of open source software (OSS) project collaboration as 
our domain of interest; we examine the relationship between intra-group density 
and inter-group tie strength via examining OSS data collected from SourceForge 
repository. 

2 Model Design 

Initial tie is generated when two clusters are indirectly connected via a third party, 
or completely in random. All the ties formed after direct cluster inter-connection  
is called subsequent ties. Loose couplings lead to dissemination or retrieval of 
information, spread of viruses, new product adoption, and their prediction is  
significant for knowledge management (Hansen [ 4]), organizational innovation 
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(Ruef [ 5]), epidemics of contagious diseases (Shu et al. [ 6]), and viral product 
design (Aral and Walker [ 7], behfar et al. [ 8]). On the other hand, strong inter-
cluster couplings lead to network cluster growth and performance, and their pre-
diction is of great significance to make right marketing map and development 
strategy. We often encounter with the question of how to predict inter-cluster tie 
and its strength. Therefore, we propose that inter-cluster tie strength can be pre-
dicted from determination of intra-cluster density. 

In order to predict inter-cluster tie strength, we used the method of tie genera-
tion based on the proposed tie probability model by Huang [ 14], and provided the 
probability functions based on the proposed clustering model. Tie generation 
mechanism, based on the proposed tie probability model by Huang (2006), for a 
cycle formation of degree k is given by g(k) denoted by ck ; where g(1) corre-
sponds to random tie formation mechanism. For example in the below figure, the 
occurrence probability of tie ( ଵܲଵ, ସܲଵ) is determined by three mechanisms of ran-
dom tie generation g(1), length-2 formation mechanism g(2) and length-3  
formation mechanism g(3). Considering that there is either probability of path 
remains path, or path becomes cycle, therefore either ܲݎ( ଵܲଵ, ସܲଵ) = ܿ௞ or ܲݎ(݅, ݆) = ܿ௞௠/ሾܿ௞௠ + (1 − ܿ௞)௠ሿ, where ݉ indicates number of k-length paths, 
expected to become a cycle. We should now combine multiple mechanisms,  
e.g. g(1), g(2) and g(3) as: 

,݅)ݎܲ  ݆) = ܿଵ௠భܿଶ௠మ … ܿ௞௠ೖ/ൣܿଵ௠భܿଶ௠మ … ܿ௞௠ೖ + (1 − ܿଵ)௠భ(1 − ܿଶ)௠భ … (1 − ܿ௞)௠ೖ൧ (1) 
 
In general, the total probability of tie (1, k+1) formation is given by: 
 ݂(ܿଵ, ܿଶ, … , ܿ௞) = ෍ Pr(ܲ௜) ൫ݎܲ ଵܲ௜, ௞ܲାଵ௜ ൯௜  (2) 

 
where Pr(ܲ௜) is the probability of formation for such as sub-cluster. The prob-

ability of occurrence of Figure 1 (left) is (1 − -ଷ)ଶ, whereas probability of occur݌
rence of Figure 1 (right) is ݌ଷ(1 − ) ଷ). Tie݌ ଵܲଵ, ସܲଵ) occurrence probability within 
Figure 1 (left) is obtained as: 

)ݎܲ  ଵܲଵ, ସܲଵ) = (1 − ଷ)ଶ݌ ܿଵܿଷܿଵܿଷ + (1 − ܿଵ)(1 − ܿଷ) (3) 

 
Tie ( ଵܲଵ, ସܲଵ) occurrence probability within Figure 1 (right) is obtained as: 
)ݎܲ  ଵܲଵ, ସܲଵ) = ଷ(1݌ − (ଷ݌ ܿଵܿଶܿଷሾܿଵܿଶܿଷ + (1 − ܿଵ)(1 − ܿଶ)(1 − ܿଷ)ሿ (4) 
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Fig. 1 Illustration of a sub-cluster: tie ( ଵܲଵ, ସܲଵ) occurrence a) with two generation mecha-
nisms of g(1) and g(3) on the left, b) with three generation mechanisms of g(1), g(2) and 
g(3) on the right. 

Here we would like to prove that adding a length-2 tie in Figure 1 (right), as 
compared to Figure 1 (left), will increase  ܲݎ( ଵܲଵ, ସܲଵ). In order to do that we sub-
tract (4)-(3), rendered as follows: 

ଷ(1݌  − (ଷ݌ ܿଵܿଶܿଷሾܿଵܿଶܿଷ + (1 − ܿଵ)(1 − ܿଶ)(1 − ܿଷ)ሿ − (1− ଷ)ଶ݌ ܿଵܿଷሾܿଵܿଷ + (1 − ܿଵ)(1 − ܿଷ)ሿ ଷ݌ = (1 − ܿଵ)(1 − ܿଷ) + 2 ܿଵܿଶܿଷሾܿଵܿଶܿଷ + (1 − ܿଵ)(1 − ܿଶ)(1 − ܿଷ)ሿሾܿଵܿଷ + (1 − ܿଵ)(1 − ܿଷ)ሿ > 0 

 
 
  

(5) 

 
As easily observed, the ܲݎ( ଵܲଵ, ସܲଵ) obtained from (4) is greater than the proba-

bility obtained from (3). Now we discuss the case, where we investigate tie gener-
ation between two clusters as: 

 
 
 

 

 

   

ଵܲଶଵܲଵ
ଶܲଵ ଶܲଶ 

? ܲଵ ܲଶ 
 

 

 

   

ଵܲଶ ଵܲଵ
ଶܲଵ ଶܲଶ 

?
ܲଵ ܲଶ 

Fig. 2 Illustration of two sub-clusters: tie ( ଵܲଵ, ଵܲଶ) occurrence a) with two generation mech-
anisms of g(1) and g(3) on the left, b) with three generation mechanisms of g(1), g(2) and 
g(3) on the right. 

 
Tie formation probability ܲݎ( ଵܲଵ, ଵܲଶ) in Figure 2 includes also the probability 

of selecting cluster ܲଵequal to Pr (ܲଵ), and probability of selecting cluster 
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ܲଶequal to Pr (ܲଶ). In addition, the probability of formation for such a connected 
sub-cluster as shown in Figure 2 (left) is as: 

 Pr(ܾݑݏ ݉݋݀݊ܽݎ − (ݎ݁ݐݏݑ݈ܿ = 1 / ቆቀ2݊ቁ݉ቇ 
 

(6) 
 
where ݊ represents possible number of nodes, ݉ shows possible number of ties 

within the connected sub-cluster. Finally the probability of ܲݎ( ଵܲଵ, ଵܲଶ) for Figure 2 
(left) is given below: 

)ݎܲ  ଵܲଵ, ଵܲଶ) = Pr (ܲଵ)Pr (ܲଶ)/ ൭ቀ݊௉భ + ݊௉మ2 ቁ݊௉భ ݊௉మ − 1൱ ܿଵܿଷሾܿଵܿଷ + (1 − ܿଵ)(1 − ܿଷ)ሿ  
(7) 

 
where ݊௉భ  represent number of nodes within cluster ܲଵ, and where ݊௉మ  repre-

sent number of nodes within cluster ܲଶ. Probability of ܲݎ( ଵܲଵ, ଵܲଶ) for Figure 2 
(right) is given below: 

)ݎܲ  ଵܲଵ, ଵܲଶ) = Pr(ܲଵ) Pr(ܲଶ)/ ൭ቀ݊௉భ + ݊௉మ2 ቁ݊௉భ ݊௉మ − 2൱ ܿଵܿଶܿଷሾܿଵܿଶܿଷ + (1 − ܿଵ)(1 − ܿଶ)(1 − ܿଷ)ሿ 
 

(8) 

3 Empirical Analysis 

3.1 Data and Measures 

We collected data from SourceForge.net, which is the largest repository of OSS 
projects. Access to the, data was given to us by Computer Science & Engineering, 
University of Notre Dame. At a time it contained more than 150,000 projects and 
more than 1,600,000 project developers (as indicated by Howison and Crowston 
[ 15]). SourceForge.net website has categorized open source software (OSS) into 
several categories such as Audio and Video, Business and Enterprise, Communica-
tions, Development, Home and Education, Games, Graphics, Science and Engineer-
ing, Security and Utilities, System Administration. In addition, SourceForge.net 
website gives groupid as an identifier for each project. We downloaded data (userid , 
groupid, group projectid) for 10,000 developers (userid <10,000) for the period be-
tween Jan 2006-Jan 2014 from SourceForge repository based on multidimensional 
table. Different developers (users) intra and inter groups are connected by 
groupprojects, where each developer contributes in different projects within and 
between groups. Each groupid includes some projectid and some userid, assigned by 
SourceForge Administration to provide better search possibility.  
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In the empirical analysis section, we use a complex network of open source soft-
ware (OSS) project collaboration as our domain of interest. In this network, devel-
opers represent the nodes and a developer contributing to a group project represents 
a network tie. In addition, a group (including team of developers and projects) is 
represented by groupid assigned by SourceForge. As previously mentioned, In-
tragroup tie represent developers (userid) contributing to different projects within a 
single group; whereas Intergroup tie represent developer (userid) contributing to 
projects from two different groups. Intergroup tie strength can be a function of sum 
of intragroup ties (or density), as can be also inferred from Figure 3 and Figure 4. 
One can also consider number of projects and number of developers per each group 
as control variables. 

݌ݑ݋ݎ݃ݎ݁ݐ݊݅  =ℎݐ݃݊݁ݐݏ ݁݅ݐ ݌ݑ݋ݎ݃ܽݎݐ݊݅#)݂ ,݁݅ݐ ,௜ௗݐ݆ܿ݁݋ݎ݌#  (௜ௗ݌ݑ݋ݎ݃|௜ௗݎ݁ݏݑ#
(9) 

 
In order to show relationship between intergroup tie strength and intragroup 

density, we use regression modeling. Intergroup tie strength is calculated by sum 
of number of ties between two group at time t denoted by  ௧ܵ .  Then the regres-
sion model can be shown as: 

 ௧ܵ (݅݊݁݅ݐ ݌ݑ݋ݎ݃ݎ݁ݐ) = ܽ଴ + ܽଵ ∙ ௧ܵ ݌ݑ݋ݎ݃ܽݎݐ݊݅) ௜ௗ) +ܽଶ݌ݑ݋ݎ݃|݁݅ݐ ∙ ௧ܵ (௜ௗ݌ݑ݋ݎ݃|௜ௗݎ݁ݏݑ) + ܽଷ ∙ ௧ܵ  (௜ௗ݌ݑ݋ݎ݃|௜ௗݐ݆ܿ݁݋ݎ݌)
 

 
 (10) 

As given above, the dependent variable is number of ties between two groups 
represented by ௧ܵ (݅݊݁݅ݐ ݌ݑ݋ݎ݃ݎ݁ݐ). We used regression model based on 1) OSS 
data over 9 years jan 2006 – jan 2014,  2) Sum of intergroup ties with respect to 
intragroup density, 3) Sum of intergroup ties with respect to sum of intragroup ties 
and number of projects and number of users within each group. 

3.2 Empirical Results 

Before we show the results obtained by applying the regression model, we demon-
strate why relationship between intergroup tie strength and intragroup density 
makes sense. As easily seen in Figure 3, there seems to be a linear relationship for 
data in Jan 2014. In the next step, we average over data obtained for 9 years (Jan 
2006 – Jan 2014), and calculate the intergroup tie strength and intragroup density, 
and illustrate them in Figure 4.  

In order to prove our hypothesis, we do the statistical analysis. As shown in 
Table 1, intra-group density has positive and significant influence on inter-group 
tie strength (a1 = 0.371, and p-value = 0.000). In addition, relationship between 
number of developers and inter-group tie strength is negative and significant  
(a2 = -0.083, and p-value = 0.005). This makes sense, because as the number of 
developers within a group increases, it has initial impact on number of intragroup 
ties rather than intergroup tie strength. Perhaps it is because developers would 
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rather work on their own projects within the group rather than working on projects 
from other groups. Finally, number of projects within a group has insignificant 
influence on inter-group tie strength (a3 = 0.001, and p-value = 0.920). This is 
intuitive, because our complex network is based on developers as nodes and a 
developer working on a project as tie, and developer working on projects from 
different groups create intergroup tie; therefore, increasing number of projects 
rather than developers do not have a direct influence on intergroup tie strength.  

As we saw in Table 1, independent variable (#projects per groupid) do not have 
significant influence on the dependent variable (intergroup tie strength); therefore, 
it could be eliminated from the regression model. However, once intragroup tie 
sum is divided over number of users per group which gives intragroup density, 
then the two independent variables within the regression model can be merged; 
therefore, intergroup tie strength could be directly proportional to intragroup 
density as shown in Figure 3 and Figure 4.  

 
 

 
Fig. 3 Illustration of intrergroup tie strength versus intragroup density (left figure), and 
versus sum of intragroup ties (right figure) per groupid for Jan 2014. 

 

 
Fig. 4 Illustration of intrergroup tie strength versus intragroup density (left), and versus sum 
of intragroup ties (right) per groupid for data averaged over Jan2006 - Jan2014. 

 
 



172 S.K. Behfar and Q. Behfar  

 

Table 1 calculation of coefficients based on regression model 

  Coefs Std t Stat P-value Lower 95% Upper 95% 

Intercept 0.495 0.045 10.946 0.000 0.406 0.584 

Intragroup tie sum  0.371 0.009 42.098 0.000 0.354 0.389 

#users per groupid -0.083 0.029 -2.826 0.005 -0.140 -0.025 

#projects  per groupid 0.001 0.009 0.100 0.920 -0.016 0.018 

4 Conclusion  

In this paper, we investigated how to predict inter-cluster tie strength, and pro-
posed that inter-cluster tie strength can be predicted from determination of intra-
cluster density. We used both analytical and empirical analysis to prove our  
hypothesis. To predict inter-cluster tie strength, we used the method of tie genera-
tion based on the proposed tie probability model by Huang [ 14], and provided the 
probability functions based on the proposed clustering model. In the empirical 
analysis section, we used a complex network of open source software (OSS) pro-
ject collaboration as our domain of interest, and did statistical analysis to prove the 
hypothesis. As shown in Table 1, intra-group density has positive and significant 
influence on inter-group tie strength (a1 = 0.371, and p-value = 0.000), which sup-
port our hypothesis. In addition, relationship between number of developers and 
inter-group tie strength is negative and significant (a2 = -0.083, and p-value = 
0.005). Finally, number of projects within a group has insignificant influence on 
inter-group tie strength (a3 = 0.001, and p-value = 0.920). 

We collected OSS data from SourceForge.net, which is the largest repository of 
OSS projects. We appreciate access to this repository given by prof. Greg Madey 
at the department of Computer Science & Engineering, University of Notre Dame. 
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Abstract On-line monitoring fermentation variables (e.g. biomass) can improve 
the performance of bio-processes, as well as the quality of the targeted products. 
However, on-line estimation could be a challenging task when an accurate model 
is not available. Over the existing methods for state estimation, the support vector 
machine (SVM) is an attractive method for its fast convergence and generalization 
of the approximated function. In this paper, a soft-sensor based on SVM and cou-
pled to Particle Swarm Optimization (PSO) algorithm is presented and applied to 
estimate the concentrations of lipid fermentation variables: lipids, biomass, and 
citric acid. The soft-sensor was trained with one data set, and validated with an 
independent data set of fed-batch fermentations. The PSO-SVM was compared 
with the SVM algorithm. In general, the results show that the PSO-SVM is an 
efficient alternative for monitoring fermentations. 
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1 Introduction 

The monitoring of certain variables is one of the main issues of optimizing fer-
mentation because the yields of the targeted products can be estimated. Usually, it 
is difficult to measure online substrate, biomass, and product concentrations in the 
bio-process. The so-called “soft-sensors” are an alternative for on-line estimation. 
Soft sensors are software based sophisticated monitoring systems, which can re-
late the infrequently measured process variables with the easily measured [1]. In 
this way, these soft-sensors assist in making the real-time prediction of the un-
measured variables [2]. 

Several software sensors have been proposed such as, modeling of mechanisms 
[3], adaptive observers [4], and Support vector Machine (SVM) [1]. The first two 
required a detailed model of the process. Model development is sometimes a com-
plicated task because it is not feasible to find a trade-off between simplicity and 
precision. Furthermore, SVM is a simpler and powerful alternative based on statis-
tical learning with small samples. This method shares many of its features with the 
artificial neural networks, but it proposes some additional characteristics [5]. It has 
good generalization ability of the regression function, robustness of the solution, 
and sparseness of the regression. Moreover, SVM also provides an explicit 
knowledge of the data points, which are important in defining the regression  
function. This methodology has been scarcely used in bio-processes/technology 
applications [1, 6–8] including fermentation of penicillin, and the estimation of 
biomass, among others. Nevertheless, the realization of the advantages depends on 
the correct choice of parameters.  

Particle Swarm optimization (PSO) is a global and efficient method of parame-
ter estimation. This is an evolutionary computation technique developed by  
Kennedy and Eberhart in 1995 [9] and motivated by the behavior of organisms 
such as fishing schooling and bird flock. The algorithm is a validated evolutionary 
computation way of searching the extremum of function, which is simple in appli-
cation and quick in convergence [10].  

In this context this work presents an extension of the SVM by PSO to estimate 
the parameters of the SVM in order to reach faster the optimal solution. This new 
PSO-SVM based soft-sensor is applied to estimate lipids, biomass, and citric acid 
concentrations from fed-batch fermentation cultures. The methodology of SVM 
and PSO-SVM is presented in section 2. Section 3 holds the results of the soft-
sensor with the training and validation data. Finally, section 4 reports the conclu-
sions and some perspectives of this work. 

2 Methods 

2.1 Support Vector Machine 

The support vector machine theory relies on the idea to trap the input data into a 
feature space via nonlinear mapping. SVM maps the inner product of the feature 
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space on the original space via kernels. Based on a given set of training data where 
x ϵ RN is the vector of the model inputs, and y ϵ R is the vector of the scalar out-
puts [5]. The objective of the regression analysis is to determine a function that 
predicts accurately the desired outputs y in the form  

   bxwy T  .  (1) 

where   MN RRx : is the high dimensional feature space which is non-
linearly mapped from the input space x. The vector w and the coefficient b are 
estimated by 
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In equation (2) the first term is the regularized term, and the second term is the 
empirical error (risk) measured by the insensitive ε-loss function enabling to use 
less data points to represent the decision function given by equation (1). The vari-
ables ξi and ξi

* are the slack variables that measure the deviation of the support 
vectors from the boundaries of the ε-zone. The constant C is the regularization 
constant. It determines the trade-off between the empirical risk and the regularized 
term. The term ε is called the tube size and it is equivalent to the approximation 
accuracy placed on the training data points. Both parameters will determine the 
efficiency of the estimation [11].   

In order to simplify the minimization problem, Lagrange multipliers are intro-
duced as follows:  
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where the parameters α, α*, η, and η* are the Lagrange multipliers. According to 
the Karush-Kuhn-Tucker (KKT) of quadratic programming, the dual equation that 
can be obtained [6] is: 
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Therefore, the final regression function given in equation (1) is rewritten as 
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where      jiji xxxxK  .,   is the kernel function.  

2.2 Kernel Functions 

Different kernels can be selected to construct different types of SVM. The kernel 
can be any symmetric function satisfying the Mercer’s condition. Typical exam-
ples include [12]: 

Polynomial kernels     diji xxxxK 1.,  ; 

Radial Basis Function (Gaussian) kernels     22 2/exp, iji xxxxK  ; 
The most used Kernel function is the Radial Basis Function (RBF) because it 

can classify multi-dimensional data, and it has fewer parameters to be set in com-
parison with other kernels. The parameter σ represents the width of the RBF. 

2.3 PSO-SVM 

The accuracy of the results of SVM is linked to the setting of user parameters such 
as C, σ, and ε. The parameter C determines the trade-off between model complexi-
ty and model degree to which deviations larger than ε are tolerated [6]. Kernel 
parameter σ determines the kernel width and relates to the input range of the train-
ing data set. If C is too large the estimation accuracy rate is very high in the train-
ing phase, but very low in testing phase. If C is too small, the estimation accuracy 
is unsatisfied, and the model is useless. An excessively large value for parameter σ 
leads to over fitting, while a disproportionately small value to under fitting. It is 
thus seen that SVM parameters are a combinatorial optimization problem, in 
which every combination generates a new solution function for equation (7). This 
optimization problem can be solved by cross verification trial which can result on 
a local minimum and costs high calculation times. Another solution is the use of 
global algorithms, such as particle swarm optimization (PSO)[9].  

PSO is a simple algorithm implying a small quantity of parameters to be adjust-
ed with fast convergence. In this paper, the objective function of PSO is given by 
the Akaike Information Criterion (AIC) to reduce the problem to a selection of 
best models [13]. The AIC formula is given by  

    p
n

SSEnn .2ln.12lnAIC 





   (8) 
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where n is the sample size, p is the number of factors in the model, SSE is the 
squared error:  


n

i ii yynSSE
1

2*./1 , where yi correspond to the off-line 

data, and yi
* are the estimates of the model.  

3 Results and Discussion  

The method PSO-SVM was applied to construct a soft-sensor of biomass, lipids, 
and citric acid concentrations from the lipid fermentation of Yarrowia lipolytica 
growing on glucose. Two independent data sets performed in fed-batch cultures 
[14] were used in this work. Three variables were available from on-line meas-
urements (Fig. 1): (1) added base to control pH, (2) volume, (3) partial oxygen 
pressure (pO2).  

 

Fig. 1 Available on-line measurements for the fed-batch cultures. 

The combination of several variables was tested to design the soft-sensors  
(Table 1). The discrimination of measurement was considered by the AIC values 
and the visualization of the results. Table 1 presents the values AIC values for 
training (AICt) and validation (AICv) for lipid concentration, where the combina-
tion of Base - pO2 reported low values for both sets. This methodology was also 
applied for the biomass concentration and the citric acid mass soft-sensors  
(Results not shown). The selected measurements for the PSO-SVM based soft-
sensors are shown in Fig. 1. 
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Table 1 Combinations to determine the best set for validation of lipid concentration.  

Variable AICt AICv Variable AICt AICv 

Base -673.89 67.24 pO2 – Base/Volume -691.27 39.68 

pO2 -144.35 20.14 pO2*Volume  -690.85  19.49 

Volume -690.63 2.46 pO2/Volume -690.82 23.20 

Base - pO2 -691.14 5.43 Base - pO2*Volume  -690.85 12.41 

Base - Volume -690.79 12.75 Base - pO2/Volume  -690.84 24.01 

pO2 – Volume -690.79 12.75 Base*Volume  -690.77 24.12 

Base - pO2 - Volume -690.81 15.44 pO2 – Base*Volume -691.79 26.28 

Base/Volume 38.51 103.61    

 
The kernel function was the RBF Gaussian function. The PSO follows Clerc’s 

constriction factor [10] using both learning factors (i.e. c1 and c2) at 1.5, with an 
initial inertia weight of 0.72. The population size was settled to 30 to consider a 
moderate search within the grid. The maximum number of iterations was fixed to 20 
where after several runs the AIC variation was less than 0.001 in the AIC value.  

The two independent data sets [14] were used to train and to validate the soft-
sensor based on PSO-SVM. The first data set (Fed-batch 1, 29 data points), and 
the 60% of the other (Fed-batch 2, 16 data points between t = 0 - 38h) were used 
 

 

Fig. 2 Training and test results of soft-sensor based on PSO-SVM. 
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to train and to generate the support vectors of the PSO-SVM. In all the cases of 
the soft-sensor for lipid and biomass concentrations, and citric acid mass the used 
measurements were the added base to control pH and the pO2.In order to test the 
ability of the PSO-SVM, the 40% left of the second data set (12 data points from 
t = 38 - 79h) was employed to validate the regression of the soft-sensor. In addi-
tion, standard SVM was used to compare and to illustrate the improvement of 
PSO-SVM. The parameters for standard SVM were taken from [1].  

Fig. 2 displays the results of the training and test sets based on SVM and PSO-
SVM. The dashed line separates the results of the training from the test sets. The 
values of C, σ, and ε and the numerical comparison of results are presented on 
Table 2, where the AIC and SSE are used as performance indicators. The three 
soft-sensors reflect an acceptable fitting with the training data set with both PSO-
SVM and SVM. However, AIC values for SVM are higher than the ones from 
PSO-SVM. This reflects that the selection of the parameters C, σ, and ε by PSO 
improves the fitting. The values of ε were small reflecting that the width of the 
tube surrounding the data is also small. This value allows having good results in 
the training sets, but it increases the risk of poor generalization performance of the 
estimator. 

Table 2 Comparison of performance evaluation of SVM and PSO-SVM.  

 
Regarding the results on the test data, lipid and biomass concentrations reflect 

acceptable results for PSO-SVM, where the estimation follows the behavior of the 
state variables. Otherwise, SVM shows a highly disturbed behavior on those  
concentrations. This is depicted by the higher AICv and SSE for SVM. The soft-
sensors for citric acid mass presented a similar regression varying around the val-
ues all over the test data. Nevertheless, the AICv and SSE for PSO-SVM were 
higher than SVM exhibiting a better performance of SVM. This is due to the  
parameters selection by PSO which was defined to find the best training set.  

Variable Parameters AICt AICv SSEv 

 SVM 
PSO-
SVM 

SVM PSO-SVM SVM PSO-SVM SVM 
PSO-
SVM 

Lipids 

C 15000 3220 

-484.8 -691.14 17.57 5.43 2.48 1.61 ε 0.001 0.001 

σ 1.5 0.724 

Biomass 

C 15000 4260 

-450.6 -690.61 140.6 79.30 200.5 22.47 ε 0.001 0.001 

σ 1.5 0.38 

Citric 
acid 

C 15000 9160 

107.62 -687.4 188.11 200.45 1095.1 1701.4 ε 0.001 0.001 

σ 1.5 0.58 
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The CPU times to do the training (t) with PSO-SVM were 317.7, 458.6, and 
586.04 seconds for lipids, biomass, and citric acid respectively. The time to calcu-
late the state variables (v) was 0.064s for the three of them, which is an encourag-
ing value to couple the soft-sensor on-line.   

4 Conclusions 

This work introduced a soft-sensor based on PSO-SVM for monitoring fermenta-
tion processes. The addition of PSO to SVM reduced the uncertainty generated by 
manually choosing the SVM parameters or the cross fitting computation time. The 
PSO-SVM method was successfully implemented to estimate lipids and biomass 
concentrations in fed-batch cultures. The results proved that PSO-SVM is an at-
tractive and simple alternative for monitoring. Moreover, this method implement-
ed a well trade-off between the quality of the approximation of the given data and 
the complexity of the approximating function. Future work will focus on increas-
ing the fitness quality and extending the usefulness of the soft-sensor in other 
experimental working conditions. 
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An Underwater Target Recognition Method  
Based on Tracking, Trajectory, and Optimum 
Seeking Data Joint 

Liang Yu, Yong-mei Cheng, Ke-zhe Chen, Jian-xin Liu and Zhun-ga Liu * 

Abstract Most of the underwater target recognition method are built on the spec-
tral analysis. The recognition accuracy isn’t high in the short attack time which 
leads the torpedo attack on the false target. A method which take the tracking, 
trajectory and optimum seeking data join have been put forward, which can use 
the targets’ various information for tracking, trajectory control, optimum seeking, 
so multiple information can be used for other processes. The method can take full 
advantage of all key data during the attacking progress which can improve the 
recognition and attack accuracy. The final attack simulation results verified the 
high accuracy of the method. 

Keywords Acoustics · Automatic target recognition · Military electronic counter-
measures · Target tracking · Feature · Trajectory · Optimum seeking 

1 Introduction 

Under the underwater acoustic countermeasure environment, when the torpedo at-
tacking the real target, it may release some false targets, as the decoy. As the de-
velopment of the electronic technology, high quality decoys can simulate the real 
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target’s motion feature and acoustic feature, so it is very hard to identify them in 
short time that the torpedo has a large probability to attack the wrong target so that 
the attack failed.  

Now, most of the underwater target identify methods are focused on the targets’ 
acoustic feature, for example, the targets’ time domain characterization, frequency 
domain feature and the time-frequency domain features to identify them [1-2], as 
the spectral centroid [3], LOFAR spectrum [4], the spatial scales [5], the echo of 
the spatial orientation distribution [6], dimensional spectrum [7], and so on. The 
support vector machines combined with genetic algorithm [8], genetic algorithm 
based fuzzy logic [9], model matching method [10], and adaptive immune feature 
selection algorithm [11] had been proposed for analysis these spectral data. How-
ever, it should be noted that, firstly, it is hard to extract the original underwater 
acoustic target samples, there exist extraordinary redundancy rate during the target 
characteristic extraction process. Then, the decoy could simulate completed al-
most all of the time domain and frequency-domain characteristics of the real tar-
get, just from the time-frequency information only, the torpedo is very hard to 
identify the real target and decoys timely and correctly. So, it is difficult to distin-
guish them accurately just depend signal processing, and more information should 
be utilized. Base on the hierarchical information fusion method, the motion data 
which got by data processed has also been utilized to identify the targets [12]. The 
article expands the acoustic target recognition technology from just the spectral 
features to motion and acoustic features. The simulation results demonstrate that 
the method can effectively identify the targets. 

But, all the method above are based on that the torpedo is static or when the 
torpedo is moving, other changing information has been ignored. The tracking, 
attacking, the identifying process is at the same time. The entire data in the attack-
ing process could be used to the trajectory design, tracking, to each other. For 
example, if we got the identify results, we can know which one is more like the 
authentic target, so we can design the trajectory to identify the target better and 
sooner. Also, targets’ feature information could not only use for probability calcu-
lation that the target is the actual target, but also it can be used to the tracking 
process, to compute the position or velocity which can help to make it faster and 
more accurate. So, finding a method which can include targets’ tracking require-
ment, trajectory control and target feature information acquisition together to iden-
tify the target, which is the necessary requirement of the technology and it will 
play a major role to improve the identify effect. 

Based on the idea that the information got by tracking can be used for others, 
al-so, other information can be used to identify, which can make the identify more 
ac-curacy and faster, a new method that which taking tracking, trajectory, and 
optimum seeking data joint for identifying the underwater targets is provided. The 
paper is structured as follows. In Section 2, this method’s structure are described. 
In Section 3, the thought for tracking using feature information is provided. In 
Section 4, the joint data identify method which uses more information is built, and 
in section 5, the optimum seeking result has been used to ballistic trajectory de-
sign, the effect of the whole process has been verified through a series of simula-
tions in Section 6. Section 7 concludes this paper. 
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2 Structure of the Method 

When we got the targets’ feature information, we use it for comparing with the 
actual target’s feature, to compute the targets’ plausibility probability and then get 
all targets’ optimum seeking results. Supposing that we have got the results, next 
we should design the trajectory to track the targets. Firstly, we should ensure that 
the target of maximum plausibility probability would not be lost, then should en-
sure that as many as possible targets should be tracked simultaneously and be not 
lost. Only in which way can we obtain the features of targets as many as possible. 
So, the time can be extended for multi-target identifying. Next shooting time, 
according to the trajectory guidance results, the sports orientation of the torpedo 
would change, using the feature information, we could finish the multi-target track 
in the ensuing shoot, and repeat the above process. It is clear that in the complex 
underwater acoustic environment, three factors, tracking, optimum seeking and 
trajectory design, form a relation to influence and to condition each. The overall 
framework of the method is shown in Fig. 1. 
 

 
Fig. 1 Joint data identify method framework in complex underwater acoustic environment 

3 Feature Aided Underwater Multi-target Tracking 

The acoustic feature filtering process is parallel to the motion data filtering pro-
cess. The main problem of the method is the way how to do the data association, 
how to get the association gate size. 

The measurement confirmation formula for our method can be defined as, 

2 2( ) ( )L Ld Z d Z                    (1) 

where,  is the relation gate size. As the introduction of features，we should know 
that one dimension should be added to the measurement dimension. Algorithm 
flow of the feature aided nearest neighbor tracking method (FA-NNF) is shown in 
Fig. 2. The subscript L represents the acoustic feature. 
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Fig. 2 Algorithm flow of the FA-NNF  

4 Optimum Seeking with More Information 

Using the feature and motion data simultaneously, hierarchical information fusion 
algorithm structure for underwater acoustic target optimum seeking is illustrated 
in Fig. 3. 

All information that the direction, speed, et al., motion information; the radiated 
noise, target strength, et al., real time acoustic features could be utilized to do the 
target optimum seeking. During the targets tracking process, the real time motion 
information can be got by the filtering, acoustic features can be got according to 
the time and frequency domain analysis, and furthermore, bearing and other in-
formation of the target can be estimated. The above data are general referred as 
measured value, and the real value at same time is called as theoretical value; of 
course, the theoretical model and the error model of the feature can be built to 
compute the probability of that the target is the real target or the decoy. Firstly, the 
feature theoretical models of the real target and decoy have been built. Then, 
compute the differences between theoretical value and the measured value of vari-
ous attributes, the differences are used to build as the basic confidence function. 
Then the optimum seeking method based on the DS evidence theory could be 
realized as the following step. At the first level of the fusion structure, all acoustic 
features will be fused and all motion information be fused respectively. At differ-
ent distance and orientation, the credibility of the motion information and acoustic 
feature is changed. So, the fusion results of the first level will be weighted merged 
at the second level. After that, It can be judge that, whether the difference between 
largest and second largest probability result of all targets which get by second 
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level smaller than the threshold , if the difference bigger than , use the second 
level results as the final results, otherwise, fusion in the time dimension, that is, 
fusion at the second level and the previous time results will be done to get the final 
probability results.  
 
 

2 2
max( ( )) sub ( )i im t m t( )  

2 ( )m t

 
Fig. 3 Hierarchical information fusion algorithm structure for optimum seeking 

5 Trajectory Designs by the Comprehensive Target Situation   

As the sector of the torpedo is limited, when we do the trajectory design, the most 
important is that we should keep the highest probability target which got by the 
optimum seeking method will not be lost in next time, and more targets should be 
detected and kept tracking. Based on the thought of the artificial potential field 
method (APFM), using the form of the velocity vector field, the artificial potential 
field method applied to torpedo multi-objective guidance has been attempted. The 
principle schematic based on APFM of underwater multi-target guidance method, 
is shown in Fig. 4.  

 
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Fig. 4 The guidance diagram based on artificial potential field method 

On the basis of the plausibility probability iP  of each target obtained in the re-
al-time process, choose the target of the highest probability as the priority target 
for the torpedo (defined as traction target T ), for example, the goal 1 showed in 
Fig. 4. The targets within the scope of the torpedo detection will not only produce 
the repulsive force, but also attract the torpedo (defined as attract targets

, 1,2,..., 1iA i n  , n is the target number, for example, the goal 2). The traction 
target produces traction field, which is called drawing attention TV . The attract 
target generates a gravitational field, which is called attracting attention AV . Draw-
ing attention and attracting attention to produce synthetic attention. To avoid the 
case that the AV  may be bigger than TV , the torpedo will be seriously deviated 
from the direction of traction target, the GV , which produced by attract targets and 
always towards the direction of traction target is introduced. GV  is perpendicular 
to AV , and its direction points to the traction target.   

The sign A represents the attract target, T represents the traction target, so the 
potential field configuration is expressed as: 

 A TU U U   (2) 
Where, U stands for the torpedo suffered total potential field. 

As there are multiple false targets, the total potential field can be expressed as, 

1

n

T A
i

U U U


                                (3) 

According to the spatial dynamics equation and the Lagrange equation, the role 
of the artificial potential field for the controlled objects can be derived as, 

   ,T T A AF grad U F grad U                      (4) 

TF  is the drawing force; AF  is the attractive force.  
F determines the movement of the controlled objects. Generally, there is just 

one drawing force and many multiple attractive forces, so the resultant force is: 

    
1

n

T A
i

F F F


                                (5) 

Where n represents the number of attractive targets. 
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According to Newton's mechanics, when the distance between the torpedo and 
the target is far, the torpedo can be seen as a particle, so, 

1 1

( )
n n

T A T A G
i i

ma ma m a m a a a
 

 
     

 
                   (6) 

 a  is acceleration for the torpedo, a V  , V  is torpedo’s acceleration,  
according to formula (8), we can obtain, 

 
1

( )
n

i i
T A G

i
V V V V



                             (7) 

V  represent the torpedo’s acceleration by all targets, is the synthetic attention 
referred in the paper. In fact, the effect of each target for the torpedo is virtual, and 
its acceleration is also virtual, that this effect can be developed according to the 
design purpose. What’s the trajectory design considers is the probability of each 
target, direction and position between the torpedo and targets, and trajectory 
smoothness requirements. 

6 Simulation Results 

The simulation system that the torpedo and all the targets could move separately 
has been built basing on the real situations. If the torpedo trajectory path changes, 
position between the torpedo and target would be different, as the target properties 
acquired would vary with the position [12], and then the probability of each object 
would change, thus affect the trajectory direction in the next period. The torpedo 
can automatically obtain the target features, and the probability of the current 
target belonging to the actual target, and then adjust the trajectory. At the begin-
ning of the simulation, the maximum probability would be assigned to a target 
randomly. Subsequently the probability of each target would be got by real-time 
position according to [12]. The initial distance of the torpedo and actual target is 
3000 m, assumed torpedo keeps a constant speed, and the longest simulation time 
is 500 shoots. The guidance success rate is defined as the probability torpedo 
could be guided to identify the real target position, during which the time cost is 
defined as the guidance time. As the identifying process is parallel with and at-
tacking process, we use different trajectory guidance method [13], take the final 
attack success data to represent the final result. Under condition of one decoy and 
one real target, and the condition of three decoys and one real target, the same 
tracking and optimum seeking method, Monte Carlo simulation is conducted 500 
times, the results are shown in Table 1. 

As showed in table 1, in the case of a few or many targets, this method can sig-
nificantly improve the success rate of the guide, but the lead time goes up under 
the strike time’s permission. This is caused by that the method taking time to ac-
count for the target features detection and the target affirmed, so the longer ballis-
tic makes the time increases. Synthesis simulation tests show that this method can 
realize the effect that the method would not lose the biggest target, take into ac-
count more target detection, to recognize the targets more accurate and thus im-
prove the hit accuracy effectively.  
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Table 1 500 times Monte Carlo simulation results in system environment 

 
Two targets Four targets 

Guidance 
success rate 

Guidance time 
(time shot) 

Guidance success 
rate 

Guidance time 
(time shot) 

Back tracking 
method [13] 

54.33% 182 31.92% 439 

Fixed advance 
angle method 

[13] 
59.24% 162 36.21% 422 

Method of 
this paper 

92.88% 198 89.62% 283 

7 Conclusions 

In this paper, we analyzed the environment that when the real target and decoys 
are existing, how to improve the recognition accuracy. We proposed the method 
which takes the tracking, trajectory and optimum seeking data join. All data from 
one process can be used in other processes. When we do the tracking process, the 
method which use the length feature for tracking has been given out; when we do 
the optimum seeking, the method which use the acoustic feature and motion in-
formation has been proposed; and the trajectory design method based on APFM 
have taken the optimum seeking and tracking requirement. Simulation results 
demonstrate that the method can improve the accuracy and of target recognition 
with a little more time, and then improve the accuracy of the strike. So, reducing 
the amount of computation for further engineering and the semi physical engineer-
ing test should be done at the next. 
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Recognizing Unseen Gym Activities
from Streaming Data - Accelerometer
Vs. Electromyogram

Heli Koskimäki and Pekka Siirtola

Abstract Wearable sensors based activity recognition is a research area where
mostly inertial measurement unit based information is used to recognize human
activities. Commonly the approaches are based on accelerometer data while in this
study the potential of electromyogram signals in activity recognition is studied. The
actual research problem tackled is one of themajor drawbacks in activity recognition,
namely to add completely new activities in real life to the recognition models. In this
study, it was shown that in gym settings electromyogram signals clearly outperforms
the accelerometer data in recognition of completely new sets of gym movements
from streaming data even though the sensors would not be positioned directly to the
muscles trained.

Keywords Activity recognition · Wearable sensors · Electromyogram · Data
mining

1 Introduction

During the last decade, many practical constraints related to carry-on sensors like ac-
celerometers, magnetometers and GPS-receivers have been solved. This has enabled
monitoring and classification of human activity based on information from wear-
able sensors to become a growing research area of pattern recognition and machine
learning. The overall activity recognition process includes a data set collected from
the activities wanted to be recognized, preprocessing, segmentation, feature extrac-
tion and selection, and classification [3]. Activity recognition is used in recognizing,
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for example, daily activities [2, 18], in sport sector [4, 16] and in monitoring of
assembly tasks [10, 17].

One of the problems of activity recognition is that to recognize n activities, training
datamust be collected fromat leastn-1 activities [15]. The remaining activity could be
recognized based on the assumption that if the performed activity was not recognized
as one of the n-1 from which training data was collected, it must be the one from
which training data was not available. Nevertheless, in practice the streaming data
consists also plenty of data not interesting from application specific point of view, and
that cannot be collected inclusively. This so called as null-data or “other activities”
makes the decision if there actually is a novel activity or should it be considered to
belong null-class a challenging task.

Thus in this article the problem studied for unseen activities is that how to recog-
nize them as activities instead of belonging to the null-class. Moreover, in this study,
a new sensor is introduced to be used to solve the problem in gym setting. The gym
activity recognition makes a quite unique problem into the activity recognition area
while the gym exercises mostly consists of repetitive movements. How to recognize
different gym activities based on acceleration sensors have been studied, for exam-
ple, in [4, 12, 13]. In [4] there were no null-data collected thus making the research
simpler but in [12, 13] both a segmentation approach was used as a solution to decide
beforehand if gym activity is performed against the null-data. Nevertheless, in both
cases the segmentation is optimized based on the existing activities (the leave-one
out approach is used as person independent approach) and there are no informa-
tion of the generalization of the segmentation to novel gym sets. Moreover, the few
studies considering the unseen activities are also completely different to ours. For
example, in [5], they are concentrating to recognize the actual gym exercises based
on semantic attributes (e.g. dumbbell curl consist of arm down and arm curl actions)
and there are no null-data in the study.

On the other hand, electromyogram (EMG) is used to measures muscles to see
the power needed to perform certain gym exercises [8]. Nevertheless, to be able to do
that EMG device has to be positioned directly on the muscle to be measured. Thus
although it could sound trivial to use EMG to recognize the actual gym exercises
from the other activities the approach where sensors are not positioned to the actual
trained muscle or changed between the exercises makes the study novel. While the
EMG-sensors are attached in the forearm of the user in this study the movement
of individual fingers also effect to the tension of the forearm muscles making the
approach more challenging.

2 Sensors and Data Collection

The data were collected using aMyoArmband [1].Myo includes 8 EMG sensors and
a nine-axis IMU containing three-axis gyroscope, three-axis accelerometer, three-
axis magnetometer (Figure 1). It is developed for gesture recognition purposes and
thus meant to be worn in a forearm of the user. In our study, the Myo was located at
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Table 1 Gym exercises, more details can be found from [11].

Muscle group Exercises

Triceps
Close-Grip Barbell Bench Press, Bar Skullcrusher,

Triceps Pushdown, Bench Dip / Dip,
Overhead Triceps Extension, Tricep Dumbbell Kickback

Biceps
Spider Curl Dumbbell Alternate Bicep Curl,
Incline Hammer Curl, Concentration Curl,

Cable Curl, Hammer Curl

Shoulders
Upright Barbell Row, Side Lateral Raise,

Front Dumbbell Raise, Seated Dumbbell Shoulder Press,
Car Drivers, Lying Rear Delt Raise

Chest
Bench Press, Incline Dumbbell Flyes,

Incline Dumbbell Press, Dumbbell Flyes,
Pushups, Leverage Chest Press

Back / lats
Seated Cable Rows, One-Arm Dumbbell Row,

Wide-Grip Pulldown Behind The Neck, Bent Over Barbell Row,
Reverse Grip Bent-Over Row, Wide-Grip Front Pulldown

the right forearm positioned so that the IMU was on the top of the forearm while the
EMG sensors located evenly distributed around the arm. In this study the frequency
of 50 Hz were used in data collection.

Fig. 1 Myo Armband

The actual data were collected from 10 persons and from 30 different gym exer-
cises, each of them consisting a set of ten repetitions. The exercises weremostly done
using free weights, and for every upper body muscle group, data from six different
exercises were collected (Table 1). While the data set was gathered as a continuous
signal, the data set constituted also data between every exercise set in which the
subject moved around at the gym, changed weights, stretched or just stayed still
(null-data). Altogether, there were more than 11 hours of data of which 77 percent
was considered as null-data.
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Table 2 Features calculated from acceleration data, EMG signals (channels summed with adjacent
channels (EMG), or channels summed altogether (EMG sum))

Data set Feature type Features

Acc

Statistical features std, mean, min, max, median, percentiles (5, 10, 25, 75, 90,
95), zero and mean crossing

Frequency domain FFT sums (1:2, 1:5, 6:10, 10:15), squared sum using all
channels

Haar wavelets sums of wavelet decompositions using different
bookkeeping vectors

correlation autocorrelation and cross-correlation

EMG
Statistical features std, mean, min, max, median, percentiles (5, 10, 25, 75, 90,

95)
Sums sums of data value over 25, 50, 100, 150 and 200

EMG sum
Statistical features std, mean, min, max, median, percentiles (5, 10, 25, 75, 90,

95), zero and mean crossings
correlation autocorrelation

3 Methods

The EMG signals were pre-processed with two different ways: 1) all the eight EMG
signals were summed up as a single signal, or 2) different channels were summed
with the values of adjacent EMG signals (the EMG signal 1 consisted of sum of
signals 8, 1 and 2 and signal 2 of signals 1, 2 and 3, etc.). For acceleration signals,
no pre-processing was done.

After the pre-processing the continuously measures signals were divided into
segments using the sliding window method, where window length of two seconds
with a slide of 0.5 seconds between two sequential windows was used. For every of
the windows, features were calculated including statistical values for all the signals
and for acceleration also frequency domain and correlation features were calculated.
The amount of features for acceleration signals were 219, for 8 channels of EMG
128 and for summed EMG channel 19.

In this article, the best features were chosen using sequential forward selection
(SFS) and minimum Redundancy Maximum Relevance Feature Selection (mRMR).
WithSFS thebest featureswere selectedone at a timeusing the classification accuracy
of the model in question as a selection criteria [6]. However, the selection was not
stopped at local minimum but it was allowed to choose until “the best features”
included all the features. On the other hand, with mRMR the feature selection was
done model independently by selecting features having the highest correlation to the
classification variable but locating far from each other [14].WithmRMR the amount
of features was decided before hand as signal-wise based on a preliminary test with
all the data.

The classifiers used in this study were the parametric linear discriminant analysis
(LDA), quadratic discriminant analysis (QDA). The LDA and QDAmodel the class-
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conditional densities parametrically as multivariate normals [7]. In practice, QDA
separates classes using nonlinear decision boundarieswhile LDAuses linear decision
boundaries. Both of the methods are fast to train, easy to implement and the memory
requirements are small thus making them well-liked in practical applications and
devices.Moreover, in practical activity recognition applications the simplestmethods
can outperform the more sophisticated methods [9].

4 Results

The model generalization to new exercises were studied by selecting suitable subsets
of activities into training and testing under leave-one-person-out cross-validation
schema. But instead of the traditional version where a single activity is deleted at a
time the deletion is done muscle-group specifically in four scenarios.

In practice this means that for every person at a time, in scenario 1, every set of
exercises (6 exercises) at a time and the null-data were used as testing data while the
other 4 sets of exercises (24 exercises) and the null-data from the remaining 9 persons
were used for training (see Figure 2). In scenario 2, the same procedure was done by
using two sets (12 exercises) for testing and three sets (18 exercises) for training, in
scenario 3 using three sets (18 exercises) for testing and two (12 exercises) for training
and in scenario 4 using four sets (24 exercises) for testing and one (6 exercises) for
training. Thus the classification becomes more and more difficult between scenarios.
In every scenario, all the combinations are gone through and the results are shown as
an average of every person and of those combinations (6, 10, 10 and 6 combinations,
respectively). Moreover, the average is shown as an average of class-wise averages
preventing the massive amount of null-data to skew the results.

The results in Table 3 clearly show that the accuracies achieved with mRMR
feature selection method are remarkably different from the SFS results. The only
accuracy staying over 80 percent through the four scenarios is the accuracy achieved
when using features calculated from the summed EMG-signal. Naturally, the reason
for that is that there were not so many features to be selected (19 original features).
Nevertheless, when using the summed EMG-signal and QDA, over 83 percent accu-
racies were achieved even when only movements targeted to single muscle groups
were used as training data (scenario 4) which is over 20 percentage units higher than
the accuracy achieved using acceleration signal (62.2%).

On the other hand, when considering the results achieved with SFS feature se-
lection a more higher accuracies overall can be seen. The first obvious remark also
with this case is that EMG signals contained more generalizable information than the
acceleration signals. From the scenario 1 to scenario 4 only 0.6 percentage units drop
was shown while within the acceleration signals a drop of 6 percentage units is seen
between the scenarios, in addition to the 3 percentage units lower accuracy already
in the first scenario (LDA). Moreover, by combining the acceleration information
with EMG-information, it can be seen that no remarkable improvement in overall
accuracies is achieved at least in the scenarios 3 and 4.
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Fig. 2 Two scenario examples for case of data from three persons. The training data includes data
from the persons as well as gym activities not used for testing. In the study all the combinations are
went through.

5 Discussion

From the results it was clearly seen that the EMG signals contained more general-
izable information than the acceleration signals. While the acceleration signals still
coped the problemwhen there can be assumed to be at some level similar information
in the training set, the more novel the new activity is the more difficult it is classified
using the acceleration. This is quite surprising while the gym exercises contained
sequential movements (repetitions) which are in acceleration signal based studies
considered to separate the activity from the null-data. Nevertheless, as stated before,
in previous studies the optimization of segmentation is based on the known activities
which can affect to the results.

From the feature selection point of view an interesting remarkwas that themRMR
feature selection itself had a notable negative effect on the generalization results. This
canbe explained thatwith theSFS the featureswere selectedbasedon results achieved
for the testing data, in practice, telling the feature selection method that we do not
want to optimize the training data classification but the testing data classification. For
mRMR no information of the actual problem was introduced. Nevertheless, it has
been already show that the recognition rates are biased in SFS while the same data is
used for selecting the features and validating the features [9]. Thus by using SFS the
unseen activities are not unseen but already used in model optimization. Although
the difference between the accuracy of EMG and acceleration signals with SFS is so
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Table 3 Average recognition rates using mRMR and SFS feature selection methods with both
LDA and QDA classifiers using acceleration data, EMG signals (channels summed with adjacent
channels (EMG), or channels summed altogether (EMG sum)), or a combination of the signals.

Feature Classifier Scenario Signal
selection ACC EMG EMG sum ACC+EMG ACC+EMG sum

mRMR

LDA

1 77.7 85.2 82.7 83.2 84.2
2 74.8 81.1 82.3 81.8 82.6
3 69.9 76.2 81.9 76.3 77.8
4 62.2 70.4 81.3 70.3 71.6

QDA

1 68.6 77.0 84.0 81.4 83.4
2 66.5 77.2 84.0 80.8 81.3
3 64.0 78.5 83.8 75.2 76.6
4 59.7 77.5 83.2 70.1 65.2

SFS

LDA

1 85.2 88.2 83.0 89.9 88.1
2 83.1 88.2 83.1 89.5 87.7
3 82.3 88.0 83.1 88.6 87.0
4 79.3 87.7 83.0 88.2 85.7

QDA

1 84.7 87.8 85.3 90.1 89.8
2 83.9 87.8 85.2 89.6 89.1
3 83.9 87.8 85.1 88.5 87.5
4 77.5 87.5 84.7 87.8 86.5

apparent that it cannot be caused by this bias, the more reliable overall results are
those achieved with mRMR which clearly favored EMG-data.

On the other hand, in this study, all the activities were targeted to upper bodymus-
cles which still leaves the question “how the results generalize in the cases of lower
body muscles workouts” open. For example, there are lower body muscles targeted
gym equipments where hands are positioned into stationary handles causing the ac-
celeration to fall behind. Nevertheless, interesting would be seen, if the adherence of
the handles would be enough to EMG-signals to contain the information of exercise
time.

6 Conclusions

In this article, the generalization of acceleration signals information was compared
with EMG signals in novel events at gym activity recognition. It was shown that even
non-optimally positioned EMG-sensor will outperform the accelerometer informa-
tion; the most dissimilar new activities can be extracted from null-data with 10 to
20 percentage unit higher accuracy by using EMG signal. Naturally, more accurate
results could be achieved by using optimally located EMG sensor but this was con-
sidered non-practical in real world usage while the end-user cannot be obligated to
change the sensor location between every gym set.
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While in this study, the approach covered mostly the segmentation part of activity
recognition, in future work, the actual gym activity recognition aspects using EMG
signals will be studied.
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A Comparison of the YCBCR Color Space  
with Gray Scale for Face Recognition  
for Surveillance Applications 

Jamal Ahmad Dargham, Ali Chekima,  
Ervin Gubin Moung and Segiru Omatu * 

Abstract Face recognition is an important biometric method because of its potential 
applications in many fields, such as access control and surveillance. In this paper, 
the performance of the individual channels from the YCBCR color space on face 
recognition for surveillance applications is investigated and compared with the per-
formance of the gray scale. In addition, the performance of fusing two or more color 
channels is also compared with that of the gray scale. Three cases with different 
number of training images per persons were used as a test bed. It was found out that, 
the gray scale always outperforms the individual channel. However, the fusion of 
CBxCR with any other channel outperforms the gray scale when three images of the 
same class from the same database are used for training. The CBxCR channel gave 
the best performance for the individual color channels followed by CB, CB-CR, 
CB/CR and CR respectively. It was also found that, in general, increasing the num-
ber of fused channels in-creases the performance of the system. 

Keywords Principal Component Analysis · YCbCr color space · Face recognition · 
Surveillance applications 

1 Introduction 

Face detection and face recognition are growing biometric research fields because 
of their potential applications as important tools for many applications such as 
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security surveillance and human-computer interaction. There are several reports 
that have investigated the effect of color spaces in biometric fields. Karimi and 
Devroye [1] reported that using color images with PCA-based face recognition 
system improves the recognition accuracy. Gonzalez et. al. [2] investigated the 
effect of color spaces for face detection application using RGB, CMY, YUV, YIQ, 
YPBPR, YCBCR, YCGCR, YDBDR, HSV— or HSI— and CIE-XYZ. They tested 15 
colored frontal face images of different people obtained from the AR face data-
base. They found out that using the color information can improve the accuracy of 
the biometric system and reported that HSV color spaces is the best one for skin 
detection with a success rate of 95.06%. Yoo et. al. [3] investigated the effect of 
color spaces (RGB, HSV, YCBCR, and YCGCR) for face recognition. They report-
ed that the YCBCR color space gives the best performance (92.3% correct recogni-
tion) when tested on the color FERET database using PCA-based face recognition 
method. Chelali et. al. [4] proposed a PCA-based face recognition system that uses 
the segmented skin region of the face as the features for their system. Three color 
spaces were investigated for skin region segmentation; RGB, HSV, and YCBCR. 
They used three databases for their experiment, two in a controlled environment 
with the same illumination and background (Computer Vision Center database and 
LCPTS Facial database), and the third database (CALTECH database) in an un-
controlled environment that present a variation in illumination, pose and back-
ground. The best reported recognition rate (96%) is obtained when the YCBCR 
color space is used. As can be seen from the review, there are evidence that using 
color can enhance face recognition systems and that most researchers reported that 
the YCBCR color space gives better recognition rate than other color spaces. Since, 
we have used gray scale images obtained from color images in our previous work 
[6], in this paper a comparison of the performance of the YCBCR color space with 
gray scale for face recognition for surveillance application is carried out. In addi-
tion, an investigation of which channel or combination of channels from the 
YCBCR color space gives the best performance is carried out. 

2 Surveillance Dataset and Database Preparation 

The ChokePoint Dataset [5] is one of the freely available surveillance databases 
under real-world surveillance conditions. It is a collection of surveillance videos 
of 25 persons in portal 1 and 29 persons in portal 2. Portal 2 dataset was used for 
database preparation since it has more subjects compared to portal 1. Portal 2 da-
taset consists of two sub datasets; Portal 2 Entering scene dataset (P2E) and Portal 
2 Leaving scene dataset (P2L). P2L dataset contains better quality frontal faces. 
Thus, P2L dataset were selected for database preparation for all experiments. Alt-
hough the video images were captured in four sessions, only session 1 (S1), ses-
sion 2 (S2), and session 3 (S3) were used. Session 4 video images were not used 
because the captured image of the face is not frontal as seen in Fig. 1(a). The 
ChokePoint Dataset provided the eyes coordinates for their color video images. 
All the frontal face images are cropped according to their given eyes coordinate 
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while the Case 8 gives the best performance followed by Case 6. Thus, in this 
work Case 1, Case 6, and Case 8 selection methods will be used to create the train-
ing database. Table 1 shows the training database criteria while Table 2 shows the 
training database details for each case. 

Table 1 The training database criteria 

Case Selection criteria 

Case 1 Three images per person randomly selected from the same class and from the same 
database session will be used 

Case 6 Nine images per person from all the database session with 1 mean image per class will 
be used.  

Case 8 
18 images per person; consist of nine images and nine mean images from all the data-
base session with 1 randomly selected image and 1 mean image per class will be used. 
(Case 8 is Case 4 and Case 6 images combined together in the same folder) 

Table 2 Training database details for case 1, 6, and 8. 

Case 
Training 
database 

size 

Number of 
persons in train-

ing database 

Number of 
images per 

person 

Number of class per 
person 

Number of 
images per 

class 
1 42 images 14 3 1 class, 1 session 3 

6 126 images 14 9 3 classes, all ses-
sions 1 

8 252 images 14 18 3 classes, all ses-
sions 2 

 
Two testing databases were created. The first database, Client test database, has 

756 images of the 14 persons for each session. This database will be used to test 
the recall capability of the face recognition system. The second database, Imposter 
test database, also has 756 images of 14 different persons for each session. This 
database will be used to test the rejection capability of the system. 

4 The Face Recognition System 

The face recognition system used in this work is the Principal Component Analy-
sis (PCA) [7][8]  as shown in Fig. 2. It consists of an offline training phase and an 
online testing phase. During the training phase, the entire set of training images 
are projected, using PCA, to a lower dimensional feature space. This projection 
will produce sets of feature vectors having much smaller dimensions compared to 
the original image dimensions. The feature vectors, a lower dimensional represen-
tation of the grays cale or YCBCR are then stored in the training database. During 
the online recognition process, a test image is projected to a lower dimensional 
feature space using PCA. The feature vectors representing the test image are  
then compared with the feature vectors from the training database in the matching 
process. 
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Fig. 2 Block diagram of the PCA based face recognition system. 

5 The Training Phase 

For the training and testing phase, the Euclidean distance, a popular distance 
measurement in biometric, is used to calculate the distance between two vectors. 
In order to do the matching task during the testing phase, a formula generating a 
threshold value using the training database, denoted as, t,  is proposed. Let f  be 
the feature vector from the training database, then, the threshold value, t, is the 
largest calculated Euclidean distance between any two feature vectors from the 
training database, denote as max{||fM - fN||}, divided by a tunable parameter denot-
ed as Tcpara as shown in equation (1). 

 
(1) 

where M, N = 1 to Z. M, N is the feature vector index in the training database and 
Z is the size of the training database. The threshold value, t, will be used during 
the testing phase where it will be compared with a Euclidean distance value gen-
erated by the test person image during the matching task.  

6 The Testing Phase 

Let i = 1, 2, ... 42 and M = 1, 2, ... Z and Z is the size of the training database. Let 
TR = {fR1, fR2, ..., fR42} be the test person that have 42 test frames, fRi is a feature 
vector that represents the test person frame, and fM is a feature vector from the 
training database, the minimum Euclidean distance between every test feature 
vector, fRi , with all the training database feature vector fM , is calculated and de-
noted as E = {e1, e2, ... e42} where E is a set that contain all the 42 minimum Eu-
clidean distances and ei is the minimum Euclidean distance calculated between fRi 
and fM. The person P from the training database that has the minimum Euclidean 
distance ei with the test feature vector fRi, is denoted as li and the collection of li is 
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L = {l1, l2, ... l42}. Let Pmode = mode{L}, be the highest occurrence from the set L, 
then the euclidean distance average, denoted as  Eav, of all the ei from E with li 
equal to Pmode, were calculated. If the average Euclidean distance between test 
person TR and P person in the training database, Eav(TR,P) is smaller than a given 
threshold t, then test person TR and P person in the training database are assumed 
to be of the same person. To measure the performance of both systems, several 
performance metrics are used. For a Recall test, if a test person Ti is correctly 
matched to the same person Pi in the training database, it is a Correct Recall. If a 
test person Ti is incorrectly matched with person Pj, where i and j are not the same 
person, it is a False Acceptance. If a test person Ti is of a person Pi in the training 
database but rejected by the system, it is a False Rejection. For a Reject test, if a 
test person Ti, from the Imposter test database is rejected by the face recognition 
system, it is a Correct Reject. If a test person Ti from the Imposter test database is 
accepted by the program, it is a False Acceptance. Let NCR = number of correct 
recall, NCJ = number of correct reject, and NT = number of test, then Correct 
Recall Rate = NCR/NT and Correct Reject Rate = NCJ/NT. For this work, the 
threshold tuning parameter, Tcpara, was set so that the system has equal correct 
rates for both recall and reject. This classification rate is defined as the Equal 
Correct Rate (ECR).  

7 Data Fusion Strategy 

The fusion strategy fused the outputs from two or more face recognition systems. 
The logic operator chosen for the data fusion strategy is the OR operator. For the 
recall test, if at least one system give a correct matching and the other system(s) 
give wrong matching or not found, then a correct match is found. If not, the fusion 
system will give a no match is found. For the reject test, if at least one system give 
a correct reject and the other system(s) give false acceptance, then the fusion sys-
tem give a correct reject. If not, the fusion system will give a false acceptance. The 
use of AND operator will make the fusion strategy become more strict, for exam-
ple, for a recall test, all the individual system need to give a correct match found in 
order for the fusion system to give a correct match found. Thus, the OR operator 
were selected since it require at least one system to give a TRUE statement for the 
fusion system to give TRUE statement too. 

8 Results and Discussion 

Each experiment for each of the cases is carried out 10 times and the average of 
the recognition rate from the 10 experiment runs is used for comparison.  Fig. 3 
shows the performance of the gray scale with individual channels of the YCBCR. It 
can be seen, from  Fig. 3, that regardless of the cases, the gray scale always out-
perform the other five YCBCR channels, giving 76.27%, 100%, and 100% rate in 
case 1, 6, and 8 respectively. However, the CBxCR channel outperforms the other 
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A Study of Consensus Formation using
Kinetic Theory

Stefania Monica and Federico Bergenti

Abstract In this paper consensus formation in multi-agent systems is studied using
the framework of kinetic theory of gases. This can be done by interpreting agents
as the molecules of a gas and interactions among agents as the collisions among the
molecules. Each agent can interact with any other agent in the considered system
and interactions are binary, i.e., they involve only two agents at a time. Under such
hypothesis, starting from a microscopic model which describes the effects of inter-
actions in a pair of agents, we derive, analytically, global properties of the system,
such as the conservation of the average opinion. Simulation results show that the pro-
posed kinetic approach allows reaching consensus and the velocity of convergence
to consensus depends, as expected, on the parameters of the model.

Keywords Consensus formation · Kinetic theory · Multi-agent systems · Opinion
dynamics

1 Introduction

Consensus formation is a typical problem related to distributed computing and coop-
erative multi-agent systems; it is also critical in social networks, where agents have
been recently applied [1, 2]. Consensus, in particular, is an important problem in vari-
ous fields such as: computer science, robotics, mathematics, physics, and biology [3].
When dealing with consensus problems, we are interested in finding interaction rules
which lead to collective agreement, without involving objective functions. Various
approaches have been used in the literature to describe the effects of interactions
among agents and to derive consensus protocols, such as those based on cellular au-
tomata (e.g., [4]), on thermodynamics (e.g., [5]), and on Markov chains or Bayesian
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networks (e.g., [6]). Gossip-based algorithms have been proposed in the field of dis-
tributed systems [6]. Moreover, graph theory and, in particular, graph laplacians and
their spectral properties have been applied to deal with consensus issues [7].

In this paper,wemodel opinion as a continuous variable defined in a closed interval
I and we describe the opinion changes due to interactions among agents according
to a simple formula, which is meant to reproduce positive influence (or compromise),
i.e., the tendency of agents to change their opinions towards those of others they
interact with. The considered model is inspired by kinetic theory of gases: agents are
interpreted as the molecules of gases and their interactions are studied as collisions
among the molecules. We restrict our analysis to binary interactions, namely we
assume that each interaction involves only twoagents,which is a commonassumption
in kinetic theory. This assumption may seem limiting, but it is necessary to apply
the kinetic-based approach and, hence, to obtain analytic results [8, 9]. The kinetic
framework, and in particular the Boltzmann equation, are used to derive macroscopic
properties of the system.

This paper is organized as follows. Section 2 models, analytically, the considered
kinetic approach to opinion dynamics and consensus. Section 3 shows simulation
results obtained with different values of the parameters of the model. Section 4
concludes the paper and outlines some ongoing work.

2 Leading to Consensus Through Kinetic Equations

According to kinetic theory, macroscopic properties of gases, such as pressure and
temperature, can be derived from a microscopic analysis of the interactions among
molecules. Similarly, macroscopic properties of multi-agent systems, such as the
reach of consensus, can be studied starting from the effects of single interactions
among agents. This can be done by associating the molecules of gases with agents
and by reinterpreting collisions as interactions among agents. Since kinetic theory
typically deals with binary collisions, which involve pairs of molecules, we assume
that the interactions among agents in the considered system are binary. In order to
study the opinion dynamics of the system and how and when consensus is reached,
we assume the existence, at each time t ≥ 0, of a distribution function of the opinion,
denoted as f (v, t), which evolves according to the Boltzmann equation, namely an
integro-differential equation typically used to study the evolution of the distribution
function in kinetic theory [10]. Opinion is represented as a continuous variable v

defined in the compact interval I = [−1, 1]. According to this assumption, v = ±1
represent extremal opinions while values close to 0 represent moderate opinions.

We start by defining the (microscopic) model according to which the opinions of
a pair of agents are updated after an interaction. More precisely, the following rule
for opinion updates holds
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{
v′ = v + γ P(v,w)(w − v)

w′ = w + γ P(w, v)(v − w)
(1)

where: v and w are the opinions of the two agents before they interact; v′ and w′ are
the opinions of the two agents after the interaction; γ is a deterministic parameter;
P(v,w) is a function of the opinions of the two agents related to positive influence.
According to thismodel, the opinions of two interacting agents are updated by adding
to the pre-interaction opinions an addend which is proportional to the difference
between the pre-interaction opinions according to the parameterγ and the function P .

From (1) it can be easily derived that

v′ + w′ = v + w + γ [(P(v,w) − P(w, v)) (w − v)] (2)

If P is a symmetric function of v andw, namely P(v,w) = P(w, v), then (2) implies
that opinion is conserved in each interaction, namely the sum of the post-interaction
opinions equals the sum of the pre-interaction opinions.

Concerning, instead, the difference between the opinions of the two agents in-
volved in an interaction, by subtracting the second equation from the first in (1), it
follows that

v′ − w′ = [
1 − γ (P(v,w) + P(w, v))

]
(v − w). (3)

The idea of compromise is respected if the difference between the post-interaction
opinions is smaller than that of the pre-interaction opinions, namely if

|v′ − w′| < |v − w|. (4)

According to (3), this is true if and only if |1−γ (P(v,w) + P(w, v)) | < 1, namely:

0 < γ (P(v,w) + P(w, v)) < 2. (5)

Another idea thatwe aim at reproducingwith thismodel is that the post-interaction
opinion of an agent must be closer to its own pre-interaction opinion than to that of
the agent it interacts with, namely

|v′ − v| < |v′ − w| and |w′ − w| < |w′ − v|. (6)

From the first equation of (1), one can derive that

|v′ − v| = |γ P(v,w)||w − v| |v′ − w| = |1 − γ P(v,w)||w − v|

and, therefore, the first condition in (6) is satisfied if and only if

γ P(v,w) <
1

2
. (7)
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Similarly, the second condition in (6) is satisfied if and only if

γ P(w, v) <
1

2
. (8)

Concerning the function P , different expressions have been proposed in the liter-
ature [11, 12]. In order to reproduce bounded confidence, namely the fact that each
agent interacts only with those whose opinions are not very different from its own,
we can set

P(v,w) =
{
1 if |v − w| < ΔP

0 otherwise
(9)

whereΔP > 0 is a constant related to the inclination of agents to interact with others
on the basis of their opinions. According to this choice of P , positive influence can
modify the opinions of the two interacting agents if and only if their difference is
less than ΔP [11]. For this reason, if ΔP � 0 opinions can be modified after an
interaction only if the pre-interaction opinions of the two agents are very close. At
the opposite, if ΔP > 2 the opinions of two agents are always modified after their
interaction, since the function P always equals 1.

In the following, we restrict our analysis to this last case and, therefore, we assume
that P(v,w) = 1 in (1) for each possible value of v and w. With this choice of
the function P , according to (2), opinion is conserved in each single interaction.
Moreover, the compromise idea expressed in (5) becomes 0 < γ < 1 and the
inequalities in (7) and (8) can be written as γ < 1/2. In order to take into account
both previous conditions, from now on we assume that

0 < γ < 1/2. (10)

This choice of γ and P also guarantees that post-interaction opinions still to the
interval I where opinions are defined. As a matter of fact, from (1) it follows

|v′| = |(1 − γ )v + γw| ≤ (1 − γ )|v| + γ |w| ≤ max{|v|, |w|} ≤ 1

|w′| = |(1 − γ )w + γ v| ≤ (1 − γ )|w| + γ |v| ≤ max{|v|, |w|} ≤ 1.

As far as now, we focused on microscopic aspects of interactions between agent.
We now aim at deriving macroscopic properties of the considered system, through
the Boltzmann equation. As already observed, the kinetic approach relies on the
definition of a distribution function f (v, t) which represents the number of agents
with opinion in (v, v+dv) at time t ≥ 0. We remark that time is defined as a discrete
variable and each instant corresponds to a single binary interaction. Such a function
satisfies ∫

I
f (v, t)dv = N (t) (11)
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where N (t) is the number of agents at time t . The temporal evolution of f (v, t)
is described according to the Boltzmann equation. In particular, we refer to the
following (homogeneus) formulation of the Boltzmann equation

∂ f

∂t
= Q( f, f )(v, t) (12)

where Q is the collisional operator which describes the effects of interactions in a
pair of agents. In order to simplify notation, in the following derivation of the explicit
formulation of Q we omit the dependance of the distribution function f on time t ,
since only integration with respect to the variable v are considered.

In order to derive the explicit formulation of the collisional operator, let us define
the transition rate W (v,w, v∗, w∗)dv∗dw∗ which represents the probability that
after the interaction between two agents with opinions v and w, respectively, the
opinion of the first agent is in (v∗, v∗ + dv∗) and the opinion of the second agent
is in (w∗, w∗ + dw∗). We remark that v∗ and w∗ are dummy variables. The loss
of agents in (v, v + dv) can then be written by multiplying the transition rate by
f (v) dv, which represents the number of agents in (v, v + dv), and by f (w) dw,
which represents the number of agents in (w,w + dw), and then integrating with
respect to all variables except v, obtaining

dv
∫

I

∫

I

∫

I
W (v,w, v∗, w∗) f (v) f (w)dw dv∗dw∗ = f (v)dv

∫

I
β(v,w) f (w)dw

(13)
where β(v,w) = ∫

I

∫
I W (v,w, v∗, w∗)dv∗dw∗ represents the probability of interac-

tion between an agent of opinion v and an agent of opinion w. Similarly, the gain of
individuals in (v, v + dv) can be written as

dv
∫

I

∫

I

∫

I
W (v∗, w∗, v, w) f (v∗) f (w∗)dw∗ dv∗dw

=dv
∫

I

∫

I
β(v∗, w∗)Π(v∗, w∗, v) f (v∗) f (w∗)dw∗ dv∗

(14)

where Π(v∗, w∗, v) is defined as
∫
I W (v∗, w∗, v, w)dw/β(v∗, w∗) and it represents

the probability density function that the first agent has opinion v after the interaction,
when its pre-interaction opinion is v∗ and the pre-interaction opinion of its peer is
w∗. Since, in our hypothesis, the opinions after any interaction are deterministic, the
function Π(v∗, w∗, v) can be expressed as

Π(v∗, w∗, v) = δ (v − v∗ − γ (w∗ − v∗)) (15)

where δ(·) is the Dirac’s δ function. In the following, we assume that β is constant,
namely that it does not depend on the opinions of the agents [13]. The velocity of

variation of the number of individuals in dv at time t is defined as
∂ f

∂t
dv and it
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is equal to the difference between the gain (14) and the loss (13) of individuals in
(v, v + dv). Therefore, using (14) and (13) in (12), the Boltzmann equation can be
written as

∂ f

∂t
= β

∫

I

∫

I
δ (v − v∗ − γ (w∗ − v∗)) f (v∗) f (w∗)dw∗ dv∗

− β f (v)

∫

I
f (w)dw

(16)

where the right-hand side represents the collisional operator.

3 Analytic Study and Simulations

In order to derive macroscopic properties of a system, we focus on the weak form
of the Boltzmann equation, which is obtained by multiplying (12) by a proper test
function φ(v) and by integrating with respect to the variable v. The weak form of
the Boltzmann equation (12) can then be written as

d

dt

∫

I
f (v, t)φ(v)dv =

∫

I
Q( f, f )(v, t)φ(v)dv (17)

where the right-hand side is called weak form of the collisional operator Q with
respect to the test function φ(v). Functions that satify (18) are denoted as weak
solutions of the Boltzmann equation. The explicit formulation of the weak form of
theBoltzmann equation canbe derived bymultiplying (16) byφ(v) andby integrating
with respect to v, obtaining

d

dt

∫

I
f (v, t)φ(v)dv = β

∫

I

∫

I
f (v∗) f (w∗)φ(v∗ + γ (w∗ − v∗))dw∗ dv∗

− β

∫

I

∫

I
f (v) f (w)φ(v)dvdw

(18)

where in the first addend on the right-hand side we have used the fact that

∫

I
δ (v − v∗ − γ (w∗ − v∗)) φ(v)dv = φ(v∗ + γ (w∗ − v∗)).

Using a proper change of variable, (18) can then be written as

d

dt

∫

I
f (v, t)φ(v)dv = β

∫

I

∫

I
f (v) f (w)

(
φ(v′) − φ(v)

)
dv dw (19)
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where, as in the first part of the paper, v′ denotes the post-interaction opinion of the
agent whose pre-interaction opinion was v.

We now consider some simple test functions in order to derive macroscopic prop-
erties of the considered model. First, we set φ(v) = 1 in (19). Under this assumption,
the difference φ(v′) − φ(v) inside the integrals in (19) is 0 so that

d

dt

∫

I
f (v, t)dv = 0. (20)

From (11), this result corresponds to the conservation of the number of agents N (t)
in the system; this property is analogous to mass conservation in a gas.

Then, considering the function φ(v) = v one can define

u(t) = 1

N

∫

I
f (v, t)v dv (21)

as the average value of the opinion distribution at time t . Using this definition in (19)
and recalling (1) with P(v,w) = 1, we obtain

d

dt
u(t) = βγ

N

∫

I

∫

I
f (v) f (w)(w − v)dvdw. (22)

The integral on the right-hand side of (22) is 0 for symmetry reasons. One can
then conclude that the average opinion is conserved, since, from (22), the following
equality is derived

d

dt
u(t) = 0. (23)

This property corresponds to the conservation of momentum in gases.
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Fig. 1 The distribution functions f (v, t) rel-
ative to γ = 0.1 and to: (a) t = 0; (b) t = 104;
(c) t = 2 · 104; (d) t = 4 · 104.
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4 · 104; (c) t = 105; (d) t = 3 · 105.



220 S. Monica and F. Bergenti

We now show simulation results obtained considering a multi-agent system com-
posed of 103 agents, whose opinions are initialized according to different distribution
functions. From (4) it is expected that consensus is reached and, therefore, the sta-
tionary profile f∞(v) is a Dirac’s δ. Since, according to (23), the average opinion is
constant, consensus is reached in correspondence of the average value of initial opin-
ions, regardless of the value of γ ∈ (0, 1/2) and of the initial opinion distributions
f (v, 0). We remark that the approach is general and the presented results are only
illustrative. Three different initial distribution functions are considered and they are
shown in Fig. 1 (a) and Fig. 2 (a), namely: agents with uniformly distributed opinions
in the interval I (red line); half of the agents with uniformly distributed opinions in
the interval (-1, -1/2) and half of the agents with uniformly distributed opinions in
the interval (1/2, 1) (blue line); and agents with uniformly distributed opinions in the
interval (−1/2, 1) (green line). In the first two cases the value of the average opinion
is u = 0 while in the last case u = 1/4. The second case differs from the first because
the initial opinions of the agents are concentrated near the extremes of I . The choice
of γ only influences the convergence speed, as shown in Figs. 1 and 2.

Fig. 1 shows the opinion distribution relative to γ = 0.1 and obtained after:
(b) 104 interactions; (c) 2 ·104 interactions; and (d) 4 ·104 interactions. Regardless of
f (v, 0), 4 ·104 interactions are sufficient to reach consensus. Fig. 2 shows the results
obtained with a smaller value of γ , namely γ = 0.01, which is equal to a tenth of
the one previously considered. In particular, Fig. 2 shows the opinion distributions
obtained after: (b) 4·104 interactions; (c) 105 interactions; and (d) 3·105 interactions.
Comparing these results with those in Fig. 1 shows that decreasing the value of γ

increases the number of interactions needed to reach consensus. As a matter of fact,
while Fig. 1 (d) shows that 4 · 104 interactions are sufficient to achieve consensus if
γ = 0.1, Fig. 2 (b) shows that they are not enough to reach consensus if γ = 0.01.
Fig. 2 (d) shows that consensus is reached after 3 · 105 interactions if γ = 0.01.

4 Conclusions

This paper shows how consensus problems can be studied by applying ideas from
kinetic theory of gases. Considering binary interactions and assuming that all agents
can interact with each other, we show, through a kinetic approach, that consensus
is always reached, despite of the parameters of the model. While the microscopic
model used to describe the effects of interactions is very simple, the investigation
of consensus problems through kinetic theory is not trivial. The considered model
could be extended in order to take into account different characteristics, such as
bounded confidence. Moreover, additional macroscopic properties of the system can
be investigated by considering different test functions in the weak formulation of
the Boltzmann equation. For instance, it can be shown that the standard deviation of
the opinion tends to 0 exponentially, thus showing, analytically, that the proposed
approach always leads to consensus. Possible evolutions of the model may involve
non-deterministic parameters.
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An Individual-Based Model for Malware
Propagation in Wireless Sensor Networks

A. Martín del Rey, A. Hernández Encinas, J. D. Hernández Guillén,
J. Martín Vaquero, A. Queiruga Dios and G. Rodríguez Sánchez

Abstract In this work a novelmathematical model to simulatemalware spreading in
wireless sensor networks is introduced. This is an improvement of the global model
(based on a system of delayed ordinary differential equations) proposed by Zhu and
Zhao in 2015 ([15]). Specifically, our model follows the individual-based paradigm
which allows us to consider the particular characteristics and specifications of each
element of the model.

Keywords Malware · Epidemic spreading · Wireless sensor networks ·
Individual-based model

1 Introduction

Wireless sensor networks (WSNs for short) are wireless networks of several of inex-
pensive miniature devices, called sensors, capable of computation, communication
and sensing ([13]). This technology allows us the ability to observe the previously un-
observable at a fine resolution over large spatio-temporal scales. WSNs have a wide
range of applications to industry, science, civil infrastructure, transportation, physical
security, environmental managing and tracking, etc. (see, for example, [4, 11]).

Contrary to what happens with traditional wireless networks, special security and
performance issues have to be carefully considered for WSNs ([2]). Sensors can be
easily compromised by an adversary since WSNs are usually deployed in hostile en-
vironments without human supervision ([14]). In this sense, the study and analysis of
malware propagation in wireless sensor networks is an important challenge for secu-
rity community. Unfortunately, there are not manymodels dealing with this problem.
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The great majority of proposals study the dynamic of the malware propagation by
means of systems of ordinary differential equations (see, for example, [3, 9]) or,
more precisely, reaction-diffusion equations ([5, 16]). Especially interesting is the
SIRS model proposed in [15]; it is based on a system of delayed ordinary differential
equations where all sensors of the network are identical and they are be divided into
three classes: susceptible (healthy), infectious and recovered (immunized) sensors.
In this work, the local stability of the endemic equilibrium is obtained and, using
sophisticated mathematical tools, an optimal control strategy is designed.

This is a global model based on continuos mathematical tools (differential equa-
tions) and, consequently, the particular characteristics and specifications of each
sensor can not be considered. Moreover, it does not provide the individual evolution
of each device. To avoid this drawback, it is necessary to consider individual-based
models.

Individual-based models are mathematical approaches whose main goal is to
enhance the understanding of different types of phenomena by modeling them as
evolving systems of autonomous interacting entities ([7]). This paradigm is based on
the local interaction of individual agents in simulated and discrete space and time to
produce emergent, often nonintuitive outcomes at the individual level. It is achieved
through the use of states (endowed to each agent) and local transition rules that govern
the changes of these states through time. The main examples of this paradigm are
cellular automata ([10]) and agent-based models ([8]).

Few works have been appeared dealing with the use of cellular automata to sim-
ulate malware spreading in WSNs. As far as we know, the most important is due
to Hu and Song ([6]), where a SIR model based on the use of a two-dimensional
cellular automata defined over an homogeneous cellular space is proposed. In this
model each cell stands for a square area which can be occupied by (at most) one
sensor. Two local transition functions are used to define the dynamic: one of them
rules the detection, whereas the other one governs the spreading. They used both Von
Neumann and Moore neighborhoods depending on the communication radius of the
sensors.

The main purpose of our work is to design a novel malware propagation model in
WSNs. More specifically, we intend to improve the global non-linear model recently
proposed by Zhu and Zhao ([15]) by designing its individual-based counterpart. In
a more precise way, we will model the dynamic of the system by means of a graph
cellular automaton. The approach shown in this work is radically different from the
one used in [6] since each individual agent (a cell of the cellular automaton) of our
model stands for a particular sensor device instead of a regular area where a sensor
can be placed (or not). As a consequence theWSN topology defines the cellular space
as a graph whose nodes are the sensors, and a more realistic interaction between the
devices is obtained.

The rest of the paper is organized as follows: In section 2 the description of the
model due to Zhu and Zhao is shown; The novel individual-based model is detailed
in section 3, and finally the conclusions and further work are presented in section 4.
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2 Description of the Global Model Due to Zhu and Zhou

Themodel introduced in [15] is a compartmental model where the population of sen-
sors is divided into three classes: susceptible, infectious and recovered sensors. In this
sense, S (t) , I (t) , and R (t) stand for the densities of susceptible, infectious and re-
covered sensors at time t , respectively. In this model the susceptible devices become
infectious when the malware reaches them, the infectious sensors become recovered
when the malware is detected and successfully removed, and finally some recovered
devices change into susceptible again when they loose the immunity conferred by the
antivirus software. Consequently, this is a SIRSmodel whose dynamic (see Figure 1)
is given by the following system of delayed ordinary differential equations:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dS(t)
dt = r S (t)

(
1 − S(t)

K

)
− βS (t) I (t) − ηS (t) + δR (t − τ)

d I (t)
dt = βS (t) I (t) − ε I (t) − ηI (t)

dR(t)
dt = ε I (t) − ηR (t) − δR (t − τ)

(1)

with the following initial conditions: S (t) = S0, I (t) = I0, R (t) = R0, t ∈ [−τ, 0].
As the incidence follows the bilinear mass action, the number of new infectious

nodes at time t is given by βS (t) I (t) where β > 0 is the contact rate. A proportion
of infectious sensors, ε I (t), recovers from malware infection at time t due to the
action of antivirus software. Some recovered sensors acquire permanent immunity
and other become susceptible again with probability δ > 0 after the temporary
immunity period (of constant duration τ ≥ 0): δR (t − τ). Furthermore, the model
also considers sensor vital dynamics. In this sense ηS (t) , ηI (t) and ηR (t) are
the proportion of susceptible, infectious and recovered sensors removed from the
network at time t , where η > 0 is the death rate. On the other hand, the growth of the
population of sensors is governed by means of the logistic equation with carrying
capacity K and intrinsic increase rate r ; consequently the new susceptible devices at

time t is r S (t)
(
1 − S(t)

K

)
.

3 The Individual-Based Proposed Model

3.1 Description of the Model

The model introduced in this work deals with routing protocols in WSNs based on
the network structure; specifically, we will consider the hierarchical routing protocol
SOP (Self Organizing Protocol) ([1]). This protocol supports heterogeneous sensor
devices that can be mobile or stationary: sensor nodes, router nodes and sink nodes
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Fig. 1 Flow diagram of the transition of states.

(see Figure 2). The sensor nodes (or source nodes) monitor the environment and
forward the data to router sensors; these nodes are usually grouped in clusters. The
router sensors are stationary and forward the collected data from source nodes to
sink nodes; only one router node will be associated to each cluster. Finally, the sink
nodes have Ethernet functionality to connect to the Internet and send the data for
further processing.

Fig. 2 An illustrative example of a WSN following SOP routing protocol.

The activity of the sensor nodes is controlled by means of the reduced-function
device (RFD). This RFD regularly implements a sensing task, reports the sensor
reading to a router node, and then goes to sleep for a certain period before waking up
for the next round of sensing ([12]). As a consequence the life cycle of sensor nodes
consists of three states that are repeated cyclically: sleep, wake-up and active. As is
mentioned above, we will introduce the individual-based SIRS model counterpart
of that one proposed in [15]. It is based on a graph cellular automata and its main
characteristics are the following:
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1. Each sensor device (sensor node, router node or sink node) of the wireless net-
work stands for a cell of the cellular space. Let n be the number of nodes in the
network; the i-th node will be labelled as [i] where 1 ≤ i ≤ n.

2. The topology of the network (that is, the graph defining the cellular automata)
is giving by the routing protocol. This graph determines the neighborhood of
every node [i], N [i], which are defined as the set of nodes that can be connected
with [i] at every step of time.

3. Each node is endowed with a state at every step of time. The possible states of
the nodes are the following: sleep-susceptible, sleep-infectious, sleep-recovered,
active-susceptible, active-infectious, active-recovered, and damaged.

4. The states of each node is updated in discrete steps of time accordingly to the
following local transition rules:

– Transition from susceptible to infectious: an active-susceptible node [i] at
time t becomes infectious at time t + 1 with probability β[i] if there exists
a neighbor active-infectious node at time t , [ j] ∈ N [i]. Note that a sleep-
susceptible node at time t remains susceptible at time t + 1.

– Transition from infectious to recovered: an active-infectious node at time t
becomes recovered at time t + 1 with probability ε[i, t]. A sleep-infectious
node at time t remains infectious at time t + 1.

– Transition from recovered to susceptible: immediately after the immunity
period τ is finished, an active-recovered sensor becomes susceptible at the
next step of time with probability δ[i]. Otherwise, an active-recovered sensor
remains in this state. As in the previous cases, sleep-recovered sensors at time
t remains recovered at time t + 1.

– Transition from susceptible, infectious or recovered to damaged: an active
sensor (regardless of its epidemic state) at time t changes into damaged at the
next step of time with probability η[i].

3.2 Setting of Parameters

It is extremely important to properly choose the parameters of the model. In what
follows the main assumptions about the parameters involved in the proposed model
are shown. The probability of infection is the same for all nodes of the same class,
that is:

β[i] = βsensor , if [i] is a sensor node, (2)

β[i] = βrouter , if [i] is a router node, (3)

β[i] = βsink, if [i] is a sink node, (4)

such that 0 ≤ βsink ≤ βrouter ≤ βsensor ≤ 1. Note that this probability is greater in
the source nodes than in the sink nodes because it is supposed that sink nodes are
provided with more robust security (both physical and logical) measures.
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The probability of recovery and the damage probability depend both on the node
and on time, in such a way that:

0 ≤ ε[sensor node, t] ≤ ε[router node, t] ≤ ε[sink node, t] ≤ 1, (5)

0 ≤ η[sink node, t] ≤ η[router node, t] ≤ η[sensor node, t] ≤ 1. (6)

As in the previous case, the damage probability of sink nodes is lesser than the
damage probabilities of router and source nodes. On the other hand, the recovery
probabilitiesmust be greater in sink nodes and, to a lesser extent, in router nodes since
it is supposed that they are better maintained. Moreover, the level of maintenance
may vary depending on the circumstances; in this sense, in this work we will suppose
that for every i and every t (see Figure 3):

ε[i, t] = ε[i]t (1 + ε[i]t)−1 , η[i, t] = e[i]−1 (Erf (t − ti ) + 1) , (7)

where ε[i] > 0, ti > 0, e[i] > 0. Note that in both cases, the probabilities tend
to 1; in the first case (when the recovery transition is considered) the probability
grows rapidly, whereas in the second case (damaged transition) the corresponding
probability increases in a more attenuated form.

Fig. 3 (a) Probability of recovery of node [i] at time t . (b) Probability of damage of node [i] at
time t .

3.3 Simulations

Wewill illustrate themodel introduced in the last section by showing two simulations
using the software Mathematica 10. The first one simulates the behavior of a global
model (as is presented in [15]), and the second one considers different values of
the coefficients associated to the nodes. 100 temporal units are computed in both
cases whereas the number of devices are different: in the homogeneous case we will
consider 100 sensors and in the other case only 35 sensors will be used.

It is supposed that in the “global" simulation all nodes are connected to all other
nodes (the topology is defined by a complete graph), and the value of each parameter
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is the same for all nodes. Moreover, all nodes are active at every step of time. As
a consequence, if we consider the parameters used in Example 1 of [15], that is:
β[i] = ε[i] = 0.3, η[i] = 0.05, δ[i] = 0.4, and τ = 4 for every node [i], the
simulations obtained are shown in Figure 4-(a).

On the other hand, in Figure 4-(b) the simulation corresponding to an heteroge-
neous environment (whose topology is that one considered in Figure 2) is shown.
It is supposed that the sleep period is chosen at random between 5 and 10 tempo-
ral units, and the active period has a duration of 3 time units (one to wake-up, one
for monitoring and one to send the collected data). The probability of infection is
given by:

β[i] =
⎧
⎨

⎩

0.1, if i = 1
0.15, if 2 ≤ i ≤ 6
0.2, if 7 ≤ i ≤ 35

(8)

The probability of recovery is defined by ε[1] = 3, ε[i] = 2 with 2 ≤ i ≤ 6, and
ε[i] = 1 for 7 ≤ i ≤ 35, whereas the damage probability is given by e[1] = 9.5,
e[i] = 8.5 for 2 ≤ i ≤ 6, e[i] = 7.5 with 7 ≤ i ≤ 35, and 75 ≤ ti ≤ 90, with
1 ≤ i ≤ 35. Finally δ[i] = 0.15 with immunity period τi = 10 for every node.

Fig. 4 (a) Evolution of the number of nodes in each compartment in the “global" simulation case.
(b) Individual evolution of the nodes in the heterogeneous case. (Light gray: susceptibles, black:
infectious, light black: recovered, and light gray: damages).

4 Conclusions and Further Work

In this work, an individual counterpart of a global model to study the propagation of
malware in WSNs was proposed. This new approach overcomes the main drawback
of globalmodels: it is possible to consider the individual characteristics of the devices
and, consequently, it is also possible to obtain the individual evolution of each sensor.

The experimental results show that the simulations obtained in the homogeneous
case are in agreement with those ones obtained with the global model based on
differential equations. Moreover, the global model tends to overestimate the force
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and spread of the infection (which is due to the topology based on a complete graph),
whereas the simulations obtained with the proposed model are more accurate since
the individual characteristics are considered. Finally, the control strategies must be
based on the identification of the router and sink nodes and the isolation of the cluster
infected by the malware.

Further work aimed at considering mobile sensor devices so that the topology
of the graph changes with time. Moreover, different states could be considered as
exposed or latent, infected (but not infectious), and, finally, a future and detailed
study of the contact rate between the nodes and other coefficients is also interesting.
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Finding Electric Energy Consumption
Patterns in Big Time Series Data

R. Perez-Chacon, R. L. Talavera-Llames, F. Martinez-Alvarez
and A. Troncoso

Abstract In recent years the available volume of information has grown consider-
ably due to the development of new technologies such as the sensor networks or smart
meters, and therefore, new algorithms able to deal with big data are necessary. In this
work the distributed version of the k-means algorithm in theApacheSpark framework
is proposed in order to find patterns from a big time series. Results corresponding
to the electricity consumptions for years 2011, 2012 and 2013 for two buildings
from a public university are presented and discussed. Finally, the performance of the
proposed methodology in relation to the computational time is compared with that
of Weka as benchmarking.

Keywords Big data · Time series · Patterns · Clustering
1 Introduction

Rapid and huge data storage is in frequent use nowadays. This new scenario causes
extremedifficulties to both efficiently process and store suchbig amount of data [6]. In
this context, much effort is being devoted to enhance existing data mining techniques
in order to process, manage and discover knowledge from this big data [13].

The limitations of the MapReduce paradigm [3] for iterative algorithms devel-
opment have led to new paradigms, such as Apache Spark [8], which is an open
source software project. Among its most important capacities, multi-pass computa-
tions, high-level operators, diverse languages usage, in addition to its own language
called Scala, are most notable. Moreover, a machine learning library, MLlib [7], is
also integrated within the framework.
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The objective of this work is the discovery of patterns in big time series of electric-
ity consumption. Given its size, the collected data cannot be processed with classical
machine learning approaches. Therefore, implementations for distributed computing
must be used and, in particular, a distributed methodology based on the, still rela-
tively unknown, parallelized version of k-means++ is proposed. This methodology
has been developed by usingMLlib in the framework Apache Spark, under the Scala
programming language. Real–world big data sets collected from a sensor network
located in several buildings of Pablo de Olavide University have been analyzed. The
successful analysis of these patterns is expected to be used for efficient management
of the university electricity resources, as well as for characterizing the electricity
consumption over time.

Increased attention has been paid to big data clustering in recent years. A survey
on this topic can be found in [5]. Specifically, several approaches have been recently
proposed to apply clustering to big time series data. Namely, in [4] the authors
propose a new clustering algorithm based on a previous clustering of a sample of the
input data. The dynamic time warping was tested to measure the similarity between
big time series in [14]. In [16] a data processing based on mapreduce was used to
obtain clusters. A distributed method for the initialization of the k-means is proposed
in [2]. However, there is still much research to be conducted in this field, especially
considering that very few works have been published.

The study of electricity profiles by means of clustering techniques for small and
medium datasets has been studied in the literature. In [15] a methodology based
on the visualization to obtain the clusters is provided. In [12] the authors examined
Spanish electricity prices, discovering some associated patterns to different days
and to different seasons. The study was performed by applying crisp clustering, in
contrast to the study carried out in [11], where fuzzy clustering was also shown to
be useful in this context.

Clustering consumption data was also the goal in [10] but, this time, the authors
went one step further and used this information as input for consumption forecasting.

Later in 2012, classification and clustering of electricity demand patterns in in-
dustrial parks was addressed [9]. In this work, a data processing system to analyze
energy consumption patterns in Spanish parks, based on the cascade application of
a Self-Organizing Maps and the k-means algorithm, was introduced.

As for the particular case of clustering big time series consumption data, there is
no study carried out so far, to the best of the authors’ knowledge. And this is precisely
the reason why this study is presented.

The remainder of the paper is structured as follows. In Section 2 the proposed
method to discover patterns in time series is described. Section 3 presents the exper-
imental results corresponding to the clustering of the energy consumption coming
from a sensor network of building facilities. Finally, Section 4 summarizes the main
conclusions drawn from this study.
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2 Methodology

This section describes the methodology proposed in order to find consumption pat-
terns in electricity-related big time series data. In particular, the k-means algorithm,
included in MLlib, is used in a Spark context to obtain clusters that define consump-
tion patterns.

Figure 1 shows the key steps of the proposed methodology to obtain patterns as
a result of the clustering. The first phase consists of data cleansing and the transfor-
mations carried out over a RDD variable of Spark, in order to use it in a distributed
way. The dataset is the electricity consumption time series from two buildings from
a public university for every fifteen minutes of the years 2011, 2012 and 2013. Each
row of the dataset contains the following information: building name, date (split into
five fields) and the electricity consumption data. Nevertheless, some of these rows
contains accumulated consumption power data due to existing missing values, which
were successfully preprocessed to learn correctly the models in the next phase. The
preprocess stage is properly detailed in the Section 3.

Fig. 1 Illustration of the proposed methodology.

Once the RDD dataset is created, it is necessary to group it in rows of 96 values
(4 values per hour per 24hours of a day) and reduce the dimension of the originalRDD
dataset before creating a model. This reduction consists in removing the building
name field, and transforming the date into a numerical index. Thus, each row finally
contains the 96 values corresponding to electricity consumption for a given day.

The second phase consists in the use of MLlib. Firstly, it is necessary to obtain an
optimal number of clusters k, whichwill be used as an input parameter in the k-means
algorithm. For that, the Within Set Sum of Squared Errors (WSSSE) index, defined
by the sum of the squared Euclidean distance between the elements of a cluster and
its centroid for all clusters and instances of the big data, is computed when applying
the k-means for a certain number of clusters. In fact, the optimal k is usually the one
which is a local minimum in the WSSSE graph.

MLlib includes a parallelized version of k-means++ [1], called k-means||, that it
is used in this work to obtain the resulting models. The k-means|| algorithm runs
the k-means algorithm a number of times in a concurrent way, returning the best
clustering result.
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Fig. 2 One concurrent execution of the parallelized k-means algorithm.

In Figure 2 one execution of the the parallelized k-means algorithm version is
described. Firstly, the RDD dataset is parallelized in n nodes for each concurrent
run of the k-means. Therefore, n provisional centroids are obtained. Secondly, Spark
shuffles the n centroids to provide a resulting centroid for each concurrent run. Fi-
nally, once all concurrent runs have been executed, the k-means|| algorithm computes
the WSSSE for each centroid (note that there are as many centroids as number of
concurrent runs). Thus, the algorithm returns the centroid that minimizes theWSSSE
as the best centroid.

3 Results

The datasets used are related to the electrical energy consumption in two buildings
located at a public university for years 2011, 2012 and 2013. The consumption is
measured every fifteen minutes during this period. This makes a total of 35040
instances for years 2011 and 2013, and 35136 for the year 2012.

Note that there were several missing values (< 3%). However, subsequent time
stamps store the accumulated consumption for such instances. Therefore, the cleans-
ing process consisted in searching for such values and assuming that consumption
had been constant during these periods of time. That is, the stored value after miss-
ing values is divided by the number of consecutive registered missing values and
assigned to each one.

Figure 3 shows the error obtained when applying the k-means for a number of
clusters varying from 2 to 15 for the consumption of electricity of the years 2011,
2012 and 2013. The error used was the sum of squares of the distance between the
points of each cluster. The error decreases smoothly for values greater than 6, do to
this a number of clusters equal to 6 can be selected to provide satisfactory results.

Figure 4 presents the classification into 6 clusters obtained for K-means for the
year 2013 (similar figures were obtained for the years 2011 and 2012). With just a
quick look, the weekends, the working days and the typical periods of vacations in
the university such as the Easter week (values from 83 to 90), the summer holidays
(values from 213 to 243) or Christmas (values from 356 to 365) can be clearly
differentiated.

The percentage of days classified into 6 clusters for each building is shown in
Table 1. The last row presents the average of the electricity consumption for all the
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Fig. 3 Errors versus number of clusters for each building.

days associated with the cluster. Although it seems that the working days are equally
distributed, a detailed analysis from Table 1 and Figure 4 reveals interesting patterns
related to temperature and days with or with no scheduled teaching. For Building
1, teaching days with low and high temperatures (winter and summer) belong to
the clusters of greater consumption, that is, cluster 4 and 5 respectively, and finally,
teaching days with no extreme temperatures (autumn) are classified into cluster 2 of
moderate consumption. Similar patterns can be found for Building 2.

Characteristic curves of each cluster are depicted in Figure 5. It can be observed
that clusters 1 and 2 for Building 1, and clusters 1 and 2 for Building 2 are clus-
ters composed of days of low consumption, namely weekends and holidays. Like-
wise, the remaining clusters correspond to working days, which are days of greater
consumption.

Table 1 Percentage of days for each cluster in years 2011, 2012 and 2013.

Days Building 1
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Monday 5.73% 15.29% 12.74% 17.83% 10.83% 37.58%
Tuesday 5.73% 19.75% 12.10% 19.11% 8.92% 34.39%
Wednesday 5.77% 20.51% 12.18% 16.67% 8.33% 36.54%
Thursday 6.41% 16.67% 15.38% 17.95% 8.33% 35.26%
Friday 10.90% 11.54% 14.74% 14.74% 10.26% 37.82%
Saturday 42.68% 2.55% 48.41% 0.00% 0.64% 5.73%
Sunday 16.56% 1.27% 81.53% 0.64% 0.00% 0.00%
Average (in kW) 1.90 3.37 4.57 5.47 6.54 6.94

Days Building 2
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Monday 14.65% 38.22% 14.01% 16.56% 10.83% 5.73%
Tuesday 15.92% 32.48% 15.92% 19.11% 8.28% 8.28%
Wednesday 16.03% 35.90% 14.74% 15.38% 7.69% 10.26%
Thursday 19.87% 35.90% 15.38% 12.82% 7.69% 8.33%
Friday 19.23% 41.67% 13.46% 12.18% 8.97% 4.49%
Saturday 80.89% 17.83% 0.00% 0.64% 0.00% 0.64%
Sunday 96.82% 1.91% 0.00% 0.64% 0.00% 0.64%
Average (in kW) 1.41 2.39 3.96 4.71 5.43 6.39
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Fig. 5 Centroids for each building in years 2011, 2012 and 2013.
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Fig. 6 CPU time for different sizes of datasets when using Weka and Spark.

Figure 6 shows the relation between the CPU time and the size of the dataset for
k-means from Weka and Spark. This size has been set to 370 years, by synthetically
generating such years. As a consequence of the results, it can be noticed thatWeka has
an exponential growthwhen the number of years comprising the time series increases,
being remarkable the differences with Spark when the dataset is considered as big
data.

4 Conclusions

In thiswork, a real big time series data composed of electricity consumptions has been
analyzed by means of the k-means algorithm distributed version for Apache Spark.
This parallelized version of the algorithm allows the discovery of daily consumption
behaviors with a low computational cost. The results show different kinds of days
according to the daily consumption as well as the identification of significant patterns
related to working days with or with no scheduled teaching. Moreover, the CPU time
of the proposed methodology has been compared toWeka, as a reference tool in data
mining, proving to be a good solution for the big data clustering. Future works will be
directed in the prediction of big time series once known the previous clustering, and
the discovery of patterns for the classification of all the buildings of an organization
in the context of smart cities.
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The Influence of Human Blaming or Bragging 
Behaviour Towards Software Agent Sincerity 
Implementation 

Nur Huda Jaafar, Mohd Sharifuddin Ahmad and Azhana Ahmad * 

Abstract Machine ethics have become an important field of research in software 
agent technology. Granting autonomy to agents and instilling strong moral values 
in the agents have become a priority for designing agents to ensure that they will 
ethically perform tasks. Sincerity is one ethical behaviour that has been proven in 
human organizations to motivate humans in ethically performing their jobs. How-
ever, the sincerity is ruined if they display blaming or bragging behavior while 
performing their jobs. This paper shows how human blaming and bragging behav-
iour can influence software agent sincerity implementation. We propose opera-
tional rules of software agent sincerity implementation that responds to human 
blaming or bragging behaviour. 

Keywords Software agent · Sincerity · Blaming · Bragging · Machine ethics 

1 Introduction 

Ethical behaviour among organizational members is very important in ensuring 
that the organization successfully delivers high quality services or products. Ethi-
cal behaviour can be defined as a “set of principles of right conduct” or “motiva-
tion based on ideas of right and wrong [1]. Previous research in social science 
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show that unethical behaviours among organizational members give negative im-
pacts on the organization [2]. One ethical behaviour that should be enculturated is 
sincerity. In fact, several researchers agree that sincerity is the foundation to sus-
tain goodness of all human beings [3][5]. Sincerity behaviour has been proven as 
an important strong moral values that can help organizations to boost quality man-
agement and give many benefits to organizational members [4] [6] [8]. 

Nowadays, the growth of autonomous technology in various fields yields many 
benefits to humans. It reduces humans’ burden by taking over some humans’ 
tasks, especially those that entail high risks. However, researchers and developers 
of autonomous technology need to consider machine ethics in their products in 
order to ensure that the decisions made by these products, such as robots, are ethi-
cally right [9].  

Software agents espouse the autonomous technology that plays the role of as-
sistants to humans. Adapting human sincerity in software agents would bring ben-
efits to software agent societies as exemplified by human societies. Instilling hu-
man sincerity behaviour in software agents would give rise to effective teamwork 
among agents in a society. Moreover, such sincerity behaviour could reduce con-
flicts between the agents, especially when a task requires the involvement of a 
teamwork. In this regard, a formula to instill and implement sincere behaviour in 
software agents needs to be precisely designed. In our previous research, we have 
identified the factors that influence humans sincerity while completing their tasks 
[10]. These factors are used as a guide for us to formulate sincerity behaviour in 
software agents.  

A work phenomenon that affects sincerity is blaming others for one’s failure or 
bragging about one’s success. Such behaviours are negative elements of human 
sincerity. These negative behaviours can influence others to be insincere. In this 
paper, we show how human blaming and bragging behaviours can influence soft-
ware agent sincerity implementation. We propose operational rules that show such 
influence on the software agent sincerity implementation. 

This paper presents the work-in-progress of our research in implementing sin-
cerity in software agents. The rest of this paper is organized as follows: Section 2 
discusses the related works in the research of blaming, bragging and sincerity. It 
also reviews the research on machine ethics and software agents. Section 3 pre-
sents the operational rules of software agent sincerity implementation that influ-
enced by human blaming and bragging behaviours. Finally, Section 4 concludes 
the paper. 

2 Related Works 

2.1 Sincerity, Blaming and Bragging 

Sincerity is one human ethical behaviour that can bring about positive impacts on  
organizations or communities. According to Zhang [4], sincerity is the quality of 
being honest and genuine, and free from duplicity. A sincere person does things 
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voluntarily with pure intentions without hoping for rewards [11]. Sincerity brings 
positive impacts to individuals and organizations such as being trusted by follow-
ers or clients [4], [7]. However, negative behaviour such as blaming and bragging 
not only promote negative influence on our sincerity, but also on the sincerity of 
others.  

Blaming is the act of holding the cause of a negative outcome at fault or pro-
duced by an undesirable event towards someone associated with that event [12], 
[13]. It can be expressed in many ways such as explicit oral remark, body lan-
guage or text [14]. Blaming is common in a team context [12]. Normally, it gives 
a negative impact towards an organization or a community. While some research 
consider the blaming behaviour in a positive view as a lesson for the organization 
to improve the quality of services or products [15], [16], in our context, this be-
haviour demonstrates a negative impact because it shows that the person is insin-
cere in performing the task. 

Bragging is another behaviour that shows that an individual or a group of per-
sons is insincere. In demonstrating this behavior, a bragging person uses arrogant 
or boastful language to deliver the message [17]. The appearance of a bragging 
behaviour may cause difficulty for any person to accept the brag’s opinions or 
suggestions. Moreover, a communication that consists of bragging or boasting 
about one’s own success or possession may lead to other interpersonal negative 
consequences, such as feeling humiliated or envious [18]. These kinds of senti-
ments would have a bad impact on the organization. 

2.2 Machine Ethics 

Machine ethics is a branch of applied ethics created by researchers in order to 
produce a machine that can ethically play its roles. It is our responsibility to create 
machines that can follow the ideals of ethical principles while performing their 
tasks [10]. 

An ethical machine behaviour is able to set aside items that are not required as 
well as to highlight items to be utilised [19]. The trend of increasing autonomy in 
machines is a signal to researchers and developers of autonomous machines to 
include machine ethics as a part and parcel of their design priority. Moreover, the 
characteristics of autonomous machines that have the authority in decision-making 
at a certain level shows that the instilling of ethical behaviour in machines is very 
important [9]. Therefore, instilling ethical behaviour in machines is significant in 
order to command high level of trust from humans in letting the machines to work 
on behalf of humans in completing any tasks.  

2.3 Software Agents 

The autonomous technology in software agents depicts an autonomous machine. 
Its ability to react immediately to a dynamic environment with flexible autono-
mous actions is an evidence of its useful roles on humans’ behalf [20]. The char-
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acteristics of a software agent, such as its ability to negotiate and cooperate with 
other agents render it useful for deployment in many social encounters. It can 
work in a team in order to achieve a common goal. While this behavior is com-
mendable, an agent can be selfish when its individual goal becomes a priority 
[21]. Thus, it is not surprising if it only chooses to cooperate with a particular 
agent if this action increases its utility. 

Instilling humans’ strong moral values in software agents is a novel strategy to 
prevent agents from making unethical actions in their environments. Many soft-
ware agent research have proven that adapting humans’ behaviours in software 
agent is highly possible. Sincerity is one such strong moral value that can improve 
teamwork and prevent the agents from being exploited as unethical agents. 

3 The Influence of Human Blaming or Bragging Behaviour 
on the Operational Rules of Software Agent Sincerity 
Implementation 

As mentioned in the previous section, blaming and bragging may influence a neg-
ative outcome towards sincerity. Although the research in agent behaviour such as 
blaming and bragging had been discussed by other researchers, but it focused 
more on the reaction of this kind of behaviours among the agent communities.  
For example, Briggs and Scheutz [22]study on how to integrate the computational 
model of blame to prevent inappropriate threats to positive face and the focus is 
among agent communities. The finding is contrasting to our study, which we focus 
on how the human blaming and bragging can influence software agent sincerity. 

Therefore, in this section, we propose operational rules for implementing soft-
ware agent sincerity when humans show their blaming or bragging behaviour in 
task executions. Our focus is to demonstrate the reaction of an agent towards a 
human’s blaming or bragging behaviour that can influence the agent’s sincerity 
implementation. The agent initially detects a human’s blaming or bragging behav-
iour and responds accordingly to other agents for further actions.  

In order to detect such behaviour, the agent analyses message exchanges issued 
by humans. With this signal, if there are blaming or bragging messages, it decides 
whether to issue or abstain the issuance of the message to other agents or humans. 
The action taken by the agent reflects its sincerity level. This section briefly dis-
cusses the process of evaluating message exchanges issued by humans followed 
by the operational rules for implementing sincerity as influenced by the blaming 
or bragging behavior. 

3.1 Evaluating Humans Message Exchanges 

The messages from humans can be expressed as texts, speeches or body gestures 
[12], [23]. However, in this study, we focus on human messages in texts. The 
process starts when humans issue the messages and agents detect the messages 
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from human. In our reseach, we consider that each human is paired with an agent 
as an assistant to the human. When the agent detects the message from its human 
counterpart, it evaluates the message. We apply the sentiment analysis approach to 
evaluate the message. Sentiment analysis is an approach for classifying sentence 
category [24], [25]. The basic classifications are positive or negative categories. 
Some research extend this category into other categories such as neutral and both 
(the sentence may fall into negative and positive opinion) [25]. 

Sentiment analysis can be implemented via machine learning or lexicon-based 
approach [24]. We opt for the lexicon-based approach at this stage. Dictionary-
based is one of the lexicon-based approaches that can be used together with the 
manual approach for reducing time-consuming problem. Lexicon tools such as 
WordNet and Thesaurus are utilized in sentiment analysis. To obtain more accu-
rate result of sentiment analysis, we combine the sentiment analysis with a natural 
language processing technique.  

The result of the sentiment analysis is used for sentiment detection, which for 
this study, we focus only on blaming and bragging. If the result of the analysis 
indicates a blaming or bragging sentiment, then the agent exploits this information 
for further action. Figure 1 summarizes the process of evaluating human message 
exchanges. 

 
Fig. 1 The Process of Evaluating Human Message Exchanges  

3.2 Agent Reaction towards Human Blaming or Bragging 
Behaviour 

This subsection formulates the operational rules for an agent’s reaction when it 
gets the message’s sentiment signal concerning the human’s blaming or bragging 
behaviour. In this study, we consider two types of agent : 
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1. Worker agent; Aw: An agent which is in-charge of its own task or help its 
teammate to complete a task. 

2. Head of Department (HOD) agent; AHOD: This agent plays the role as a leader 
in a department or unit. It also monitors the work progress of all agents under 
its responsibility. 

These agents analyze the blaming or bragging message issued by their human 
counterparts and decide to take actions. The decision for any actions determines 
whether the agent is sincere in completing its task. A merit point is awarded to the 
sincere agent, but a 0 point is otherwise given to the agent. 

If the signal indicates that the human is bragging or blaming and the reaction of 
the agent is to extend the human’s intention (i.e blaming someone or bragging 
about his/her achievement), then the agent gets zero (0) merit point because this 
action implies the agent’s insincerity. Otherwise, if it decides not to extend the 
human’s intention, it gets one (1) merit point as a reward for its sincerity. Figure 2 
shows the operational rules of software agent sincerity implementation when re-
acting to human’s blaming or bragging behaviour. 

 

BEGIN 
READ Signal 
Signal = Blaming OR Bragging Element 
IF Aw OR AHOD issues the Blaming OR Bragging message then 
 Merit point = 0 
ELSE 
 Merit point = 1 
END 

Fig. 2 The Operational Rules of Software Agent Sincerity Implementation reacting to a 
Human Blaming or Bragging Behaviour. 

3.3 An Example Case Study 

We present here a case which depicts a real world blaming scenario involving 
humans and how a sincerity-based agent architecture would respond in such sce-
nario. The control of temperature, moisture and lighting in a library is very im-
portant to prevent books from destructive fungi. It should be solved immediately 
because books are important assets of the library. 

A few books show signs of damage because there was a period (between Janu-
ary 2015 to December 2015) when a librarian-in-charge overlooked this problem 
and forgot to inform the Facility Management Department (FMD) to do inspec-
tion. Johan is a person-in-charge from FMD. He is requested by his Head of De-
partment (HOD) to handle this problem. He did his work as required but his HOD 
receives negative feedback from the library management regarding the quality of 
Johan’s work. His HOD instructs him to fix the problem. 
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Johan is unhappy with this situation. He issues a blaming message in the organ-
ization’s messaging system. In this system, AW1 is an agent that assists Johan in 
completing his tasks. When Johan performs this action, the system detects and 
analyzes the message. The result is sent to AW1, which decides to extend Johan’s 
intention (of blaming the library management). When AW1 chooses this action, it 
shows that it is not sincere. So, it gets 0 merit point for its insincerity. Otherwise, 
if it blocks this message, it gets 1 merit point for demonstrating a sincere behavior.  

In this scenario, we observe a benefit of deploying a sincerity-based agent sys-
tem which could avoid a conflict from occurring between humans. Sincere agents 
can help to avoid conflicts by understanding sentiments within messages passed 
between humans.  

4 Conclusion and Future Works 

The increase in the number of autonomous machines as assistants to humans 
shows that instilling ethical behaviour in machines should be the top priority in 
autonomous systems research. Sincerity is one of the ethical behaviours that has 
been proven to help an organization maintain high quality services or products. By 
adapting sincerity behaviour in software agents, it offers a new mechanism for 
agents to efficiently perform tasks .  

However, sincerity is ruined if there is a negative element, such as blaming or 
bragging, in task performance. In this paper, we conceive a mechanism for evalu-
ating humans blaming or bragging messages and formulate operational rules for 
implementing agent sincerity when confronted with such messages. Sentiment 
analysis is used to analyse messages from humans to detect the blaming or brag-
ging elements. The reaction of agent towards a blaming or bragging message de-
termines the sincerity of the agent. A merit or a demerit point is given to show the 
dichotomy of agent sincerity. 

In our future work, we shall test these operational rules by running simulations 
of the scenarios in order to validate the rules. We shall also integrate these rules 
with other operational rules of other sincerity factors to create a complete software 
agent sincerity implementation. 
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A Simulation Framework for Evaluating
Distributed Reputation Management Systems

Vincenzo Agate, Alessandra De Paola, Giuseppe Lo Re and Marco Morana

Abstract In distributed environments, where interactions involve unknown enti-
ties, intelligent techniques for estimating agents’ reputation are required. Reputation
Management Systems (RMSs) aim to detect malicious behaviors that may affect the
integrity of the virtual community. However, these systems are highly dependent of
the application domain they address; hence the evaluation of different RMSs in terms
of correctness and resistance to security attacks is frequently a tricky task. In this
work we present a simulation framework to support researchers in the assessment
of a RMS. The simulator is organized in two logic layers where network nodes are
mapped to system processes that implement the interactions between the agents.
Message Passing Interface (MPI) is used to enable communication among different
distributed processes and provide the synchronization within the framework. A case
study addressing the simulation of two different attacks to a RMS is also presented.

Keywords Simulation framework · Distributed reputation management ·
Multiagent system

1 Introduction

Nowadays many distributed applications are based on unknown agents that interact
to each other in a cooperative way. However, malicious or selfish agents may act
in a unpredictable way leading to a detriment of the performance of the distributed
system. Reputation Management Systems (RMSs) are designed to detect and dis-
courage antisocial behaviors that negatively affect the whole community. The role
of a RMS is crucial in totally distributed systems, where a centralized entity capable
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Table 1 Comparison between simulation frameworks.

Proposed Ap-
proach

ART TREET [1]

Independence from application scenario X X
Simulation of security attacks X X X
Specification of event pattern X
Simulation of agent interactions X X X

of coordinating the interactions among agents is missing. In such a scenario, dis-
tributed RMSs allow each member of the community to contribute in estimating the
reputation of the agents so as to reward those that act honestly and cooperatively.

Since reputation management systems are frequently designed to fit a specific
application scenario, researchers are used to design ad-hoc simulators to evaluate the
performances of a single RMS. In this work we move a step forward by presenting a
novel simulation framework that aims to support researchers in the evaluation of the
effectiveness and resistance to security attacks of a generic RMS. The simulator we
propose here is independent of a specific application scenario, so it can be adopted in
heterogenous contexts ranging from peer-to-peer applications for file sharing [16],
e-Commerce frameworks [4] to service oriented architectures [2, 14].

In order to separate the high-level representation of the network from the under-
lying management of the simulation, the framework is organized in two logic layers,
i.e., the reputation layer and the simulation layer. The overall RMS is modeled as
a synchronous distributed algorithm, according to the principles described in [15].
Such assumption does not affect generality and correctness in the evaluation process
and allows to straightforwardly verify the RMS’s ability to correctly evaluate agents
reputation and its resistance to security attacks.

The remainder of the paper is organized as follows: related work is reported in
Section 2. The architecture of the simulation framework is described in Section 3,
whilst Section 4 presents a case study on the use of the simulator tomodel the behavior
of a RMS and two attacks to its security. Conclusions are discussed in Section 5.

2 Related Work

In distributed systems, where a central authority is missing, and the agents cooper-
atively estimate the reputation of the other members of the community, RMSs are
susceptible to different type of security attacks [10].Malicious agents may aim at dif-
ferent goals: self-promoting, to exploit system vulnerabilities in order to increment
their own reputation; slandering, to decrease the reputation of a “victim”; white-
washing, to “clean” a bad reputation avoiding the negative effects of the disincentive
system; and denial of service, to block the functioning of the system. To be more
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Fig. 1 The components of a distributed RMS. Each node privately performs local trust evalua-
tion and information fusion algorithms; gossip protocol and incentive mechanism determine the
interactions with other agents.

effective, attacks may follow an orchestrated plan that requires several malicious
agents to work together.

Some testbeds and simulators have been proposed for assessing the performances
of a RMS, but none of them allows for large-scale simulations of the behavior of
a RMS under security attacks. ART (Agent Reputation and Trust) [5] is a popu-
lar simulation testbed in the field of multi-agent systems and allows to apply sev-
eral evaluation metrics, and to define competitions in which different strategies can
be combined and compared. TREET [12] allows to measure the resistance of a
RMSs to some attacks (e.g., reputation lag, proliferation, and value imbalance), but
does not consider common attacks to distributed systems, such as whitewashing and
self-promoting. TREET overcomes many limitations of ART, allowing agents to
randomly join or leave a running simulation. The testbed presented in [1] models
existing RMSs as a set of transformations on a graph that represents transactions
and trust among agents. Even if this system allows to evaluate security resistance
to slandering and self-promotion attacks, it does not simulate agent interactions that
are crucial to perform large-scale simulations where agents may modify their behav-
ior. The main differences between the simulation framework proposed here and the
discussed approaches are outlined in Table 1.

3 Simulation Framework Architecture

In order to design a generic framework, we identified the main components that are
common tomost of the distributed RMSs proposed in the literature (Fig. 1): (i) a local
trust evaluation mechanism, used for assessing the behavior of the nodes involved
in direct interactions, (ii) a gossip protocol, which propagates the local trust to other
nodes of the network, (iii) an information fusion mechanism to merge information
gathered through the gossip protocol with the local trust, and obtain the reputation
values, and (iv) a disincentive mechanism which exploits reputation values in order
to discourage antisocial behaviors.
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Fig. 2 Creation of a new node as seen at the reputation and simulation layer. (a) The agents (circles)
are modeled by active processes (squares) managed by a controller (striped square). (b) When a
new node (green circle) is connected to the network, one of the inactive processes (white squares)
is woken up and communicates with other active processes.

In our framework we adopt a synchronous model to represent a RMS, which im-
plies that the nodes of the reputation network act simultaneously. Such simplification
allows to disregard many details (e.g., unpredictable communication delay or unfair
work overload) that, although irrelevant to the assessment of the RMS, may affect
the simulation. The simulation proceeds in rounds, each consisting of seven steps:
(1) generate resource requests according to the current state, i.e. current view of
other nodes reputation, (2) send resource request messages to the destination nodes,
(3) elaborate incoming requests and determine whether provide a positive resource
response according to the incentive mechanism and the current state, (4) send re-
source response messages to the destination neighbors, (5) update the current state
according to the local trust evaluation, (6) send updated reputation values to the
neighbors according to the gossip protocol, and (7) update the information fusion
mechanism.

From a logical point of view, the simulation framework is organized in two dif-
ferent layers so as to to separate low-level functionalities, necessary for driving the
simulation, from high-level routines, concerned with the tasks of the RMS. A similar
architecture was adopted in a previous work where we addressed the design of a
simulator for Wireless Sensor Networks in a distributed scenario [13].

The topmost layer, namely the reputation layer, is made of nodes connected to
each other according to a specific network topology. At this level of abstraction,
the reputation network is shown as totally distributed, non-centralized, and a set of
high-level configuration utilities are offered to the user. At the simulation layer, each
agent is mapped to a different process. When the simulator is started, a set of inactive
processes (see Fig. 2-a) is created. Then, if a new node is added to the network, one
of the inactive processes is awoken by the simulation manager, i.e. a process called
controller, and linked to the other processes involved in the simulation (Fig. 2-b).

Since each process can run on a distinct remote host, we chose to adopt the
Message Passing Interface (MPI) to enable communication among different dis-
tributed processes. MPI provides a protocol for parallel message-passing in dis-
tributed scenarios where processes exchange data through cooperative operations.
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The synchronization is managed by means of blocking and non-blocking, point-to-
point or collective, communication primitives that guarantee safe access to shared
data. All processes use the thread-safe MPI_Iprobe() routine to manage incoming
messages. Messages are sent and received by means of the nonblocking functions
MPI_Isend() and MPI_Irecv() respectively, whilst MPI_Barrier() is used to syn-
chronize all processes within the coordinator.

4 Case Study

In order to prove the effectiveness of our framework in evaluating a general reputation
management system, we considered as case study a simple RMS inspired by [11]
and [3].

The local trust component we adopted is a based on that used in EigenTrust [11],
one of the best known RMSs for P2P networks. Each agent i stores the number of
satisfactory, sat (i, j), and unsatisfactory, unsat (i, j), transactions between agents
i and j . Then, the local trust si j is defined as the difference between such values,
i.e., si j = sat (i, j) − unsat (i, j). The simulation framework supports the user by
providing the number of requests sent by each agent, together with the number of
negative and positive feedback obtained by other agents. These values are updated
at each time step; thus, the researchers can choose how much information they want
to use, e.g., all values obtained since the beginning of the simulation or the average
value computed in a sliding window.

The gossip protocol can be defined by means of a set of routines that allow for ob-
taining information about the reputation network and for supporting communication
among agents. In particular, it is possible to get the list of the current neighbors, send
unicast messages to specific neighbors, and send broadcast messages to the whole
neighborhood. The gossip protocol deployed in the case study assumes that agents
send their reputation values to all their neighbors. At the end of this phase, each agent
knows the opinion of all its one-hop neighbors about the reputation of its two-hop
neighborhood. Reputation information gathered so fare is then merged during the
information fusion phase, inspired by the work proposed in [3]. Here each agent
merges only information coming from reliable agents, i.e., those whose reputation is
beyond a given threshold τ . Merged information is weighted with the reputation of
the “gossiper” agents, and the resulting reputation value ri j is a linear combination of
this weighted mean and the normalized local trust ci j , as specified by the following
equation:

ri j (t) = (1 − β) ∗ ci j (t) + β ∗
∑
k∈K

rik(t − 1) ∗ rk j (t − 1)
∑
k∈K

rik(t − 1)
, (1)

where β is a coefficient in [0, 1] and K is the set of reliable agents:

K = {k : rik(t − 1) ≥ τ }. (2)
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Fig. 3 The network topology used for simulating a slandering attack performed by the malicious
nodes Mi against the victim node V .

Different attacks can be performed by defining the behavior of the agents through a
set of configuration files, and by specifying the number of nodes, the cooperativeness
degree of each agent, and the topology of the reputation network. It is important to
guarantee that the network is not partitioned in islands, and that each node has an
adequate number of neighbors. The current version of the simulator supports two
of the most relevant attacks to distributed RMSs, i.e., slandering and whitewashing
attacks.

Slandering attacks aim to change the reputation of other agents by disseminating
false negative feedbacks in order to obtain some advantage. The simulation frame-
work can be used to assess slandering attack by selecting a victim node V, and a
set of M malicious nodes, adjacent to V. These nodes are programmed to share with
their neighbors a fake reputation value of the node V, as shown in Fig. 3.

During a whitewashing attack, a malicious node exploits system resources until
its reputation goes under an acceptable threshold; then, it leaves and rejoins the com-
munity with a new identity associated with a default reputation value. The scenario
considered for evaluating whitewashing attacks is shown in Fig. 4. Here, we suppose
that a node A, with a low reputation value, wants to duplicate itself to keep exploit-
ing the system resources. In such a situation, the corresponding active process PA

sends a duplication request to the controller PC . Then, PC awakes one of the inactive
processes PE and change its state creating the process PA′ . This cloned process is
initialized with the same adjacency list and behavior of PA, e.g., if the node A was
connected to B, then the process PA′ will be connected to the process PB .

At the end of a simulation, the framework provide the detailed trends of reputation
and obtained resources over time for all agents. The comparison of the estimated
reputation for a given agent with its cooperativeness degree allows to evaluate the
average accuracy rate of a RMS, while the average utility provides information
about the quality of service experienced by the end user. The slandering attack may
be assessed by analyzing the reputation of the victim agent as observed from the
point of view of a neutral agent. If the RMS is vulnerable to such class of attacks, the
reputation of the victimnode should decrease over time, in spite of its honest behavior,
because of the effect of the false bad opinions gossiped by malicious agents. The
whitewashing attackmay be assessed by comparing the aggregate resources obtained
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Fig. 4 High-layer interactions and MPI calls used to duplicate a node A, associated with a
process PA.

through all the false identities of the malicious agent, with respect to those obtained
only by its original identity; such value should present an oscillatory trend over time,
due to the connection of new identities.

5 Conclusions and Future Work

In this work we presented a two-layer simulation framework that can be used by
researchers for an early evaluation of the performances of a ReputationManagement
System. The two logic layers allow to separates the reputation management tech-
niques from the software routines that actually drive the simulation. Each agent of
the reputation layer ismapped to aprocess running at the simulation layer,whereMPI
interfaces are used to enable communication among different distributed processes.
The simulator offers several utilities that can be used to define both the topology of
the simulation network, and all the parameters needed to implement the behavior of
the simulated agents.

We presented a case study where an ad-hoc RMS was modeled and tested against
two different attacks. The results we obtained demonstrate the suitability of the
proposed framework for providing detailed information required to perform deep
analyses on the performance of the considered RMS.

Future experiments will be performed in order to provide an in-depth evaluation of
the framework scalability for large-scale simulations, in terms ofmemory occupancy,
computational and communication complexity, also exploiting advanced techniques
for an efficient allocation of processes [8, 9]. Moreover, we are considering the
adoption of the simulator tomodel the interactionswithin large-scale social networks,
e.g., Twitter [6, 7].
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On the Relationship Between
Dimensionality Reduction and Spectral
Clustering from a Kernel Viewpoint

D.H. Peluffo-Ordóñez, M.A. Becerra, A.E. Castro-Ospina,
X. Blanco-Valencia, J.C. Alvarado-Pérez, R. Therón and A. Anaya-Isaza

Abstract This paper presents the development of a unified view of spectral cluster-
ing and unsupervised dimensionality reduction approaches within a generalized ker-
nel framework. To do so, the authors propose a multipurpose latent variable model in
terms of a high-dimensional representation of the input datamatrix, which is incorpo-
rated into a least-squares support vector machine to yield a generalized optimization
problem. After solving it via a primal-dual procedure, the final model results in a ver-
satile projected matrix able to represent data in a low-dimensional space, as well as
to provide information about clusters. Specifically, our formulation yields solutions
for kernel spectral clustering and weighted-kernel principal component analysis.

Keywords Dimensionality reduction · Generalized kernel formulation · Kernel
PCA · Spectral clustering · Support vector machine
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1 Introduction

In pattern recognition, the term kernel is used to define a function that establishes the
similarity among given input elements. Therefore, a kernel function enables learning
methods to use similarities for representing the samples or data points, instead of
using explicitly the input data matrix [1]. Kernel-based methods have been widely
exploited for both supervised and unsupervised learning approaches [2] showing
their usability and versatility in several applications, such as image segmentation
[3, 4], time-varying data analysis [5, 6], and hypothesis testing [7], among others.
This article explores the benefit of using a kernel model within the design of spectral
formulations of clustering and unsupervised dimensionality reduction methods.

On one side, kernel methods are of interest since they allow to incorporate prior
knowledge into the clustering procedure [8]. In case of unsupervised clusteringmeth-
ods (that is to say, when clusters are naturally formed by following a given partition
criterion), a set of initial parameters should be properly selected to avoid any lo-
cal optimum solution distant from the desired global optimum. Indeed, in spectral
clustering (SC), such initial parameters are traditionally the number of clusters and
the input kernel matrix itself. On the other side, the aim of dimensionality reduction
(DR) is to extract a lower dimensional, relevant information from high-dimensional
data, being then a key stage for the design of pattern recognition systems. Indeed,
when using adequate DR stages, the system performance can be enhanced as well
as the data visualization can become more intelligible [9, 10]. Recent methods of
DR are focused on the data topology preservation [11]. Mostly such a topology is
driven by graph-based approaches where data are represented by a similarity matrix,
and it is then susceptible to be expressed in terms of a kernel matrix [12], which
means that a wide range of methods can be set within a kernel principal component
analysis (KPCA) framework [13]. At the moment to choose a method for either SC
or DR, aspects such as nature of data, complexity, aim to be reached and problem
to be solved should be taken into consideration. In this regard, it must be quoted
that there exists a variety of spectral methods making then the selection of a method
a nontrivial task. In fact, some problems may require the combination of methods
so that the properties of different methods are simultaneously exploited [14]. Some
works have studied the benefit of taking advantage simultaneously of DR and SC
techniques. For instance, in [15], a DR approach (linear feature extraction) is used
to enhance the clustering performance by performing the grouping process over the
projected data rather than over the original data. Other works are focused on generat-
ing variable relevance [16, 17] or data representation [18] criteria from conventional
spectral clustering formulations.

In this work, the authors outline a unified formulation able to explain kernel ap-
proaches for both spectral clustering (SC) and unsupervised DR. Such a formulation
starts with a latent variable model of a high-dimensional representation of the in-
put data matrix, involving implicitly a mapping function. The model is incorporated
within a quadratic functional, which alongwith an orthonormal constraint constitutes
our optimization problem being a non-supervised version of a least-square-support-
vector-machine (LS-SVM) formulation. Its solution is accomplished by relaxing the
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problem, and following a primal-dual scheme, which readily leads to a kernel rep-
resentation given the quadratic nature of the functional. The proposed formulation
represents a framework to easily understand the relationship between kernel-based
approaches for SC and unsupervised DR. Also, the resultant model yields explic-
itly the solution of two well-known methods, namely the so-called kernel spectral
clustering (KSC) proposed in [19], and weighted kernel PCA (WKPCA) [13].

The rest of this paper is organized as follows: Section 2 presents a brief overview
on kernels. Section 3 describes our unified formulation, and explains the SC and DR
perspectives. Finally, some final remarks are drawn in section 4.

2 Overview on Kernels

For following statements, let us consider the following notation: Let Y ∈ R
D×N be

the input data matrix formed by N samples (data points), denoted by yi ∈ R
D with

i ∈ {1, . . . , N }. As well, from another point of view, it is conformed by D variables
such that y(�) ∈ R

N is the �-th variable, with � ∈ {1, . . . , D}.Mathematically, kernels
involve a mapping process from a d-dimensional input space representing a data set
to a (dh-) high-dimensional space, where dh >> D. In terms of pattern recognition,
the advantage of mapping the original data space onto a higher one lies in the fact
that the latter space may provide a better data representation regarding cluster sepa-
rability. Furthermore, it must be taken into account that the mapping is done before
carrying out any clustering process. Then, the success of the data clustering task can
be partly attributed to the kernel-matrix-building function when grouping algorithms
are directly associated with the chosen kernel. Currently, kernels with special struc-
ture aimed to attend particular interests have been proposed. For instance, in [20], a
structural clustering kernel is introduced by incorporating similarities induced by a
structural clustering algorithm to improve graph kernels recommended by literature.
Mercer kernels have been used for solving multi-cluster problems [21]. In [1], dif-
ferent kernels (generative, convolution, and covariance kernels, among others) are
explained as well as important developments on how to construct kernels from a
generating function are described.

2.1 Kernel Function

In terms of human learning theory, one of the fundamental problems is the discrim-
ination among elements or objects. Consider the following instance: We have a set
of objects formed by two different classes; then, when a new object appears the
classificatio and/or visualization task is to determine to which class such an object
belongs. This is usually done by taking into account the object’s properties as well
as similarities and differences with regards to the two previously known classes.
According to the above, and regarding kernel theory, we need to create or choose a
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similarity or affinity measure to compare the data. Since such similarities are non-
negative, kernel functions are positive-definite. A kernel function can be defined in
the form: K(·, ·) : KD × K

D −→ K, yi , y j �−→ K( yi , y j ), where K = C or R.
Note that in this case we have assumed elements yi to be real and D-dimensional.
Then, for a total of N data points, we can arrange the kernel function values into a
N × N matrix K with entries ki j = K( yi , y j ), called Gram matrix or kernel matrix
as well. Such a matrix is positive-semidefinite, i.e., a N × N complex matrix satis-
fying

∑N
i=1

∑N
j=1 ci c̄ j ki j ≥ 0, for all ci ∈ C, being c̄i the complex conjugate of ci .

Similarly, a real symmetric N × N matrix K satisfying the same condition given for
all ci ∈ R is also called positive-semidefinite. In terms of spectral matrix analysis, a
symmetric matrix is positive-semidefinite if and only if all its eigenvalues are non-
negative. In the literature, a number of different terms are used for positive-definite
kernels, such as reproducing kernel, Mercer kernel, admissible kernel, support vector
kernel, non-negative definite kernel and covariance.

2.2 Kernel Trick

Now, let us consider a function to map from the D-dimensional space to that dh
dimensional one is in the form φ(·), such that: φ(·) : RD −→ R

dh , yi �−→ φ( yi ).
The matrix Φ = [

φ( y1)�, . . . ,φ( yN )�
]
, Φ ∈ R

dh×N , is a high dimensional repre-
sentation of the input data matrix Y . An interesting property of the kernel functions
is the so-called kernel trick. In topology, a kernel function can be seen as an inner
product in the domain of Hilbert spaceH, as follows:K( yi , y j ) = 〈φ( yi ), φ( yi )〉H.
Kernel trick allows for performing themapping and the inner product simultaneously
by defining an associated kernel function. Then, we can estimate the kernel matrix
without knowing the mapping function. This property gains importance in kernel
theory, since it permits to replace a positive-definite kernel with another kernel that
is finite and approximately positive-definite. For instance, from a given algorithm
formulated in terms of a positive-definite kernel K, we can construct an alternative
algorithm by replacing it by another positive-definite kernel K̃ [22], in such a manner
that ΦΦ� = K . Then, in this case, kernel trick has served to estimate ΦΦ� as K .
In the domain of H, K holds the inner product of the mapped data points (rows of
matrixΦ), or -from another point of view- the outer product of the mapped variables
(columns of matrix Φ).

3 Generalized Kernel Formulation

This section is aimed at formulating a model and cost function for a multipurpose
data representation. To establish our model, let us consider an output data matrix
X ∈ R

d×N , being d ≤ D formed by N data points denoted by xi ∈ R
d , with

i ∈ {1, . . . , N }, as well as by d variables denoted as x(�) ∈ R
N with � ∈ {1, . . . , d}.
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Also, let us assume an orthonormal projection matrix W ∈ R
Dh×d , such that W =

[w(1), . . . ,w(d)] and W�W = Id , where w(�) ∈ R
Dh and Id is a d-dimensional

identity matrix. Since W is orthonormal, elements w(�) represent a d-dimensional
base and can then generate a new space bymeans of a linear combination in the form:
x(�) = w(�)Φ. So, the output matrix becomes X = W�Φ. Here, in order to add an
offset effect, we consider a whole latent variable model as x(�) = w(�)Φ + b�1N .
Such a model can be expressed in matrix terms as:

X = W�Φ + b ⊗ 1�
N , (1)

where bl is a bias term, and b = [b1, . . . , bd ], ⊗ denotes Kronecker product, and
1N accounts for a N -dimensional all ones vector. Both PCA and SVM, in their
simplest formulations, involve an energy term regarding the data matrix. Unlike
conventional formulations that starts with a known input matrix, we pose a latent
variable model, being unknown both variables (output and mapped data matrix)
as well parameters (bias term and projection matrix). By incorporating a weight-
ing matrix Δ = Diag(δ1, . . . , δN ), the energy term regarding X can be written as
XΔX�. Then, a functional in terms of the generalized matrix M-norm [17] can be
expressed as:

1

N
tr(XΔX�) = ||X||2(1/N )Δ. (2)

From another point of view, if we define a weighted output data matrix as X̃ ∈
R

d×N as X̃ = X Diag(δ1/21 , . . . , δ
1/2
N ), the functional tr(XΔX�) can also be directly

seen as an energy term, so: tr(X̃ X̃�). Our model can be determined by means of a
primal-dual formulation as described below.

Primal Formulation: Recalling the functional given in equation (2) and the oth-
onormality condition of projection matrix, we can write the following optimization
problem:

max
X,W ,b

1

N
tr(XΔX�), s. t. W�W = Id , X = ΦW + b ⊗ 1�

N , (3)

which can be relaxed as

max
X,W ,b

1

2N
tr(XΔX�Γ ) − 1

2
tr(W�W), s. t. X = W�Φ + b ⊗ 1�

N , (4)

where Γ = Diag([γ1, . . . , γd ]) is a diagonal matrix holding regularization
parameters.

Dual Formulation: To solve problem (4), we form the corresponding Lagrangian
of problem stated in equation (4), as follows:
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L = 1

2N
tr(XΔX�Γ ) − 1

2
tr(W�W) − tr(A�(X − W�Φ − b ⊗ 1�

N )), (5)

where matrix A ∈ R
N×ne holds the Lagrange multiplier vectors, that is, A = [α(1),

· · · ,α(ne)], being α(l) ∈ R
N the l-th vector of Lagrange multipliers. Solving the

Karush-Kuhn-Tucker (KKT) conditions on (5), we get:

∂L
∂X

= 0 ⇒ X = NΔ−1AΓ −1,
∂L
∂W

= 0 ⇒ W = ΦA,

∂L
∂A

= 0 ⇒ X = W�Φ + b ⊗ 1�
N ,

∂L
∂b

= 0 ⇒ b�1N = 0.

Therefore, by applying Lagrange multipliers and eliminating the primal variables
from the initial problem (3), the following eigenvector-based dual solution is ob-
tained: AΛ = AΔ(IN + (1N ⊗ b�)(KΛ)−1)K , where Λ = Diag(λ), Λ ∈ R

N×N ,

λ ∈ R
N is the vector of eigenvalues with λl = N/γl , λl ∈ R

+. Again, K ∈ R
N×N

is a given kernel matrix, satisfying the Mercer’s theorem such that Φ�Φ = K .

In order to pose a quadratic dual formulation satisfying the condition b�1N = 0
by centering vector b (i.e. with zero mean), the bias term is chosen in the form
bl = −1/(1�

NΔ1N )1�
NΔKα(l). Therefore, the solution of problem (4) is reduced to

the following eigenvector-related problem:

AΛ = ΔHK A, (6)

where matrix H ∈ R
N×N is the centering matrix that is defined as H = IN −

(1/(1�
NV1N ))1N1�

NΔ. Imposing a linear independency constraint on Lagrangian
vector multipliers, A might be chosen as an orthonormal matrix. In consequence,
a feasible solution is to estimate A and Λ as the spectral decomposition of a cen-
tered weighted kernel matrix ΔHK -eigenvector and eigenvalue diagonal matrix,
respectively. Finally, the output data matrix can be calculated as follows:

X = A�K + b ⊗ 1�
N . (7)

Given this, the solution is determined by the spectrum of a centered weighted ker-
nel matrix and a bias vector defined so that the centering condition is ensured. In the
following sections, we show how this solution can be applied for both dimensionality
reduction and spectral clustering.

3.1 Dimensionality Reduction Perspective

Latent data matrix X is given by the linear model W�Φ + b ⊗ 1�
N , which clearly

involves a linear combination. If we seek for a low-dimensional representation of
input data Y ,just estimation X with a low-rank version of W . Such a estimation of
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the reduced matrix can be performed on the dual problem solution by using some
eigenvectors from A.

Weighted Kernel PCA: Given that the optimization is done under a maximization
criterion, the eigenvectors associated with the largest eigenvalues should be selected.
In this sense, final dimension d indicates how many eigenvectors are to be consid-
ered. Indeed, the eigenvalues of the centered weighted kernel defines the explained
variance, so that the final dimension can be estimated with respect to it. Then, our
generalized kernel model represents a weighted kernel PCA formulation when using
a low-rank representation of matrix W , being then able to embed a D-dimensional
data matrix Y into a low-dimensional resulting matrix X .

Kernel PCA: To yield conventional kernel PCA, the model should be considered as
linear projection in the form X = W�Φ. Since d is clearly less than dh , a low-rank
version of Φ is then Φ̂ = WX . So, we can write a functional to be minimized as
1
N ||Φ − Φ̂||2F , which has a dual problem given by:

max
X

tr(XTKX), s. t. X�X = Id , (8)

as widely explained in [13]. Therefore, a feasible solution is when X are the eigen-
vectors associated with the d largest eigenvalues. As well, this formulation can be
seen as a generalized Weighted PCA when using a Mahalanobis distance regarding
any positive-semidefinite matrix [13, 23]. Since kernel PCA is derived under the
assumption that matrix Φ has zero mean, centering becomes necessary. To satisfy
this condition, we can normalize the kernel matrix with:

K ←K − 1

N
K1N1�

N − 1

N
1N1�

N K + 1

N 2
1N1�

N K1N1�
N

= (IN − 1N1�
N )K (IN − 1N1�

N ). (9)

3.2 Clustering Perspective

Notice that the primal formulation given in (4) can be seen as a least-squares SVM.
Then, our model should be able to provide information about the clusters immersed
in data matrix. Since no supervised information is used, grouping process is fully
unsupervise.

Kernel SpectralClustering:Suppose that the output holds non-encoded information
about centroids or prototypes for each cluster. Then, output data points should be
represented in low dimension d = K − 1, being K the assumed number of clusters.
Because each cluster is represented by a single point in the K − 1-dimensional
eigenspace, such that those single points are always in different orthants due also to
theKKTconditions,we can encode the eigenvectors considering that twopoints are in
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the same cluster if they are in the same orthant in the corresponding eigenspace [19].
Then, a code book can be obtained from the rows of the matrix containing the K − 1
binarized leading eigenvectors in the columns, by using sign(x(�)). Then, matrix
X = sgn(X) is the code book being each row a codeword. Finally, clusters are
formed according to the minimal Hamming distance between codewords within the
space of X . This clustering approach is so-called kernel spectral clustering (KSC),
introduced in [19].

Out-of-Samples Extension: The big advantage of this approach is that it can be
extended to out-of-samples analysis without re-clustering the whole data to deter-
mine the assignment cluster membership for new testing data [19]. In particular,
defining z ∈ R

d as the projection vector of a testing data point ytest, and by tak-
ing into consideration the training clustering model, the testing projections can
be computed as z = A�Ktest + b, where Ktest ∈ R

d is the kernel vector such
thatKtest = [Ktest1 , . . . , KtestN ]�, where Ktesti = K( yi , ytest). Once, the test projec-
tion vector z is computed, a decoding stage is carried out that consists of comparing
the binarized projections with respect to the codewords in the code book X and
assigning cluster membership based on the minimal Hamming distance [19].

4 Final Remarks

The aim of this paper is to state a generalized formulation able to explain the
close relationship between spectral clustering and dimensionality reduction, within a
kernel-based framework. Specifically, it has been shown that a least-square-support-
vector-machine optimization problem, involving a latent variable model in terms of
a high-dimensional representation of input data matrix, yields solutions containing
information for encoding cluster assignment, and in turn for representing data matrix
embedded in a lower-dimensional space. Furthermore, our formulation provides re-
searchers on spectral, unsupervised pattern recognition methods with a fully matrix
notation and formulation to easily understand kernel-based approaches such as KSC
and KPCA.
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9. Alvarado-Pérez, J.C., Peluffo-Ordóńez, D.H.: Artificial and natural intelligence integration.
In: 12th International Conference on Distributed Computing and Artificial Intelligence (DCAI
2016), pp. 167–173. Springer (2015)

10. Alvarado-Pérez, J.C., Peluffo-Ordóñez, D.H., Therón, R.: Bridging the gap between human
knowledge and machine learning. ADCAIJ: Advances in Distributed Computing and Artificial
Intelligence Journal 4(1), 54–64 (2015)

11. Peluffo-Ordóñez, D.H., Lee, J.A., Verleysen, M.: Recent methods for dimensionality reduc-
tion: a brief comparative analysis. In: European Symposium on Artificial Neural Networks
(ESANN). Citeseer (2014)

12. Ham, J., Lee, D.D., Mika, S., Schölkopf, B.: A kernel view of the dimensionality reduction of
manifolds. In: Proceedings of the Twenty-First International Conference onMachine Learning,
p. 47. ACM (2004)

13. Peluffo-Ordonez, D.H., Aldo Lee, J., Verleysen, M.: Generalized kernel framework for unsu-
pervised spectral methods of dimensionality reduction. In: 2014 IEEE Symposium on Com-
putational Intelligence and Data Mining (CIDM), pp. 171–177. IEEE (2014)

14. Peluffo-Ordónez, D.H., Alvarado-Pérez, J.C., Lee, J.A., Verleysen,M.: Geometrical homotopy
for data visualization. In: European Symposium onArtificial Neural Networks (ESANN2015).
Computational Intelligence and Machine Learning (2015)

15. Peluffo-Ordónez, D.H., Alzate, C., Suykens, J.A.K., Castellanos-Domínguez, G.: Optimal
data projection for kernel spectral clustering. In: European Symposium on Artificial Neural
Networks. Computational Intelligence and Machine Learning, pp. 553–558 (2014)

16. Wolf, L., Bileschi, S.: Combining variable selection with dimensionality reduction. In: IEEE
Computer Society Conference on Computer Vision and Pattern Recognition, CVPR 2005,
vol. 2, pp. 801–806, June 2005

17. Peluffo, D.H., Lee, J.A., Verleysen, M., Rodríguez-Sotelo, J.L., Castellanos-Domínguez, G.:
Unsupervised relevance analysis for feature extraction and selection: a distance-based approach
for feature relevance. In: International Conference on Pattern Recognition, Applications and
Methods - ICPRAM (2014)

18. Wolf, L., Shashua, A.: Feature selection for unsupervised and supervised inference: The emer-
gence of sparsity in a weight-based approach. Journal of machine learning 6, 1855–1887
(2005)

19. Alzate, C., Suykens, J.A.K.: Multiway spectral clustering with out-of-sample extensions
through weighted kernel pca. IEEE Transactions on Pattern Analysis andMachine Intelligence
32(2), 335–347 (2010)



264 D.H. Peluffo-Ordóñez et al.

20. Seeland, M., Karwath, A., Kramer, S.: A structural cluster kernel for learning on graphs. In:
Proceedings of the 18th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 516–524. ACM (2012)

21. Domeniconi, C., Peng, J., Yan, B.: Composite kernels for semi-supervised clustering.
Knowledge and information systems 28(1), 99–116 (2011)

22. Schölkopf, B., Smola, A.J.: Learning with Kernels (2002)
23. Peluffo-Ordóñez, D.H., Lee, J.A., Verleysen, M., Rodrıguez, J.L., Castellanos-Domınguez, G.:

Unsupervised relevance analysis for feature extraction and selection. ICPRAM 2014, 310–315
(2014)



 

  
© Springer International Publishing Switzerland 2016 265 
S. Omatu et al. (eds.), DCAI, 13th International Conference, 
Advances in Intelligent Systems and Computing 474,  
DOI: 10.1007/978-3-319-40162-1_29  

Fingerprint Orientation Field Estimation  
Using ROEVA (Ridge Orientation Estimation  
and Verification Algorithm) and ADF 
(Anisotropic Diffusion Filtering) 
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Abstract The goal of this paper is to offer a joined approach in fingerprint orienta-
tion field estimation, integrating some of the most known techniques like ridge 
orientation estimation and image filtering, both tested using images from local and 
public databases. We propose a reliable orientation estimation algorithm [6] and 
anisotropic image filtering in this paper. To show the applied theory experimental 
results, we use Matlab for our implementation of the above algorithms. The inves-
tigation results showed robustness improving the correct estimation of the finger-
print ridge orientation process. 

Keywords Fingerprint · Fingerprint enhancement · Orientation estimation · Orien-
tation enhancement · Anisotropic filtering 

1 Introduction 

Correct estimation of fingerprint ridge orientation is an important task in finger-
print image processing. A successful orientation estimation algorithm can drasti-
cally improve tasks performs such as fingerprint enhancement, classification, and 
singular point extraction. Gradient-based orientation estimation algorithms are 
widely adopted in academic literature [4], but they cannot guarantee correctness of 
ridge orientations. 

Fingerprints are the most important biometric identifier and are widely applied in 
automated fingerprint identification systems, used in large-scale civil identification 
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projects. Fingerprint image consists of alternating pattern of ridges (dark area) and 
valleys (white area) [7], where ridges denoted by the black curves and valleys are 
the spaces between two neighbor ridges, see Fig. 1. These directional patterns from 
various fingerprint features, including singular points (delta and core), represents 
regional directional makeup and randomly distributed local discontinuities called 
minutiae (such as ridge end, and bifurcation). 

 
Fig. 1 Fingerprint image. 

Developing a reliable fingerprint orientation estimation algorithm [6] is critical  
to creating a directional field from a fingerprint. A directional field denote the  
representation of ridge orientations, usually in square blocks, from the original fin-
gerprint; generally used in fingerprint classification and singular points recognition. 

The fingerprint orientation estimation algorithm performance is greatly influ-
enced by the image quality, a correct orientation field is important to an Automat-
ed Fingerprint Identification System [9] see Fig. 2. 

 
Fig. 2 Automated Fingerprint Identification System (AFIS). 

2 Anisotropic Diffusion 

The first phase of our approach consist in image enhancement by anisotropic dif-
fusion, this algorithm anisotropically diffuses an image. That is, it blurs over re-
gions of an image where the gradient magnitude is relatively small (homogenous 
regions) but diffuses little over areas of the image where the gradient magnitude is 
large.  
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Fig. 3 Gradient anisotropic diffusion. 

Note in Fig. 3 smooth homogeneous image regions and retains image edges. 
We attenuate the diffusion at the edge of signals using a gradient magnitude  
function [3]. 

Let It a gray-scale image in time t, Consider the anisotropic diffusion described 
in the following equation [8]: 

௧ܫ  = ,ݔ)ܿ)ݒ݅݀ ,ݕ (ܫ∇(ݐ = ,ݔ)ܿ  ,ݕ ܫΔ(ݐ + ∇ܿ ∗  (1) ܫ∇ 

The equation (1), used to perform anisotropic diffusion, blurring on background 
noise, while sharpening edges, we indicate with ݀݅ݒ the divergence operator, and 
with ߘ, and Δ the gradient and laplacian operators with respect to the scale varia-
bles, ܿ(ݔ, ,ݕ  is the spatial scale function, namely the diffusion coefficient which (ݐ
is a nonnegative monotonic decreasing function, ܫ௧  is the derivative of I with 
respect to time t, t is the time of thermal diffusion. The value of diffusion coeffi-
cient ܿ(ݔ, ,ݕ  will directly influence the filtering effect and in general, diffusion (ݐ
coefficient ܿ(ݔ, ,ݕ ,ݔ)ܧ is given a value of the norm of a vector (ݐ ,ݕ  which has ,(ݐ
the following definition. 

Let ݔ)ܧ, ,ݕ -be such an estimate: a vector valued function defined on the im (ݐ
age which ideally should have the following attributes: 

,ݔ)ܧ .1 ,ݕ (ݐ = 0 in the interior of each region. 
,ݔ)ܧ .2 ,ݕ (ݐ = ,ݔ)݁ܭ ,ݕ  at each edge point, where e is a unit vector normal to (ݐ

the edge at the point, and K is the local contrast (difference in the image inten-
sities on the left and right) of the edge. 

If an estimate ݔ)ܧ, ,ݕ ,ݔ)ܿ is available, the conduction coefficient (ݐ ,ݕ  can (ݐ
be determined as: ܿ(ݔ, ,ݕ (ݐ = ݃(ԡܧԡ)                    (2) 

Exists several possible choices for ݃( ), the simplest being a binary valued 
function, we use the edge estimate ݔ)ܧ, ,ݕ (ݐ = ,ݔ)ܫ∇ ,ݕ  the choice of  ݃( ) (ݐ
is restricted to a subclass of the monotonically decreasing functions. ݃(ԡ∇ܫԡ) = ଵଵା(ԡ∇ூԡ/௄)మ                   (3) 

The constant K controls the sensitivity to edges and is usually chosen experi-
mentally, in our case 0.25, in the Fig. 4 it is possible to see the anisotropic diffu-
sion in an image sample block. 
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Fig. 4 Anisotropic diffusion, a) Original b) Diffused. 

3 Ridge Orientation Estimation and Verification Algorithm 
(ROEVA) 

The second phase of our orientation estimation algorithm ROEVA, is a rule based 
algorithm that can differentiate blocks with parallel ridge flows from those with 
non-parallel ridge flows. 

Several algorithms are based on gradients that requires more computing power 
than ROEVA taken from the article [6], which presents an idea of low computa-
tional consumption can also provide orientation field and frequencies of a finger-
print, the paper presents the basics and not complete idea of the estimation process 
field orientations, so this article presents details and results of the algorithm. 

A block with parallel ridge flows (105° orientation) illustrated in Fig. 5 (b). The 
line intensity values that is orthogonal to the ridge flows modelled as a sinusoidal 
wave which has the same frequency as the ridges and valleys. The wavelength of 
the sinusoidal wave considered as the “ridge width” w. If the ridge orientation 
miscalculated, the derived wavelength will then be longer than w. For example, if 
the ridge flows orientation is wrongly calculated as (45° orientation) see Fig. 5 (a), 
the line intensity values will form another sinusoidal wave with wavelength l that 
is longer than the ridge width w. Here we use “ridge length” to refer to the wave-
length derived from such a sinusoidal wave. Note that the ridge length will be 
larger than (when the ridge orientation miscalculated) or equal to (correct ridge 
orientation) the ridge width w. 

 
Fig. 5 Ridge orientation estimation (a) Six orientations to histogram examination; (b) Ridge 
flows with ideal corresponding histogram. 
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To blocks containing singular points we get irregular results, and nonsinusoidal 
patterns from blocks where no ridges. 

 
Fig. 6 Six orientations histograms. 

A certain block contain at least a sinusoidal wavelength illustrated in Fig. 5 (b), 
otherwise it is an uncertain block none of six estimations it is present see Fig. 6, 
then ROEVA is defined step by step as follows [6]: 

1. Divide each image into p × p pixel blocks where p is an odd number. 
2. For each block, calculate the ridge lengths, Li, i = 0, …, N, where the orientation of 

Li is set to i × (180/N). Let Lmin be the minimum of Li, and Lmax the maximum. 
3. Examine whether Lmin and Lmax are unique from 0° to 180°, ridge lengths from 

Lmin to Lmin + 90 monotonically increase, and ridge lengths from Lmax to Lmax + 
90 monotonically decrease. If all conditions above are fulfilled, mark the block 
as certain block and set orientation of Lmax. Otherwise, mark this block as an 
uncertain block. 

In Fig. 7 shows a block of a fingerprint of 64 x 64 pixels and angle vectors la-
beled, to extract the gray levels at each angle. 

 
Fig. 7 Sampling vectors and angles. 

We use the following steps to extract the orientation and frequency from sinus-
oidal wave of block: 

1. For each vector use a low pass filter. 
2. Estimate the high and low peaks. 
3. Clean redundant peaks. 
4. Estimate the variance between high and low peaks between peaks. 
5. Calculate the wavelengths and number of waves. 
6. Obtain the best approach from vectors using peaks variance and number of 

waves; refer to Fig 6 c). 
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In Fig. 8 it is possible to see the best sinusoidal wave approach (blue line) and 
peaks (red line), graph from Fig. 5 b). 

 
Fig. 8 Best vector approach, sinusoidal wave in blue, peaks in red. 

To best sinusoidal wave in our case 105°, the orientation it is orthogonal to 
above angle (15° or 195°) see Fig. 9. 

 
Fig. 9 Angle orthogonal to sinusoidal wave. 

To represent a directional field, the range of the direction angles is (0, ,or (0° (ߨ 180°) then in our case a valid direction is 15°; the Fig. 10 shows results of 
four fingerprint blocks. 

 
Fig. 10 Results of 4 blocks with different orientation and quality. 

4 Experimental Results 

In this section, we describe experimental results of fingerprint orientation field 
estimation using ROEVA and ADF using three different databases. 
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1) Local database of 150 fingerprint images taken with Digital Persona 
U. are. U 4500 Reader. 

2) Public database of 80 fingerprint images DB2 from [1]. 
3) Public database of 128 fingerprint images from [11]. 

The aim for these experiments is to show that the orientations and frequency 
field estimation combining both algorithms significantly improve the accuracy 
results.  

The results obtained in complete fingerprint images show an acceptable estima-
tion of the orientations and frequency fields. 

In Figures 11, 12 and 13 c) shows a better orientation field generated after ap-
plying ADF + ROEVA (Anisotropic Diffusion Filter + Ridge Orientation Estima-
tion and Verification Algorithm). 

On Table 1 for each image we have valid blocks (certain), true directions esti-
mated and false wrong directions; Table 2 for ten images we have true directions 
estimated; qualified by simple observation and manual rate. 

 
Fig. 11 Result in database 1); a) Original b) ROEVA c) ADF + ROEVA. 

 
Fig. 12 Result in database 2); a) Original b) ROEVA c) ADF + ROEVA. 

 
Fig. 13 Result in database 3); a) Original b) ROEVA c) ADF + ROEVA. 
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Table 1 Results on a single image from each database. 

 Valid ROEVA ADF + ROEVA 
DB Blocks True False Percent True False Percent 
1) 780 450 330 57% 760 20 97% 
2) 289 250 39 86% 256 33 88% 
3) 187 101 86 54% 172 15 91% 

Table 2 Results on 10 images from each database, aceptable direction blocks. 

DB Images ROEVA ADF+ROEVA
1) 10 50% 80% 
2) 10 70% 72% 
3) 10 61% 76% 

5 Conclusions and Future Work 

We have proposed a combined method to get orientation and frequency fields in 
fingerprint images, this combination provides consistent improvement, is therefore 
crucial to estimate the orientation correctly, since the computation of properties 
like singular points is depending on the orientation and frequency fields, this ap-
proach offers an alternative method to estimate orientation and frequency fields. 

The proposed method is illustrated by examples in detail, and results using im-
ages from three different databases shows improvements with a low computing 
power than other methods like a "Least mean square orientation estimation algo-
rithm" proposed in [5] and “Orientation estimation based on gradient” in [2]. 

Studying the recent literature on orientation modelling suggests that a solution 
is better with a suitable analytic expressions which result in a more specific and 
more general model than the existing ones[10]. 

As future work, is to achieve the development of a robust system to analysis, 
identification and recognition of fingerprint images with various methods includ-
ing method proposed. 
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Instance Level Classification Confidence
Estimation

Tuomo Alasalmi, Heli Koskimäki, Jaakko Suutala and Juha Röning

Abstract Often the confidence of a classification prediction can be as important
as the prediction itself although current classification confidence measures are not
necessarily consistent between different data sets. Thus in this paper, we present an
algorithm to predict instance level classification confidence that is more consistent
between data sets and is intuitive to interpret. The results with five test cases show
high correlation between true and predicted classification rate, i.e. the probability of
assigning the correct class label, thus proving the validity of the proposed algorithm.

Keywords Classification · Confidence · Model uncertainty

1 Introduction

Machine learning is an excellent tool to model some phenomenon without knowing
the exact model behind it when we do have some data describing it. For example, in
predictivemodelling a variable of interest is predicted based on amodel thatwas build
based on training data. The prediction can be a continuous value, i.e. regression, or a
discrete, categorical value, i.e. classification. The predictivemodel is, however, never
perfect and it is important as the user of the model to understand just how reliable
the predictions are. Nevertheless, current methods for instance level classification
confidence estimation are not consistent between data sets. Also, missing values are
common in real-world data sets and decrease confidence in the predictions. In this
paper,wewill present an algorithm to estimate instance level classification confidence
that is much more consistent and also intuitive to interpret.
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2 Background

In almost all modelling studies, model performance is assessed in some way. Com-
mon measures such as classification rate, sensitivity, specificity, and receiver oper-
ating characteristic (ROC) curve evaluate the model performance on a whole test
data set and do not make a difference between individual instances of predicted data
points. On the other hand classification confidence estimation of individual instances
is less common.

It has been stated that it is valuable to know how confident one is about a solution
provided by an intelligent system [1] and several confidence measures have been
proposed for e.g. k-Nearest Neighbours (kNN) [1, 2, 3] and for Naive Bayes and
Support Vector Machine (SVM) classifiers [2]. But using just the numeric output of
kNN, Naive Bayes, Neural Networks, or SVM classifiers are not very well correlated
with classification confidence [2].

The most common measure of classification confidence is a posteriori probability
estimate of a classifier. The disadvantage is that it only takes into account the a pos-
teriori probability of the predicted class. There is an improved uncertainty measure,
presented in Equation 1, that takes into account the a posteriori probability of the
predicted class and the number of classes [4]. Even this measure, however, is not lin-
early correlated with classification rate [5]. Instead, the measure behaves differently
with different data sets which can be seen in Figure 1. Each data point in the figure
represents the percentage of correctly classified samples of 200 test data set samples
with similar uncertainty and the average uncertainty of those samples. It is apparent
that the uncertainty measure is not straightforward to interpret because a similar un-
certainty value can indicate drastically different confidence in different contexts. To
demonstrate different contexts and different ranges of confidence values, different
data sets and artificially introduced missing values are used in this work. Missing
values are also common in many real-world data sets making this approach natural.

U = 1 − maxi=1,...,n(pi ) − ∑n
i=1(pi )/n

1 − 1/n
∈ [0, 1] (1)

In Equation 1,U stands for the uncertainty of the classification prediction, pi for
the a posteriori probability of class i , and n for the number of classes. The measure
is scaled to the range [0, 1] higher value meaning more uncertain or less confident
prediction.

3 Methods

In this section we will present the developed algorithm for estimating classification
confidence as the probability of the prediction belonging to correct class. We refer
to this as predicted classification rate.
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Fig. 1 Classification rate ofNaiveBayes classifier as a function of estimated uncertainty in different
datasets and with different number of missing data values.

Obviously, a single prediction is either right orwrong and classification rate cannot
be determined for a single prediction. Therefore, to build a model for classification
confidence, a large enough number of data points with a prediction are needed. With
smaller data sets the data can be generated by repeating a cross validation schemewith
a split to training (70%) and test data sets (30%) until a large enough number of data
points are generated. Each round the training data set is used to train a classification
model and using this model the test data points are predicted and the uncertainties
estimated with Equation 1 for each data point.

Next step is to sort the predicted data points according to their uncertainty value.
Using this order of the data points, a number of neighbouring data points at a time
are merged as a data sample for which classification rate and average uncertainty
value are calculated. In other words, predictions with similar uncertainty values are
grouped together and classification rate for each group is determined. This results
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in a set of samples that can be used to model classification rate as a function of
uncertainty.

Because of a non-linear relationship between uncertainty and classification rate,
an SVM epsilon regression model was chosen to model the relationship. Default
gamma (1/Nvariables , i.e. 1 in this case) and epsilon (0.1) parameter values were
used as they result in a good fit without over fitting. The gamma parameter can be
tuned to fit the data at hand [6], but in our experience, with just one predictor variable,
this tends to result in overfitting. As suggested in [7], the epsilon parameter value
was fixed, as stated above, and the cost parameter value was selected from values on
the log2 scale between 2−2 and 211 with 10-fold cross validation selecting the value
resulting in the lowest mean squared error between the folds.

Figure 2 summarizes the proposed algorithm for building the model for classifi-
cation confidence estimation. This model can then be used to estimate the confidence
of previously unseen data.

Training

data
Train

classifier

Predict
Model

f(U) = CR

Repeat N times

with different split

(a) Flow chart of the algorithm to estimate instance
level prediction confidence. U stands for uncertainty
an CR stands for classification rate.

(b) The resulting support vector regression
model f (U ) = CR.

Fig. 2 The algorithm to estimate classification confidence.

4 Experiments

To validate the confidence model produced by the algorithm, an experiment was set
up as follows. Different data sets were divided into separate training (70%) and test
data sets (30%). The training data set was used to both train a classifier and to train
a model for estimating classification confidence as described above. 200000 data
points were generated for building the confidence model. They were then grouped
in samples of 200 data points resulting in 1000 samples that were used to fit the
confidence model. The test data points were predicted using the trained classifier
and the confidence estimates, i.e. predicted classification rates, were also calculated



Instance Level Classification Confidence Estimation 279

for the test data points. Naive Bayes classifier was selected because of its robustness
to missing values, overall good performance, and the ability to estimate a posteriori
probabilities.

The tests were repeated with five data sets: Mushroom [8] with either 25%, 50%,
or 75% of data values missing completely at random (MCAR), Iris [9] with 50%
MCAR, and Wine [10] with 50% MCAR. The data sets were chosen to represent
different characteristics. Iris and Wine have a small number of data points but they
differ in the number of features. Mushroom, on the other hand, has much more
data points. These differences in data set characteristics are interesting here because
the proposed algorithm needs to generate a large number of data points to fit the
confidence model. All the data sets also have relatively even class priors so that
estimated classification rate is a sensible measure of classification confidence.

Data values were removed to artificially increase the uncertainty of the predic-
tions so that the predictions would contain data points from a wider spectrum of
uncertainties. With one of the data sets, increasing the number of missing values
was used to evaluate the performance of the proposed algorithm in easier and more
challenging conditions for the classifier. The test was simulated with a different split
to training and test data sets until at least 200000 predicted data points for each
data set were generated. The predicted data points were then sorted based on their
confidence. Using this order of the data points, 200 neighbouring, i.e. with similar
confidence values, data points at a time were merged as a data sample for which
classification rate and average confidence value were calculated. This resulted in at
least 1000 samples per data set consisting of their true and predicted classification
rates. A linear regression model was fit to these data to study how well the developed
algorithm performed.

To investigate how much chance affected the fit of the confidence model, the
training was repeated several times with a different split into training and test data
sets and the resulting SVM regression models were compared.

5 Results

Results of the experiment investigating the effect of chance to the regression model
fit can be seen in Figure 3 where the experiment was repeated with 10 different splits
with the Mushroom data set when 50% of the data had been removed. The width of
the confidence interval and themaximum deviation from themean reflect the number
of training samples residing in that area of input space. With a high percentage of the
uncertainty values residing close to zero in this case, the variation between models
from different splits is minimal in this area but increases significantly as the density
of training data decreases. In other words, the model is more robust in areas of input
space where there is more training data available.

The linearmodels fitted to the resulting predicted and true classification rates from
each of the data sets can be seen in Figure 4. The intercept and slope terms of the
models as well as statistics describing the model qualities are presented in Table 1.
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Fig. 3 SVM regression model of the classification rate as a function of uncertainty within the
training data set: mean, 95% confidence interval, minimum, and maximum of 10 different training
and test data set splits.

The predicted classification rates are good estimates of the true classification rates.
This can be seen from the intercept and slope termswhich are close to the ideal model
(0 and 1, respectively) and from the high percentage of the response variable variation
that is explained by the models (R2). Residual standard deviation (σ ) of the models
are small indicating that the predicted values do not vary much around the mean.
The variationwas also approximately normally distributed. These properties are clear
also in the figure. Data set sizes vary from a mere 150 data points to thousands of
data points but this has no obvious effect on the results.
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Fig. 4 Predicted and true classification rates of the test samples.

Table 1 Linear model intercept and slope terms and R2 and σ of the models for predicted versus
true classification rate.

Data set Size Intercept Slope R2 σ

Mushroom 25% MCAR 8124 0.04860 0.94324 0.9735 0.01898
Mushroom 50% MCAR 8124 0.02746 0.96689 0.9784 0.01549
Mushroom 75% MCAR 8124 0.01459 0.97811 0.97 0.02345

Iris % 50 MCAR 150 0.00939 0.98195 0.9868 0.02382
Wine % 50 MCAR 178 -0.1131 1.10589 0.9687 0.023

6 Conclusions

In this paper, we have presented an algorithm to estimate the confidence of classifi-
cation results on instance level that is consistent between different data sets, unlike
a posteriori derived uncertainty. Our novel algorithm presents the confidence as pre-
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dicted classification rate, i.e. as a probability that the prediction is correct, so that the
results are intuitive to interpret. The algorithm worked well on all five tested cases
and the performance was not affected by the size of the data set.
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Optimal Design and Deployment of Wireless 
LANs Based on Evolutionary Genetic Strategy 

Tomás de J. Mateo Sanguino and Francisco A. Márquez* 

Abstract This paper presents a design and deployment tool for wireless local area net-
works (WLAN) based on the IEEE 802.11 standard. The problem for optimal WLAN de-
ployment has been addressed using an evolutionary genetic strategy. The algorithm starts 
with an initial population of nodes defined within a map and tries to search the best location 
for access points (AP). The flexibility of the algorithm allows improving the distribution of 
APs based on the analysis of the RF signal loss by distance and obstacles as criteria. This 
algorithm has been fully integrated within a previous tool called WiFiSim, which allows to 
study various parameters and design problems in the PHY and MAC layers of the OSI 
model (e.g., the hidden node problem, throughput, channel utilization, frame collisions, 
delays, and jitter). This enables engineers to have a complete tool for the study, design and 
deployment of customized Wi-Fi networks. 

Keywords Genetic algorithms · IEEE 802.11 modeling · Wi-Fi simulator · Wire-
less network design · Engineering education  

1 Introduction 

Nowadays, wireless connectivity is established in all aspects and fields, offering 
flexibility and mobility to users. With the proliferation of wireless devices in re-
cent years, low cost services combined with high data rate transmission —such as 
for voice and video streaming— have made WLANs to be applied to different 
sectors. Thus, the need for large bandwidths makes critical time constraints, and 
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requires robust and reliable networks to meet the needs for throughput. Conse-
quently, the optimal design and implementation of WLANs is required for the 
proper transmission of information and to ensure that business needs are adequate-
ly covered [1]-[4]. 

In previous works [5, 6] the authors presented a new educational tool designed 
for the generic simulation and study of WLANs, the Wireless Fidelity Simulator 
(WiFiSim). This tool improved the teaching and learning of courses on computer 
networking by means of the simulation of the behaviour and performance of 
communication protocols based on the IEEE 802.11 standard. The interest of this 
educational tool —tested by teachers, students and professionals on computer 
networks— lies in the realism of its simulations, which provide a high level of 
interactivity and visual information with easy-to-interpret results through a con-
figurable and intuitive GUI. 

At present, there is a large number of commercial tools to address the design of 
wireless networks. This includes WiTunersTM [7], AirMagnet Survey® [8], 
ZonePlannerTM [9], Ekahau Site SurveyTM [10], Red-Predict [11], LANPlanner® 
[12], RingMaster® [13], Cisco WCS® [14], and Cindoor [15], among others. De-
spite of the considerable catalogue on tools, many of them lack an educational part 
to assist designers. That is, a specific module for the study and simulation of the 
network operation.  

In this paper we propose a further step beyond the study and design of WLANs: 
the problem of optimally deploying APs to cover wireless clients within a net-
work. To achieve this goal we propose an optimization algorithm based on evolu-
tionary strategy, thus allowing to solve the weaknesses of the current study and 
design tools in the state-of-the-art. To this end, we have integrated the developed 
module into WiFiSim, now called WiFiSim Extension. On the one hand, it facili-
tates designers the implementation process and automatically provides optimal 
solutions closer to the best network design. On the second hand, the tool allows at 
the same time to study WLANs and avoid operation problems (e.g., the hidden 
node problem, throughput, channel utilization, frame collisions, packet delay, 
queue length and delay, medium access delay, and jitter). 

To do this, Section 2 describes the problem for the optimization in WLAN de-
ployment. Section 3 is devoted to describe the model developed for the optimiza-
tion of AP locations based on a genetic algorithm. Section 4 develops a real case 
study and finally Section 5 presents some concluding remarks. 

2 Deployment of WLANs: The Optimization Problem  

There are many elements that need to be taken into consideration when undertak-
ing the difficult task of designing a WLAN (e.g., environment configuration, 
power coverage, number of users, flow data rate, site specific user demands, etc.). 
Consequently, the multitude of parameters that influence the WLAN design  
requires a wide study.  
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In order to overcome the demanding tasks imposed by a network engineer, an 
extension to support the genetic algorithm into the original WiFiSim tool was 
developed in JavaTM with the Eclipse framework. WiFiSim is a software for the 
design and study of WLANs, not a tool for network deployment [5, 6]. WiFiSim 
Extension allows designers to graphically describe the environment where the 
WLAN is to be deployed and specify the user constraints. It is, at this point, where 
the new module takes care of automatically generating a set of possible AP posi-
tions to satisfy the user demands.  

2.1 Environment with User-Demand Specifications 

The most basic requirement prior to accomplish any automatic design and optimi-
zation task is to specify where the WLAN should be deployed. This essentially 
consists in defining a building by its floor structure with minimal effort (i.e., 
rooms, doors, corridors, windows, etc.). Each floor plan is used as an input for a 
RF model that computes the electromagnetic propagation throughout the environ-
ment. The WLAN performance is highly dependent on its environment configura-
tion, among other parameters. Therefore, the WLAN planning has a major impact 
on the network throughput. For increased realism, walls can comprise various 
materials that influence signal attenuation as part of a large database (e.g., parti-
tion walls, concrete walls, joist, etc.). Hence, the WLAN environment can be con-
veyed by a combination of walls, roofs and even obstacles (Fig. 1). 

The next step is to specify additional constraints on the WLAN (e.g., number of 
APs, power signal, and position at walls or anywhere). As a complement, target 
areas and restricted areas can be defined by special materials or masks to specifi-
cally study areas of interest (e.g., hospitals, offices, shopping centres, etc.) where 
WLANs may interfere with other devices or suffer from security issues. 

 
Fig. 1 Example of an environment designed with WiFiSim Extension   
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2.2 Grid Structure for AP Candidates 

Although WiFiSim Extension allows to manually insert several APs in a scenario, 
it is not feasible to expect the designer suggests all the possible candidate posi-
tions with success, especially in complex environments. To automatically find a 
solution for the WLAN design problem, all the possible combinations for the re-
quired APs should be evaluated. The potential search space for such a problem is 
enormous and the required computational time for such an approach would be 
unacceptable, especially in large installations. A study on the different techniques 
used for this optimization problem and the justification for why using a meta-
heuristic approach can be found in [18].  

To automatically generate global optimal solutions, our algorithm considers the 
geometry of the environment and the specific user constrains. The algorithm is 
based on a cell structure where objects (i.e., APs, nodes and obstacles) not only 
have a physical position but also an associated RF signal power. This information 
is provided from WiFiSim to the optimization process and used as part of the ge-
netic algorithm to evaluate the quality of a suggested solution. In order to perform 
the grid structure, Wifisim Extension computes the signal attenuation by distance 
and obstacles for each cell, and the reachability between nodes for each possible 
location of the APs. 

Left side in Figure 2 shows an example of a square floor plan according to a 
1:50 scale where the tool computes the solution for the AP candidates at the walls. 
These are colored in red, whilst the pink circle is an optimal solution, green cells 
stand for areas where the wireless nodes need signal coverage, and white cells are 
non-accessible areas. It is assumed that the client devices are evenly distributed 
within the requested area. 

3 Evolutionary Genetic Model for Optimal Deployment 

An approach based on a coding scheme has been exploited for one of the most 
used genetic algorithms (GA), a steady state GA [16, 17]. The basic principle is to 
begin with a selection of candidate solutions or individuals (i.e., positions for a 
specific number of APs) and evolve these solutions by using selection, crossover, 
mutation and replacement with subsequent generation improvements.  

The implemented algorithm automatically generates two grids. One grid with 
the possible physical positions throughout the environment where an AP can be 
placed. A second grid with the power coverage and level of each cell for all the 
possible placements of APs based on the PHY layer of the IEEE 802.11a/b/g/n 
standard used and the signal loss due to obstacles and distance. Thus, each candi-
date AP not only has a physical position but also an associated coverage intensity 
map generated through the appropriate propagation model.  
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Steady State Genetic Algorithm. The specific GA implemented for this research 
operates in steady state as opposed to generational GAs. The main difference is 
the number of members after each generation that are evaluated by the target func-
tion. For a generational GA, all of the members of a population are evaluated. 
Their fitness values are evaluated, sorted and then each member of the population 
is replaced by a crossover and mutation tournament scheme. All of the new mem-
bers are evaluated again by the target function, except perhaps for the best per-
former if an elitism strategy is employed. For a steady state GA, after evaluating 
the initial population by the target function, only one member is replaced by a 
tournament scheme using crossover and mutation for each generation. That new 
member is evaluated by the objective function and then it replaces the worst per-
former of the previous generation. This can lead to quick and very accurate con-
vergence since that member immediately becomes part of the mating pool making 
possible an early shift toward an optimal fitness [17]. 

The main drawback of the steady state GA is that it does not have the large 
number of random guesses that the generational GA can obtain. For the steady 
state GA only one member of the gene pool is replaced for each generation and 
that member is the worst performer of the previous generation. Since the member 
that is created is composed by two good members from the previous generation, 
the steady state GA can quickly converge to a good solution. However, if none of 
the members of the initial population are good members the steady state GA can 
only rely on the mutation of one member each generation to find a good fitness. 
For this reason, a specific strategy of selection and replacements, and two types of 
mutation were included to enable more exploration or exploitation for each new 
member. 

Coding Scheme, Population Size and Initial Population. Before starting, the algo-
rithm must know the details of the chromosome such as for example its size (right 
side in Fig. 2). In this paper, we used an integer coding scheme where m is the num-
ber of parameters Im (i.e., the number of APs requested by the user). Each integer 
takes values in the interval [1, n], being n the number of possible AP positions.   

 C = (I1, …, Im) | Im ∈ {1, n} (1) 

The population size will be generated as a function depending on the size of the 
building. This step is done before executing the algorithm as follows: 

 S = (a / m) * k  (2) 

where a stands for the number of accessible cells by APs, m stands for the chro-
mosome size (i.e., the number of APs that users request), and k is a multiplication 
factor. In our case, this value was set to 3 and determined through experimenta-
tion. Once the population size is determined, the next step is to initialize the chro-
mosome of the GA. The initial population obtains all genes randomized into the 
interval [1, n]. 
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Fig. 2 Example of the grid structure (left) and chromosome (right) used to compute candi-
date positions for APs 

Objectives. The targets to maximize the algorithm are the followings: fitness_1, 
which consists of the sum of all the cells covered; fitness_2, meaning the sum of 
the power level reaching the cells. To determine the best individual of the popula-
tion is as follows: one individual with better fitness_1 will be the best. If more 
than one individual has the same fitness_1, the tiebreaker will be based on the best 
fitness_2. 

Selection. A tournament selection is used in order to select the parents. 

Crossover and Mutation Operators. The crossover operator employed is a one-
point crossover. We keep in mind that a gene cannot be repeated in a chromo-
some. This way, two individuals are obtained by combining the two offspring 
generated from parents. For each of them, the mutation operator changes a gene 
value at random with probability Pm and determines other possibility in [1, n]. 

The genetic algorithm can use two possible types of mutations indicated by a 
user-defined parameter. With the first mutation (i.e., disruptive) the process will 
be conducted with a probability of 2%. The second mutation (i.e., non-disruptive) 
makes a special mutation with a probability of 10%. In this case, a random gene of 
the chromosome is selected to change its value by a random value of ± 5% within 
the range [1, n]. 

The system determines two possible types of replacements also indicated by the 
user configuration: 1) by parents, where two children and two parents are evaluat-
ed and compete between them in order to keep the best individuals within the 
population; 2) by tournament, where the children obtained will compete against 
the two worst individuals to keep the best two. The mechanism of selection, muta-
tion and replacement will allow managing the convergence of the algorithm (i.e., 
exploration and exploitation). The algorithm should stop after a number of itera-
tions set by the user or by a stop button in the simulation tool. 
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4 Case Study for the Deployment of a Wi-Fi Network 

The practical case regarding the optimum WLAN deployment was conducted in a 
typical office environment consisting of a 73 x 40 m2 building with rooms, corri-
dors and halls (Fig. 3). The idea was to compare the proposed design obtained 
against the actual design. According to the floor plan, the building has three Cisco 
Aironet 1100 APs (i.e., red circles in the picture) configured for the OpenUHU 
wireless LAN. 

 
Fig. 3 Methodology to obtain the real coverage of the building and the power levels 

An analysis on the APs distribution, their power levels and the type of obstacles 
involved (e.g., a loss signal of 95% because of external contour walls and 8% due 
to internal Pladur® walls) was conducted to obtain a coverage map. The followed 
methodology consisted in using the Wifi Analyzer application to obtain the power 
levels at the building cells. They were classified from areas with excellent power 
signal (left plot) to areas with no coverage (central plot). Some other areas were 
covered even if the signal arrived with a low/medium power (right plot). As a 
result, we obtained a total coverage of 70.85% stating that the APs were not 
placed in the best location possible, therefore we faced a new WLAN design after 
a non-optimal solution. 

To this end, we conducted different tests with the WiFiSim Extension module on 
the experimental environment using a 1:100 scale, thus resulting in 132 cells and 24 
mini-cells. The tests consisted in finding better distributions for a WLAN composed 
by three and four APs at the walls (Fig. 4). The selected parameters were APs with 
the IEEE 802.11a/b technologies, both types of disruptive and non-disruptive muta-
tions, type of replacement set for parents and tournament size of 5%. 

The experiments were completed with an Intel® CoreTM i7 (2.6 GHz, 16 GB 
RAM) under Windows 64-bit operating system and the execution times were be-
tween 2s and 20s, which increases exponentially for larger scales. The criterion to 
stop the simulation was to press the stop button when reached a result with no 
better coverage afterwards. In the worst case we obtained a solution with a cover-
age of 80% for three APs. Although this distribution reached more signal levels 
than the actual WLAN installation, it was not enough to reach all the areas of the 
building. So we tried different combinations of the GA settings to achieve better 
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Fig. 4 Solutions with different combinations of the steady state GA for three and four APs 

distributions by: 1) improving the APs deployment (82%, 89% and 93%), and 2) 
increasing the number of APs (98% and 100%). This suggests that although the 
algorithm may not always find the best solution, it would be very close to the  
optimum in most of the cases. 

5 Conclusions 

Wireless communications have been widely imposed over conventional wired 
networks thanks to advantages such as the low cost, easy installation, mobility and 
range. However, Wi-Fi networks also have disadvantages such as the considerable 
decrease in signal power due to technology, distance and obstacles. 

This work is focused on the study of these factors to provide adequate and 
guaranteed designs in the planning, optimization and deployment of WLANs. To 
do this, we have implemented a complete design tool that obtains sub-optimal 
solutions very close to the best —by using a genetic algorithm— considering the 
largest covered area and maximum strength signal as decision criteria. 

After an experimental analysis carried out on a real environment, the results 
show that our tool can be useful not only in the fields of engineering education but 
also for professionals in networking. That is, to consider how to optimally distrib-
ute APs and provide better coverage throughout a building. Videos and a down-
loadable free version of the tool are available at www.uhu.es/tomas.mateo/ 
wifisim/wifisim.htm. 
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Minaturized Safety PLC on a Chip  
for Industrial Control Applications 

Ali Hayek and Josef Börcsök 1 

Abstract In this paper a safety programmable logic controller as a single chip 
solution is presented. The presented control system is based on a certified applica-
tion specific integrated circuit for safety-critical applications according to the safe-
ty standard IEC 61508 second Edition, meeting the safety integrity level SIL3. 
Furthermore, SIL3 compliant operating system and middleware are also briefly 
presented in this paper. A further main focus of this paper is led on the graphical 
programming in application development is provided by graphical integrated de-
velopment environment for configuring and programming the safety controller. 
The presented safety solution is freely configurable and programmable using 
graphical interface and achieves flexible, compact, low-cost and yet advanced 
process control and automation for safety related applications. 

Keywords Safety systems · Control systems · Real-time systems · Systems-on-
chip 

1 Introduction 

Programmable logic controllers (PLCs) [1] have been a principal part of industrial 
process control for decades. Especially in safety-related applications, it is of great 
importance to integrate robust, reliable and safe PLCs. Typically, standard PLCs 
used in safety-related applications are configured in a redundant performance.  
A primary PLC for the execution of the main functionality and a redundant PLC 
which is used as monitoring element to support a safe and orderly shutdown in the 
failure case. Additionally, further redundant system elements and several monitor-
ing modules are needed. In summary, designing safety-related systems using 
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standard PLCs requires tremendous additional design, validation and certification 
efforts. Therefore, specific safety PLCs are nowadays available that considerably 
reduce these efforts. Safety PLCs provide a complete certified safety-related solu-
tion for the use in several industrial applications. 

Driven by the ongoing challenge to reduce the overall system size and power 
consumption and especially the system costs, a lot of engineering efforts were 
being invested in miniaturizing systems into single chip solutions. Most recently, 
due to the further development of safety standards, such as the standard IEC 
61508 ([2] and [3]), safety-related solutions on a single chip are now the latest 
state of technology in the field of safety-related applications. 

In this paper, a single chip safety PLC solution is presented, which addresses 
the safety integrity level SIL3 according to the standard IEC 61508 at hardware 
and software level. The hardware design of the chip architecture was designed 
according to the second edition of the standard IEC 61508 for safety-related inte-
grated circuits with on-chip redundancy, as already published in [4]. Since soft-
ware and application platform are key elements of every safety-related system, an 
appropriate approach for the different needed layers is presented. As shown in Fig. 1, 
the lowest layer is the SIL3 certified hardware platform without any additional soft-
ware. A complying safety-related operating system is the first software layer 
which mainly performs the basic tests of the hardware modules. The next pro-
posed layer represents a safety-related middleware which handles all low-level 
access to the target platform for the user application ([5] and [6]). More recently, 
PLCs are programmed using graphical application software. Therefore, the next 
layer in the proposed approach is the graphical integrated development environ-
ment (IDE) conforming to the standard IEC 61131 [7].  

The key feature of the proposed approach is to free the developer of PLC appli-
cations from highly complex safety-related details. From developer´s point of 
view accessing safety PLCs at hardware low-level is given, but it demands de-
tailed knowledge in safety-related programming and all related safety require-
ments. Due to the middleware with underlying safety-related operating system the 
user is not intended to take care of safety-related aspects and is enabled to write 
safety-related software nearly as straightforward as non-safe applications. With 
the proposed graphical IDE, user applications might be programmed similarly to 
standard PLCs. Thus, using the whole package, from the target platform up to the 
graphical IDE, application development is enormously sped up. A safety applica-
tion still needs to be developed in conformance with appropriate standards, but the 
effort for the implementation and certification process would be minimized. 

The main contribution in this work is adding support for the IDE to the mid-
dleware according to the proposed approach to build a safety PLC with all needed 
functionalities. While the graphical IDE is provided by an industry partner, all 
other hardware and software layers are designed within own research work with 
industrial partners. 
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Fig. 1 Complete SIL3 environment 

2 Safety Programmable Logic Controller 
2.1 Controller Architecture 

The target hardware platform of the safety PLC is a miniaturized SIL3 compliant 
safety system-on-chip which integrates all features of a PLC on a single chip. This 
reduces the number of required components for safety applications and improves 
system reliability. A more detailed description of this architecture which has been 
developed in cooperation with an industry partner can be found in [4]. Fig. 2 gives 
a general overview about the system architecture of the safety PLC, which con-
sists of two subsystems: a redundant system (safe system) and a single-core sys-
tem intended for communication (COM system). Both subsystems are connected 
interference-freely. In addition, both processor systems may trigger an interrupt in 
the other subsystem. Both subsystems contain processor cores with own data and 
program memories, digital inputs and outputs, as well as diverse communication 
interfaces. The COM system act as black channel for safe communication between 
the safe system and field devices for safety-related applications utilizing its com-
munication interfaces. In the black channel approach it is up to the communication 
end-points to implement the safety layer [2], the operating system and safe system 
already provides safe communication. 

2.2 Safe Operating System 

According to the proposed approach, the first software layer for the safe system is 
a SIL3 compliant safety-related operating system. The major advantage of using a 
safe operating system is providing features that will make it easier to design safety 
into the user application. In the proposed safety PLC the main tasks of the safe 
operating system for covering SIL3 compliance according to IEC 61508 will be 
CPU check, memory testing, memory protection and testing of further monitoring 
elements required for the safety functions. The safe operating system executes 
these hardware tests at start-up and during runtime. After initialization, it provides 
a fixed cycle time. All tasks are executed sequentially within one cycle. If cycle 
time is exceeded, or an error occurs, the operating system initiates the safe state 
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for the target platform. On the black channel side, the COM system has its own 
non-safe operating system. This can be a standard embedded operating system, 
and it conducts mainly functions of the communication interfaces. 

2.3 Safe Middleware 

The safe middleware comprises all safety-related functionality of the target plat-
form, and all low-level access is encapsulated by the middleware. The middleware 
is built up in modules and each independent module controls a single functionality 
of the target platform. These modules represent the inputs and outputs, as well as 
 
 

 
Fig. 2 Safety PLC block diagram 
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Fig. 3 Interaction between User and the Safety PLC 

peripheral communication of the safe system. Thus, the modules represent low-
level drivers for all safety-related functionalities. A detailed treatise of the concept 
and validation of the SIL3 compliant middleware is presented in [5] and [6]. The 
required program memory is kept as small as possible by only linking modules 
which are required by the application. This is important, as the middleware is 
designed to be used with a miniaturized safety PLC with a compact CPU core. 

The middleware is called in each cycle of the safe operating system. At first 
call, instances of all modules, used by the application, are created. Only one in-
stance is allowed for each module in order to prevent concurrent access to registers 
of the target platform. In addition to function calls by the application, each module 
comprises a function that checks safety aspects related to this module. This func-
tion is called at least once per cycle by the middleware (but may also be called by 
the user application). The middleware modules ensure that all parameters used for 
function calls are within the specified ranges. Otherwise the middleware request the 
safe operating system to enter the safe state. 

3 Graphical IDE 

In this section the graphical user interface for the programming of the safety PLC 
is presented (detailed literature in [8]). First, the main target group of end users is 
introduced. This is important, to identify possible impacts. Furthermore, a detailed 
description of the implementation and features of the graphical IDE is presented. 
Finally, the results are shown with a couple of simple examples in order to prove 
the feasibility of the proposed approach. 

3.1 Target Group of End Users 

Designed to meet SIL3 requirements according to the standard IEC 61508 the 
proposed safety PLC solution is intended to be used for any SIL3 application. In 
this context, the target user group of interests includes every company, institution 
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or service provider who targets a SIL3 certification conforming to the standard. 
However, many end users are daunted by the prospect of having to comply with 
the lengthy and complex nature of such certification processes, especially due to 
the time-to-market aspects.  End users are interested in having a SIL3 certified 
system with wide-ranging features and rapid development process. However, with 
the proposed approach provides a safety chip as a hardware platform with safety 
and communication features. Once these features are sufficient for the user´s ap-
plication, the chip solution can be targeted as a safety PLC solution. Normally end 
users will access to the hardware using the middleware which is modelled in C++. 
However, this requires engineers or technicians with good C++ background, as 
well as time and engineering efforts to understand the internal system structure, 
such as: Cycle time of operating system, error handler of hardware and software 
components or SIL3 certification of the application code itself. In this context, the 
proposed graphical IDE layer in our approach aims to present a user-friendly inter-
face, where the issues mentioned above are carried out by the different levels of 
the presented approach. Thereby a PLC engineers will not need to use C++ and 
can use a PLC familiar programming interface. 

 
Fig. 4 Graphical IDE function blocks for I/O READ and I/O WRITE 

The graphical programming concept is based on function blocks. A function 
block represents a single functionality of the safety PLC, such as AND gate or an 
INPUT. A list of function blocks is stored in dedicated libraries using function 
blocks, and the user can design a system behavior according to his needs. After 
designing the system, the function block diagram is compiled and downloaded to 
the target platform. 

3.2 Structure and Functionality 

In this subsection, the interaction between the graphical IDE and the lower layers 
is described, as shown in Fig. 3. Here is important to mention, that the complete 
handling of the communication with the graphical IDE is performed using the 
middleware. Another IDE from other parties can be ported through the same pro-
cess. The graphical IDE is usually installed on a PC. The communication between 
the PC and the safety PLC is depending on the needed communication interface. 
In case of the presented system, both serial interface UART and Ethernet are pos-
sible. The main tasks of the graphical IDE are downloading the generated code to 
the safety PLC and performing specified online-tests along with the programming 
of the application. A more detailed explanation of online-tests will be given in the 
following subsection. In the following, the user side and safety PLC side in Fig. 3 
are described in details. 



Minaturized Safety PLC on a Chip for Industrial Control Applications 299 

 

User Side 
As already mentioned above, the end user should only know about the function 
blocks. These blocks are designed for the specific safety PLC and are linked with 
C++ classes of the middleware. Each module or functionality of the PLC is repre-
sented by a class with own methods and attributes. For example an 
INPUT/OUTPUT module is represented by two blocks I/O-READ and I/O-
WRITE for specifying the desired block type as shown in Fig. 4. Before running 
the application, all blocks are analyzed and the graphical IDE will link the applica-
tion program and a precompiled middleware library. Afterwards, the generated 
machine code will be downloaded to the hardware platform. Before that, the 
graphical IDE performs checksum calculation and adds a timestamp for safety and 
reliability aspects. Via communication interface the complete data package is sent 
to the safety PLC. 

Safety PLC Side 
On the safety PLC side, messages from the graphical IDE will be sent to the safe 
system interference-freely via the COM system. There, the middleware will per-
form the checksum calculation and store the timestamp, and the machine code will 
be stored and executed. In this regard, it should be noted that the safe operating 
system is not loaded with the application. It is loaded and tested regardless of the 
graphical IDE being ready to receive and check the application program. It should 
be mentioned in this context that the memory areas of the safe system for safe 
operating system, middleware and user application are separated, in a way that 
they can be updated without interfering other parts.  

3.3 Online-Tests 

An important module for the operation and monitoring of industrial systems is the 
integration of simulation and test modules into the graphical IDE. With the inte-
grated online-test option the user is allowed to check and manipulate the state of 
dedicated modules of the safety PLC during run-time using the graphical IDE. The 
example in the next section will show more about the execution of the online-tests. 

3.4 Simple Example Applications 

After presenting the structure and functionality of the graphical IDE a simple ex-
ample application is given in this section. This example is kept simple to show the 
technical feasibility of the presented approach. However, all functionalities of the 
safety PLC are covered by the graphical IDE and can be used as functional blocks. 
The first example in Fig. 5 shows a simple control of digital outputs using digital 
inputs. After building the application block diagram using the functional blocks 
and downloading code to the target hardware, the user can monitor changes on 
safe digital inputs and outputs. The application program consists of three LEDs 
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(outputs) and three switches (inputs) connected to the safety PLC. The application 
monitors states of switches and combines states of switches with software input.  
As result the LEDs are turned on or off. In the function block diagram, the LEDs 
are represented by the 3 blocks on the right side labeled LED_0 to LED_2. The 
software switches are labeled var_0 to var_2 and they are clickable.  The states of 
the hardware switches are represented by SW_0 to SW_2. A blue wire represents 
an inactive state; a red wire represents an active state. Furthermore, the user can 
change the value of the variable of the application running on the target-platform. 
He can do that online, i.e. in the IDE while the test is running. In the example 
above, setting var_0 to “false” would inhibit the propagation of SW_0 to LED_0. 
In Fig. 6 a second example of a simple RS-Flip-flop is shown. Using the SET and 
RESET inputs a memory function can be realized. 

 
Fig. 5 A part of a sample application for I/O-Control 

 
Fig. 6 A sample application for an RS-Flip-Flop 

4 Conclusion 

In this paper, a single chip safety PLC solution was presented. A complete hard-
ware and software platform for SIL3 industrial applications is introduced. The 
proposed approach divides the software into several layers: a safe operating sys-
tem, a middleware and a graphical user interface. An example for a simple appli-
cation showed the feasibility of the proposed approach. The main advantage of the 
proposed approach is that it substantially reduces the development time and the 
complexity of SIL3 applications. Moreover, dividing the software in modular 
layers designed for safety related applications facilitate the certification process of 
the overall system. 
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Random Forest Based Ensemble Classifiers  
for Predicting Healthcare-Associated Infections 
in Intensive Care Units 

María N. Moreno García, Juan Carlos Ballesteros Herráez,  
Mercedes Sánchez Barba and Fernando Sánchez Hernández 1 

Abstract Surveillance and prevention of infections acquired in the hospital envi-
ronment is an important challenge in the current health systems given the great im-
pact of these kind of infections on patient mortality as well as on sanitary costs. Data 
analysis can contribute to make easier these tasks by means of identification of risk 
factors and prediction of infection acquisition. This work is focused on the study of 
infections acquired in intensive care units by means of data mining models. In this 
context we have to deal with the problem of building reliable classifiers from imbal-
anced datasets. This is addressed with an ensemble based approach. The aim of the 
proposal is to overcome some drawbacks presented by other usual strategies. 

Keywords Healthcare-associated infections · ICU infections · Data mining ·  
Ensemble classifiers · Imbalanced data 

1 Introduction 
Healthcare-associated infections (HAI) are mainly acquired over the hospital stay. 
Between the fourth and fifth part of HAI are diagnosed in intensive care units 
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(ICU), especially device-associated infection (DAI), those presenting a greater 
impact on patient progress. All of them are associated to invasive devices altering 
natural defense barriers and favoring the transmission of pathogens, which often 
have high rates of antimicrobial resistance and are part of the ICU flora.  

Implementation of surveillance and prevention measures have reduced the inci-
dence rate of infections in ICU as well as their adverse effects. To make such 
measures more effective it is important to manage a great quantity and variety of 
information and usually this task takes long time to physicians. Data mining tech-
niques can provide support for data processing, not only in order to improve the 
efficiency but also in order to find valuable patterns in data for prediction, unable 
to be discovered by using alternative procedures as statistical techniques, which 
are usually used only to indentify key indicators but not to build predictive mod-
els. In this work data mining techniques are used to find out the most important 
HAI risk factors and to identify patients more susceptible to infections regarding 
their characteristics, treatment, invasive devices used and other information con-
cerning their stay in the ICU.  

The study was carried out with data from 4616 patients gathered in the ICU of 
the University Hospital of Salamanca (Spain) over the years 2007-2013. Only 311 
patients out of the whole group included in the study acquired device-associated 
infection, which represent 6.7% of the total. The application of classification algo-
rithms to imbalanced datasets as the involved in this work presents serious  
drawbacks since good global accuracy can be achieved but the precision for the 
minority class can be low. Oversampling the minority class records or 
undersampling the majority class records are two common approaches to deal with 
imbalanced datasets, but they have important drawbacks. Undersampling may 
discard potentially valuable data, while oversampling artificially increases the size 
of the data set and, as a result, the computational cost of inducing the models. In 
addition, the replication of existing examples in the minority class causes 
overfitting problems [Hulse and Khoshgoftaar]. 

The aim of the present study is to introduce a new way of addressing the  
imbalanced data classification by applying the suitable machine learning algo-
rithms, such as ensemble classifiers, in order to overcome the problems mentioned 
previously.  

The rest of the paper is organized as follows: Section 2 presents an introduction 
to the problem of building classifiers from imbalanced datasets and the most 
common strategies to deal with it.  In section 3, usual measures to validate classi-
fiers in imbalanced data contexts are described. Section 4 encloses the basis of  
the classification algorithms used in this work, with special focus on ensemble 
classifiers. Section 5 is devoted to explain the proposed approach and to describe 
the dataset used in the study. The results are reported in section 6. Finally, the 
conclusions are given in the last section. 
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2 Background 

Classification from imbalanced datasets has been the focus of intensive research 
since it represents an important obstacle in the supervised learning. It takes place 
when there is a big difference between the number of instances of every class 
under study. In these situations the precision for the minority class is usually sig-
nificantly lesser than the precision for the majority class; therefore, predictive 
models are not valid even when they present an acceptable accuracy. That is, the 
classifier can achieve a high percentage of instances correctly classified but the 
percentage of instances belonging to the minority class that are correctly classified 
can be very low. Additionally, the minority class is usually the most interesting 
and misclassification of its instances is the least desirable. 

This problem is very common in medical fields such as studies of mortality 
[Moreno et al., 2014], about outcome of treatments [Martín et al., in press] or 
medical diagnosis [Nahar et al., 2013], between others. 

There are several methods to deal with this problem. They can be organized in 
the following categories [López et al., 2013]: 

 Data resampling: involves oversampling or undersampling procedures to modi-
fy the training set by creating or eliminating instances in order to obtain a bal-
anced distribution of the instances belonging to each class.  

 Algorithmic modification: implicates the modification of the learning algo-
rithms to make them more suitable for processing imbalanced data. 

 Cost-sensitive learning: takes into account the misclassification costs, so that 
the different kind of misclassifications are treated in a different way.  

Some drawbacks have been described for the three approaches. Oversampling 
the minority class records or undersampling the majority class records are two 
common preprocessing methods used to deal with imbalanced datasets, but they 
have important weaknesses. Removing potentially valuable data is the main draw-
back of undersampling the majority class, while oversampling the minority class 
can cause overfitting problems as well as an increasing of the computational cost 
of inducing the models [Hulse et al., 2007]. The two last approaches are less used 
due to some difficulties in their application. Adapting every algorithm to imbal-
anced data demands a great effort and sometimes provide worst results than 
resampling techniques. On the other hand, cost sensitive learning usually requires 
domain experts to give values to the cost matrix containing the penalties for the 
different types of misclassification [López et al., 2013], thus it is difficult to find 
out the most suitable values. 

3 Validation of Classifiers in Imbalanced Data Contexts 

Cross validation is the most used method for validating classifiers. It is an effec-
tive method for approximating the error that might occur when a classifier is used 
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to classify unlabeled data. In many research works the validation of classifiers is 
carried out only by means of examining their accuracy, that is, the percentage of 
correctly classified instances. However, that measure is not appropriate in imbal-
anced data contexts since in these scenarios machine learning algorithms can 
achieve an acceptable global accuracy but the precision for the minority class can 
be very low. Therefore, accuracy can be complemented with other metrics that 
provide additional error perspectives, especially when evaluating binary decision 
problems. In these cases, the examples are classified as either positive or negative 
and the output of the classifier can belong to one of the following four categories: 
True positives (TP) are positive instances correctly classified, false positives (FP) 
are negative instances classified as positive, true negatives (TN) are negative in-
stances correctly classified and false negatives (FN) are positive instances classi-
fied as negative. Given this information, it is possible to define some validation 
metrics such as precision, recall, F-measure or area under the Receiver Operator 
Characteristic (ROC) curve. 

4 Classification Algorithms 

The algorithms applied in this study were both simple and ensemble classifiers. As 
simple classifiers, the J48 tree and Bayesian networks were tested. The ensembles 
used were Random Forest, Bagging, AdaBoost and Random Commitee.  

A decision tree consists of a set of conditions that are organized in a hierar-
chical structure, so that the final decision can be determined following the true 
conditions from the root to the leafs of the tree. The induction of the tree is carried 
out by means of a process in which the examples are separated depending on the 
evaluation of certain conditions related to the values of the attributes. The mathe-
matical model used to select the attributes influencing the classification as well as 
the attribute values involved in the conditions is based on the entropy provided by 
the attribute. The J48 algorithm is an advanced version of C4.5 [Quinlan, 1993], 
one of the most known and used tree induction methods. J48 is an information 
gain based method with pruning procedures that use rules.  

Bayesian networks (BN) are probabilistic graphical models where nodes repre-
sent random variables and edges represent conditional dependencies between the 
variables. Two nodes representing conditionally independent variables are not 
connected each other. The learning process for a dataset D lies in finding, among 
all possible graphs, the graph G that better represents the set of dependen-
cies/independencies between data. The problem is NP-hard, so that is not feasible 
an exact solution and it is necessary to resort to heuristic search methods. They 
consist of establishing a quality metric, which represents the adaptation of a 
Bayesian network to a specific dataset, and finding a solution that maximizes this 
metric by means of an optimization procedure. Some search algorithms are TAN, 
BAN, K2, etc. TAN (Augmented Naïve-Bayes) and BAN (Bayesian Networks 
Augmented Naïve-Bayes) are based in the simplest BN, Naïve Bayes, but they 
involves sophisticated graphical model to deal with the no realistic assumption of 



Random Forest Based Ensemble Classifiers  307 

 

attribute independence. K2 is a function based on uniform prior scoring for learn-
ing and evaluating Bayesian networks [Cooper and Herskovits, 1992].  

Multiclassifiers combine several individual classifiers induced with different 
basic methods or obtained from different training datasets with the aim of improv-
ing the accuracy of the predictions. The methods for building multiclassifiers can 
be divided in two groups. The first, also named ensemble classifiers, such as Bag-
ging [Breiman, 1996], Boosting [Freund and Schapire, 1996] and Random Forest 
[Breiman, 2001], induce models that merge classifiers with the same learning 
algorithm, but introducing modifications in the training data set. The second type 
of methods, named hybrids, such as Stacking [Wolpert, 1992] and Cascading 
[Gama and Brazdil, 2000], create new hybrid learning techniques from different 
base learning algorithms.  

Bagging is the acronym for Bootstrap AGGregatING. The method induces a 
multiclassifier that consists on an ensemble of classifiers built on bootstrap repli-
cates of the training set. Among the different ways of combining the outputs of the 
classifiers in an ensemble (abstract level, rank level, measurement level…), ab-
stract level is the type used by bagging. Given a set of labels Ω, a set of classifiers 
D and examples ݔ ∈  ℛ௡ ݐo be classified, in this approach each classifier Di pro-
duces a class label ݏ௜  ∈  Ω, ݅ = 1, … , ܮ . Thus, for any example ݔ ∈  ℛ௡ to be 
classified, the outputs of a L classifier are given by a vector ݏ =  ሾݏଵ, … , ௅ሿ்ݏ  ∈ Ω௅ . The label outputs of the classifiers can be represented as binary vectors ൣ݀௜,ଵ, … , ݀௜,௖൧்  ∈  {0,1}௖, ݅ = 1, … ,  where ݀௜,௝ = 1 if Di labels x in  ߱୨, and 0   ,ܮ
otherwise,  then, the final choice of the class is carried out by majority vote 
[Kuncheva, 2004].  

Boosting is a multiclassifier of the same kind of Bagging, however, this method 
assign weights to the outputs of the induced single classifiers from different train-
ing sets (strategies). The weight of a strategy ݏ௜ represents the probability that ݏ௜  
is the most accurate of all of them. In an iterative process, the weights are updated 
by increasing the weight of strategies with the correct ݏ௜ prediction and reducing 
the weight of strategies with incorrect predictions. In this way the multiclassifier is 
developed incrementally, adding one classifier at a time. The classifier that joins 
the ensemble at step k is trained on a data set selectively sampled from the training 
data set Z. The sampling distribution starts from uniform, and progresses in each k 
step towards increasing the likelihood of worst classified data points at step k – 1 
[Kuncheva, 2004]. This algorithm is called AdaBoost which comes from ADAp-
tive BOOSTing. This algorithm presents the advantage of drive the ensemble 
training error to zero in very few iterations [Kuncheva, 2004]. 

Random Forest [Breiman, 2001] can be considered a multiclassifier similar to 
Bagging since it involves the induction of an ensemble of tree classifiers, each of 
which produces its own output. The induction of each tree is produced from a 
subset of the original data set chosen independently (with replacement) and with 
the same distribution for all trees in the forest. For classification problems, the 
most popular class obtained by simple vote is chosen as the final outcome. 
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Random Committee algorithm is used to induce an ensemble where each base 
classifier is built using a different random number seed. The final prediction is 
generated by averaging probability estimates over the individual base classifiers. 

5 Data Mining Study 

As commented before, the main problem to be addressed is the treatment of imbal-
anced data. The behavior of classifiers used in an individual way sometimes fails 
with imbalanced datasets, achieving very low precision in the classification of mi-
nority class examples. In this work an alternative way of dealing with this drawback 
is proposed aiming at avoiding some of the disadvantages of usual approaches. 

The proposal is based on the use of ensemble classifiers that build several hy-
pothesis from different datasets following a resampling strategy. However, this 
strategy differs from the used in the classical treatment of imbalanced problems 
since it is not focused on one particular class, so that the outcome is not biased to a 
specific class of instances. In addition, ensemble methods have potential capacity 
to minimize overfitting problems. Adaboost has the capacity to avoid overfitting 
problems and reduce errors at the same time in spite of the progressively increas-
ing complexity of the induced classifiers [Kuncheva, 2004]. This fact is essential 
to deal with the imbalanced data problem avoiding one of the main weaknesses of 
the oversamping strategy.   

According to Kuncheva, the key of the good behavior of classifiers ensemble is 
the diversity provided by different training sets. When training sets are generated 
from Bootstrap sampling, significant improvements are achieved mainly when the 
base classifier is unstable, that is, small changes in the training set should lead to 
large changes in the classifier output. This is the scenario that takes place when 
working with imbalanced data. On the other hand, majority vote properties assure 
the improvement of the single classifiers results if the outputs were independent 
and classifiers had the same individual accuracy. Outputs of Bagging cannot be 
considered completely independent since the training samples are formed from the 
same set by taking bootstrap replicates, however Bagging improves accuracy of 
single classifiers due to the bias-variance decomposition of the classification error 
[Kuncheva, 2004]. 

Based on the above premises several ensemble classifiers were applied to the 
available data using different base classifiers. The dataset used in the study com-
prises information about 4616 patients hospitalized in the ICU of the University 
Hospital of Salamanca.   We focused on predictive factors of infections, thus 
some attributes as days of stay or death were discarded since they are not known 
until the end of the stay. The attributes used in the learning process were the fol-
lowing: Gender, Acute Physiology and Chronic Health Evaluation (APACHE II), 
Emergency surgery, Immunosuppression, Neutropenia, Immunodeficiency, Me-
chanical Ventilation, Central Venous Catheter (CVC), Urinary Catheter, Parenter-
al nutrition, Patient origin, 48 hours of antibiotic treatment, Previous surgery, 
Extrarenal depuration. 
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6 Results 

Several classification algorithms were applied to induce models that allow to pre-
dict acquisition of infection by ICU patients. In order to do a comparative study of 
results, two kind of algorithms were used for inducing both single classifiers and 
multiclassifiers, specifically, ensemble classifiers. These were tested with several 
base classifiers. The results of some algorithms providing very poor results (accu-
racy lesser than 60%) have not been reported. 

Ten-fold cross-validation was used in the validation of all classifiers. Given the 
fact that accuracy is not a suitable evaluation measure for imbalanced data con-
texts, several metrics introduced in section 3 have been obtained. They are TP 
rate, FP rate, precision, recall (sensitivity), F-measure and ROC area. F-measure 
was computed with β parameter set to 1. Table 1 shows the values of these 
measures. In order to appreciate in a better way the differences between the results 
of the classification algorithms, precision, recall and F-measure are represented in 
Figure 1.  

Table 1 Results provided by different classifiers 

 
The best values of all of the metrics except ROC area were achieved by 

AdaBoost when Random Forest was used as base classifier. However, Bagging 
with Random Forest achieved a significantly better value of the ROC area, the 
best of all classifiers, with a very slight worsening of the other metrics. In order to 
analyze the behavior of classifiers regarding the classification for the instances of 
every class, the precision for both classes was also examined. Figure 2 shows the 
values of accuracy, precision of class YES (the minority class) and precision of 
class NO. Bagging with Random Forest reached a significant better precision for 
the minority class than the other classifiers without hardly descending the preci-
sion of the majority class, thus, the lesser difference between the precision of both 
classes was accomplished by this algorithm. Therefore, after the analysis of differ-
ent quality metrics, we can conclude that the ensemble Bagging, when uses  
Random Forest as base classifier, is the most suitable for the classification of 
healthcare-associated infections from the data used in this study. Another conclusion 

Algorithm Accuracy TP Rate FP Rate Precision Recall F-Measure ROC Area 
 J48 93.96% 94.0% 70.5% 92.7% 94.0% 92.7% 60.10% 

Random Forest 94.65% 94.60% 53.20% 93.90% 94.60% 94.10% 81.30% 

Bayes Net-K2 91.72% 91.70% 59.40% 91.60% 91.70% 91.60% 82.10% 

Bayes Net-TAN 93.31% 93.30% 68.20% 91.90% 93.30% 92.30% 84.90% 

AdaBoost-J48 94.25% 94.30% 48.70% 93.80% 94.30% 94.00% 84.20% 

AdaBoost-Random Forest 95.26% 95.30% 50.50% 94.70% 95.30% 94.70% 81.70% 

Bagging-J48 94.13% 94.10% 68.10% 93.00% 94.00% 93.00% 80.70% 

Bagging-Random Forest 95.10% 95.10% 56.00% 94.50% 95.10% 94.40% 87.90% 

Random Committee-Random Tree 94.63% 94.60% 50.80% 94.00% 94.60% 94.20% 81.90% 

Random Committee-Random Forest 94.97% 95.00% 50.50% 94.40% 95.00% 94.50% 86.80% 
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derived of this results is the fact that Random Forest used with any multiclassifier 
improves the accuracy and the precision of the minority class with respect to other 
base classifiers. Consequently, the combination of two ensemble classifiers seems 
to be effective for dealing with the imbalanced data problem. 
 

 

Fig. 1 Values of Precision, recall and 
F-measure for the tested classifiers 

Fig. 2 Values of accuracy, precision of the 
class YES and precision of the class NO for 
the studied classifiers 

7 Conclusions 

In this work, the data from 4616 patients hospitalized in ICU have been processed 
with different data mining algorithms aiming at predicting device-associated in-
fections in future patients. It was necessary to address the problem of building 
classification models from imbalanced datasets since only 6.7% of the patients in 
the dataset presented nosocomial infection while 93.3% did not acquired any in-
fection. Our proposal is focused on the application of ensemble classifiers. The 
purpose is to avoid problems as overfitting derived from the use of resampling 
strategies as well as some difficulties in the implementation of other approaches as 
algorithm modification and cost-sensitive learning.  

The results proved that multiclassifiers showed better behavior than single clas-
sifiers, especially Bagging and Boosting when Random Forest was used as base 
classifier. Bagging with Random Forest achieved the best value of area under the 
ROC curve, the best precision for the minority class and the smallest precision 
difference between the two classes. Random forest was also the best base classifi-
er for all multiclassifiers. The study carried out has revealed that the combination 
of ensemble classifiers is an effective way to address the imbalanced data problem 
and can be an alternative approach to the usual procedures. 
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Fast Intelligent Image Reconstruction 
Algorithm for ECT Systems 

Wael A. Deabes and Hesham H. Amin1 

Abstract Electrical Capacitance Tomography (ECT) has more attention in the last 
few decades due to its importance in many industrial and medical processes. Re-
search has various directions in this field such how reconstruct accurate images of 
the object under consideration, hardware implantation of both the recognition sys-
tem and/or the image viewing devices. In this paper, a novel single-stage intelligent 
approach is designed for reconstructing images that describe the materials distribu-
tion of the multi-phase flow in industrial pipelines. The proposed algorithm utilizes 
Fuzzy Inference System (FIS) to overcome the nonlinear response of the ECT sys-
tem. The proposed algorithm is fast since it does not need solving the forward prob-
lem to update the sensitivity matrix. The reported results show that the proposed FIS 
image reconstruction algorithm has high accuracy and promising technique. 

Keywords ECT · Image reconstruction · FIS · Multiphase flow 

1 Introduction 

Recently, the level of interest in the multi-phase flow measurements, which used in 
the chemical and petroleum industries, has increased rapidly [1]. Multi-phase flow is 
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defined as the flow of more than one material along a closed or open pipe. Two phas-
es flow of gas, liquid or solid is common. Thus, the study of multi-phase flow meas-
urement techniques are crucial to understand and quantify its parameters [2]–[4].  

The electrical tomography (ET) techniques are the most important non-
intrusive sensing modalities in the multi-phase flow measurements [5]. The ET 
systems are remarkable because real-time imaging, safe and suitable for different 
vessel sizes [6]. Moreover, sensors-based ET systems are prominent and have 
been broadly utilized to characterize the parameters of the multi-phase flow phas-
es. Generally, ET is based on an array of the electrical sensors placed along a pipe 
axis or a vessel circumference. Information obtained by non-intrusive techniques 
is either two-dimensional (2D) cross-sectional concentration profiles or 3D vol-
ume images [7]. Electrical Capacitance Tomography (ECT) is one of these ET 
techniques. It is fast, non-intrusive, low cost, robust, and safe technique for imag-
ing multiphase flow [8]. In an ECT system, sensors are arranged around an object 
of interest that has an unknown distribution of heterogeneous dielectric materials 
or material phases with significant electrical permittivity contrast. These sensors 
measure capacitance in between them [2]. The ECT system requires solving two 
computational problems. First is the forward problem that determines the mutual 
capacitance between the mounted sensors after the change of the material distribu-
tion by solving the partial differential equations governing the sensing domain. 
Second is the inverse problem that calculates the material distribution from the 
known capacitance measurements [2], [9]. Solutions of the inverse problem are 
also known as image reconstruction algorithms. These Algorithms are responsible 
for mapping a vector of the M measurements to an image of N unknown pixel 
values. The relationship between the material distribution and the tomography 
measurements is nonlinear, which makes the image reconstruction a challenging 
task. However, there are two types of the image reconstruction algorithms, non-
iterative and iterative ones. Iterative image reconstruction algorithms are superior 
to non-iterative ones since they are able to overcome the nonlinearity of the sys-
tem and generate images that are more accurate. But the iterative algorithms con-
sume long time since it usually goes through both solving the forward problem 
and the inverse problem.  

Various research  have been done to get both high accuracy and real time re-
constructed images [10][11]. The algorithms used various methodologies to recon-
struct the shape of the flow of the materials in the pipelines. These techniques may 
be classified into Algebraic Reconstruction Techniques and Optimization Recon-
struction Techniques [8]. Unfortunately, research is scant of using intelligent tech-
niques such as Artificial Neural Networks, fuzzy systems and machine learning in 
general [12]. However, many techniques are available for solving the inverse 
problem, most of them are characterized by a tradeoff between the reconstructed 
image quality and the computational complexity of the employed algorithms [13]. 
 
 
 



Fast Intelligent Image Reconstruction Algorithm for ECT Systems 315 

 

Another tradeoff related to increasing the number of sensors which provides more 
information to build exact images, but this slow down the system and impose poor 
signal-to-noise ratio [5]. Thus, developing an accurate and fast image reconstruc-
tion algorithm to overcome these nonlinearities is very crucial [8]. Therefore, this 
work develops a novel image reconstruction method based on Fuzzy Inference 
System (FIS) for ECT systems that yields solutions that are more accurate than 
other explicit approaches, and without increasing of the computational cost. The 
proposed method, termed “single-stage fuzzy”, provides improved image con-
struction in both time and resolution, making it an attractive choice for ECT where 
real-time imaging is required. The accuracy and computational ease of the pro-
posed method makes it an ideal algorithm for ECT systems. 

2 Electrical Capacitance Tomography (ECT) 

Generally, an ECT system is composed of three basic components: (1) a capacitance 
sensor, (2) a data acquisition system, and (3) a computer system for reconstructing 
and displaying images [14]. The ECT sensor consists of an array of electrodes 
mounted on the periphery of the process vessel to be imaged. There is an earthed 
screen around the ECT sensor to prevent any external electrical field noise and  
disturbance. Solving of the forward problem depends on known permittivity dis-
tribution and the boundary electrical potential to estimate the electrical response. 
Later, the inverse problem uses the solution of the forward problem to estimate an 
approximation for the permittivity distribution. Each electrode in the ECT sensor 
works in turn as a transmitter and the rest of the electrodes act as receivers [6]. 
Therefore, for N electrodes there are N(N-1)/2 independent captured capacitive 
measurements. For example, the number of measurement for 12 electrodes equals 
66. The measured capacitances are proportional to permittivity of the material 
distribution through the potential field inside the area of interest. Therefore, the 
image of the permittivity distribution can be reconstructed by solving the inverse 
problem derived by the captured capacitance and the potential field. 

Forward model [8] used for simulating the response of the ECT sensor for 
known materials distributions inside the imaging region and determining the ca-
pacitance measurements. The solution of the forward problem is also known as the 
sensitivity matrix. Fig. 1 shows the finite element model of the ECT sensor con-
sisting of 12 electrodes and 2204 elements. Each element of this matrix represents 
the response of the ECT sensor after changing the permittivity in the correspond-
ing pixel from the low value to the high one. In order to calculate the sensitivity of 
the sensor the Finite Element Method (FEM) is applied. Fig. 2 shows the different 
sensitivity matrix for measurements between electrodes separated by 0, 1, 2, 3, 4, 
and 5 electrodes. Dark areas represent the highest effective elements, yellow ones 
give medium effect, green contain elements of low effect, while blue do not affect 
the response. 
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Fig. 1 FEM of the ECT sensor 

3 Fuzzy Image Reconstruction Algorithm 

The development flowchart of the proposed single-stage fuzzy system for recon-
structing the flow images in ECT is shown in Fig. 3. The development of the 
fuzzy system starts with determining the sensitivity areas of the different pairs of 
electrodes utilizing a linear sensitivity matrix. Generally, the proposed fuzzy sys-
tem is comprised of two main steps which building fuzzy membership functions 
for the inputs and outputs of the system and generating fuzzy rules base. 

The proposed fuzzy algorithm for reconstructing images is faster than the itera-
tive nonlinear techniques such as algorithms stated in [8] since it produces accu-
rate images in just one step. Moreover, it does not consume time to update the 
sensitivity matrix as in the iterative techniques. An FEM is built to simulate the 
response of the ECT sensor and to solve the forward problem just once. The block 
diagram of the fuzzy inference system for the ECT is shown in Fig. 4. The devel-
opment of the fuzzy system starts with determining the sensitivity areas of the 
different pairs of electrodes utilizing the linear sensitivity matrix. The sensitivity 
area in front of each sensor is divided into regions, and then the FIS calculates the 
material distribution in each area based on the capacitance measurement of that 
corresponding sensor. Based on the resulting sensitivity, for each electrode pairs, 
each pixel is assigned to a sensitivity class (e.g., “zero”, low, medium, high). For 
any given electrode pair, many of the pixels are considered to have no effect on 
the mutual capacitance means they are assigned to class zero. Furthermore, any 
given pixel will be in various sensitivity regions for multiple electrode pairs, i.e., a 
given pixel can be in a high sensitivity region for a first electrode pair (e.g., elec-
trodes 1 & 2), a high sensitivity region for a second electrode pair (e.g., electrodes 
1 & 3), and a medium sensitivity for a third electrode pair (e.g., electrodes 1 & 4). 

To describe the FIS inputs and outputs, the inputs to the fuzzy system, defined 
as (in1, in2. . . ,in66), are the normalized capacitance measurements between the 
electrodes mounted on the periphery of the imaging area. The proposed ECT sys-
tem consisting of 12 electrodes. There are 66 inputs for the FIS since the inde-
pendent measurements between these electrodes is 66. The first input in1 is the 
normalized capacitance between electrodes 1 and 2 while the last input in66 is the 
normalized capacitance between the electrodes 11 and 12. On the other hand,  
the outputs of the fuzzy system stand for the materials permittivity values in each 
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Separation by 0 Separation by 1 Separation by 2 

  
Separation by 3 Separation by 4 Separation by 5 

Fig. 2 Sensitivity patterns for electrode separation by 0, 1, 2, 3, 4, 5. 

pixel individually. The imaging area is divided into n pixels, therefore the total 
number of the outputs is n labeled as (out1, out2,…., outn). out1 is the measure of 
the permittivity value in pixel 1, and outn is the value in pixel n. All n fuzzy out-
puts combined in one vector and is considered the estimated image (Gest) of the 
material distribution. 

 
Fig. 3 Flow chart the fuzzy image reconstruction algorithm. 

 
Fig. 4 Fuzzy Inference System (FIS) for Electrical Capacitance Tomography. 
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The distance between the electrodes is an effective parameter on the shape of 
the sensitivity area as the sensitivity between each pair of electrodes is proportion-
al to the distance between these electrodes. Therefore, in the sense of capacitance 
measurements, few elements need to be filled by high permittivity to give high 
measurement between two near electrodes. The number of elements increases 
significantly for the electrodes separated by larger distance to obtain the same high 
measurement. The input membership functions are designed to reveal the charac-
teristic of each input group. Three input membership sets are considered with 
different membership parameters. Each set is described by four overlapped Gauss-
ian membership functions in range [0 1]. Fig. 5 shows fuzzy membership func-
tions of each set for input i; Zero (Z), Low (L), Medium (M), and High (H), while 
Fig. 6 shows the output membership functions. 

The rule base of the proposed model is built based on the classification of the 
inputs into groups and on the distance between the probes associated to each 
measurement. However, every group has different rules to handle the diversity in 
the sensitivity distribution of all electrodes. The rule base is divided into four clas-
ses, where each class handles the inputs associated with one of the input groups. 
For the 66 inputs, after capturing the indexes of the elements in all the regions for 
these inputs, the fuzzy rule base for the proposed FIS is generated as follows: 
There are four rules describing the relationship between every input of the 66 
inputs and the elements in each area of the 3 sensitivity areas. The size of the rule 
base is n rules, since there are 66 inputs and each input has four rules. These four 
rules for each class are stated in Table 1. In Table 1, Gesth stands for the indexes 
of elements in the high sensitivity region of input i, Gestm contains the indexes of 
elements in the medium sensitivity area of input i, and the indexes of elements in 
the low sensitivity area of input i are represented by Gestl. HN, MN, MP and HP 
stands for high negative, medium negative, medium positive and high positive, 
respectively. 

 

 
Fig. 5 Inputs membership functions 
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Fig. 6 Outputs Membership Functions 

Table 1 Rule Base of the FIS 

Class 1 Separation by 
4, or 5 electrodes 

If in1 is H1 then Gestl is HP, If in1 is M1 then Gest1 is MP 
If in1 is L1 then Gest1 is MN, If in1 is Z1 then Gest1 is HN 

Class 2 Separation by 
3, or 2 electrodes 

If in1 is H2 then Gest1 is HP, If in1 is M2 then Gest1 is MP 
If in1 is L2 then Gest1 is Z and Gestm is MN  
If in1 is Z2 then Gest1 is MN and Gestm is HN 

Class 3 Separation by 
1 electrode 

If in1 is H2 then Gest1 is HP and Gestm is HP 
If in1 is M2 then Gest1 is MP and Gestm is MP 
If in1 is L2 then Gest1 is MN and Gestm is MN and Gesth is HN 
If in1 is Z2 then Gest1 is HN and Gestm is HN and Gesth is HN 

Class 4 No Separation 

If in1 is H3 then Gest1 is HP and Gestm is HP 
If in1 is M3 then Gest1 is MP and Gestm is MP and Gesth is HP 
If in1 is L3 then Gest1 is MN and Gestm is MN and Gesth is MN 
If in1 is Z3 then Gest1 is HN and Gestm is NN and Gesth is Z 

 
 
The consequence in each rule is different since the indexes of the elements in 

the sensitivity region of each input are different. The crisp inputs are fuzzfied 
based on the membership functions through the calculation of the membership 
degrees of an input to the antecedents. In the proposed model, the activation de-
gree of a rule is calculated using the Min T-norm operation and its ring strength 
(conclusion) is computed using the Max-Min implication function. The 
defuzzification method to get the crisp possibility values from the fuzzy system is 
computed using the centroid method. This method is considered the simplest of all 
defuzzification methods. For each output the weighted strengths of the output 
member function are multiplied by their respective output membership function 
center points and summed. Pairs of electrodes, viewed as “inputs” in the context 
of the fuzzy system, are assigned to classes based on their degree of separation as 
shown in Table 1.  Each class of inputs has a different set of fuzzy logic rules.  In 
the case of widely separated electrodes, only dielectric constants for pixels in the 
highest sensitivity region will be influenced by the mutual capacitance measure-
ment. In the case of electrodes, that are nearby or adjacent electrodes, estimates of 
dielectric constants for pixels that are in low, medium and high sensitivity regions 
will be influenced by the mutual capacitance measurement. 
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Fig. 7 Results after applying FIS image reconstruction algorithm 

4 Results and Discussion 

Numerical simulations have been performed to test the feasibility of the proposed 
algorithm. The proposed algorithm is faster than traditional iterative mathematical 
algorithms since it is single step algorithm. 

A friendly user interface Matlab software package for solving the forward and 
inverse problem is developed. It calls Gmesh Finite Element software to build the 
ECT senor and discretize the imaging area into elements. Calculating the sensitivi-
ty matrix, identifying the sensitivity regions for each sensor (outputs of the fuzzy 
system), applying the fuzzy algorithm and plot final images are carried out. An 
ECT system consisting of 12 electrodes, as shown in Fig. 1, is used in this work. 
Different material distributions within the sensing region are applied to verify the 
proposed reconstruction technique. Fig. 7 shows the actual distributions of the 
materials in the first column, and the estimated images are shown in the second 
column. Reconstructed images from the fuzzy algorithm are accurate and have 
sharp edges compared with the actual distribution. 

5 Conclusion 

In this work, an FIS algorithm for reconstructing the images in the ECT is intro-
duced. The proposed system overcomes the nonlinearity associated with the ECT 
systems. The rule base of the fuzzy system is build based on the linear sensitivity 
matrix between each two electrodes. The sensitivity area is divided into regions 
identify the effect of the elements on the corresponding electrode pair measure-
ments. The inputs and outputs of the FIS are the measured capacitance values and 
material permittivity value in each pixel respectively. The results demonstrate the 
feasibility of the proposed fuzzy system to reconstruct the material distribution 
inside the imaging area. 

Acknowledgment This work was supported by the NSTIP strategic technologies program 
for project #13-ELE469-10 in KSA. 
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Detecting Emotions with Smart Resource
Artifacts in MAS

Jaime Andres Rincon, Jose-Luis Poza-Lujan, Juan-Luis Posadas-Yagüe,
Vicente Julian and Carlos Carrascosa

Abstract This article proposes an application of a social emotional model, which
allows to extract, analyze, represent and manage the social emotion of a group of
entities. Specifically, the application is based on howmusic can influence in a positive
or negative way over emotional states. The proposed approach employs the JaCalIVE
framework, which facilitates the development of this kind of environments. The
framework includes a design method and a physical simulator. In this way, the social
emotional model allows the creation of simulations over JaCalIVE, in which the
emotional states are used in the decision-making of the agents.

Keywords Multi-Agent Systems · Artifacts · Emotion recognition

1 Introduction

Human beings perceive and manage a wide range of stimuli in different environ-
ments. These stimuli interfere in our commodity levels modifying our emotional
states. Before each one of these stimuli, humans generate responses varying our face
gestures, body or bio-electrical ones. These variations in our emotional states could
be used as information useful for machines. To do this, it is needed that machines will
have the capability of interpreting in a correct way such variations. This is the reason
for the design of emotionalmodels that interpret and represent the different emotions.
In this case, emotional models such as Ortony, Clore & Collins model [1] and the
PAD (Pleasure-Arousal-Dominance) model [2] are the most used ones to detect or
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simulate emotional states. Nevertheless, these models do not take into account the
possibility of having multiple emotions inside an heterogeneous group of entities,
where each one of such entities have the capability of detecting and/or emulating a
specific emotion. According to this, in [3] a social emotional model which includes
multiple emotions between humans and software agents was defined. This model
was based on the PAD model to represent the social emotion of a group.

The need for detecting the emotion of an heterogeneous group of entities can be
reflected in the different applications that could be obtained. With the appearance
of the different smart devices, ubiquitous computation and ambient intelligent, emo-
tional states turn into valuable information, allowing to develop applications that
help to improve the human being life quality.

In thisworkwe propose to employ the social emotion of a group of agents (humans
or not) in an AmI application. Concretely, we propose in this paper a system for
controlling automatically the music which is playing in a bar. The main goal of the
DJ is to play music making that all individuals within the bar are mostly as happy as
possible. Each of the individuals is represented by an agent, which has an emotional
response according to his musical taste. That is, depending on the musical genre of
the song, agents will respond varying their emotional state. Moreover, by varying
emotions of the agents will modify the social emotion of the group.

2 Problem Description

The proposed application example is an extension of the developed application pre-
sented in [4]. This application is based on how music can influence in a positive or
negative way over emotional states [5]. The application example is developed in a
bar, where there is a DJ agent in charge of playing music and a specific number of
individuals listening to the music. The main goal of the DJ is to play music making
that all individuals within the bar are mostly as happy as possible. Each of the indi-
viduals will be represented by an agent, which has an emotional response according
to its musical taste. That is, depending on the musical genre of the song, agents will
respond varying their emotional state. Moreover, varying emotions of each agent
will modify the social emotion of the group. The DJ agent plays a song. Once the
song has ended, the DJ evaluates the social emotion of the group of listeners that are
within the bar. In this way, the DJ agent can evaluate the effect that the song has had
the song over the audience. This will help the DJ to decide whether to continue with
the same musical genre or not in order to improve the emotional state of the group.

The solution presented has some lacks regarding the right identification of the
people’s emotions. It has been detected that problems arise due to pub light condi-
tioning and high number of pub clients. Camera identification increases errors when
light conditioning is very dark and the number of people increases. So, a novel more
customized approach has been integrated as a new kind of artifact, that in a band
form is used to perceive the emotion dynamics of each person in the pub. This new
information will be correlated with the one obtained by the cameras improving the
emotion detection of each individual.
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Next section details how this new artifact has been integrated in the previous
system, its internal components and how it interacts with the rest of the system.

3 System Proposal

This section explains the different components that constitute the system which
describes a way to connect the human beings to an Intelligent Virtual Environment
(IVE). Concretely, the proposed system is structured as shown in Figure 1. Following
this figure the different elements of the system are: (i) the Smart Resource Artifact
(SRA): this element allows to capture the information of the real world. It has the
capability of perceiving and/or acting in the realworld; (ii) theEnvironmentManager:
this agent has the task to control all the IVE, to register each SRA and to know where
is each one of the elements composing the IVE; (iii) theHuman-immersed agent: this
agent is the virtual representation of the human living in the real word. This agent has
the competence of communicating with each human through the SRA; and (iv) the
SEtA: this agent is responsible of calculating the social emotion. This social emotion
is obtained from each emotion that was sent by each human-immersed agent. Next
subsection details each one of these elements.

Fig. 1 System’s Model Design.

3.1 Smart Resources

Recognizing emotions is easy for a human looking at the face or listening the nuance
in the voice of a person. Many different methods to recognize emotions automati-
cally have been studied. One of the more extended approach is based on images and
video [6]. Significant improvements have been made using Electroencephalography
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(EEG) [7], due to the brain being measured directly. However, both these methods
have their associated problems: video image requires high processing load, and a
good environment light conditions and EEG is an invasive method. Consequently, it
is convenient to use other human parameters, like body posture [8] or body biosig-
nals [9].

To measure biosignals it is necessary to use sensors. Sensors transform physical
magnitudes in electrical signals.Usually, a simple process can transform the electrical
signal, measured by the sensor, in a measure based in a physical unit. Nevertheless,
to deduce emotions from units is a hard task [10]. Therefore the sensor hardware
and software measurement has an important role to play in the emotion recognition
process. Sensors are placed on devices that can measure from different sensor types
and different sensors sources, in this case the devices are called smart devices or
smart sensors [11]. If there are a lot of smart devices, communications between
them, and between smart devices and network servers (for example to store historical
measures) is an important challenge. In this latter case, the smart devicemust increase
his connectivity functionality offering services to the rest of the system. Devices are
perceived byothers as a resource that offers services, so that smart devices change into
smart resources, defined in [12]. Figure 2. a) overalls a Smart Resource specifically
to bio-signals. Among all the sensors of the Smart Resource, some sensors can
be mandatory and others are optionals. Required sensors are those without which
clients connected to the Smart Resource, can not detect the emotions, for example,
pulse range. Optional sensors, allow clients to increase the reliability of the emotion
detected, for example a temperature sensor. Actuators, in smaller quantity that the
sensors, are in general optional. Both, sensors and actuators, have a process step to
pre-process sensor signals and adapt them to the agents requirements or to convert
actuator orders to signals comprehensible for actuators. Finally, a Smart Resource has
a communication step that join the real smart resource with its corresponding SRA.

(a) (b)

Fig. 2 Biosignal Smart Resource: a) designed and b )implemented.
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There are many reasons to use a Smart Resource in the context of biosignals
treatment. Some of them can be highlighted. The main advantage is the possibility
to select different biosignals and, consequently, adapt the measurements to the user
experience. Additionally, a Smart Resource can select the most appropriate biosig-
nal in each moment. For example in a cold environment, temperature sensor can
not offer an accuracy value. In this case the Smart Resource does not measure, but
estimates the temperature values. Other benefits are the ability to adapt communica-
tions characteristics (for example the messages frequency) to the Quality of Service
(QoS) parameters or change the processes characteristics (for example processor
load or battery consumption) according to Quality of Context (QoC) parameters.
To test system with real biosignals, a prototype of the Smart Resource has been
developed (Figure (2. b)). The Smart Resource consists of an open-hardware pulse
rate sensor1 and an skin conductance (two wires sensor) connected with an Arduino
Micro2 that uses an ESP82663 as IEEE 802.11 interface. The main reason to use
these components is the integration capacity for a future small bracelet.

Communication between SRAs and smart resources is based on access to services.
The smart resource offers an interface to the services as used by its SRA wrapper by
following the proposed protocol shown in Fig. 3.

When a smart resource is switched on, it initializes sensors, actuators and com-
munications and then connects to the environment manager agent in order to register
itself in the virtual environment. For that, SRAs only need to know the IP address
of the environment manager that is public in the system. Once connected, the smart
resource sends to the environment manager an XML message with its identifica-
tion, location, and the resources or services it offers. The environment manager then
creates a SRA associated to the smart resource. With the information of the XML
message, the environment manager knows how to access the resources/services of-
fered by the registered smart resource. The XML message indicates the base URI
(uniform resource identifier) of the smart resource and a different identifier for each
resource/service. A resource/service can be applied for by adding to the base URI
its identifier (for example, the temperature could be obtained with http://192.168.1.
14/resources/temperature). Every resource/service has its own URI in the same way
that representational state transfer (REST ) services work (the sw architectural style
of the WWW) [13].

SRAs work with resources/services through standard HTTP operations such as
GET (to obtain the value of a resource: for example, the current temperature) or
PUT (to send data to update a resource: for example, to switch on/off an specific
sensor). When an agent needs to access a resource, the agent makes a request to the
environment manager that knows the associated SRA. The environment manager
translates the request to the corresponding SRA and then this SRA uses the resource
URI by sending aGET or PUT operation to the smart resource. In the case of aGET
operation, the smart resource responds to the SRAwith the content information of the

1 http://pulsesensor.com/
2 http://www.arduino.cc/
3 http://www.esp8266.com/

http://192.168.1.14/resources/temperature
http://192.168.1.14/resources/temperature
http://pulsesensor.com/
http://www.arduino.cc/
http://www.esp8266.com/
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Fig. 3 Protocol to work with a SRA based on a smart resource.

resource by means of an XML message and, in the case of a PUT operation, the SRA
sends to the smart resource an XML message with the information to be updated.
In a GET operation, the SRA can apply for the smart resource response when an
specific event happens (for instance, to receive the value of the temperature only
when changes in one grade). For that, the SRA has to add to the URI, associated to
the GET operation, the necessary parameters. These parameters have to include the
required event that the smart resource will have to detect before sending the response
to the SRA (in the case of the example http://192.168.1.14/resources/temperature?
changes=1grade).

3.2 Multi-Agent System

This section describes the three types of agents that forms the proposed MAS. These
agents are: the Environment Manager, the Human-immersed agent, and the SEtA.
TheHuman-Immersed agent is mainly in charge of: (i) capture some emotional infor-
mation from the environment and specifically from a specific individual, this is done

http://192.168.1.14/resources/temperature?changes=1grade
http://192.168.1.14/resources/temperature?changes=1grade
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by interacting with the real world through the employed SRAs. These interactions
allow the agent to capture the different bio-signals, that will be used to detect the
emotion of a human being. To do this, the agent obtains the signal preprocessing sent
by the SRA, after this, the agent executes a signal filtering process and obtains a fea-
ture vector; and (ii) predict the emotional state of the individual form the processed
biosignals. To do this, we take into account that the variation of human emotional
states is a modification of our biochemistry [14]. This modification makes that our
body and our bio-signal change[15]. In order to analyze these changes and predict
emotional states, the Human-Immersed agent employs a classifier algorithm that has
been previously trained. The classifier has been trained using a specialized database
defined in [16]. This database stores a set of bio-signals obtained after different ex-
periments using a series of music videos and 32 volunteers. The stored data gives
us a set of training of 40 x 40 x 8064 entries (corresponding to video x trial data x
channel). The database has 4 output labels that correspond to the emotional value,
composed by an array of 40 x 4 with the following labels: valence, arousal, domi-
nance and liking. This learning capability allows the agent to predict an emotional
state according to current bio-signals.

Once the emotion has been obtained, it is sent to the agent which is in charge
of calculating the social emotion of the agent group. This agent is called Social
Emotion Agent or SEtA. The main goal of this agent is to receive the calculated
emotions from all the human-immersed agents and, using this information, generate
a social emotional state for the agent’s group (details of how this social emotion is
calculated can be seen in [3]). Once this social emotion is obtained, the SEtA can
calculate the distance between the social emotion and a possible target emotion.
This allows to know how far is the agent’s group of the target emotion. This can be
used by the system to try to reduce that distance modifying the environment. This
modification of the environment is made by the Environment Manager. This agent is
in charge of sending the appropriated actions to the corresponding SRA. Moreover,
this agent is also in charge of registering all the agents and artifacts, and controlling
where are located each one of them.

4 Conclusions and Future Work

This paper presents an agent-based application where humans emotional states are
used in the decision-making of the intelligent entities. The application has been
developed over the JaCal I V E framework allowing an easy integration of the human
in the multi-agent system and a visualization of the system in a virtual environment.
The proposed system is able to extract (in a non-invasive way) and to analyze the
social emotion of a group of persons and it facilitates the group decision making in
order to change the emotional state of the group or only of a subgroup of the agents.
The system incorporates automatic emotion recognition using biosignals through the
use of smart resources. These smart resources are easily included in the proposed
framework using an efficient interaction protocol. Moreover, as future work, wewant
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to apply this system to other application domains, concretely in an industrial one,
where it can monitor and simulate the individuals inside a factory.
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Smart Resource Integration on ROS-Based
Systems: Highly Decoupled Resources
for a Modular and Scalable Robot
Development

Eduardo Munera, Jose-Luis Poza-Lujan, Juan-Luis Posadas-Yagüe,
Jose-Enrique Simó-Ten and Francisco Blanes

Abstract Nowadays robots are evolving from using a central computer unit with
high computation capability to a distributed system configuration.Most cases present
a robot formed with a central unit, which manages and distributes several specific
tasks to some embedded systems on-board. Now these embedded systems are also
evolving to more complex systems that are developed not only for executing simple
tasks but offering some advanced algorithms just as complex data processing, adap-
tive execution, or fault-tolerance and alarm rising mechanisms. Smart Resources
topology has been raised to manage abstract resources which execution relies on
a physical embedded hardware. These resources are defined as a list of distributed
services that can configure its execution within a context and quality requirements.
Therefore this work introduces how a robot can take the advantage by making use
of these Smart Resources. In order to provide a more general implementation Smart
Resources are integrated into the ROS (Robot Operating System). As a result robots
canmake use of all the functions andmechanisms provided by the ROS and the distri-
bution, reliability and adaptability of the Smart Resources. Finally, these advantages
are reviewed by implementing a Smart Resource into a robot platform that is running
ROS. In addition it is also addressed the flexibility and scalability of implementation
by combining real and simulated devices into the same platform. As a result it will
be summarized all the advantages of this integration and the potential application
and upgrades that can be introduced into the system.
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1 Introduction

Currently robots are increasing the complexity of their operation. For this reason
there have been raised several proposals for easing their development: from system
platforms, as robot specific operating systems, to programming languages or dedi-
cated sensors and actuators. The Robot Operating System (ROS) [1] is one of the
most wide used software platform for robotics. In the market can be found many
robots and devices that are characterized as ROS-ready. There are a wide range of
options from whole robots to only some parts such as sensors or actuators (e.g.
robotic arms). ROS-ready devices allow robot to be accessed by using standard ROS
communication protocol or including a certain set of libraries provided by develop-
ers. Despite of this, there is a lack of standardization of the way these devices are
managed. Furthermore, some extra capabilities like adaptability, fault-tolerance and
quality restrictions are not mandatory, so they can be not implemented.

Smart Resources, described in [2], are developed in order to provide distributed
services which have to be executed within a certain requirements by according to the
execution context. So, this implementation allows the user to know the performance
of the service in any time. Context variation can be configured to trigger adaptation
mechanisms to fit the new environment. Alarms will also be raised every time some
requirements are not fulfilled, so user can decide if the Smart Resource is performing
as expected and define the level of adaptation.

Therefore, considering the convenience to make smart resource as a ROS-ready
device, the main objectives to be addressed along this paper are summarized as
follows:

– Review and test the advantages of implementing Smart Resources into a robotic
system.

– Describe and detail the integration and usage of these Smart Resources to be
characterized as a ROS ready device.

– Describe the standard interaction procedure for a ROS ready Smart Resource.
– Test and analyze this implementation on both real and simulate platform.

On the basis of the above, the article describes a method to integrate Smart
Resources as smart sensors systems [3]. The article is organized in this order: First
section presents a brief review of how sensors systems are included into ROS sys-
tems. Next section introduces smart resources used in robotic systems and their
convenience for distributed systems. Thereupon, next section applies ROS integra-
tion described previously in a specific case study that describes the integration of
a distributed smart resource based on a RGBD Camera in a mobile robot. Finally,
some conclusions about the integration experiments are presented.

2 Related Work

To distribute sensors and actuator messages between the components of a robot, it
is necessary a communication system and some processes to manage all the tasks
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involved on the robot operation. In the same way that a computer needs an op-
erative system, a robot also need a operative system [4]. From all robot operating
systems, ROS [1] has many advantages as a structured architecture based on nodes or
a publish/subscribe method to connect nodes between them. ROS is an open source
platform, consequently it is easy to modify. Last years, ROS has experimented an
important growth [5]. To distribute sensors, actuators and control signals among
all clients of the robot or the device (for example, navigation nodes, behavioural
nodes, and others), it is necessary a set of communications functions, usually called
robot middleware [6]. ROS uses a publish/subscribe based on topics communication
system [7]. If the complexity of the nodes increase, the robot nodes, sensors and
actuators become a service provider [8]. When the robot or device services are com-
patible with ROS, the device is defined as ROS-ready robot (or ROS-ready device).
Have ROS-ready devices provides a set of advantages to the robot designed and
robot user. These advantages include the possibility to make compatible different
ROS nodes, the reuse of different developments made by different research groups
and companies, and the ability to simulate different devices, robots and scenarios
using the multi-robot simulator, Gazebo [9].

There are a great amount of develops ROS ready systems. In [10] is presented a
robot that uses ROS to integrate all robot sensors. PhaROS [11] is an architecture that
adapts a robot programming language to be used in ROS to program dynamically
a robot. ASTRO [12] provides a service architecture oriented to big and complex
robot scenarios. ROSbridge [13] provides a bridge to view ROS based systems from
non-ROS users, usually web services and Internet. These are just a few examples
that ROS can be used in a wide range of robotics and automation system fields. In
all the cases described above, ROS is accessed by means a method to translate ROS
messages to devices functionalities. Paper proposes to offer devices as resources that
interchange ROSmessages by means similar topics, these kind of devices are known
as ROS Ready devices and it is necessary that devices offer their functionality by
means of services.

3 Smart Resource Integration

Smart Resources have been introduced as a suitable option for a wide range of
applications. Therefore the main advantages of implementing Smart Resources into
any robot architecture is addressed along this section.Furthermore, integration into
the ROS is also detailed as depicted in Fig. 1. With this integration, Smart Resources
are available in every ROS-based platform in order to ease the configuration and
access to the distributed services provided by the Smart Resources.
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(a) (b)

Fig. 1 Scheme of: a) Smart Resource for robot. b) Integration with ROS topics.

3.1 Smart Resource for Robotics

In order to introduce Smart Resources for robotic is required to detail how the Smart
Resources capabilities can suit the needs of a robot. First of all, the type of service
that can be required by any kind of robot is similar to distributed control systems.
Therefore, smart resources can provide sensor, actuator and control tasks that will
be offered as distributed services. These services can be provided by different nodes,
executed in different hardware platforms and supplied by different devices or even
simulated devices.

Distributed services provided by Smart Resources are accessed through a network
interface. This interface relies on a communication middleware whose main features
are: network peer detection, active peer lists management, and a publish-subscriber
communication [14]. As any publish-subscriber implementation, communication is
driven by topics which can be checked or updated by the network peers. Therefore
three main different kinds of topics according to the kind of information can be
distinguished: configuration topics for parameterizing the desired tasks execution,
the required service, and the quality of the service.

As stated before, Smart Resources offer the capability of adapting to the system
which is configured to work within some quality bounds. Every time a Service
is requested, it must be configured in order to fulfil the need of the client. Most of
these requirements are set in terms of temporal and spatial requirements, information
reliability and operation performance.

A certain configuration with certain quality restrictions are defined as a System
Profile. System Profiles are pre-programmed in the Smart Resource. A quality re-
quirement is translated into the equivalent (more similar) System Profile. Because
of some of these qualities cannot be provided, Smart Resource must try to adapt
its execution to suit the requested configuration. Alarms notifies the client every
time a quality is not satisfied, being managed as an adaptation event. If minimum
requirements can not be satisfied, Smart Resource will execute the most similar per-
formance according to the existing restrictions by offering a best-effort profile. In
that case system alarms make the client aware of a non-adaptable event that should
be managed as an undesirable or unexpected situation. These non-adaptable events
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must not be common and are interpreted as a bad design of the Smart Resource or a
non-realistic quality requirements set by the client.

Although the service quality adaptation mechanism offers an optimum manage-
ment of Smart Resource capabilities, the context configuration turns out to be a
critical step for increasing the system efficiency. Robots can be designed to perform
in a wide range of environments and contexts. More specifically, the mobile robots
design usually faces different contexts and dynamic environments and situations.
According to this the performance of the required services should be adapted to the
context in which the robot is developing its tasks. For this reason Smart Resources
can be configured to manage different kind of information according to the needs of
the robot, and also modify the quality requirements by changing the System profile.

3.2 ROS Integration

The integration between Smart Resources and ROS systems aims to adapt the ser-
vice management and supply to be easily accessed through a ROS API turning out
as a ROS-Ready device. This is achieved in the communication layer. ROS commu-
nications are implemented as a Publish/Subscriber topology, the same used by the
communication middleware on the Smart Resources. Therefore an integration layer
adapts the service topic information to be managed as ROS topics.

Service information is offered into a data structure understandable for ROS nodes.
All the alarm and events mechanisms are also be adapted to manage this data struc-
tures. As a result the information off the services can be addressed as any other
information provided by a regular ROS node.

4 Experiments: Distributed Smart Resource
for Turtlebot Robot

In order to check the integration of the Smart Resources, it is presented a use case
in which a ROS-based robot will switch from a centralized design to a decoupled
paradigm by implementing the Smart Resource devices. The chosen platform in this
use case is the Turtlebot II which can be considered as one of the most spreader
ROS-ready robotic platforms. The typical hardware and software configuration is
depicted in Fig. 2, including the list of provided services, configuration values, and
quality measures of both Smart Resources.

The Turtlebot robot is originally endowed with an on-board RGBD camera
(Asus Xtion or Microsoft Kinect) to sense the environment and a Kobuki mobile
base for being able to perform a displacement around it. Both devices must be
connected to on-board processing unit in order to allow the Turtlebot to manage
them. A sensor or actuator management task involves a certain computational cost.
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Fig. 2 Turtlebot basic hardware and software set-up.

Although some of this tasks reflect small costs, some others can be set as one of
the most resource consuming tasks. One clear example is the data acquisition, man-
agement and interpretation of the RGB-D sensor data. As far as more sensors or
actuators are added more computation power will be assigned to deal with them.
Consequently the computational power available for other control tasks is reduced.

In order to save the on-board processing unit to be used only for robot behaviour
and control tasks the sensor and actuator management are distributed. For this reason
in these uses case the RGBD camera and the mobile base are decoupled by being
implemented as a ROS-ready Smart Resource just as described along this document.
As a result the actuation and sensor services, in addition to the usual Smart Resource
interface, are accessible through ROS topics. In this use case it is tested the versa-
tility of this implementation by replacing the physical camera and mobile base for
simulated ones.

Therefore it is described how the robot behaviour node implemented in the on-
board processing unit can perform in the same way since the Smart Resources can
provide the same type of service. The set-up for both, the physical and the simulated
decoupled design can be reviewed on Fig. 3.

The physical decoupled integration, as showed on Fig. 3.a), makes use of an
Asus Xtion RGBD and a Kobouki base connected to their respective BeagleBone
Black board as a processing unit characterized as a ROS-ready Smart Resource. The
simulated version summarized on Fig. 3.b) make use of a virtual model of the Kobuki
and the Asus Xtion camera disposed on the Gazebo [9] simulator. The processing
units can be also simulated as different virtual nodes that provide the Smart Resource
interface.

In Fig. 4 is displayed the graphical result of the colour service provided by the
Xtion Smart Resource in the physical and the simulated implementation. As can be
checked, the on-board processing unit node is performing in the same way in both
versions as far as the provided services are performing in the way that is expected
by offering the required read/write ROS topics.
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(a) (b)

Fig. 3 Turtlebot HW and SW decoupled setup using sensorial Smart resource. a) Physical Smart
Resources. b) Simulated Smart Resources.

(a) (b)

Fig. 4 Xtion Smart Resource: Blob color service real (a) and simulated (b) implementation

5 Conclusions

Since the implementation of ROS into robotic researches and development is in-
creasing everyday the definition of a ROS ready Smart Resource offers a high level
of versatility.

Adding these resources into the ROS topology has been proved to provide a
standardized way to implement isolated procedures, which can be defined as abstract
services that manage high-level information.

Smart Resources also offer a high configuration capabilities and performance
monitoring. As a result we obtain a decoupled system in which every resource pro-
vides a service adapted to perform in the most optimum way and can be accessed
by means of ROS topics, being easily integrated in every ROS based platform and
highly reusable.

As a future work, it will be studied how to develop a ROS node to provide a high-
level sensor fusion that relies on the information provided by the Smart Resources.
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For this goal it will make use of the alarms and reconfiguration mechanisms to
increase the fusion reliability without increasing the computational load of the cen-
tral unit.
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Multi-Agent Energy Markets with High
Levels of Renewable Generation:
A Case-Study on Forecast Uncertainty
and Market Closing Time

Hugo Algarvio, António Couto, Fernando Lopes, Ana Estanqueiro
and João Santana

Abstract This article uses an agent-based system to analyze the potential impacts of
variable generation onwholesale electricitymarkets. Specifically, the article presents
some important features of the agent-based system, introduces a method to forecast
wind power, and describes a case study to analyze the impact of both wind forecast
errors and high levels of wind generation on the outcomes of the day-ahead market.
The case study involved two simulations: a base case, where the market closes at
12:00 noon and the bids of a wind producer agent are based on a forecast performed
12 to 36 hours ahead, and an updated forecast case, where the market closes at 6:00
p.m. and the bids of the wind producer agent are based on an updated forecast. The
results indicate that wind power forecast uncertainty may indeed influence market
prices, highlighting the importance of adaptations to the market closing time.

Keywords Software agents · Agent-based simulation · Electricity markets ·
Renewable generation ·Wind power forecasting

1 Introduction

Electricity markets (EMs) are systems for effecting the purchase and sale of elec-
tricity using supply and demand to set prices. EMs differ from their more traditional
counterparts because energy cannot be efficiently held in stock, and thus market
participants are forced to work with consumption prognoses, which create a number
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of risks. In particular, financial risk management is often a high priority due to the
substantial price and volume risk that markets can exhibit.

The penetration of stochastic renewable energy sources (RES), or variable genera-
tion (VG), such as wind and photovoltaic, has increased significantly in recent years.
Large penetrations of VG may reduce market prices due to their near-zero, zero, or
negative-bid costs, increase price volatility because of their stochastic nature, and
worsen the capacity utilization of conventional resources [1]. There is, therefore,
a need to analize the potential impacts of VG on energy markets to determine if
existing designs are still effective.

VG has several unique characteristics compared to traditional plants, notably has
significant fixed capital costs but near-zero or zero variablemarginal costs, has unique
diurnal and seasonal patterns, and increases the variability and uncertainty of the net
load [1]. A natural way of dealing with this variability and reducing the uncertainty
is to use forecasting tools. In the case of wind power, the forecasting techniques have
considerably improved over the last decade but still present errors due to the chaotic
nature of the atmosphere. Furthermore, the farther ahead the horizon of the forecast,
the more difficult it is to predict.

Numerous approaches to forecastwind power have been developed during the past
few years and detailed reviews may be found in the literature (see, e.g., [2, 3]). The
existing approaches can be classified into the following three categories [2]: statistical
models, numericalweather prediction (NWP)models, or a combinationof both.NWP
models have become an indispensable tool for wind power producers participating
in electricity markets. However, one of the main sources of errors in wind power
forecasts, even when coupled with statistical approaches, is the data provided by
these models. Initial and boundary conditions (ICs) are necessary for numerical
calculations as well as digital maps of the terrain topography and roughness. These
ICs are usually obtained from global models, such as the global forecast model
system (GFS) with six hour intervals, taking into account the assimilation of several
different types of meteorological observations. In this work, we consider a K-nearest
neighbor method to compute wind power forecasts.

An ongoing study is looking at using software agents to helpmanage the complex-
ity of competitive electricitymarkets. In particular, we are developing an agent-based
tool enabling market participants to submit their hourly offers to a day-ahead pool
energy market [4]. The tool also enables market participants to negotiate the terms
and conditions of both forward contracts and contracts for difference [5]. In this
paper, we focus on the impact of both wind power forecast errors and high levels
of wind generation on the outcomes of the day-ahead market. Since in Portugal and
Spain this market closes typically at 12:00 noon (or midday), and supposing wind
producer agents that intend to participate in it, there would be a need to perform the
inherent power forecasting at least 12 to 36 hours ahead. Accordingly, this paper
presents a case study aiming at comparing the results of a simulation (base case)
where: (i) the day-ahead market closes normally at 12:00 noon, and (ii) the bids of a
wind power producer agent are based on a forecast performed 12 to 36 hours ahead,
with a simulation (updated forecast case) where: (i) the day-ahead market closes at
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6:00 p.m., and (ii) the bids of the wind power producer agent are based on an updated
forecast (i.e., an improved forecast when compared with the wind production data).

The remainder of the paper is structured as follows. Section 2 deals with com-
petitive electricity markets, placing emphasis on the day-ahead market. Section 3
is devoted to wind power forecasting and presents a new forecast model. Section 4
describes some important features of the agent-based simulation tool. Section 5 in-
troduces the case study. Finally, concluding remarks are future avenues of research
are presented in section 6.

2 Competitive Electricity Markets

Electricity is typically bought and sold through a two-settlement system involving a
day-aheadmarket (DAM) and a balancing/real-timemarket (RTM). The DAMclears
tomeet bid-in load demand for an entire day, one day in advance. TheRTMreflects the
actual operation of the agents participating in the market. It sets prices and schedules
to match the imbalances caused by the variability and uncertainty present in power
systems. Many markets also have intermediate scheduling and pricing procedures on
the hour ahead or a few hours ahead to facilitate balancing in advance of real time,
particularly when the differing conditions from the DAM are apparent.

The pricing mechanism of most day-ahead markets is founded on the marginal
pricing theory. Generators compete to supply demand by submitting bids in the form
of price and quantity pairs, for example. Similarly, retailers and possibly othermarket
participants submit offers to buy certain amounts of energy at specific prices. Sched-
ules and prices are calculated from the market-clearing engine, and price-quantity
pairs are settled for all market participants regardless of their actual performance.

There are twomain variations ofmarginal pricing: systemmarginal pricing (SMP)
and locational marginal pricing (LMP). In SMP, the generation bids are stacked in the
merit order, and the market clearing price or spot-price is defined by the intersection
of the associated curve with the cumulative load curve. LMP is a more complex
variation of marginal pricing. Specifically, the optimization process is now subject to
different constraints, such as line load-ability and voltage limits, and can include the
supply of losses and other ancillary services necessary to support system operation.
Typically, the system operator runs now an optimal power flow procedure that defines
the energy price at each bus of the network.

Bilateral trades are defined by privately negotiated bilateral contracts—that is,
agreements between buyers and sellers to trade electricity at specified terms—and
represent a different form of trading electricity. Either physical or financial, bilateral
contracts are typically negotiated weeks or months prior to their delivery and can
include the following specifications: starting date and time, ending date and time,
price per hour over the length of the contract, megawatt amount over the length of
the contract, and range of hours when the contract is to be delivered.
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Fig. 1 Flowchart of the wind power forecast methodology

3 Wind Power Forecasting

In this work, we consider the K-nearest neighbor (K-NN) method [6] to obtain
the deterministic forecasts using the NWP outputs. The recognition and use of this
method—also known as analogous forecast—has increased due to: i) its facility of
implementation and good effectiveness, and ii) the fact that it is a non-parametric
approach, and thus no prior assumption needs to be taken regarding the distribution of
the variables to predict. K-NN has been successfully applied to wind power forecast
(see, e.g., [3, 6]).

The K-NN methodology assumes that the atmospheric circulation unleashes the
same local impact, and therefore, the forecast of wind power production for a certain
time can be obtained from wind production values for K analogous weather pat-
terns from past events. A concern associated with this methodology is the need of
a long observation period to determine a reasonable number of similar large-scale
events [6]. Thus, we have filtered the freedom degrees—which represent only back-
ground noise—using a principal component analysis approach [7]. This approach
enables the identification of the main dominant spatial-temporal synoptic variability
modes. This was performed by canceling poorly correlated local effects that exist
in the principal components (PCs). A sensitivity analysis based on the North test
criterion [8] was then performed for each meteorological variable to determine the
number of PCs that should be retained. The metric used to estimate the degree of
similarity with each past event was based on the Euclidean distance, considering a
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trajectory matrix that contains the state of the atmosphere on the preceding times:

zt =
n∑

i=1

√√√√
t̄∑

j=0

(
xi,t− j − yi, j

)2

where zt is the Euclidean distance, xi,t− j is the vector with the n retained PCs of
NWP data for the target hour to forecast (t), yi, j is the vector with the n retained PCs
of NWP historical data, and t̄ is the number of lags in the trajectory matrix. Figure 1
depicts the flowchart of the methodology employed.

Sensitivity studies using two years of data to explore the impact of selecting dif-
ferent parameters (e.g., the suitable number of K nearest neighbors) were conducted.
After several tests, it was decided to use a trajectory matrix with a lag of three hours,
allowing to identify the data trajectory based on the first three PCs of wind speed,
longitudinal component of the wind, and atmospheric pressure. The suitable number
assumed for K was 10, determined according to the normalized root mean square
error (NRMSE) and correlation values.

4 Agent-Based System for Electricity Markets

An agent-based system for simulating energy markets is currently being developed
using the JAVAprogramming language. Themajor components of the system include
a graphical user interface, a simulation engine, and a number of domain-specific
agents. The graphical user interface allows users to set agent-specific parameters,
specify and monitor trading simulations, and gather simulation reports. The simula-
tion engine controls all trading simulations. The agents are computer systems capable
of flexible action and able to communicate, when appropriate, with other agents to
meet their design objectives. They are equipped with a generic model of individual
behavior and can exhibit goal-directed behavior [9].

More specifically, the agents represent typical market participants, including gen-
erating companies (GenCos), retailers (RetailCos), aggregators, large and small con-
sumers, and a market operator. GenCos may own a single generating plant or a
portfolio of plants of different technologies. RetailCos buy electricity in a wholesale
market and re-sell it to customers in a retail market (typically, end-use customers that
are not allowed, or do not want, to participate in the wholesale market). Aggregators
are entities that support groups of end-use customers in trading electrical energy.
Large consumers can take an active role in the market by buying electrical energy in
the pool or by signing bilateral contracts (e.g., with producers). Small consumers, on
the other hand, can buy energy from retailers and possibly other market participants.

The system supports two keymarketmodels: pool trading and bilateral contracting
of electricity. A day-ahead market sells energy to retailers and buys energy from
generating companies in advance of timewhen the energy is produced and consumed.
The pricing mechanism is founded on the marginal pricing theory—both system
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Table 1 Producer agents: technology, fuel type, maximum capacity and marginal cost

Agent Technology Fuel Type Maximum Capacity Marginal Cost
(MW) (e/MWh)

P1 Renewable Wind 4500 00.00
P2 Thermal Coal 310 45.00
P3 Nuclear Nuclear 1180 25.00
P4 Combined Cycle Gas 830 54.50
P5 Combined Cycle Gas 990 56.12
P6 Combined Cycle Gas 1176 57.90

marginal pricing and locational marginal pricing are supported. Bilateral contracts
can be either physical or financial obligations. Buyer and seller agents are equipped
with a negotiation framework that handles two-party and multi-issue negotiation
[10, 11]. Negotiation proceeds through a pre-negotiation phase, an actual negotiation
phase, and a post-negotiation phase. Specifically, pre-negotiation is the process of
preparing and planning for negotiation, actual negotiation the process of moving
toward agreement, and post-negotiation the process of building commitment and
implementing the final agreement.

5 Case-Study

This section presents a case study to analyze the impact of both wind power forecast
errors and high levels of wind generation on the outcomes of the day-ahead market.
The agents are six producers (representing the supply-side) and four retailers (rep-
resenting the demand-side). Several key features of the producer agents are shown
in Table 1, notably the generation technology (wind), the maximum capacity (4500
MW) and the near-zero production cost of P1.

The case study involves two simulations: a base case where the day-ahead market
closes normally at 12:00 noon and the bids of P1 are based on a forecast performed 12
to 36 hours ahead, and an updated forecast case where the day-ahead market closes
at 6:00 p.m. and the bids of P1 are based on an improved forecast (when compared
with the production data). Figure 2 shows the hourly wind production data for P1 in
a typical day, together with two wind power forecasts—that represent the bids of P1
at either 12:00 noon or 6:00 p.m.

The wind power forecast errors for the base case (12:00 noon) are naturally higher
than the errors for the improved forecast case (6:00 p.m.). Also, the two forecasts
consistently underestimate the wind generation profile (see Fig. 2). By compari-
son, the daily deviations from the production data are lower for the improved fore-
cast case (−87.79 MWh, representing an error of 1.54%) than for the base case
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Table 2 Simulation results: hourly market-clearing prices

Hour Price (e/MWh) Hour Price (e/MWh)
Base case Imprv. case Base case Imprv. case

1 a.m. 25.00 25.00 1 p.m. 56.34 56.34
2 a.m. 25.00 25.00 2 p.m. 56.34 56.34
3 a.m. 25.00 25.00 3 p.m. 56.34 56.34
4 a.m. 25.00 25.00 4 p.m. 56.34 56.34
5 a.m. 25.00 25.00 5 p.m. 56.34 54.50
6 a.m. 25.00 25.00 6 p.m. 57.90 57.90
7 a.m. 45.00 25.00 7 p.m. 56.11 56.11
8 a.m. 25.00 45.00 8 p.m. 56.11 56.11
9 a.m. 54.50 54.50 9 p.m. 54.50 56.11
10 a.m. 56.11 56.11 10 p.m. 54.50 56.11
11 a.m. 54.50 56.11 11 p.m. 54.50 54.50
12 noon 56.34 54.50 12 midnight 54.50 25.00

(−437.71 MWh, corresponding to an error of 15.81%). The correlation values be-
tween the production data and each of the wind power forecasts are positive: 0.90
(base case) and 0.99 (improved forecast case). Furthermore, the normalized root
mean square errors are 4.67% (base case) and 1.56% (improved forecast case), i.e.,
the NRMSE is about 3 times higher for the base case.

The simulation results are presented in Table 2, namely the hourlymarket-clearing
prices for both the base case and the improved forecast case. Clearly, closing the
day-ahead market at either 12:00 noon or 6:00 p.m. leads to significant differences
in the market-clearing prices over time. In particular, the wind forecast uncertainty

Fig. 2 Producer P1: production data and wind power forecasts
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significantly influence the market prices at eight hourly trading intervals—that is, at
7 a.m., 8 a.m., 11 a.m., 12 noon, 5 p.m., 9 p.m., 10 p.m. and 12 midnight.

A final explanatory and cautionary note is in order here. The production data used
in this work (see Fig. 2) is based on real production data from a Portuguese wind
power plantwith an installed capacity of 114MW.Also, the twowind power forecasts
shown in Fig. 2 were obtained directly from forecasts performed for the Portuguese
plant. Thus, in order to assess the impact of a high level of wind generation, we
considered production data and wind power forecasts for agent P1 (installed capacity
of 4500 MW) based on a smaller Portuguese wind power plant, i.e., the real data and
the forecasts were increased by a factor.

6 Conclusion

This paper has presented some important features of an agent-based system for
simulating energy markets, introduced a method to forecast wind production, and
described a case study to analyze the impact of high levels of wind generation on
market outcomes. The case study involved two simulations: a base case, where the
day-ahead market closes at 12:00 noon, and an improved forecast case, where the
market closes at 6:00 p.m. The results indicate that forecast uncertaintymay influence
market prices, highlighting the importance of adjusting the closing time of the day-
ahead market to deal with wind power variability and uncertainty. As this research
progresses, we aim at using the system to study in more detail market design with
increasing levels of renewable generation.
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Efficient Results Merging for Parallel Data
Clustering Using MapReduce

Abdelhak Bousbaci and Nadjet Kamel

Abstract Data clustering is partitioning data into sub-groups using a distance mea-
sure. Clustering a large data amount requires an important execution time. Several
works have been proposed to overcome this problem using parallelism. One of the
parallel techniques consists in partitioning data and processing each partition apart,
the results obtained from each partition are merged to get the final clusters configura-
tion. Using an inappropriate merging technique leads to an inaccurate final centroids
and a middling clustering quality. In this paper, we propose two merging techniques
to improve the clustering quality.

In a first solution, the results are merged using the K-means algorithm, and in
a second one using the genetic algorithm. The results proved the efficiency of the
proposed strategies.

Keywords Data clustering · K-means · Parallelism · MapReduce · Results
merging · Genetic algorithm
1 Introduction

Data clustering is partitioning data into sub-groups using a distance function such
that data in the same group are similar [1]. Clustering a large data amount requires
an important execution time. In the literature, several works have been proposed
to overcome this problem using parallelism [2] [3] . One of parallelism techniques
consists in partitioning data and processing each partition apart [4] [5] [6], using a
cluster of machines or a multi-core CPU. In both cases, the results obtained from
each partition are merged to obtain the final clusters configuration.
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The merging techniques have a direct impact on the clustering quality. Using an
inappropriate fusion technique, results inaccurate centroids and amiddling clustering
quality.

One of the existingmergingmethods, consists in gathering the clusters that overlap
in data space, according to a defined threshold. If we have two clusters A and B, and
there are data points from one of these two clusters that can belong to the other one,
then these two clusters are merged together and constitute a new single cluster. In [4],
the authors proposed a parallelization for the k-means algorithm. In their solution, the
initial data is divided randomly on several machines and each one processes its own
data partition independently. In a final step, the clusters from all the machines that
overlap in data space were merged. This method showed efficiency, but the obtained
final number of centroids, can differ from the one set in the beginning (K). This can
affect the clustering quality in the case where the initial chosen number of clusters
(K ) is the optimal one.

Another existing simplemerging technique consists inmerging the centroids from
the different partitions, such that each centroid from a given partition is merged with
the N-1 nearest centroids from each of the other partitions; where N is the number
of all the partitions. This merging method is not efficient, according to [7], using
such simple merging techniques leads to inaccurate new centroids. If there are two
centroids A and B to merge, which have respectively M and N data points in their
clusters; with M > N , the new centroid will be closer to A′s cluster data points.
This will affect the performance of the algorithm.

In our previous work (SPKmMR) [6], we proposed a parallelization for the
Sampling-PSO k-means algorithm (SPKm) [8] using MapReduce and shared mem-
ory parallelism, and a simple merging technique to obtain the final clusters.

To improve the SPKmMR algorithm [6], we propose two different strategies for
an efficient final results selection. The first one is based on the K-means algorithm,
we obtain the final configuration by clustering the centroids resulted from all the par-
titions. In the second one, we supposed that involving all centroids from the different
partitions may not be the optimal solution, so we proposed to choose the best K
centroids among the N centroids using genetic algorithm; where N is the number of
all the centroids from the different partitions.

This paper is presented as follows: Section 2 introduces the related works to our
contribution. In section 3, our proposed strategies are detailed. Section 4 contains
the experimentation and results. Finally, in section 5 we present the conclusion and
perspective for future works.

2 Background and Related Work

2.1 K-means

K-means is one of themost used clustering algorithm for its simplicity and efficiency.
Several works based on k-means have been proposed. Otherwise its main objective
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which is clustering data, K-means has been used in several work to perform many
tasks in relation with data clustering. In [9], k-means has been used for the initial
centroids selection.

In [8], the authors used k-means algorithm for data sampling, by partitioning data
into small sub-sets and applying k-means on each one, the resulted centroids from
each partition represent the full data set.

2.2 Genetic Algorithm

Genetic algorithm (GA) is a meta-heuristic used in optimization problems. GA has
been used inmany clustering tasks. It is known for its efficiency in the initial centroids
selection problem for theK-means algorithm. In [10], the authors proposed a solution
for initial centroids selection based on GA. The algorithm select the K optimal
centroids from the initial DataSet, the resulted centroids are then used as the starting
clusters’ centers for the K-means algorithm. In [11], an algorithm for clustering data
has been proposed based only on the GA.

2.3 Parallel Sampling-PSO-Multi-core-K-means Algorithm
using MapReduce (SPKmMR)

The algorithm presented in [6] is a parallelization of the Sampling-PSO-K-means
algorithm (SPKm). In thatworkwe proposed to parallelize the SPKm algorithmusing
MapReduce and shared memory parallelism. This algorithm can be summarized in
the following steps:

– Initial data is divided on the set of machines.
– Apply SPKm on each machine using its data partition to find local clusters.
– Merge the clusters from the previous step to get the final solution.

This method showed efficiency and enhanced the rendering of the SPKm algo-
rithm, but we aim to improve this algorithm by improving the merging step.

By analyzing each data partition’s centroids, we noticed in some cases that the
centroids resulted from a single partition give better results than the ones obtained
after the merging process. This proved that the used merging technique failed to
obtain an optimal solution and using an inappropriate merging technique provides
inaccurate and malformed centroids.

Parallel clustering by partitioning is sensitive to the usedmergingmethod.We aim
to propose an approach to improve the final selection step of our previous work [6].
We propose two techniques for the final selection process. The first one is based on
k-means’ work cited above, the use of k-means in initial selection and in sampling
algorithms inspired us to use it in the merging step. The second approach is inspired
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from the hybrid genetic-k-means algorithm works cited above. In our case, we use
the genetic algorithm to select the K best centroids from the set obtained from the
different data partitions. The two proposed solutions will be detailed in the next
section.

3 Proposed Approach

We present in this section our two contributions in the merging step for the SPKmMR
algorithm.Our initial objectivewas to use k-means algorithm to get the final centroids
configuration. This proposition involves all the centroids obtained from the different
data partitions, asmentioned earlier, using all the centroids obtained from thedifferent
machines may not be optimal because of the random data distribution between the
machines in the first step. For this reason we propose a solution where only the best
K centroids are chosen in the final selection step using the genetic algorithm. Before
detailing these two approaches we can summarize all the process in these steps:

1. Distributing randomly initial data input on the set of machines.
2. The algorithm SPKmMR is applied on each machine.
3. N local clusters are obtained from the previous step; with N = K × M ; where

K is the number of clusters and M is the number of machines.
4. One of the proposed merging strategies is applied to obtain the final clusters

configuration.

3.1 K-means Algorithm Merging

In this solution, we use the k-means algorithm for selecting the final configuration.
In [8], the authors used the k-means algorithm for sampling the initial data and reduce
its size. The resulted centroids from the sampling step can represent all the initial
data set, so they applied the PSO-K-means algorithm on the results of the sampling
step instead of applying it on the entire data set. In [6], we applied SPKm on many
data partitions, and K centroids were obtained from each one.

We can consider each K centroids obtained from a data partition as the represen-
tative data points of this one, so the ensemble of all obtained centroids can represent
as well the entire initial data set.

Thus, at the end of SPKmMR, we have N centroids; with N = K × M ; where
K is the chosen number of clusters and M is the number of machines in the cluster.
Finally, instead of applying the overlap technique for merging the centroids, we
consider the N centroids as a sample for the entire initial data set. So we apply the
k-means algorithm on these centroids to get the final K centroids.
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3.2 Genetic Algorithm Merging

The second proposed strategy for the final selection step is based on the GA. As
mentioned earlier, involving all the centroids may not be the optimal solution. Some
centroids can be malformed due to a bad initialization when applying SPKmMR, or
due to the random data distribution on the machines as proved in [12]. To avoid this,
we propose to select among the set of centroids the K best ones. This can be seen as
the k-means centroids initialization problem [10]. Therefore, we propose to use the
genetic algorithm to select the best K centroids among the ones resulted from each
data partition.In this solution, the genetic algorithm takes as input data the centroids
set obtained from the executions of the SPKmMR algorithm on the different data
partitions, the GA takes also as input data the entire initial data set, it is used when
evaluating (fitness calculation) the obtained solutions (chromosomes evaluation) of
the GA.

Population and Chromosomes. The population of the genetic algorithm is gener-
ated randomly from the centroids ensemble obtained from the SPKmMR algorithm
executed on the different data partitions. N chromosome are generated, and at each
iteration the best N ones are selected. Each chromosome from the population is a vec-
tor of K random centroids selected from the centroids ensemble. Each chromosome
is a potential clusters solution.

Crossover and Mutation Operations. At each iteration of the genetic algorithm,
new chromosomes are obtained by applying mutation and crossover operations on
the population. The crossover operation combines two randomly selected solutions
and generates two new solutions. The mutation operation in our case consists in
changing randomly one of the K elements of a given chromosome and replace it by
another one from the set of centroids. The best solutions are selected for the next
iteration and so on until the last iteration. At the end of the genetic algorithm, the
best obtained solution represents the final clusters configuration.

4 Implementation

To analyze our propositions, we implemented our previous algorithm SPKmMR
and the two proposed merging strategies. The tests were done on “The Individual
household electric power consumption” data set [13], which contains 2075259 data
points with 9 dimensions.

Before staring the clustering process, data is preprocessed. This step is very im-
portant to obtain good results. In our case, it consists of cleaning data, eliminating
the insignificant attributes, normalize the data values and finally each data point is
represented with a numerical vector which fits with the MapReduce data structure
(Key/Value pair).
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4.1 Evaluation

To evaluate a solution we should determine how close the objects of a same cluster
are. We use the formula (1) to calculate the average distance between a centroid and
the data points of its cluster. The smaller this value is the better is the clustering
quality. It is defined as follows:

f =
∑k

i=1

{∑ni
j=1 d(oi ,pi j )

ni

}

K
(1)

with pi j is the j th data point in the i th cluster; oi is the center of the i th cluster;
d(oi , pi j ) represents the distance between the data point pi j and the centroid oi ; ni
is the number of data instances in the cluster Ci and K is the defined number of
clusters. To calculate the distance between two data points we used the euclidean
distance.

For the evaluation of the solutions (chromosomes) generated by the GA, we also
used the formula (1), because evaluating a chromosome means to determine how
compact is the clusters configuration contained in this chromosome.

5 Experimentation

To evaluate our proposed solutions, we implemented the following algorithms: K-
means, Sampling+PSO+Kmeans (SPKm), k-means using MapReduce (KmMR) and
Sampling+PSO+McK-means using MapReduce (SPKmMR).

We tested the proposed merging strategies with the parallel algorithms from the
list above (KmMR, SPKmMR).

To evaluate our propositions, we used a cluster of 5 machines. Each node is
equippedwith aDual CoreCPUand 2GBofRAM.The cluster runs onLinuxUbuntu
10.04.We used the frameworkHadoop 1.2.1which is an open source implementation
of the MapReduce framework. The experiments were done on the normalized data
set “The Individual household electric power consumption”.

Many algorithms have been implemented to test our approach, and each one has
its own parameters. For the Sampling+PSO step, the used parameters are the same
used in [6]. The table 1 summarizes the k-means algorithm step and the genetic
algorithm (GA) parameters.

In this section we discuss the obtained results from the different implemented
algorithms. To evaluate the clustering quality of the obtained solutions, we use the
formula 1.

Table 2 shows the results of the implemented algorithm on “The Household Elec-
trical Consumption” data set.
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Table 1 Algorithms parameters

Number of clusters (K) in K-means 50-100 [7]

Number of iterations in k-means 25

Population size in GA 50

Number of generation in GA 100

Table 2 The performances of algorithms

K = 50 K = 100

sequential algorithms
k-means 0.079233 0.067021

SPKm 0.073251 0.063955

Simple merging
KmMR 0.077204 0.064242

SPKmMR 0.071459 0.063574

K-means merging
KmMR 0.071763 0.061751

SPKmMR 0.070317 0.059569

GA merging
KmMR 0.057541 0.051913

SPKmMR 0.054363 0.049195

The results show that the proposed merging techniques give better results than
the simple merging strategy. The simple merging strategy showed its inability to
exploit the centroids obtained from different partition. We can notice this in the case
of the SPKmMR algorithm where K = 100; the fitness value obtained after using a
simple merging is equal to 0.063574 whereas the fitness obtained with the sequential
algorithm SPKm is almost identical to it.

For the other cases of the simple merging strategy, we can see that for each
algorithm, the results are slightly better than the ones obtained from those of the
sequential versions.

The figure 1 illustrates the obtained results of the implemented parallel algorithms
(KmMR and SPKmMR) with the different merging strategies in the case where
K=100.

We notice that by using the k-means merging strategy we obtained a visible im-
provement compared to the simple merging strategy on both of the implemented par-
allel algorithms.We can see also that the GAmerging technique gives the best fitness
values especially when applied on our previous algorithm (SPKmMR) [6]. Another
important point to highlight is that the improvement obtained with the SPKmMR
algorithm compared to the KmMR algorithm changes according to the used merging
strategy. We can see that the difference in the fitness value between SPKmMR and
KmMR is more important when using K-means merging than when using the simple
merging strategy. We can notice also that the difference in the fitness value between
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Fig. 1 Performances of the merging strategies

SPKmMR and KmMR is the most significant when using the GA merging strategy
compared to the two other merging techniques. This is explained by the fact that
the GA merging strategy exploits the results generated by the SPKmMR algorithm
better than the two other strategies.

6 Conclusion

In this paper, we proposed solutions to improve our work presented in [6]. We pro-
posed to improve the merging step which showed deficiency in some cases. In a first
place we proposed to use the K-means algorithm to get the final clusters configu-
ration, next we suggested to use the genetic algorithm for selecting the K optimal
centroids and consider them as the final solution. These two methods proved their
efficiency by improving the performances of our previous work. In the Map phase of
the MapReduce process, data is partitioned randomly on the cluster’s machines. As
future work, we aim to propose an efficient data partitioning approach to improve
the clustering quality of our algorithm.
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Managing the Access to Medical
Emergencies Services

Mateus Calado, Luis Antunes and Ana Ramos

Abstract Health is one of the most vibrant areas where Information Systems have
been making a revolution in the way services are improving peoples quality of life.
However, the optimization of provided health care services is not reaching medical
emergency services in Angola, where there still is an incipient use of Information
Systems applied to public health care services. We propose a web-based information
system in which the core activities are implemented using a multi-agent system.
Our goal is to guide the access to emergency care providing a feature of triage and
referral of users based on significant personal information, stablished pre-diagnosis
and considering available hospital services.

Keywords e-Health systems ·Medical emergency services ·Multi-agent systems

1 Introduction

In this paper we propose a solution to improve Angolan health care service. Some
of the most important health indicators in Angola are below African average [1].
Changes are needed in the organization and functioning of Angolan public health
system, taking into account human, technical, technological, logistical and adminis-
trative aspects. The variety of these factors suggests the need of a multi-disciplinary
action to present a solution.
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Both public and private institutions provide emergency medical services. In An-
gola private health care is unaffordable to the majority of the population, so people
seeking emergency care use public emergency services. These services are available
at general hospitals, as well as at specialty hospitals. Public medical emergency ser-
vices suffer from several constraints such as insufficient and unevenly distributed
human resources, insufficient and obsolete facilities and material resources, little
coordination between entities and in-hospital services. These constraints, along with
poor health conditions of Angolan population lead to overcrowded emergency de-
partments, long waiting times, inefficient treatments, professionals’ disincentive and
high mortality in emergency rooms. In Angola due to logistic problems and incipient
ambulance network, people frequently access emergency care in private transporta-
tion. It is not used a referral system and it does not exist an operational emergency
center.

2 Our Proposal

Motivated by an earlier study presented in [2] we developed an information system
to diagnose and refer patients to an adequate emergency care, thus improving access
to emergency services. The aim of this proposal is to present a flexible, simple and
intuitive interface that responds to the need of improvement and optimization of the
access to emergency services, to facilitate access to information and to enable public
health authorities a greater degree of knowledge about patients who are referred to
them and a more balanced use of its resources.

This is a web-based system to support public medical emergency activities avail-
able on a multi-platform basis, to be used by patients, health professionals in emer-
gency services and professionals in call centers. At the present development stage it
is able to find medical emergency care in the province of Luanda, which is the most
populated one of Angola.

This prototype provides several features: establishes a pre-diagnosis of patients
based on described symptoms and personal data (e.g. age, health risk factors); clas-
sifies patients in one of three states (very urgent, urgent and less urgent) according to
the urgency of care to be provided; directs patients to medical emergency facilities
and informs the medical emergency service to where the patient is referred. Each one
of the emergency services has waiting lines corresponding to the patients´s states.
In the used approach the core activities are implemented using artificial intelligence
agents.

2.1 Agents

There are several definitions of what is an agent, for instance in [3], [4], [5], [6].
To us, an agent is an abstraction of behaviors. It is also the most basic processing
unit of an agent platform/environment. This aspect can be compared to objects in
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object-oriented programming: where objects have methods, agents have behaviors,
but agents are autonomous and work in order to achieve objectives. Therefore, an
agent has responsibilities, or tasks that it complies through its behavior. The behavior
of an agent is build concerning the responsibilities of that agent.

Our agents are modeled using of the characteristics of autonomy, heterogeneity,
reactivity, pro-activity and goal orientation in the way they are mentioned in [4]. To
satisfy system requirements the following agents where implemented:

– User;
– Provider;
– Operator;
– Coordinator;
– Diagnose;
– Referral;
– Reporting.

Their main tasks are:

– User agent - is an interface agent (considering the classification proposed in [7])
that represents users seeking emergency health care services. The tasks performed
by the user agent include aiding the user in using the application interface; re-
questing the creation or updating of user records; requesting information from the
reporting agent on behalf of the user; validating information entered by the user (if
necessary collaborating with the reporting agent); deciding to send requests from
the user; sending diagnosis data to operator agent; asking the user data needed to
make the diagnosis; inform the user about the diagnosis and referral established.

– Provider agent - is also an interface agent, and represents the entities that provide
health services such as hospitals, clinics, health centers. Its tasks are to assist the
health care provider with the application interface; validate information entered
by the health care provider (if necessary collaborating with the reporting agent);
request the creation or updating of records from the reporting agent; request infor-
mation from the reporting agent on behalf of the health care provider and inform
the health care provider about patient’s diagnosis and referral (in collaboration
with the coordinator agent).

– Operator agent - is a software agent responsible for receiving and filtering requests
from the user agent. The operator agent asks for additional information required
to make the diagnosis of the user; sends diagnosis information to the coordinator
agent and requests data from the reporting agent.

– Coordinator agent - is responsible for coordinating the diagnosis and referral. Its
tasks are to launch the diagnose agent and give it the information received from the
operator agent; to give the operator agent the information requested by diagnose
agent; to launch the referral agent and give it the corresponding information about
the referral of the patient, namely personal data, location, diagnosis; to decide
whether the process of diagnosis and referral is successfully completed; to inform
the user agent about the outcome of diagnosis/referral; and to request data from
the reporting agent.



362 M. Calado et al.

– Diagnose agent – it is a collaborative agent responsible for implementing the
diagnosis algorithm of patients. Thus, this agent is responsible for establishing a
diagnosis; decide if it is necessary to find the user a service in a hospital entity;
request additional information to establish a diagnosis; select the services needed
to treat the patient according the established diagnosis; assign a level of urgency
to the user (triage); send to the coordinator agent information about diagnosis and
referral of the patient.

– Referral agent - manages congestion queues of hospitals and is responsible for
referring patients to health care services. The referral agent has the tasks of ask-
ing the reporting agent additional information about the suitable services for the
user (received from the coordinator agent) based upon the diagnosis; manage the
congestion queues of hospital services; decide which entity will attend the patient
based on the congestion of the hospital and the location of the user; inform the
coordinating agent of the hospital/service to which the user is referred.

– Reporting agent - receives and filters requests from the user agent.

2.2 Diagnosis Process

Agents collaborate with each other in order to achieve the proposed objectives (e.g.,
make a diagnosis, give information to the user, inform the health care provider about
referrals of patients. This collaboration is dynamic, to perform a certain task an
agent often needs to interact more than once with another particular agent, and this
is especially necessary when seeking to establish the diagnosis of a patient.

The diagnosis is modeled as a dynamic process (figure 1) and this results from
the fact that hardly all relevant information to make a diagnosis can be given early
in the process.

The process for establishing a diagnosis is made by the diagnose agent in 3 steps:

1. Gather information: age, gender, symptoms and health risk factors;
2. To formulate hypotheses of disease;
3. Apply the differential diagnosis to establish a diagnosis. The differential diagno-

sis is a systematic approaches used in medical practice for, based on evidence, to
find out the cause (disease) of the symptoms presented by the patient, among sev-
eral possible. The diagnose agent can explicitly request information necessary
to evaluate the hypothesis of diagnosis (confirming or rejecting this hypothesis).
The coordinator agent and operator agent give the requested information to the
user agent. The operator agent can request information about the patient´s history
to the report agent. The information provided by the user (e.g., indicating more
symptoms or explicit risk factors) is used by the diagnose agent to continue the
diagnosis process. There is a hierarchy of symptoms: certain symptoms indicate
emergency situations.
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Fig. 1 Diagnosis flow chart.

2.3 Selecting the Emergency Service

The health status of the patient, his current location, the queues in emergencymedical
facilities and the services available will determine the hospital entity to which the
patient will be directed. The chosen hospital receives the patient’s personal infor-
mation and the pre-diagnosis established. The order of preference for selecting the
hospital is as follows:

1. Identify the hospitals with the necessary services to treat the patient;
2. Calculate patient´s waiting time for emergency medical treatment in each of

these hospitals;
3. Validate the nearest hospital with the smallest waiting time;
4. Calculate patient´s distance to these hospitals;
5. Refer the patient to selected hospital.

In each hospital, patients’ waiting queues are treated separately, considering the
number of patients specifically in the three possible states (very urgent, urgent and
less urgent). Whenever a triage is made, our system considers as eligible hospitals
those with the smallest waiting time in queues for a severity greater or equal to the
one of the given patient.

Figure 2 illustrates a scenario where the patient has been referred to an emergency
service. Our system refers the patient to the emergency medical service and registers
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Fig. 2 Statechart of a patient in an emergency service.

Table 1 Simulation’s referral results

Patients’ condition Referred patients (percent)

very urgent - general hospital 97
less urgent - medical center 81
specific health conditions 82

second referral 28

the patient in the waiting queue of the emergency service. When the patient is at-
tended, we consider two steps: first a doctor or nurse who decides if the service is
suitable for treating the patient evaluates him. If patients’ condition is not adequate
for the services provided by the hospital, then the patient will be referred through the
system to another hospital with the diagnosis updated by the expert, while it proceeds
to the ‘Transferred’ state. Otherwise goes to ‘In Treatment’ state, that is, emergency
medical procedures are carried out. When the patient is discharged from the emer-
gency department, he moves to the state ‘Treated’. State transitions ‘Attend’, ‘Treat’,
‘Transfer’ and ‘Discharge from Emergency Service’ are registered in the system by
the emergency department’s staff (doctors or nurses). If the patient needs to be redi-
rected to another emergency service, this can be done either automatically by our
application or manually by medical staff.

3 Results

To evaluate the adequacy of the system, both simulations were run and users (patients
and medical staff) tested the interface. Concerning the results obtained through sim-
ulations, we created a list of items that were quantified in order to assess whether the
system can respond to current challenges in the access to Angola’s hospital emer-
gency services. Two of the studied subjects are the correction of patient’s referral
considering his severity status and also the existance of necessary services to treat
the patient. Table 1 reflects the results obtained in referring patients to emergency
services in Luanda. In the observed results, the percentage of very urgent patients
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referred to general hospitals meets the expectations. A small amount of these patients
was not referred to general hospitals because they had a specific disease, having been
referred to specialty hospitals. Eigthy one percent of patients with a less urgent state
were referred to medical centers, the remaining received counseling and did not have
to go to hospitals or medical centers. It was found that 28 percent of patients had to
be referred for a second time, wich we consider a large value. This can be explained
by the fact that patients do not insert the correct symptoms and this fact leads to an
initial inadequate referral.

4 Conclusion and Future Work

In this article we propose the use of multi-agent paradigm to model the fundamental
tasks of managing access to hospital emergency rooms, for example, to diagnose and
to refer patients. Agents have properties of autonomy, cooperation, pro-activity and
are modeled according to the Belief-Desire-Intention architecture proposed in [8].
The next challenges we address are:

– Implement components to deploy some features present in hospital management
systems, in particular, allow doctors to actively manage patients’ information.
Such features are interesting in the Angolan scenario because the use of hospital
management systems is very incipient.

– Improving security measures, considering the sensitive and confidential nature of
data. Security measures have to provide a defence against attacks such as SQL
Injection, Distributed Denial of Service, Cross-Site Scripting, and others.
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Abstract Cognitive stimulation helps to improve the performance of daily life 
activities and life quality of elderly people. Most computer-based applications for 
cognitive training do not support user adaptation at run-time, and are designed for 
individual use, not for groups. Adaptation allows performing more effective eco-
logical stimulation programs. The cognitive training in group is beneficial due to 
social interaction. This paper presents the solutions applied to a cognitive stimula-
tion web application called VIRTRAEL, whose exercises can be adapted to the 
user at run time and they can be performed in a collaborative way. 

Keywords Rule-based system for decision-making · Software engineering ·  
Technology for internet · Middleware · e-Learning · Cognitive training for elderly 
people 

1 Introduction 

Research on active aging from different perspectives is the key for understanding 
how to live with better physical, social and mental conditions [1]. One of the main 
goals of active aging is maintaining the cognitive functions. In order to achieve 
this, it is necessary to stimulate abilities such as [2] memory, reasoning, attention, 
planning and organization, language, etc. In general, the cognitive slope affects 
the Activities of Daily Life (ADLs) performance since they cause dependence, 
especially to develop Instrumental Activities (IADLs). They are basic to carry out 
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tasks implying the capabilities of decision-making and performing more difficult 
interactions with the environmental interactions, like managing money, perform-
ing housekeeping tasks, etc. 

The effectiveness of preventing cognitive decline by means of stimulation in 
healthy seniors has been demonstrated in several clinical tests [3,4]. Some of those 
tests are based on the use of computer applications to stimulate the main cognitive 
areas, proving improvements on those areas and on IADLs [5]. 

Consequently, ITCs can provide new stimulation and training opportunities to 
improve the decrease in social, sensory-motor, cognitive and emotional functions 
in elderly people. Computer-based programs have been designed recently for cog-
nitive stimulation in form of serious games [6].  

However, until now, most of them present static, individual exercises that can-
not be adapted to the users at run time. 

In order to get run time adaptation (i.e., while the user is using the application), 
his/her interactions must be collected and taken into account to build a personal 
profile that allows the computer application to automatically adjust the exercises 
to each individual. Run time adaptations allow [4,7] (a) working the cognitive 
areas in which the user has more needs, (b) changing the order and difficulty level 
of the exercises depending on the user scores and requirements and (3) training in 
an ecological way, presenting scenarios and contents within the scope of his/her 
interests, to enhance user motivation and comprehension.  

In addition to the adaptation, the performing of activities in-group is beneficial 
for the cognitive stimulation. Structured group activities (1) increase the sense of 
self-sufficiency; (2) stimulate personal skills; (3) decrease the sense of isolation, 
since the individuals feel identified with their partners and understood by them; 
(4) help learning from the peers’ responses, and allow, through each one of the 
individual participation, the shared responsibility of providing results to the whole 
group [8]. In case of performing activities in a competitive way, the individuals 
usually increase his/her efforts in order to reach the maximum score, or at least 
better than his/her peers, which is a stimulus to continue working and improving. 

In order to develop group exercises, it is necessary to implement a collaborative 
system supporting communication, cooperation and coordination. A collaborative 
system is, inherently, a distributed system whose intention is to provide computer-
supported cooperative work (CSCW) [9]. 

In this paper we present VIRTRAEL (VIRtual platform for evaluation and 
TRAining of ELderly people). It provides exercises for evaluation and stimulation 
of cognitive skills, supports run time adaptation and provides mechanisms to sup-
port the cognitive training in group (based on adaptive learning systems funda-
mentals). 

The rest of the paper is organized as follows. Section 2 introduces the founda-
tions of this work. In Section 3, we describe our proposal to support adaptation 
and collaboration in VIRTRAEL. Finally, Section 4 presents some conclusions 
and outlines some future work. 
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2 Foundations 

Some platforms and tools have been designed to promote an active and healthy ag-
ing, in aspects as learning, communicating, networking, health caring, etc. Some 
examples of related projects are OASIS (http://www.oasis-project.eu), SEACW 
(http://www.seacw.org) and AGE Platform Europe (http://www.age-platform.eu). 
Rehacom (http://rehacom.us), Cogmed (http://cogmed.com) and Cognifit (https:// 
cognifit.com) are examples of well-known commercial platforms for cognitive train-
ing using ICTs. They offer exercises to train several mental abilities, and some of 
them can be adapted to the users’ needs but not in run-time. Besides, none of them 
allow to perform group activities. Hulme and Melby-Lervag [10 analysed these three 
tools (and others) concluding that, in despite of their wide use, none of them is sup-
ported by a detailed task analysis by which any improvements could be expected. 
For that reason, more empirical evidence should be presented in the future. 

The Computer-Supported Collaborative Learning (CSCL) are an emerging area 
of learning sciences concerned with studying how people can learn together with 
the help of computers [11]. Because of the emergence of CSCL in education, there 
have been various proposals for improving student learning by defining a space, 
set of activities and collaboration tools. Some authors [12] claim that such pro-
posals enhance and stimulate cognitive ability in members of the collaborative 
learning. Some proposals and systems related to this area are CLS-KM [13] or 
GAOOLE [14]. 

The Rule-Based systems allow managing and storing information. They are 
used to make deductions and choices by means of if-then rules that incorporate the 
knowledge. They adaptively can determine the best sequence of rules to be run 
and apply them. Some of their uses are component selection, product configura-
tion, quality assurance or troubleshooting. In general, they analyze situations, 
preferences or requirements and suggest lists of selections, treatments or preventa-
tive measures [15].  

ECA (event-condition-action) rules are used to model active rules in event-driven 
architectures. An inference engine detects events and manages rule execution [16]. 
Rules can be modified at run-time, thus supporting workflow adaptations to meet 
new requirements [17].  

Some Rule-Based systems support ECA model. There is a review of different 
rule-based approaches in [18] that includes the RuleML mark-up language [19] 
and Complex Event Processing [20]. 

The computer-assisted collaborative learning and rule-based systems offer a 
high potential because allow to take decisions to custom exercises and to track 
exercises performing, encourage social collaboration. Those must be considered to 
design systems that stimulate cognitive skills in elder people. The next section 
presents a particular computer-mediated platform named VIRTRAEL, based on 
these systems. 
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The configuration tool is used by an administrator to assign end users (pa-
tients) to a supervising therapist. Each therapist can also configure which exercises 
are going to be carried out by each patient, and in which order. The supervisor can 
track, at real time, the progress of each patient while performing each exercise, 
querying scores and measures, and deciding if the next planned game should be 
skipped or not. In the case of performing an exercise in group, the therapist creates 
the group, decides the kind of collaboration between the partners (cooperative or 
competitive) and how to play: turns, etc. 

The communication tool provides both a forum to exchange messages be-
tween the stakeholders in the cognitive evaluation and training, and a chat to allow 
real-time collaboration between end users and therapists. This tool is intended to 
improve user engagement, decrease the sense of isolation and increase the sense of 
collaboration with other people.  

VIRTRAEL has been designed and implemented as a web tool because the web 
provides portability, following standards, and then the tool can be used by more 
people with different operating systems and devices. Another reason is that we can 
create and run several instances of one or more exercises at the same time, using a 
mechanism to support that distribution and the communication between them. 

3.2 Adaptation 

Each exercise has been designed and implemented following the MVC (Model 
View Controller) architecture.  

The model is composed by a XML file that describes the general aspects of an 
exercise and its elements (images or texts), a directory of resources associated to 
these elements and the code to define the story board or workflow of the exercise 
(including if it has different steps with mini-exercises, repetitions of the same 
exercise with the same or different elements, etc.). There is a different type of 
XML for each type of exercise; an exercise is one instantiation. The model also 
includes a database that stores the measures taken when the exercises are per-
formed by each specific user: the time spent to complete each part of an exercise, 
number of fails, omissions and successes, time between interactions, number of 
helps required, etc. The persistence of the model must be guaranteed in case the 
web browser fails, or the user reloads the website, etc. So, we also store the data 
locally in the user personal device. 

The view is a set of different widgets associated to the model. We have pre-
pared widgets for different navigators in which the platform could run.  

The controller gets the user interaction, and interconnects the view with the 
model while the exercise is running.  

One of our goals is provide a program of exercises to be performed by an elder 
without the constant support of a therapist. Then, the platform must be proactive 
and take the best decision about the adaptations that must be done.  

We need to support two kinds of adaptations in the exercises at run-time:  
(1) user interface due to the device used by the user (view) and (2) contents and 
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structure of the exercise due to the difficulty level shown to the user (model). Both 
kinds of adaptation require an automatic decision taking mechanism. We have 
designed an internal rule-based system with a set of “if-then” rules that are trig-
gered whenever certain predicates are satisfied. For instance, if a user repeats an 
exercise several times and he/she does not correctly complete it in a row, then the 
next time fewer contents could be shown and an exercise tutorial could be pre-
sented.  

The predicate of a rule can refer to the user profile (cognitive skills, personal 
information, etc.), the partial exercise results, the kind of exercise, the amount of 
repetitions made, the kind of user’s device, etc.  

The actions to be carried out if the predicate is satisfied can be: modify any in-
ternal property of any exercise to increase or decrease its difficulty and changing 
its workflow (e.g., the number of possible choices as answers to a question, the 
amount of help required, the number of on-screen elements or the number of 
steps) or any part of its presentation (the interaction mode, the widgets to use, 
colours, typography, etc.).  

Regarding the rules referring to user devices, they help providing adapted user 
interfaces depending on the most appropriate interaction mode for each device, for 
example touch screen or mouse. The set of rules can be easily changed and, in 
fact, are currently being modified according to the feedback provided by therapists 
and users during pilot studies. When a predicate is satisfied and the action is per-
formed, the instance of the exercise running is changed to include the new proper-
ties or resources, which influences its model (XML) or its view. 

3.3 Collaboration 

We have included in the platform a component responsible for managing the users 
of a work group and determining if they work in a collaborative or competitive 
way. It also maintains the awareness of the patients, showing the results of the 
interaction of a user to his peers or to a supervising therapist. In consequence, the 
component must exchange information between different instances of an exercise 
model and presentation, each instance running on different devices and by differ-
ent users. 

Therefore, two or more users can share an instance of a running exercise. The 
key internal mechanism to support exercise sharing is a middleware that provides 
a high level API to facilitate information exchanging between non co-located peer 
users (button clicks from other users, cursor movements, text inputs, etc.), distrib-
uting interaction events, and separating low-level communication management 
from the exercises logic.  

The middleware used is BlueRose [22], and it includes publish-subscribe com-
munication model to make more effective the distributed events among different 
VIRTRAEL instances. Different ways of collaborating are provided by this com-
ponent: different users concurrently interact with the same exercise to complete it; 
turn-based collaboration; some users interact with the exercises, while others visu-
alize their interactions; unstructured communication (chats). 
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The platform enables to maintain the awareness of each user’s activities. Due to 
the limitations in the speed of the communications between on Internet, and in 
order to make a more effective system, we have also limited the kind of aware-
ness, and the frequency and kind of events to be published. 

3.4 Evaluation 

A pilot study was carried out to evaluate the usability and end-user benefits of 
VIRTRAEL (formerly called PESCO). The usability analysis was based on heu-
ristics and satisfaction tests on over 36 older people. Moreover, a comparative 
analysis of the traditional (paper-based) exercises in comparison with the exercises 
provided by VIRTRAEL was carried out in a sample of 44 seniors [23], including 
individuals with and without mild cognitive impairment. The results showed that 
the experimental group (i.e., the group using VIRTRAEL) presented significant 
improvements in visual attention and planning, while the control groups (i.e., the 
group using traditional exercises) did not. Regarding usability, the study conclud-
ed that VIRTRAEL was considered as usable by end users, but it suggested some 
room for improvement. 

Considering those results, VIRTRAEL is currently being tested with a sample 
of more than 150 users to check that its usability has been improved in the latest 
versions, and to demonstrate the effectiveness of the stimulation over a longer 
period. Moreover, adaptation rules are being modified according to end-users’ 
feedback. 

The evaluations have been/are being performed by specialists in neuropsychol-
ogy collaborating with our research team. Finally, users are invited to continue 
using VIRTRAEL after the evaluations have finished. 

4 Conclusions and Future Works 

VIRTRAEL is an open source and completely free web platform to support cogni-
tive evaluation and intervention in elder people. It has been designed by an inter-
disciplinary team composed by psychologists, doctors and software engineers. 

One of our objectives is to provide a rapid and effective tool to adapt the diffi-
culty level of the exercises to the end users’ needs. To achieve that goal, at run-
time, we retrieve a data collection from the exercise performed by each user at any 
given moment. That collection is used by a rule-based system to infer a set of 
changes to apply to the exercises while the users are performing them. We use of a 
rule-based system in order to enable an easier run-time adaptation and efficient 
inference mechanisms. 

Another objective is to provide a portable platform with a responsive design 
that self-adapts to the characteristics of the user device/s (e.g., screen size). That 
objective has been satisfied by promoting a modular design and an implementa-
tion based on Web standards.   
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Regarding the possibility of performing collaborative training, we have de-
signed VIRTRAEL as a CSCL to organize groups and present awareness, using 
also a middleware to facilitate communication, cooperation and coordination.  

Moreover, the middleware that is being used by VIRTRAEL (BlueRose) has 
also been used in multiple projects developed by our research team. Particularly, 
we have applied it to control home-automation systems, synchronize tasks on 
mobile ad-hoc networks and notify events on health caring systems and Law  
Enforcement software. 

Now, we are finalizing the second study to evaluate VIRTRAEL, and we ex-
pect to obtain the results of its analysis soon.  
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Abstract The study and monitoring of wildlife has always been a subject of great 
interest. Studying the behavior of wildlife animals is a very complex task due to 
the difficulties to track them and classify their behaviors through the collected 
sensory information. Novel technology allows designing low cost systems that 
facilitate these tasks. There are currently some commercial solutions to this prob-
lem; however, it is not possible to obtain a highly accurate classification due to the 
lack of gathered information. In this work, we propose an animal behavior recogni-
tion, classification and monitoring system based on a smart collar device provided 
with inertial sensors and a feed-forward neural network or Multi-Layer Perceptron 
(MLP) to classify the possible animal behavior based on the collected sensory  
information. Experimental results over horse gaits case study show that the recogni-
tion system achieves an accuracy of up to 95.6%. 

Keywords Multi-Layer Perceptron · Feed-forward neural network · Pattern recog-
nition · Inertial sensors · Sensor fusion 

1 Introduction 

Behavior monitoring of wildlife animals is a hard technological task [1] due to 
several factors that need to be solved. (1) The development a lightweight and long 
batteries life (thus, low power consumption) devices to attach to the animal; (2) 
The design and implementation of a wireless network to collect the information 
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from those devices; and finally, (3) download from the animals devices all cap-
tured information. Some commercial devices can track animals using global posi-
tion systems (GPS) and obtain some of their vital signs through sensors. The  
information given consists only of raw and unprocessed data that require high 
bandwidth communications or high capacity memory cards and long life batteries, 
which usually are very heavy. Furthermore, these solutions are not able to recog-
nize animal patterns from the obtained data. 

Algorithms that look for particular behavioral patterns based on the input data 
usually conduct this kind of recognition or classification. Some of these algo-
rithms are Neural Networks (NN), Support Vector Machines (SVM) or even com-
plex statistical methods, which can detect specific behaviors such as sleeping, 
running, copulating, etc. Generally, the computational costs of these algorithms 
are highly enough to require specific platforms capable of parallelizing computa-
tions for this classification.  

In this paper, a particular NN architecture is implemented for a behavioral classi-
fication of wildlife animals restricted to horse gaits, which are the ways a horse can 
move. The NN is designed and trained using a software tool and then all of its pa-
rameters are obtained and used on an embedded NN version implemented to run on 
a low-power microcontroller. There are some hardware platforms like SpiNNaker 
[2] that allows the easy development of spiking neural networks; however, the size 
and power consumption of this board are extremely high for this kind of task and 
targets. 

MINERVA is a research project whose main aim is to study and classify wild-
life behavior inside Doñana National Park [3]. To achieve this goal, a hierarchical 
wireless sensor network capable of transmitting and storing this information has to 
be set and tested inside this park. Moreover, in order to increment the value of the 
final product, an embedded system with energy harvesting techniques that will be 
able to digest sensor fusion data from inertial sensors [4], combined with other 
sensors (temperature, heart rhythm, GPS) has been developed in order to classify 
animal behavior in real time. This project has the additional aim of developing an 
infrastructure for collecting this information and make it accessible through the 
internet. The pattern recognition of the sensed data is performed in real time by 
the microcontroller using a low-power implementation of a NN that classifies 
three different horse gaits [12] (motionless, walking and trotting). This infor-
mation is transmitted using a wireless multisensory network distributed on collars 
placed on some animals. This multisensory network reads data from the sensors 
and send them to a network of motes, which acts as a router and retransmits these 
packets to a base station. This base station receives the information through the 
network and uploads it to a remote server database. Researchers can access this 
data using a web-based user interface and track the animal activity at any time 
without the necessity of being in Doñana National Park. 

The NN implementations presented can classify three different horse gaits. 
MATLAB (a mathematical software), with a toolbox for NN, has been used in 
order to design the architecture. The NN has been trained with data collected in 
Doñana with a prototype of the collar configured to capture and store raw data 
with a parameterized period of time. The NN training has been performed in the 
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same software using 70% of the collected data. The remaining 30% has been used 
for the NN testing. 

The paper is structured as follows: section 2 presents the collar device. Then, 
section 3 describes different fusion filters applied to the sensor data. Section 4 
presents the NN architecture to classify three different behaviors. Section 5 de-
scribes the testing scenario and the results obtained. Finally, section 6 presents the 
conclusions. 

2 Collars: Information Collection by Multiple Sensors 

The aim of this collar is to gather information from the animal on which it is 
placed by using several sensors. Then, it will classify its animal behavior using 
this data as an input for a feed-forward NN implemented on the collar microcon-
troller. All detected patterns are locally stored in the collar memory. Finally, the 
collar will send the recognized gaits to a base station through XBee communica-
tions that will upload it to a database stored in a data server on the internet. The 
collar is provided with an inertial measurement unit (IMU), which consists of a  
3-axis accelerometer, a 3-axis gyroscope and a 3-axis magnetometer. This unit is 
used in addition to a GPS, which gives the position and time with respect to satel-
lites. The IMU used in this work is MinIMU-9V2 [5], whose sensors have a reso-
lution of 12 bits. The feed-forward NN architecture and training process is  
described in section IV.  

The collar prototype, see Fig. 1, has an XBee module (XBee PRO S2B [6]) that 
can transmit data through a wireless network. XBee is the brand name for Digi 
International for a family of form factor compatible radio modules. XBee modules 
are integrated solutions based on ZigBee, which is an open global standard of the 
IEEE 802.15.4 MAC/PHY [7]. This device family allows to implement a mesh 
network of motes (or routers) where collars (or device) send information, and 
other elements (coordinators) of the network redirect these packets to a web serv-
er. The main objective is to transmit sensed information to the nearest router of the 
network, so that it can reach the coordinator and upload this information to  
the database. In such a case the signal cannot reach a valid point to transmit, i.e. 
the animal is out of the network coverage, the collar carries an SD card where the 
information is stored; so the animal behavioral information can be accessed later 
or offline, so it avoids data losing. 

The periodical measurements of each sensor are carried out using a low power 
microcontroller (STM32L152 [8]) with a real-time operating system (RTOS) 
which is powered using a four AAA battery pack (1.5V, 1155 mAh each). Due to 
the fact that capturing an animal is very expensive, the process of obtaining data 
from each collar when it runs out of battery is organized as a task, allowing the 
microcontroller to switch to sleep mode if there are no router in the network cov-
erage capable of receiving this collar’s information. This increases batteries life. 
Moreover, the collar does not spend the whole time transmitting the information in 
a continuous manner. A periodic time is established for reducing radio transmis-
sions and thus, reducing power consumption. 
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Fig. 1 Collar device prototype 

3 Sensors Data Processing 

Information from the sensors is enough to develop a NN able to recognize patterns 
from animals. Additionally, it is possible to increase the accuracy if more data are 
used during training. Sensor fusion obtains new combined information from sen-
sors that can simplify and increase the accuracy of the NN architecture. This new 
information consists of three variables called pitch, roll and yaw, which are the 
angles of rotation of each axis of a three-dimensional space (pitch represents y-
axis rotation, roll represents x-axis rotation and yaw the variation from z-axis). 
The purpose of this fusion is to generate new data for the NN and then compare 
results using data from sensors and from fusion algorithms. 

An accelerometer is a sensor that measures the gravity acceleration at 3D each 
axis (x,y,z). It is possible to obtain pitch and roll calculation by applying mathe-
matical formulas based on the combination of data collected by the accelerometer; 
however, if the accelerometer is not precise enough, then, small variations produce 
high signal-to-noise ratio (SNR) values. On the other hand, it is difficult to calcu-
late the yaw value without combining the magnetometer tilt compensation and the 
gyroscope variation. 

This paper uses two fusion algorithms: (1) FreeIMU [9] and (2) Kalman Filter 
[10]. FreeIMU, Fig. 2, is based on a quaternion representation. A quaternion is a 
complex number that represents the object orientation by four fields. The three 
first fields represent the orientation in each axis, while the last field represents the 
rotation of the object. The algorithm fuses the accelerometer and the magnetome-
ter using the gradient descent algorithm when the fusion is finished. The gyro-
scope data are added to compensate the possible drift. Finally, in order to get 
pitch, roll and yaw, the values of the quaternion are combined. The second algo-
rithm is the Kalman Filter, Fig. 2, which is a complex sensor fusion algorithm 
commonly used in control systems [10]. The principal advantage of this algorithm 
is that, by using initials estimators and dynamic parameters, the algorithm auto 
adjusts the output in time. 
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Fig. 2 FreeIMU filter (left) and Kalman filter (right) 

The prediction process generates an estimation of the next value and calculates 
the estimated error covariance. The second step updates the current value from the 
sensors and the error covariance using the different parameters mentioned before 
and the estimations calculated in the previous step. When each value is updated, it 
is sent to the prediction step. This feedback continues updating the error estima-
tion and value predictions, so the algorithm converges over iterations. By using 
this algorithm it is possible to filter noise from each sensor generating pitch, roll 
and yaw. The main difference between these algorithms is the computational cost: 
Kalman filter is more accurate but requires a higher computational effort; on the 
other hand, FreeIMU does not have any feedback so it does not change filter pa-
rameters over time, adjusting the output to the data from the sensors. The idea of 
implementing both algorithms is to compare the results of the classification ob-
tained in the NN and, with this output, decide which one is more adequate for an 
animal behavior classification. 

4 Neural Network 

4.1 Neural Network Architecture 

This section presents the architecture of the used Multi-Layer Perceptron (MLP) 
NN. MLP is the most commonly used with the backpropagation algorithm: the 
multilayer feed-forward network. An elementary neuron with R inputs is shown in 
Fig. 3. Each input p is weighted with an appropriate w. The sum of the weighted 
inputs and the bias forms the input to the transfer function f [11]. Neurons can use 
any differentiable transfer function f to generate their output. 

 
Fig. 3 Multi-layer Perceptron neuron 

The topological structure of the MLP NN used consists of a two-layer feed-
forward network, with a sigmoid transfer function in the hidden layer and softmax 
transfer function in the output layer. During this research, the optimal number of 
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hidden units was found by running different performance tests, where a new MLP 
was created, trained and tested using a varying number of neurons in the hidden 
layer. The best performance was obtained using 10 neurons in the hidden layer. 
The number of neurons in the output layer is equal to the number of behaviors to 
be classified. In this manuscript, three different patterns are presented: motionless, 
walking and trotting. The results are presented for different input data: the raw 
data acquired from the IMU sensors (x, y and z for each sensor) and the output 
from the fusion algorithms presented before (roll, pitch and yaw). Therefore, the 
number of inputs in the NN directly depends on which data are used at the per-
formance test. The network was trained using a scaled conjugate gradient 
backpropagation algorithm [13]. 

4.2 Neural Network Input and Target Data 

The NN input data was the IMU sensors data collected from the collar while a 
horse performed three kinds of behaviors: motionless, walking and trotting. The 
sensors described in section 2 gathered data every 0.03 seconds, during a specific 
time period of 1 second (this is configurable), obtaining 2000 samples for each 
behavior (sampling frequency of 33 Hz). 

The first performance test used the instantaneous raw sensor data and, conse-
quently, the NN had nine inputs (x, y and z for each 3-axis sensor of the IMU). To 
evaluate the utility of each sensor on the recognition phase, the NN was tested 
with different combinations of sensors and using different numbers of neurons in 
the hidden layer. 

On the other hand, for the second and third performance tests, Kalman and 
FreeIMU algorithms were used. In these two cases, the number of inputs in the 
NN were three (pitch, roll and yaw). 

Finally, as forth performance test, to evaluate the utility of the frequency spec-
trum information for animal pattern recognition, the Discrete Fourier Transform of 
nine sensor data was calculated using a Fast Fourier Transform (FFT). The data 
used for training and testing the NN were the single-sided spectrum. Thus, the 
number of NN inputs were also nine and corresponds, for each frequency step, to 
the nine signals (3-axis of 3 sensors of the IMU). 

5 Experimental Results and Analysis 

This section presents the experimental results of the classification system with the 
MLP neural network varying the number of neurons in the hidden layer and the 
input data between raw and different filtered sensor data.  

5.1 Classification System Results Using Sensor Raw Data 
(Unprocessed) 

The classifier system was trained and evaluated using 30,000 samples (10,000 
samples of each kind of behavior) obtained from the accelerometer, gyroscope  
and magnetometer. The samples were randomly divided into three sets: 70% for 
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training, 15% for validation and 15% for testing. Table 1 shows the classification 
results for the raw sensor data testing set, using different numbers of neurons in 
the hidden layer.  

Table 1 Proportions of true class accuracies using MLP and unprocessed sensor data 

Neurons 
in Hidden 

Layer 
Classes 

Sensors used 

Accelerom. Gyroscope Magnet. Acc. Gyr. 
Mag. Acc. Gyr. 

10 

Trotting 82.4% 78.2% 74.2% 84.0% 82.9% 
Motionless 82.8% 66.0% 43.6% 85.3% 80.7% 
Walking 67.6% 21.0% 53.7% 73.6% 71.4% 
Average 77.6% 55.1% 57.2% 81.0% 78.3% 

20 

Trotting 82.9% 80.4% 72.5% 86.0% 83.1% 
Motionless 83.0% 71.0% 46.9% 88.3% 86.8% 
Walking 69.8% 17.5% 57.7% 75.1% 70.9% 
Average 78.6% 56.3% 59.0% 83.1% 80.3% 

30 

Trotting 82.0% 77.2% 73.2% 88.4% 85.7% 
Motionless 84.9% 76.3% 49.3% 90.7 85.8% 
Walking 68.6% 22.2% 59.4% 78.0% 74.1% 
Average 78.5% 58.6% 60.6% 85.7% 81.9% 

 
These results show that the accelerometer is the sensor with better information 

about the horse movement, while the gyroscope and magnetometer improve the 
pattern definition. The classifier system has an accuracy of 85.7% with 30 neurons 
in the hidden layer. 

5.2 Classification System Results Using Kalman and FreeIMU 
Filters 

The classifier system was trained and evaluated using 30,000 samples of pitch, roll 
and yaw. These samples were obtained when applying Kalman and FreeIMU fil-
ters to accelerometer, gyroscope and magnetometer raw data in real-time when the 
microcontroller collar captured this data. The samples were randomly divided into 
three sets: 70% for training, 15% for validation and 15% for testing. Table 2 
shows the classification results for the testing set, using different numbers of neu-
rons in the hidden layer and the applied filter.  

Table 2 Proportions of true class accuracies using MLP with filtered sensor data 

Neurons in Hidden 
Layer Classes Applied filter 

Kalman FreeIMU 

10 

Trotting 100% 70.5% 
Motionless 93% 51.0% 
Walking 93.9% 57.0% 
Average 95.6% 59.5% 

20 

Trotting 99.9% 71.4% 
Motionless 93.6% 57.9% 
Walking 93.7% 66.2% 
Average 95.7% 65.2% 
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From Table 2, the recognition performance of our classification system using 
Kalman filter is 95.6% regardless of the number of neurons in the hidden layer. 
Therefore, the best performance was obtained with at least 10 neurons in the hid-
den layer. 

5.3 Classification System Results Using FFT Filtered Sensor 
Data 

In order to calculate the FFT of the IMU sensor data, we divided the samples in 
sets of 256 and 512 samples. The classification system was trained and evaluated 
using the FFT data calculated for both cases. The samples were randomly divided 
into the same groups as in 5.2. Table 3 shows the classification results for the 
testing set, using different numbers of neurons in the hidden layer. 

Table 3 Proportions of true class accuracies using MLP and FFT 

Neurons in Hidden 
Layer Classes Number of samples for FFT 

256 512 

20 

Trotting 77.8% 79.9% 
Motionless 59.7% 60.5% 
Walking 47.9% 45.3% 
Average 61.8% 61.9% 

30 

Trotting 80.5 80.2% 
Motionless 62.7 61.4% 
Walking 51.4 48.9% 
Average 64.8% 63.5% 

 
These experimental results show that the best accuracy of the recognition sys-

tem using accelerometer, gyroscope and magnetometer sensors and a MLP neural 
network was obtained by processing the sensor data with the Kalman fusion algo-
rithm. Two approaches can be considered: to use a Cortex-M4 family microcon-
troller with a FPU using Kalman filter data as input, sacrificing battery life; or to 
use a low-power microcontroller without a FPU to save on battery consumption 
(using raw data as input). 

6 Conclusion  

In this work, we propose a system to recognize animal behaviors based on artifi-
cial-intelligent devices with inertial sensors, based on a NN implementation to 
classify the possible horse gaits from the collected sensors information. To evalu-
ate the classification system accuracy, four performance tests with different sensor 
data processing have been performed. The sensors fusion algorithms used were 
Kalman and FreeIMU. In each test, a MLP NN was created, trained and tested 
using a varying number of neurons in the hidden layer. The best average accuracy 
value is 95.6% and it is obtained using 10 neurons in the hidden layer and the 
Kalman Filter. FreeIMU fusion algorithm and FFT do not bring any improvement 
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to the accuracy of the recognition system. In the case of raw sensor data, the MLP 
NN needs 30 neurons in the hidden layer to attain 85.7% success. Future work will 
increase the number of behaviors and animals, and study historic aggrupation of 
data over time for the classification. The use of FANN open-source library for NN 
implementation on microcontrollers is under evaluation. 
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Computational Interpretation of Comic
Scenes

Miki Ueno

Abstract Understanding intellectual products such as comics and picture books is
one of the important topics in the field of artificial intelligence. Hence, stepwise
analysis of a comic story, i.e., features of a part of the image, information features,
features relating to continuous scene etc., by human and by a combination of several
classifierswas pursued. As the first step in this direction, several classifiers for comics
are constructed in this study by utilizing a convolutional neural network, and the
results of classification by a human annotator and by a computational method are
compared.

Keywords Computational model of comics · Comic engineering · Deep learning

1 Introduction

Image recognition by deep learning has seen rapid development in recent years
[1]. Previously, I had focused on modeling the pictures in and analysis features
of comics [2]. However, numerous challenging tasks must be addressed in order
to understand comics and animation, which are composed of pictures and natural
languages. The aforesaid tasks are broadly classified into the following two types.

1. Recognize deformed pictures. Classification of deformed pictures is difficult
[3], while a convolutional neural network (CNN) [4] [5] remarks the potential
to achieve the same.

2. Recognize each scene and the whole story. Recognize the complex meaning of
the story in the following three steps and construct a suitable layered classifier.

M. Ueno(B)

Information and Media Center, Toyohashi University of Technology, 1-1 Hibarigaoka,
Tempaku-cho, Toyohashi, Aichi 441-8580, Japan
e-mail: ueno@imc.tut.ac.jp

© Springer International Publishing Switzerland 2016
S. Omatu et al. (eds.), DCAI, 13th International Conference,
Advances in Intelligent Systems and Computing 474,
DOI: 10.1007/978-3-319-40162-1_42

387



388 M. Ueno

A part of each scene. The name of the object and facial expressions.
Scene. Social relationships between the characters and the emotions related to

each character
Inbetweening scenes. Interpretation of the story by generating intermediate

frames between two images for sequential transition of the first frame to the
second.

The previously used image recognition method involves machine learning based
on appropriate manual vectors utilizing SIFT, HOG and Haar-like features. Then, a
part of each scene is recognized, for example face detection, object recognition, etc.
On the other hand, CNN, which is one of the methods of deep learning, especially
for images, is applied to the image and feature vectors are automatically constructed,
so that scene recognition is possible. There are a few studies on the feature vectors
for comics [6] because of the rapid advances in deep learning. Thus, it is difficult to
design the problems to be solved and datasets to be prepared; adequate discussion
of the feature vectors is hence needed.

In this study, as the first step toward understanding comics by using computers, I
constructed several classifiers for comics and compared the result classification by
hand and by a computational method. The rest of the paper is structured as follows.
Section 2 describes the features of comics. Section 3 shows the preliminary experi-
ment carried out to classify images by hand, while Section 4 shows the experiment
for the computational method. Section 5 describes the detailed comparison of the
two experiments. Finally, section 6 concludes this research and gives brief insights
into a future study.

2 Four-Scene Comics

Numerous genres and structures of comics exist across the globe. In this study, four-
scene comics, which are structured with four continuous scenes, are considered. The
length of four-scene comics is limited so as to ensure clear interpretation of the
contents. Figure 1 shows the general structure of each page of the four-scene comics.

Story four-scene comics is one of the styles used in popular Japanese comics.
The notable feature of this type of comics is that the characters are common among
various short stories, and continuous small stories result in a whole story in the
book. Therefore, it is easy to classify two stories by considering the whole series of
sequential images. Although the fourth scene of a small story plays an important role
to interpret stories, it may be difficult to classify two stories focused on the fourth
scene that is selected randomly, because some of characters may be identical between
stories; features of characters are similar, and new characters may have appeared in
the middle of a story, in the case of works by the same artist.
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3 Preliminary Experiment

In this preliminary experiment, two story four-scene comics by same artist are used
in order to consider interpretation of comics by human. In order to prevent interpret
stories by the title of a small story and inbetweening meanings, only the fourth scene
of each small story is given to the annotator.

Dataset:
Two classes, “Konpeito 1” [7] and “Ringo no ki no shitakko de” [8] by the same
artist are used, which have the number of 182 and 178 images respectively.
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Table 1 The mean accuracy rate by the human annotator

Size of image Mean accuracy rate
32 × 32 px. 0.68
64 × 64 px. 0.83

128 × 128 px. 0.93

Six small stories of from the beginning of “Konpeito 1 were not included in
this dataset because the numbers of images in the dataset should be limited to 360
which can be divided by ten. The fourth scene of each small story with 290 ×
210 pixels are resized to 290× 290 pixels added 80 blank pixels to the bottom of
the image. Subsequently, they are reduced to 32 × 32 pixels. All the images are
in grey scale format.

Comics contain complex information based on both pictures and natural lan-
guages. I assumed that picture information was more important for understanding
comics. To confirm this, I created three types of datasets by reducing information
about natural languages as follows.

– Original pictures
– Without words inside balloons
– Same shaped balloons without words; shapes of all balloons are replaced into same
ones manually.

Figure 2 shows each example of these three types of dataset. A preliminary ex-
periment with “same shaped balloons” dataset type is carried out as follows.

1. Give 90% of the dataset with the name of the story to the annotator. The size of
the image is 32 × 32 pixels.

2. Annotator labels 10% of the dataset as test data without the name of the story.
The size of the image is 32 × 32 pixels.

The accuracy rate is calculated as : the number of the correct label of the book title
is divided by the number of test data. As a result, the mean accuracy rate obtained
after repeating the experiment three times. It is difficult for human to recognize what
objects appear in image with 32× 32 px. Thus, the accuracy rate of three types of the
size in the same dataset are compared. Table 1 shows themean accuracy rate for three
sizes of images in the same datasets. As larger the size, the higher the accuracy rate.
I found that characters appearing is the most important information for the human
annotator.

4 Experiment

The experiment involves classifying two works by the same artist among three types
of datasets by Chainer [9], which is a flexible framework of neural network, written
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Table 2 Parameters of neural network

The number of output units 2
Batch size 20

The number of epoch 100
Dropout ratio 0.5

Activation function ReLU function
Loss function Softmax cross entropy
Optimizer Adam. default parameter

Table 3 CNN layer parameters

CNN1 CNN2
Filter size 5 × 5 5 × 5

Padding size 0 0
Stride 1 1

Table 4 Pooling layer parameters

POOLING1 POOLING2
Filter size 2 × 2 3 × 3

Padding size 0 0
Stride 2 3

Table 5 The mean accuracy rate by deep learning

Types of datasets Mean accuracy rate
Original pictures 0.72
Without words 0.83

Same shaped balloon 0.84

in Python. Table 2 shows the parameter of the neural network. Table 3, Table 4 shows
the CNN layer parameters, the pooling layer parameters respectively.

The network architecture and the data are described below.

Architecture:
Input - CNN1 - ReLU - MAX POOLING1 - CNN2 - ReLU - MAX POOLING2
- LINEAR1 - ReLU- Dropout [10] - LINEAR2 - Output

Data:
The same dataset is used in Section 3. Each of the three types of datasets is
randomly divided into two groups as follows.

Training data. 90 % of the number of the dataset
Test data. 10 % of the number of the dataset

Table 5 shows the result of the mean accuracy rate of 10 times of 100 epochs of
learning.

5 Discussion

Comparison of the results presented in Section 3 and 4 indicates that the accuracy
in the computational method is higher than that with the human annotator under the
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condition of the 32× 32 pixels. Thus, it can be said that the CNN accurately obtains
features of scenes of comics.

The human could learn the features of the two types of books focused on a certain
character. In the books prepared for the experiment, numerous characters appeared in
one scene, while there were a few scenery images and abstract images. Therefore, the
human annotator found that the female protagonist of each story appeared frequently
in the scenes. However, the size of image is so small that it is difficult to recognize
the characters that appear. In addition, the annotator sometimes cannot identify the
characters appearing in each book given that the characters are similar due to the same
artist. However, the accuracy rate even for 32 × 32 pixels is quite good. It indicates
that human classified two books even if they cannot obtain what objects appear. Thus,
other information might contributes to classify.

On the other hand, the result might indicate that the computational method learned
based on the arrangement of objects such as characters and balloons. The size of the
scene in four scene comics is the same, and it is smaller than that in other types of
comics. The balloon object is generally located at the end of the frame. Thus, the
location of the other objects is limited.

Considering the effect by reducing natural words, the mean accuracy rate for
same shaped balloon dataset is the highest, while that of original pictures dataset
is the lowest. From this result, it can be said that pictorial information is sufficient
to classify these two works by deep learning, because the size of the image is too
small to read the character words. Namely, information about the character word
is regarded as noise. In the future research, information about pictures and natural
languages will be considered in detail.

6 Conclusion

In this study, as the first step toward understanding comics by using computers,
three types of datasets are prepared and classifiers are constructed by using a CNN.
Comparing the result of classification of two books by the human annotator and by
computational method, I found that the CNN is efficient to be applied to grey scaled
unphotographic complicated images such as scenes of comics. Furthermore, I indi-
cated the differences of efficient features to interpret comics between humans and
computers, and I discussed the effect of reducing information of scenes of comics;
i.e., size and words. Features of human annotator recognition and that of computa-
tional method may not be the same. However, in order to interpret story of comics,
I believe that only simple image recognition is not sufficient but it requires com-
bination of several classifiers for various information of comics referring to human
recognition. Thus, I continue analyzing the differences between information focused
by human annotator and filters learned by deeplearning.
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Future studies would involve the following:

– Consideration of suitable parameters and a layered architecture.
– Detailed analysis for detecting features between human annotators and the com-
putational method.

– Change in the size of the images and multimodal information composed of images
and natural languages.

Acknowledgment I wish to thank Mr. Suenaga for preparing the dataset.
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Which Is the Most Appropriate Response?
Combining Decision-Support Systems
and Conversational Interfaces

David Griol and José Manuel Molina

Abstract In this paper we propose combining decision support systems with spo-
ken dialog systems to facilitate training call-center human operators. In our proposal,
the system responses are learned automatically from a dialog corpus by means of a
statistical approach based on evolving classifiers. This permits inferring knowledge
automatically, that is, the system may infer decisions in complex settings where it
is not easy to establish clear hand-crafted rules. Also, the training corpus can be
provided from human-human recordings so that the experience of highly qualified
human operators can be distilled into the system and offered implicitly to the oper-
ators being trained with it. Our proposal has been evaluated with a practical spoken
dialog system providing railway information, which follows our proposed approach
to integrate a decision support system for the selection of the next system action.

Keywords Decision support systems · Spoken dialog systems · Call-centers ·
Evolving classifiers · Statistical methodologies

1 Introduction

Decision support systems (DSS) can be defined as computer-based applications that
collect, organize and automatically analyze data to facilitate quality decision-making
for management, operations and planning [4, 9]. They are especially valuable in
situations in which the amount of available information makes very difficult to take
decisions for which precision and optimality are very important.

Decision support systems can also aid human cognitive reasoning to integrate
several information sources, providing intelligent access to relevant knowledge, and
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aiding the process of structuring decisions. They can also support the selection among
well-defined alternatives and build decision processes on formal approaches, opera-
tions research, statistics, and decision theory. These systems can also employ artificial
intelligence methodologies to address heuristically problems that are not tractable
by formal techniques [1, 2]. Current applications of DSS include medical diagno-
sis, business and management, geographic information systems, production control,
automation in industrial applications, logistics, education, defense systems, etc1.

The most important advantages of DSS include to improve performance and
effectiveness of the user, allow for faster decision-making, reduce the time taken to
solve problems, improve collaboration and communication within groups, provide
more evidence in support of a decision, provide different perspectives to a situation,
and help automate various types of systems [1, 9].

These important features have promoted the use of decision support systems to
train humans to work in contexts where a vast amount of factors must be considered
in order to perform tasks successfully. In this paper we propose a combination of
decision support systems with spoken dialog systems [5, 7]. These systems can be
defined as interactive computer programs that allow the communication with the
user in natural language, engaging the user in a dialog that aims to be similar to that
between humans [7].

Dialog systems have been elicited negative opinions by some sectors that view
them as a replacement of human operators; however, we discuss how they can be
used as a natural interface to a decision support system that actually facilitates train-
ing call-center human operators. In our proposal, the responses of the system are
learned automatically from a dialog corpus by means of a statistical approach based
on evolving classifiers. This permits inferring knowledge automatically, that is, the
system may infer decisions in complex settings where it is not easy to establish clear
hand-crafted rules. Also, the corpus can be obtained from human-human recordings
so that the experience of highly qualified human operators can be distilled into the
system and offered implicitly to the operators being trained with it. Our proposal
has been evaluated with a real dialog system providing railway information, which
follows our proposed approach to integrate a decision support system based on a set
of fuzzy rules.

2 Combining Decision Support Systems and Spoken
Dialog Systems

Figure 1 summarizes the fivemain tasks usually integrated in a spoken dialog system:
Automatic Speech Recognition (ASR), Spoken Language Understanding (SLU), Di-
alog Management (DM), Natural Language Generation (NLG), and Text-To-Speech

1 A detailed bibliography review about Decision Support Systems can be found at http://www.cif.
ulbsibiu.ro/mariusc/bibliographySSD.htm

http://www.cif.ulbsibiu.ro/mariusc/bibliographySSD.htm
http://www.cif.ulbsibiu.ro/mariusc/bibliographySSD.htm
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Fig. 1 Modular architecture of a spoken dialog system integrating our proposal to select the next
system response

Synthesis (TTS). These tasks are typically implemented in different modules of the
system’s architecture.

The goal of speech recognition is to obtain the sequence of words uttered by
a speaker. Once the dialog system has recognized what the user uttered, it is nec-
essary to understand what he said. Spoken language processing generally involves
morphological, lexical, syntactical, semantic, and pragmatical knowledge.

The main objective of the dialog management module is to select the next system
action. In our proposal, we integrate a decision support system in order to complete
this task. As can be observed, the DSS receives as input the semantic interpreta-
tion of a text string recognized by the ASR module. This information also includes
confidence scores generated by the ASR and SLU modules.

Our proposal is focused on slot-filling dialog systems, for which dialog systems
use a structure comprised of one slot per piece of information that the system can
gather from the user. This data structure, which we callDialog Register (DR), keeps
the information provided by the user (e.g., slots) throughout the previous history of
the dialog. The system can capture several data at once and the information can be
provided in any order (more than one slot can be filled per dialog turn and in any
order), thus supporting mixed-initiative dialogs.

As described in Figure 1, the DSS must consider the values for the slots provided
by the user throughout the previous history of the dialog to decide the next system
action. For the DSS to take this decision, we have assumed that the exact values
of the attributes are not significant. They are important for accessing databases and
for constructing the output sentences of the system. However, the only information
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necessary to predict the next action by the system is the presence or absence of
concepts and attributes. Therefore, the codification we use for each concept and
attribute provided by the SLUmodule is in terms of three values, {0, 1, 2}, according
to the following criteria: i) (0): The value for the slot has not been provided; (1) The
value is known with a confidence score that is higher than a given threshold; (2): The
value of the slot has a confidence score that is lower than the given threshold.

We propose to determine the next system action by means of a classification
process, inwhich theDSS employs the eClass0 (evolvingClassifier) for the definition
of the classification function. These classifiers are trained from a labeled corpus of
training dialogs, which can be provided by means of human-human dialogs. The
classifier is trained by means of the following steps:

1. Classify each new sample in a group represented by a prototype (i.e., data sample
that groups several samples which represent a specific system action). To do this,
the sample is compared with all the prototypes previously created.

2. Calculate the potential of the new data sample to be a prototype. This value
represents a function of the accumulated distance between a sample and all the
other k − 1 samples in the data space. Based on the potential of the new data
sample to become a prototype, it could form a new prototype or replace an
existing one.

3. Update all the prototypes considering the new data sample. All the existing
prototypes are updated considering the new data sample. A new prototype is
created if its value is higher than any other existing prototype. Existing prototypes
could also be removed.

After training the classifier, a set of fuzzy rules is generated describing the values
of the observed features for the classification of each class (i.e., system action):

Rulei = I F(Feature1 is P1) AND . . . AND(Featuren is Pn)
T HEN Class = ci

where i represents the number of rule; n is the number of input features (observations
corresponding to the different slots defined for the semantic representation of the
user’s utterances); the vector Feature stores the observed features, and the vector
P stores the values of the features of one of the prototypes (coded in terms of three
possible values, {0, 1, 2}) of the corresponding class ci ∈ {set of different classes}.
Each class is then associated to a specific system action (response).

The following steps are carried out by the developed dialog managers after each
user turn:

1. The values of the different slots provided by the SLU module for the current
user turn is coded in terms of the previously described three possible values.
Confidence scores also provided by this module are used to determine data
reliability (e.g., in Figure 1 the value of the associated confidence scores are
used to code “Madrid” as a 1 and “Prague” as a 2).

2. The previous Dialog Register is updated with the new values for the slots de-
termined in the previous step. In the example that Figure 1 shows, the Dialog
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Register contains the slots ORIGIN, DESTINATION, DATE, HOUR, TRAIN-
TYPE, and TICKET-CLASS. The previous DR containing just a 1 value for the
HOUR slot is updated with the ORIGIN and DESTINATION values.

3. The classifier determines the fuzzy rule to be applied (i.e., next system action
that will be translated into a sentence in natural language by the NLG module).
The cosine distance is used to measure the similarity between the new sample
to be classified and the rest of prototypes. For instance, the rule corresponding
to the action “Ask for the date” is selected in Figure 1.

3 Practical Application: A Spoken Dialog System
Providing Railway Information

We have applied our proposal to develop a mixed-initiative spoken dialog system to
provide railway information system using spontaneous speech in Spanish. The differ-
ent modules of the system were developed using an initial corpus of 900 transcribed
dialogs (10.8 hours) provided by human operators and related to real conversations
with users asking about timetables, fares, duration of the trips, types of trains, and
services [3]. The corpus consists of 6,280 user turns, with an average number of 7.7
words per turn.

The system integrates the CMUSphinx-II system speech recognitionmodule2. As
in many other conversational agents, the semantic representation chosen for dialog
acts of the SLU module is based on the concept of frame [6]. This way, one or more
concepts represent the intention of the utterance, and a sequence of attribute-value
pairs contains the information about the values given by the user. For the task, we
defined eight concepts and ten attributes. The eight concepts are divided into two
groups:

1. Task-dependent concepts: they represent the concepts the user can ask for
(Timetables, Fares, Train-Type, Trip-Time, and Services).

2. Task-independent concepts: they represent typical interactions in a dialog (Ac-
ceptance, Rejection, and Not-Understood).

The attributes are: Origin, Destination, Departure-Date, Arrival-Date, Class,
Departure-Hour, Arrival-Hour, Train-Type, Order-Number, and Services.

A total of 51 system responses were defined for the task (classified into confirma-
tions of concepts and attributes, questions to require data from the user, and answers
obtained after a query to the database).

Using the previously described codification for the concepts and attributes, when a
dialog starts (in the greeting turn) all the values are initialized to “0”. The information
provided by the users in each dialog turn is employed to update the previous values
and obtain the current ones, as Figure 2 shows.

2 cmusphinx.sourceforge.net

cmusphinx.sourceforge.net
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Fig. 2 Excerpt of a dialog with its correspondent representation of the task-dependent and active
task-independent information for one of the dialog turns

This figure shows the semantic interpretation and confidence scores (in brackets)
for a user’s utterance provided by the SLUmodule. In this case, the confidence score
assigned to the attribute Date is very low. Thus, a “2” value is added in the corre-
sponding position for this attribute. The concept (Hour) and the attributeDestination
are recognized with a high confidence score, adding a “1” value in the corresponding
positions.

The set of features for the support decision system includes the codification of
the different concepts and attributes that can be provided by the user and the task-
independent information provided in the last user turn (none in this case). A total
of 49 rules for the task were obtained with eClass0. Figure 3 shows the structure
of these rules. Using them, the DSS would select the class ′SystemResponse23′,
which corresponds to a system confirmation of the departure date. This process is
repeated to predict the next system response after each user turn.

FRB − RailwayTask(eClass0) :

I F (T imetables is 1) AND (Fares is 0) AND · · · AND (Not −Understood is 0)
T HEN Class =′ Ask − Date′

I F (T imetables is 2) AND (Fares is 0) AND · · · AND (Not −Understood is 1)
T HEN Class =′ Con f irm − T imetables′

I F (T imetables is 0) AND (Fares is 1) AND · · · AND (Not −Understood is 0)
T HEN Class =′ Provide − Fares′

· · ·
I F (T imetables is 1) AND (Fares is 2) AND · · · AND (Not −Understood is 1)
T HEN Class =′ Close − Dialog′

Fig. 3 Set of rules for the DSS obtained with eClass0 for the railway task
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4 Evaluation

A5-fold cross-validation processwas used to carry out the evaluation of our proposal.
The dialog corpus described in the previous section was randomly split into five
subsets of 1,232 samples (20% of the corpus). Our experiment consisted of five
trials. Each trial used a different subset taken from the five subsets as the test set, and
the remaining 80% of the corpus was used as the training set. A validation subset
(20%) was extracted from each training set.

Wepropose threemeasures to evaluate the decisions (i.e., systemactions) provided
by the DSS, which are calculated by comparing the response automatically generated
by applying this set for each input in the test partition with regard to the reference
answer annotated in the corpus. This way, the evaluation is carried out turn by turn.
These three measures are:

– Exact: the percentage of responses that are the same that the reference response
in the training corpus;

– Coherence: the percentage of responses that are coherent with the current state
of the dialog although they are not exactly the reference response in the training
corpus.

– Error: the percentage of responses that would cause the failure of the dialog;

The measure%exact is automatically calculated, evaluating whether the response
provided by the DSS is the same that the reference answer in the training corpus. On
the other hand, the measures%coherent and%error were manually evaluated by an
expert in the task. The expert evaluated whether the response selected by the DSS
allows the correct continuation of the dialog for the current situation or whether the
answer causes the failure of the dialog (e.g., the dialog system suddenly ends the
interaction with the user, a query to the database is generated without the required
information, etc).

We have assessed the behavior of our proposal comparing it with different defini-
tions of the classification function used to determine the next system response. In this
work, we have used three approaches for the definition of the classification function:
a multilayer perceptron (MLP), a multinomial naive Bayes classifier, and finite-state
classifiers. We also defined three types of finite-state classifiers: bigram models, tri-
gram models, and Morphic Generator Grammatical Inference (MGGI) models [8].

Table 1 shows the results obtained. As it can be observed, the Fuzzy-rule-based
classifier provides satisfactory results in terms of the percentage of correct responses
selected (Matching and Coherence measures) and responses that could cause the
failure of the dialog (Error measure). With regard the rest of classifiers, the MLP
classifier is the one providing the closest results to our proposal. The table also shows
that among the finite-state model classifiers, the bigram and trigram classifiers are
worse than theMGGI classifier, this is because they cannot capture long-term depen-
dencies. The renaming function defined for the MGGI classifier seems to generate a
model with toomany states for the size of the training corpus, therefore, this classifier
could be underestimated.



402 D. Griol and J.M. Molina

Table 1 Results of the evaluation of the different classification functions

Dialog manager Exact Coherence Error
Fuzzy-rule-based (FRB) classifier 76.7% 89.2% 5.6%

MLP classifier 76.8% 88.8% 5.8%
Multinomial classifier 63.4% 76.7% 10.6%

Bigram classifier 28.8% 37.3% 42.2%
Trigram classifier 31.7% 42.1% 44.1%
MGGI classifier 46.6% 67.2% 24.8%

5 Conclusions and Future Work

In this paper, we have presented a proposal to combine decision support systems
and spoken dialog systems to facilitate training call-center human operators. In our
proposal, the system responses are selected by the DSS using a statistical approach
based on evolving classifiers. The training corpus can be provided from human-
human recordings so that the experience of highly qualified human operators can be
offered implicitly to the operators being trained with the system.

We have described a practical application of our proposal to develop and evaluate
a spoken dialog system providing railway information. A codification of the infor-
mation sources has been proposed to facilitate the correct operation of the eClass0
classification function. The results of the evaluation shows the correct operation of
the proposal with regard other definitions of the classification function. Future work
will be oriented to deploy and evaluate our proposal in more practical spoken dialog
systems. We also want to evaluate the influence of the main features of the training
corpus in the quality of the dialog responses provided by the system.
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Betfunding: A Distributed Bounty-Based
Crowdfunding Platform over Ethereum

Viktor Jacynycz, Adrian Calvo, Samer Hassan and Antonio A. Sánchez-Ruiz

Abstract Blockchain, the technology behindBitcoin, is a permissionless distributed
database which allows distributed storage and computation over a large network
of nodes. This technology has been applied recently to many other fields besides
e-currencies (Bitcoin 2.0 projects). In this paperwe presentBetfunding: a blockchain-
based decentralized crowdfunding platform.On the contrary of regular crowdfunding
platforms, our system does not require a central and reliable organization. In Betfut-
ding users bet whether the project will or will not be implemented in a given time
frame, increasing the bounty and incentive for potential developers to carry it out.

Keywords Bitcoin · Blockchain · Bounty · Crowdfunding · Cryptocurrencies ·
Distributed software · Ethereum · P2P · Smart contract

1 Introduction

Crowdfunding is a relatively novel and popular form of collective funding in which
the costs related to the development of new projects is supported by small donations
or investments made by groups of people interested in those projects. These investors
are usually rewarded for their early support with free products and different types of
recognition when the project is finished.

Nowadays, crowdfunding is seen as a serious alternative to standard financing
using banks in different areas like the development of new gadgets, computer games
or even to support political campaigns. This boom was in part brought about by
the situation of deepening economic crisis, which limited the issuance of loans by
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banks to new projects, and the mass adoption of the Internet and social networks,
facilitating the spread of ideas and alternative financing [5] search.

In the usual approach to crowdfunding, a person or entity ready to carry out a
project (the developer) looks for economical support from small donors or investors
(the funders). What we propose in this work is just the opposite, a platform in which
the users interested in a project look for developers to carry it out. In order to incentive
the developers to work on the project we propose a bet system in which the users bet
against the project they want to be done and the developers that are going to work in
the project bet in favor of it.

Ourmain contribution is the development ofBetfunding, a crowdfunding platform
developed on top of Ethereum. Ethereum is a very novel technology that allows
the creation of distributed applications that run in an arbitrary large and trust-less
network of nodes. Ethereum is based on Blockchain, the technology behind Bitcoin,
and facilitates the creation of Bitcoin 2.0 applications, solving most of the technical
issues inherent to decentralized platforms, like the one we introduce in this work.
The use of this technology provides significant advantages for our application, as it
does not require a central organization to manage the projects and bets. In particular,
users don’t need to trust in a third party with their funds, and the network is resistant
to node failures and attacks.

2 Literature Review: Decentralizing Crowdfunding

2.1 Centralization and Its Disruption: The Blockchain

Although there is a large diversity of online platforms, most of them entail central-
ized control over user data, server infrastructure, and social network interactions.
This raises multiple issues like: (1) data is stored in centralized servers (e.g. Google,
Facebook, Github) with serious implications for user’s privacy; (2) the value collec-
tively created by the community is appropriated and capitalized by the infrastructure
owner; (3) users are enclosed into walled gardens and cannot interact beyond the
platforms limits (propietary vs. free/libre open source software); (4) users are subject
to the laws of the country in which the infrastructure operator is physically based
(usually USA). These issues have raised concerns from multiple actors, including
the European Commission [3, 4, 9], the World Wide Web Consortium W3C [14] or
the Free Software Foundation [7, 11].

As a response, different platform architectures emerged like P2P networks.
Although this approach was already popular for file-sharing (e.g. eMule, BitTorrent)
it was the advent of Bitcoin [8] what further pushed it forward. The underlying tech-
nology of Bitcoin, the decentralized cryptographic ledger or blockchain, provided a
paradigm shift for the implementation of distributed systems.



Betfunding: A Distributed Bounty-Based Crowdfunding Platform over Ethereum 405

2.2 Bitcoin 2.0 Projects

After Bitcoin’s success, a wide diversity of similar digital currencies (cryptocur-
rencies) appeared, e.g. Litecoin, Ripple or Faircoin1. Soon, blockchain-based ap-
plications different than currencies emerged, marking the emergence of the Bitcoin
2.0 projects, i.e., blockchain-based non-currency applications2. Thus, e.g. P2P mes-
saging (Bitmessage), domain name management (Namecoin), Dropbox-like cloud
storage (Storj), Twitter-like microblogging (Twister). Today, major players like IBM
and Samsung are joining the trend[1].

One of the latest Bitcoin 2.0 projects, and probably the most popular in the
blockchain community, is Ethereum [2]: a infrastructure with its own programming
language for the development of distributed applications over a blockchain. Although
other alternatives exist3, such as Eris Thelonius or Counterparty, Ethereum is cur-
rently the only running complete solution for Smart Contracts.

The Smart Contract protocol proposed by Nick Szabo [12] allows the possibil-
ity of self-executing contractual clauses, providing more security than traditional
contracts with fewer costs [13]. Ethereum’s smart contracts offer the possibility of
developing decentralized autonomous applications such as cryptocurrencies, financ-
ing platforms, or social networks, to name a few.

2.3 Crowdfunding

Crowdfunding is a form of alternative finance, in which a project is funded by raising
monetary contributions from a large number of people. Typically, users or clients
assume the cost of the project creation before its implementation. If the project is
successful, users are commonly rewarded with perks (e.g. merchandising, premium
services, or an instance of the product developed) in exchange of their donations.
Crowdfunding popularity has grown exponentially since 2009, with the advent of
Kickstarter [6], facilitating the spread of ideas and alternative financing [5]. New
forms of crowdfunding have been arising, going further the common Kickstarter
model4: Goteo for open projects which return to the commons, Gratipay for weekly
payments for software developers, or Patreon for creators receiving payments when
they produce a piece.

There have been a few experimental attempts to build decentralized crowdfunding
on the blockchain5. The now defunct Swarm attempted to provide investment-based
crowdfunding. Koinify, also defunct, aimed to focus on funding blockchain projects.

1 Litecoin: http://litecoin.org, Ripple: https://ripple.com/, Faircoin: http://fair-coin.org
2 Bitmessage: https://bitmessage.org/, Namecoin: https://namecoin.inf, Storj: http://storj.io,
Twiter: http://twister.net.co

3 Thelonius: http://erisindustries.com, Counterparty: http://counterparty.io
4 Goteo: http://goteo.org, Gratipay: https://gratipay.com, Patreon: http://patreon.com
5 Swarm: http://swarm.co, Koinify: http://koinify.com

http://litecoin.org
https://ripple.com/
http://fair-coin.org
https://bitmessage.org/
https://namecoin.inf
http://storj.io
http://twister.net.co
http://erisindustries.com
http://counterparty.io
http://goteo.org
https://gratipay.com
http://patreon.com
http://swarm.co
http://koinify.com


406 V. Jacynycz et al.

Lighthouse, in Beta stage, is a crowdfunding platform for the Bitcoin cryptocurrency
that allows the creation of crowdfunding campaigns for free [10]. Lighthouse can
be used in a decentralized way, although its use is much simpler using a centralized
server (something that could be avoided if it used Ethereum instead of the Bitcoin
blockchain).

3 Betfunding Platform

Betfunding is a distributed crowdfunding platformbased onbets. There are 3 different
actors involved in the platform:

– Funders: users that are interested in the development of a project but do not have
the knowledge or the resources to develop it. They can propose new projects or
contribute to the bounty of an existing project to make it more attractive.

– Developers: users with the knowledge to develop or participate in the develop-
ment of some of the projects that have been proposed in the platform. Their main
motivation is to earn money in exchange of their work.

– Judges: they act as a trusted third party designed by the proposer of the project and
their mission is to evaluate if the implementation made by the developers fulfills
the project specifications. Human judges (see below) always receive a small reward
from the project’s bounty, regardless the verdict.

Note that, in contrast to traditional crowdfunding platforms, in Betfuding the
promoter of the project is not the same team that will develop it. When a funder
proposes a new project, he has to provide a contract, i.e., an accurate description
of the specifications that will be used to validate the implementation provided by
the developers. This description depends on the project but it will always include,
among other parameters, the deadline for completion. The funder will also designate
a judge that will be in charge of the validation process.

The judge can be either a trusted third human party or a smart contract stored
in the blockchain. Note that when we talk about human judges we refer to either
individuals or even organization with its own decision mechanisms. Human judges
are more versatile since they can take into account parameters from the specifications
that are difficult to formalize. Smart contracts, on the other hand, cannot be influenced
in any way (the code is law) but the project requirements usually have to be much
simpler to check.

Each project has 2 different wallets associated in the blockchain: one for the
funders and another for the developers. The funders bet against the project they want
to be developed transferring money to the funders’ wallet. This wallet contains the
bounty for the developers if they complete the project and is validated by the judge.
The other wallet contains the bets in favor of the project completion, i.e., deposits
made by the developers to show their commitment to the project. Once the project
is finished there may be two different scenarios:
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Fig. 1 On the left, bets against the development of the project (funders). On the right side, the
contribution by the developers to the deposit.

Fig. 2 When the judge verifies the development of the project, the contract gives the money to the
developers.

– If the developers do not provide a valid implementation (according to the judge)
before the deadline, they will lose their deposits that will be transferred to the
funders proportionally to their contributions to the bounty. This way, funders are
compensated for the lost time and they will have more money to look for new
developers.

– If the project is completed successfully, developers will get their deposits back in
addition to a proportional share of the bounty.

The whole process is illustrated in Figures 1 and 2. Let’s suppose that Alice is a
videogame designer with a fantastic idea about a new mobile game but she does not
have the technical knowledge required to implement it. Alice creates a new project in
Betfunding, attaches a detailed game design document (GDD) and designates Peter,
a renowned game developer, as the independent judge. She also sends somemoney to
the funders’ wallet. Then, some other users discover Alice’s game proposal and think
is very interesting so they bet that the project would never be completed, becoming
funders as well and increasing the bounty.

Bob loves programming and he is quite confident to complete Alice’s game in
time so he talks to some friends and all of them bet in favor of the project and start
working on it. Eve is a speculator. She is not interested in games really, but she thinks
that this project cannot be done on time so it is a good opportunity to make some
money. Eve bets that the game will not be completed. Bob and his friends are even
more motivated to finish the game now because Eve has increased the bounty. They
work really hard and complete the game, Peter validates it against the GDD, and
both the judge and the developers are rewarded for their work.

4 Software Architecture

Betfunding has been implemented using the blockchain-based Ethereum platform
described earlier [2]. Thus, following Figure 3, we can observe two main layers: a
smart contract, and a standard web interface.
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Fig. 3 Structure of the application on the Ethereum network. The application is composed of the
contract Betfunding.sol and the web interface Index.html.

The logic of the application is embedded in the smart contract (betfunding.sol in
Figure 3), implemented using the Solidity programming language and deployed over
the Ethereum network. As such, any Ethereum user can run and interact with this
smart contract. The contract is fully autonomous in order to minimize dependencies.
This implies that, once it is deployed over the blockchain, its creator (or anyone)
cannot modify its behaviour or access the stored funds.

The contract is the responsible of storing the information of a project and the
records of the bets. The storage and distribution of the money is also done by the
contract without external intervention. The money is stored and transferred through
the blockchain in the form of ether, the native cryptocurrency of Ethereum that works
similar to Bitcoin. Thus, users must bet transferring the desired ether amounts to the
smart contract, and it will redistribute the ether when the specified project expiration
date/time is reached. The evaluation of the success or failure depends on the described
judge chosen by each project (and thus Betfunding’s only external dependency).

Any project proposers (anyEthereum identity) can transactwith the smart contract
to create a new project crowdfunding, specifying some simple parameters: name,
project description link, expiration date/time and chosen judge. The state of the
smart contract will keep track of the bets and store the funds transferred. Projects
will remain active until the expiration date/time is reached, when money will be
redistributed and the project will be disabled.

In order to facilitate user interaction with the smart contract, a web interface has
beendeveloped, usingHTML5and JavaScript (seeFig. 4). In order to use it,webusers
must have an Ethereum node in their computer. The web interface communicates
(using JavaScript functions) with the user’s local node, which stores the blockchain
with a record of all contracts and transactions. Note such Ethereum node is part
of the distributed network of nodes that form the Ethereum network. Therefore, it
hosts a copy of the Ethereum blockchain, including a copy of all smart contracts and
their state, including Betfunding. The synchronization of any local interaction with
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Fig. 4 ABetfunding sample project, shown in the web interface (left) and in the blockchain (right).

Betfunding over the network is performed through the mining process (similarly
to Bitcoin). Thus, the web interface is not stored in a server but runs in the user’s
computer. Moreover, anyone may develop an alternative web interface and use it
with the same smart contract.

5 Conclusions

Crowdfunding is currently provided by centralized web platforms with a business
model based on commissions, and where the project proposer is the person/entity
ready to carry out the project. Using the blockchain-based Ethereum platform, we
have implemented a novel decentralized crowdfunding platform, Betfunding. Bet-
funding is fully decentralized, and no third-party may tamper with its code, appropri-
ate its funds, or charge commissions to its users. Besides, the proposers of a project
are not necessarily the ones that will implement it, but the ones willing to fund it.
The more funders, the higher the bounty and incentive for potential developers to
carry out the project.

This application is currently in a functional Beta stage. It is free software, released
under a GPL license, and its code can be found in Github6, ready to be deployed and
tested. Betfunding encourages the bottom-up creation of projects through a new and
hopefully attractive manner. In particular, it can be exceptionally useful to promote

6 https://github.com/EthereumUCM/Betfunding

https://github.com/EthereumUCM/Betfunding
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the creation of small projects which have a large community of supporters, andwhich
require a low-medium investment like indie games or specialized apps for mobile
devices.

Numerous improvements may be performed on Betfunding. The judge may be
certainly improved, for instance depending on trusted projects importing real-world
info into the blockchain. Another possibility would be to replace it by a decentralized
oracle implemented with SchellingCoin7, i.e. allowing users to vote on the outcome,
rewarding those that are close to themedian, complementedwith a reputation system.
Other improvements may involve the use of Ethereum functionality under develop-
ment, such as using its storage protocol (Swarm) for storing the project descriptions,
or its communication protocol (Whisper) for user coordination. Another improve-
ment would be to use Bitcoin or other cryptocurrencies and not just ether.

We strongly believe blockchain technology is not yet another hype but is here to
stay. It has the potential to disrupt a diversity of fields, while empowering the users
in a more decentralized Internet. An important way would be to have a trusted way to
coordinate efforts and accumulate funds, for projects that, although clearly needed,
traditional funding sources have not worked. Beyond seeing Betfunding work, the
real question would be: what yet-to-be conceived projects will be proposed and,
against all stakes, be funded?
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Abstract DNA microarray technology plays an important role in advancing the 
analysis of gene expression and gene functions. However, gene expression data 
often contain missing values, which cause problems as most of the analysis 
methods of gene expression data require a complete matrix. Several missing value 
imputation methods have been developed to overcome the problems. In this paper, 
effects of the missing value imputation methods in modeling of gene regulatory 
network are investigated. Three missing value imputation methods are used, which 
are k-Nearest Neighbor (kNN), Iterated Local Least Squares (ILLsimpute), and 
Fixed Rank Approximation Algorithm (FRAA). Dataset used in this paper is  
E. coli. The results suggest that the performance of each missing value imputation 
method is influenced by the percentage and distribution of the missing values in 
the dataset, which subsequently affect the modeling of gene regulatory network 
using Dynamic Bayesian network. 

Keywords Bioinformatics · Artificial intelligence · Gene regulatory network · 
Missing values · Gene expression · Dynamic Bayesian Network · Gene expression 
data · Imputation methods 

1 Introduction 

DNA microarray technology plays an important role in the biological research. 
This powerful technology has been used to study variety of biological processes 
and has indirectly increased the speed in analyzing gene expression and gene 
functions as well. Microarray experiments have produced large amount of gene 
expression data, which represent the expression level of a particular gene and it 
has been widely used for scientific study of the gene expression process in 
organisms. However, gene expression data often contains missing values [1-2], 
caused by hybridization errors on microarray chips and insufficient resolution. 
This kind of dataset usually affects the gene expression data analysis as most of 
the algorithms require a complete matrix of gene expression values.  In this paper, 
several imputation methods have been developed in order to overcome the 
problems caused by the missing values such as k-nearest neighbor (kNN), Iterated 
Local Least Squares Imputation (ILLsimpute), and Fixed Rank Approximation 
Algorithm (FRAA). kNN imputes the missing values by selecting the genes that 
contain the similar profile of expression to the gene of interest [3]. The 
ILLsimpute is an imputation method that applies an iterated way using local least 
squares to increase the accuracy of impute missing values [4]. It consists of two 
parts which are the estimation of similarity threshold using known expression 
values in gene expression data and the threshold is applied in Local Least Square 
imputation method for several iterations in order to obtain the final estimated 
values for the missing entries. FRAA is a global method proposed by Friedland  
et al. [5] that finds the optimal values for the missing values of the gene 
expression matrix using Eigen genes. The main element of the FRAA is the 
singular value decomposition.   
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Despite the fact that the effects of imputation methods on the modelling of gene 
regulatory using Dynamic Bayesian Network (DBN) are not thoroughly 
investigated. In this paper, three imputation methods have been used to impute 
missing values in E. coli dataset and their effects on the modelled gene regulatory 
networks are investigated and compared with previous studies. This paper is 
organized as follows: In section 2, kNN, ILLsimpute, and FRAA imputation 
methods as well as Dynamic Bayesian Network are briefly explained. Next, 
section 3 describes the dataset used, experimental setup, and experimental results. 
Section 4 consists of the conclusion which summarizes this paper and discussion 
regarding future developments.  

2 Methods 

2.1 k-Nearest Neighbor for Missing Value Imputation 

As mentioned by Troyanskaya et al. (2001) [3], k-Nearest Neighbor imputation 
method imputes missing values by selecting the genes that contain the similar 
profile of expression to the gene of interest. Assuming that gene A consists of one 
missing value in experiment 1, kNN would find K other genes, that consists of a 
value present in experiment 1 with most similar expression profile to gene A in 
experiments 2 to N (where N refers to the total number of experiments). A 
weighted average of values in experiment 1 from K closest genes is then used to 
estimate missing value of gene A. In the weighted average, each gene is weighted 
by its similarity of expression to the gene A. According to Oba et al. (2003) [6], 
kNN imputation method computed first choose K genes that have expression 
vectors are similar to yi. After that, the missing value by the average of the 
corresponding entries in the chosen K expression vectors is estimated. The 
similarity measure si (yj) between two expression vectors yi and yj is determined 
using the reciprocal of the Euclidian distance calculated over observed 
components in yj. Some heuristics is required when there are other missing values 
in yj or /and yi. The measurement below is mentioned by [3]: 

 2           (1)(ℎ݆ݕ −ℎ݅ݕ) ݆݋ ∩݅݋∋ℎ =(݆ݕ) ݅ݏ1 

௜ܱ =  {ℎ|ݐℎ݁ ℎ −  {݀݁ݒݎ݁ݏܾ݋ ݏ௜݅ݕ ݂݋ ݐ݊݁݊݋݌݉݋ܿ ℎݐ

The missing entry yih is measured using the average weighted of the similarity:                                                      ݕప௛ෞ =  ∑ ௦೔൫௬ೕ൯௬ೕ೓ೕ∈಺಼೔೓∑ ௦೔ (௬ೕ)ೕ∈಺಼೔೓  (2) 

where IKih is referred as the index set of k-nearest neighbor genes of i-th gene, and 
if yjh is missing the j-th gene is excluded from IKih. There are no theoretical 
criteria for kNN imputation method to select the best k-value, so k-value has to 
determine empirically. Based on previous research [7], kNN imputation method 
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performs well when dealing with small values of k. However, this method 
performs poorly when k is too large or small. Hence, it is negatively affected by a 
badly chosen k.  

2.2 Iterated Local Least Squares for Missing Value Imputation 

ILLsimpute is a novel iterated method using local least squares to estimate the 
missing entices [4]. Iterated Local Least Squares method consists of two main 
steps. In the first step, the known expression values are used to estimate the 
similarity threshold. In the subsequent step, the final estimated values for missing 
entries in gene expression matrix is obtained by applying the threshold in 
LLSimpute method for several iterations.  

In ILLsimpute, the number of coherent genes is not fixed and distance 
threshold is used to define coherent gene. Distance threshold is used to remove the 
genes which are not similar. Coherent genes within the distance threshold to  
the target gene are selected. Threshold is set to ݉݁ܽ݊ ×  where mean is the ,݋݅ݐܽݎ
average distance of all genes to the target gene while ratio is a constant to be 
determined. In the first iteration, Iterated Local Least Squares uses a pre-
determined ratio to select the coherent genes for every target gene and then 
estimate the missing values by running the LLSimpute method. The method 
iteratively evolves by applying the imputed results obtained from the last iteration 
to re-select the coherent genes for every target gene to re-estimate the missing 
values until a pre-specific number of iteration is reached. Liew et al. (2011) [8] 
states that Iterated Local Least Squares has shown better performance compared to 
basic LLSimpute, BPCA and KNNimpute because of these modifications. 

2.3 Fixed Rank Approximation Algorithm for Missing Value 
Imputation 

Fixed Rank Approximation Algorithm was proposed by Friedland et al. (2006) [5] 
to estimate the missing entries using Eigen genes. FRAA is a global method which 
finds the optimal values for the missing values of the gene expression data. 
Assuming that G represents the gene expression matrix with missing values, the 
effective rank of G can be estimated by computing the effective rank of the sub 
matrix, corresponding to all genes with uncorrupted entries. We consider l to be 
the estimation for the effective rank of the complete gene expression matrix. We 
let x represent the set for all possible completions of the corrupted gene matrix. In 
Fixed Rank Approximation Algorithm method, the missing values are refined by 
searching the minimum to the following optimization problem [9]:                         ݉݅݊ x ∈ ݔ ∑ ௜(ܺ)ଶߪ  =  ∑ ଶ  ௠௜ୀ௟ାଵ(∗ܩ)௜ߪ , ∗ܩ ݁ݎℎ݁ݓ ∈ ௠௜ୀ௟ାଵ  ݔ  (3) 

Based on equation 3, ܩ∗ is the completion of the gene expression data which 
consists of missing values. Basically, Fixed Rank Approximation Algorithm uses 
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iterative procedure to solve the optimization problem that was stated in problem 
(2.8). Let ܩ௣ ∈  .௧௛ approximation to a solution of problem (2.8)݌ represents the ݔ
Then, let ܣ௣ ∶= ௣்ܩ   ௣ and search an orthonormal set of eigenvectorsܩ
for ܣ௣, ,  ௣,ଵݒ … , -௣ାଵ is a solution to the minimum of a convex nonܩ ,௣,௠. Nextݒ
negative quadratic function that is shown below in equation 2.9 [9]. 

 min௑ ∈ ௫ ∑ ൫ܺݒ௣,௤൯்௠௤ୀ௟ାଵ ൫ܺݒ௣,௤൯             (4) 

2.4 Dynamic Bayesian Network for Gene Regulatory Network 
Modelling 

Dynamic Bayesian Network is the extension of Bayesian Network which is able to 
model the gene regulatory networks with cyclic regulations from time series data 
(Kim et al., 2004). According to Li et al. (2007) [10], Dynamic Bayesian Network 
is indicated by (ܤ଴,  ଵ ) pair that defines the joint probability distribution over allܤ
potential time series of variables ܺ = { ଵܺ , ܺଶ, … , ܺ௡}  refers discretized-valued 
random variables in the network. Values of variable ௜ܺ  are represented as ݔ௜(1 ≤݅ ≤ ݊) . ௜ܺ  consists of initial state and transition Bayesian Network which is 
represented by ܤ଴ = ,଴ܩ) ଵܤ ଴) andߠ = ,ଵܩ)  ଵ)respectively. The joint distributionߠ
of the variables in X (0) is indicated by ܤ଴, and ܤଵ  refers to the transition 
probabilities Pr{ ܺ(ݐ + 1)| for all t. When time slice is 0, parents of ௜ܺ {(ݐ)ܺ  (0) 
are specified in the prior network ܤ଴, which mean ܲܽ൫ ௜ܺ (0) ⊆ ܺ(0)൯. In slice t+1, 
the parents of ௜ܺ(ݐ + 1)  are nodes in slices t, ܲܽ൫ ௜ܺ (ݐ + 1) ⊆ ൯(ݐ)ܺ  the 
connections discovered when it is in between consecutive slices. The joint 
distribution of random variables over a finite list is shown below: 

         Pr{(0)ݔ, ,(1)ݔ … ,  (5)                              {(ܶ)ݔ

 =1݊Pr1݊=1݆−0ܶ=ݐ ×((0)݅ܺ)|0݅ݔPr((1+ݐ) ݆ܺ) ܽ݌1+ݐ ݆ݔ} 

Besides that, DBN is a two-slice temporal Bayes net (2TBN) and the example 
of the structure is shown in Figure 1. 

 
Fig. 1 The basic building block of Dynamic Bayesian Network [8] 
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3 Experiments 

3.1 Dataset and Experimental Setup 

In this research, an Escherichia coli dataset was used. The dataset was obtained 
from the previous research work of Spellman et al. (1998) [11]. It consisted of 4 
experiments, 8 operons, and 55 time points. The E. coli dataset is raw gene 
expression data and contains many missing values. There is an approximate 11% 
of missing values in the data set, which are represented by blank spaces. 

Three computational approaches were implemented in order to impute all the 
missing values in this dataset. Imputation methods that were applied in this 
research were kNN, ILLsimpute, and FRAA imputation methods. These three 
methods were applied in a MATLAB environment for imputing missing values in 
the dataset. After the imputation, the subsequent step was the discretization of the 
gene expression data. Discretization is the process where the noises of the dataset 
are removed. The gene expression data were discretized into several levels such as 
-1.0, 0, and +1 which indicates down-regulation, normal regulation, and up-
regulation. The three states indicate whether the expression value is lower than or 
similar to the threshold. In this research, the threshold for down-regulation and up-
regulation are determined based on the baseline cut-off of the gene expression 
values. Discretization can be carried out in a MATLAB environment by setting a 
certain range of values which enables the conversion of continuous data into 
discrete data. The threshold that was used for E. coli dataset was < 3.7 for down-
regulation and > 5.7 for up-regulation. Lastly, GlobalMIT toolbox was used to 
learn the globally optimal DBN structure from the complete matrix of E. coli 
dataset and model a graph that represented the DBN using Mutual Information 
Test (MIT). Figure 2 shows the overall steps involved in the experiment setup. 

 
Fig. 2 Flow of experiment setup. 
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3.2 Experimental Results and Discussion 

Gene regulatory networks modeled using E. coli dataset were compared to a well-
known publication, Bruno (2003) [12], as the benchmark. This network was 
involved in the DNA repairing process after DNA damage had occurred. The 
whole system consisted of approximate 30 genes which were regulated at the 
transcriptional level. All the genes of the network are normally repressed by a 
master transcription factor LexA which binds to the promoter region of the genes 
when there is no DNA damages. RecA acts as a sensor of DNA damage which 
binds to single-stranded DNA and activates destruction of LexA. The decrease of 
LexA levels, results in the de-repression of S.O.S. genes.  

 
Fig. 3 Gene regulatory network modeled by imputation method for S.O.S. DNA Repair data 
using (a) kNN (b) ILLsimpute (c) FRAA 

When the damage has been fixed, the levels of activated RecA decreases, and 
LexA gathers and represses genes of S.O.S. and cells back to their original state.  
Figure 3(a), 3(b), and 3(c) shows the E. coli gene network modeled in this 
research with different imputation methods. The directed edges with red color 
represent the novel potential interactions that were formed in this research. For 
kNN and FRAA methods, the modeled network consists of 8 nodes and 11 
directed edges which are comprised of 4 new potential edges. On the other hand, 
the modeled network for ILLsimpute method consists of 8 gene nodes and 10 
directed edges which are comprised of 3 new potential edges. 

Table 1 shows the sensitivity for kNN, ILLsimpute, and FRAA methods have 
the same percentage, 55.56%. This indicates 5 out of 9 edges that were formed in 
(Dejori, 2002) also formed in the resultant networks of this research. The 
specificity and accuracy of kNN and FRAA shows the same percentages which 
are 80.95% and 73.33 %. Whereas, ILLsimpute has higher specificity and 
accuracy compare to the kNN and FRAA methods which are 85.71% and 76.67% 
respectively. This indicates ILLsimpute generates lower less error rates and is a 
more accurate gene regulatory network compared to kNN and FRAA methods. In 
this sub-network ILLsimpute methods outperform than kNN and FRAA in term of 
specificity and accuracy. The computational time required for kNN, ILLsimpute, 
and FRAA imputation methods to impute the missing values in E. coli dataset are 
discussed and showed in Table 1.  The E. coli dataset, required a lesser 
computational time of 1 minute to impute the missing values for the three 
imputation methods. The results show that the kNN outperforms the other two 
methods in dataset. This because the kNN method perform well when the number 
of genes is not to large or small [7]. 
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Table 1 The sensitivity, specificity, and accuracy of E.coli gene network modeled by using 
DBN with different imputation methods 

 Sensitivity Specificity Accuracy Computational Time 
(HH:MM:SS) 

kNN 55.56% 80.95% 73.33% 00:00:02 
ILLsimpute 55.56% 85.71% 76.67% 00:00:03 

FRAA 55.56% 80.95% 73.33% 00:00:13 

In this research, effects of the imputation methods on gene regulatory network 
modeling using DBN with the E. coli S.O.S DNA repair network expression 
dataset are studied. The ILLsimpute outperforms both kNN and FRAA when 
dealing with the E. coli dataset. Specificity and accuracy of ILLsimpute shows 
significant improvement over the other two methods with p-values of 1.02E-254 
and 1.73E-257 respectively based on two-tailed t-test. In term of computational 
time, kNN requires the least time for missing values imputation. Generally, the 
three imputation methods require less computation time in small dataset like the  
E. coli dataset to impute the missing values.  

4 Conclusion 

In this paper, three imputation methods, kNN, ILLsimpute, and FRAA were used 
to impute the missing values. The effects of the imputation methods in modeling 
gene regulatory network using DBN were investigated. The results show that the 
performance of the imputation methods is influenced by the percentage of missing 
values and distribution of missing values in the dataset, which subsequently 
affects the modeling of gene regulatory network using DBN. In addition, the 
resultant networks show that the DBN has capability to discover more potential 
edges or interactions between genes such as cyclic relationships. In future work, 
the modeling of gene regulatory using DBN must also consider the effects of 
imputation methods. For instance, implementation of other imputation methods 
and application to other gene expression data such as Arabidopsis thaliana.  
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Textile Engineering and Case Based
Reasoning

J. Bullón Pérez, A. González Arrieta, A. Hernández Encinas
and A. Queiruga Dios

Abstract Textile Engineering relies increasingly on the use of computermodels that
seek to predict the properties and performance of certain textile structures. Those
models have been using different computational tools to represent fabrics in a suit-
able computing environment and also to predict its final properties. Among others,
the mathematical models to simulate the behavior of the studied textile structures
(yarns, fabrics, kniting and nonwoven). The analysis of textile designs or structures
through the Finite Element Method (FEM) has largely facilitated the prediction of
their behavior of the textile structure under mechanical loads. For classification prob-
lems Artificial Neural Networks (ANNs) have proved to be a very effective tool for a
quick and accurate solution. The Case-Based Reasoning (CBR) method is proposed,
to complement the results of the those systems where the finite element simulation,
mathematical modeling and neural networks can not be applied.

Keywords Textile engineering · Artificial Intelligence · Case Based Reasoning

1 Introduction

Historically themain use of the textile fabrics has been limitedmainly to clothing and
domestic applications. The technical uses were less important. However in the last
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decades the use of the textile structures has started to spread over other sectors like
construction, medicine, vehicles, aeronautics, etc. The increased interest in technical
applications have improved the fabric design and engineering procedures, given
that the final products must be characterized by certain mechanical, electrical, etc.,
properties. The performance of the fabrics should be predictable from the design
phase. The design of a fabric is based on the materials selection as well as on the
definition of its structural parameters, so that the requirements of the end use are
fulfilled.

These changes in the field of the textile structures application caused a change
from the esthetic design to the totally technical design, where the fabric appearance
and the particular properties affecting its final performance are taken in account.
However, the textile structures are highly complex. A textile fabric consists of yarns;
yarns in turn consist of fibres. Thus the mechanical performance of the fabrics is
characterized by the structural geometrical complexity and non-linearity, as well as
by the non-linearities of the materials themselves. This double non-linear bahaviour
of the textile fabrics increases the difficulty in the fabric design and engineering
processes. The complex structure and the difficulties introduced by the rawmaterials
do not allow the use of precise analytical models for the technical design of the
fabrics.

Fabric engineering activities are increasingly based on computational models
that aim the prediction of the properties and the performance of the fabrics under
consideration. Different computational tools have been used in order to represent the
fabrics in a computational environment and to predict their final properties. Among
others, FEM analysis has mainly supported the prediction of the behaviour of the
complex textile structures under mechanical loads ([4]). In the case of classification
problems ANNs have been proved to be a very efficient tool for a fast and precise
solution (see [10]).

2 Overview of the Textile Industry

Currently, the textile industry is dealing with different problems and challenges:
product quality and customer service competitiveness, a short-term production and
delivery period, the need of a quickly and flexible response due to the high market
demand, which is becoming ever more demanding and diversify.

In textiles and clothing industries, a large number of variables are involved. Be-
cause of the high degree of variability in raw materials, multistage processing and
a lack of precise control of process parameters, the relation between such variables
and the product properties is relied on the human (expert) knowledge but it is not
possible for human being to remember all the details of the process-related data over
the years.

Furthermore, product performance failures are unacceptable because there is a
clear risk of loss of functionality, and as a consequence, sometimes there is dan-
ger for human life. Up to now, the typical development practice for multifunctional



Textile Engineering and Case Based Reasoning 425

textiles is to adjust the processing parameters andmodifying preliminary products by
trial and error, producing samples until the desired quality. Design and functionality
parameters can be safely achieved during production. This procedure accumulates
problems along the manufacturing value chain. For instance, a deviation in the speci-
fications of a yarn can produce a fabric that does not match the required performance
or functionality.

There are several research papers focus on the efficiency of the tools of the Com-
puter Aided Design (CAD) in the textile industry (see [1],[3], and [6], [8] for exam-
ple). This efficiency can be determined by:

– The decrease of the production time of a same collection regarding the traditional
method.

– The reduction of physical prototype tests.
– The reliability (the capacity of decision grew).
– The flexibility (the capacity rectification becomes agile).
– The creativity: Accentuating the ability to manifest the creativity of designers,
related to the concept of unevenness ([9]), deviation of ideas in the process of
creation.

– The organization process: Organization reinforcements of the creating products
process that allow the transmission or correct information in each state of creation
(suitable formats and presentations). Quality control from the beginning of the
whole process.

More necessary and important than simulations is to connect this simulation with
the production systems because:

– It is considered that the computer simulation systems do not allow to make reliable
decisions about what would be the final product.

– It is still necessary for sale the creation of a sample, since simulations are not
accepted in the current culture of the market.

– The application of CAD tools does not prevent knitting prototypes, but it reduces
their number, and discard those that are not satisfactory.

– The simulation of fabrics, rawmaterial, colorful, structures are not precise enough.

The latest trends in database development and the use of a CAD system are based on
the advice of a system of Artificial Intelligence (AI). And more specifically in the
use of CBR ([11]) is concerned with the analysis or solution of problems based on
previous cases.

Compared to other systems, the CBR provides a more natural way to continue the
work. It is based on the use of the experience to understand and to solve newproblems,
interacting with the user (expert) to determine their objective. The feedback from the
expert will help to advise and make proposals and to satisfy the new demands.

But due to the complex structure of the textile and the difficulties commodity
added, it is not possible to use accuratemodels for design analysis. Therefore these ac-
tivities textile engineering increasingly rely on the use of computational tools, whose
approximate models predicting the properties and behavior of textile structures.
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3 CBR and the Textile Industry

Humans solvemany problems by reasoningwith previous cases: Lawyers use in their
arguments the verdict of previous cases. Doctors look for clusters of symptoms that
identify patients with a set of previous cases. Engineers make many of their ideas
from previous solutions already built successfully. Experts programmers reuse more
or less abstract schemes of previously obtained solutions.

Therefore, the idea is to use some method of AI that allows the approach of these
parameters of the process, learn from the past of such processes. Creating a database
that will grow over time as more products are manufactured. Each industry produces
different products and each product can have different associated processes.

The CBR is a methodology that uses different technologies for building expert
systems, and in the acquisition of knowledge:

– Can propose solutions in domains that are not fully understood.
– It is possible to evaluate solutions when there is no algorithmic method.
– It is easier to acquire new cases, to discover new rules and generalizations.
– It is faster to reuse a solution to get the solution from scratch.
– The cases help a reasoner to concentrate on the important aspects of a problem, to
identify the defining characteristics

– Cases can also provide “negative information”, warning of possible failures (ex-
ceptions).

– Maintaining the knowledge base: users can add new cases without expert help.

CBR solves a problem by adapting solutions given previously to similar problems
([15]). The CBR memory stores a number of problems with their solutions. The
solution of a new problem is obtained recovering cases (or problems) stored in the
memory like the CBR, as these problems are studied together with their solutions.
Therefore a case encompasses a given problem and the solution to this problem.

In textiles the problem starts when a user wants to create a new textile product and
he/she asks for a suitable solution satisfying asmuch as possible his/her requirements
on the process parameters. Hence, the idea is to use some AI method to approximate
these process parameters, learning from the past executions of this kind of processes.

All in all, an AI method which supports the following properties is needed:

– Incremental: The algorithm should adapt itself along time with the new data.
– Non-dependent of any parameter, since each query can contain different param-
eters and the relevance of these parameters can change depending on the user
requirements.

– Being able to predict more than one parameter.

These features point to a flexible methodology like CBR. The fact that CBR is a lazy
learning approach allows that the algorithm will not be influenced by any parameter,
and can be adapted to any new situation giving more importance to some parameters
than others. Besides, the implementation of CBR can be enough open to allow the
prediction of more than one parameter ([16]).
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Moreover, textile end users are not interested in a general model which generalize
all the data, but a particular solution proposed for the particular query that they are
requesting.

Another point to take in to account is that our system must support more than one
attribute belonging to the solved problem, and this classification between description
and solution can vary on demand. In CBR literature, some hybrid solutions have been
found to face up with the reuse step, but most of them are oriented to solve only one
solution attribute.

Most of the proposals use techniques from supervised learning and have only one
attribute to predict ([7]). For example, a system to predict oceanographic tempera-
tures ([5]). This system retrieves the most similar cases and retrains a radial basis
network with them to create a new solution.

Another CBR approach that handles more than one attribute as solution is the case
completion CBR ([2]), but the attributes are predefined to belong to the description
or the solution part. It handles more than one attribute to solve, but in this case,
they solve them step by step. As they are dealing with domains that have predefined
and well-known attribute dependencies, the order in the steps is derived from those
dependencies.

In CBR recommended literature, the compromise-driven retrieval ([12],[13]) can
be found. This concept allows to extend the query specification including rules for
numerical attributes: Less-is-Better and More-is-Better. A typical CBR system con-
sists of four sequential steps that are invoked whenever it is necessary to solve a
problem ([11]). Figure 1 shows the CBR applied to Textile Industry. A textile pro-
cess involves transforming the fibers by mechanical action into a final product, that
is, equipment and materials: raw material inlet and outlet tissue or product. These
elements can be described by parameters or attributes. Consequently, the process can
be described as an attribute-list-value.

The development of a rapid configuration system for textile production machin-
ery based on the physical behaviour simulation of precision textile structures sys-
tem ([14]) was born to be a tool for helping to adjust the parameters of a process. This
system starts when a user wants to create a new product. The user should specify
some of the parameters that he/she wants to obtain for the required product. These
parameters can belong to the raw material, to any machine in the process or to the
final product. So, with an AI method it is possible to approximate the rest of the
parameters learning from the past executions of this kind of process.

In this system for textile production machinery more than one parameter must
be predicted and depending on the query, these parameters are not always the same.
Moreover, these could change any time that there is a newquery.Besides, the database
will grow as more process executions are finished.

In addition, some of these parameters have extra information that can be used to
know its value in a determinate situation like the parameters that can be defined by
a predefined empirical formula. So these parameters are not going to be predicted,
because it is more reliable the exact value. Another kind of information that guides
the predicting process is the knowledge of the relations among parameters.
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Fig. 1 CBR applied to Textile Industry

The solution adopted in this study was the Case Based Reasoning. CBR is a
problem solving paradigm that uses the human reasoning model as a base: humans
use past experiences to solve new situations or problems.

This solving paradigm is based in collecting a lot of relevant cases that are the
past experiences of the system. The CBR consists on:

– To gather the problem description by the user.
– To measure the similarity of the current problem to previous problems stored in a
case base (or memory) with their known solutions, retrieving one or more similar
cases.

– To adapt (reuse) the solution of one or more of the retrieved cases, possibly after
adapting it to account for differences in problem descriptions.

– To evaluate (revise) by the expert the solution proposed by the system.
– The problem description and its new solution can be retained (stored) as a new
case, and the system has learnt to solve a new problem.

In this Project ([14]), the last two points has been discarded, due to the fact that the
project cannot rely on this (as it cannot be assure) it will be done or at least, done
with a minimum quality (see Figure 2).

The CBR software has 4 phases: Retrieve, Reuse, Revise Retain.
The Retrieve phase involves findind the most similar case/s to a given case. This

task starts with a (partial) problem description and ends when best matching previous
case has been found. It is usual to divide this task in two parts. The first one tries to
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Fig. 2 The life cycle of CBR applied to Textile Industry

select similar cases and the second one chooses the best matches. The similarity is a
function that gives a scalar distance between two arguments (case element and case
problem). This value is also calculated also with a weight given for each parameter.

The Reuse phase is the most complex tasks in the CBR cycle. It is a phase based
on the principle: Similar problems have similar solutions.

The Revise and the Retain phases have been discarded, as previously mentioned,
due to the fact that the systemcannot relywhether the expert has revised and evaluated
the solution provided by the system.

4 Conclusions

The impact in the manufacturing processes in the textile Small and Medium-Sized
Enterprises with no design software applications, and also the textile companies with
CAD software applications to support the design processes, is:

– Detection of defects or other problems that may appear during the posterior man-
ufacturing process.

– Integration of the simulation results and parameters into the textile machinery for
the rapid configuration of the machine as well as the precision manufacturing of
the virtual textile structures developed using this software.
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– The conventional visualization and design tools don’t bring added value since
they are of little help to design multifunctional technical textiles. The company
that follows this pattern is only able to offer conventional textile products. The
capacity to design any kind of multifunctional textiles has a great impact in the
capacity to offer added-value from the company and its products.

– The improvement in the speed and flexible development of new technical textile
products. The simplification of the production process to obtain such products
increases the rate of new products and at the same time successfully finding a niche
market, and coveringnewsociety necessities, andgiving added-value opportunities
to the textile companies

The possibility of monitoring the properties of these products in the computerized
model of the textile will accelerate enormously the configuration of the production
machines. At the same time, the companies are capable of generating added value
with the design and manufacturing of technical textiles, and they will be capable of
moving towards the innovation-driven type of company.
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Distributed Fair Rate Congestion Control
for Vehicular Networks

Jamal Toutouh and Enrique Alba

Abstract Vehicular ad hoc networks (VANETs) are self-organizing communication
networks, which principally consist of vehicles that broadcast beacons with relevant
real time traffic information. These continuous exchanges of information allow the
development of applications that drastically improve the road traffic safety and effi-
ciency. Such services suffer from network congestion problems when the road traffic
density increases. This may cause VANET malfunction, and thus, the increase of
hazardous road situations. In this study, we present a family of fully distributed intel-
ligent light-weight congestion control algorithms (executed by each node), i.e., the
Distributed Intelligent Fair Rate Adaptation (DIFRA) family. These methods accu-
rately estimate the channel load in a distributed manner and dynamically adapt the
beacon rate of each node. Experimental analyses show the effectiveness of DIFRA
methods in increasing the amount of data exchanged between the vehicles and the
balance in the channel usage, while avoiding network congestion.

Keywords VANET · Intelligent · Broadcasting · Congestion control

1 Introduction

Vehicular traffic is becoming a major concern in modern cities. Several problems
related to road safety, traffic efficiency, environment, etc. can be efficiently solved by
applying innovative intelligent transport systems (ITS). The main idea behind these
systems consist in sharing information about the traffic conditions with road users
and authorities. A better informed vehicle/driver can take better driving decisions,
positively influencing the global traffic (safety and efficiency).
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Fig. 1 Vehicle A is performing a beaconing operation at a frequency of 10 Hz.

Vehicular ad hoc networks (VANETs) emerge as a promising technology to define
ITS. VANETs are distributed and self-organizing communication networks, which
principally consist of vehicles equipped with on-board units that broadcast beacons
by using direct short range communications (DSRC) [1].

MostVANETapplications principally rely on beaconing (continuously broadcast-
ing beacons) on the neighborhood defined by the communication range of the nodes
(r ). Beacons include vehicle kinematics (e.g., position and acceleration) and other
relevant information for several applications or services. Fig. 1 shows an example of
a vehicle broadcasting beacons.

One of the most challenging issues in the deployment of VANETs is the network
congestion, that aggravates as the scale of the system grows. This is mainly because
of the critical increase of the periodic beacons that cannot be finally transmitted
through the limited channel. Network congestion increases the loss of packets and
the communication delays. This may lead to excessive information inaccuracy and
to an eventual failure of VANET applications.

Cooperative Collision Warning (CCV) provides an active VANET safety mech-
anism based on beaconing [4]. CCV is implemented by broadcasting static and
dynamic vehicle parameters to the neighborhood. This information is used to com-
pute the relative safety distance between neighbor vehicles. However, if a network
congestion situation appeared, the CVV information could not be received on time
and the probability of hazardous situations could increase.

Several strategies have been proposed to address such congestion problems in
VANETs, keeping the communication capabilities of the nodes over a given QoS
threshold. Most of them can be included in the following basic schemes [1, 6, 8]:
i) adapting the transmission range of used communication channels, ii) adjusting
the data rate generation of applications and services, and iii) hybrid methods by
combining the two previous schemes.

In this study,wehavedefined fair beacon rate (FBR) optimization problem in order
to adjust the current beacon rate, which considers two main goals: i) maintaining the
VANET load under a given threshold to avoid network congestion and ii) balancing
beacon rates (allowing the nodes in a given area exchange beacons with similar
rates). This problem has been addressed by using the Distributed Intelligent Fair
Rate Adaptation (DIFRA) family of methods, which are a set of intelligent methods
based on light-weight computations. According to the experimental results, DIFRA
exhibits a reliable, non-complex, and efficient congestion control.
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The remainder of this paper is organized as follows. Section 2 formalizes the
FBR optimization problem. Section 3 describes the DIFRA methods devised here.
Section 4 presents and discusses the experimental analysis. Finally, Section 5 sum-
marizes the main findings of our study.

2 Fair Beacon Rate (FBR) Optimization Problem

This sectiondefines theFBRoptimizationproblem.The information required to adapt
the beacon rates is the current network load (channel occupancy). The evaluation of
the channel occupancy in VANETs can be carried out by monitoring the length of
the queues (in the MAC sublayer of IEEE 802.11p) in a given window of time [3].
The FBR problem then considers:

– The maximum allowed channel occupancy (MaxQ). MaxQ in practice repre-
sents the maximum value of queues length, i.e., the number of beacons waiting
in the reception queue that does not pose problems like congestion.

– A threshold limit ratio α ∈ [0, 1] over the MaxQ. If the queue length exceeds a
given effective capacity of the channel ω, which is defined as ω = α × MaxQ,
the protocol considers that the current network load could lead to a congestion
situation, provoking an unpredictable performance of the network [2].

– A set of allowed beacon rate values (integers) BR={br1, br2, ..., brk} that con-
tains all the possible beacon rate values (br i ∈ [brMI N , brMAX ]) that can be
selected by the all nodes according to the application QoS requirements.

– Given an integer v that represents each vehicle that belongs the VANET, the
NN (v) function returns the set that contains all the 1-hop neighbor nodes.

The problem consists in finding brv ∈ BR for each node v to optimize two
objectives: i) maximizing the number of the beacons traveling through the shared
medium in terms of the ratio of the channel occupancy (η(v) in Equation 1); and ii)
minimizing the difference between the effective beacon rates in the neighborhood of
v (σ(v) in Equation 2), i.e, maximizing the balance/fairness.

MAX η(v) = MAX

(
j∈NN (v)∑

j
br j

)
+ brv

MaxQ
η(v) ∈ [0,+∞) (1)

MI N σ(v) = MI N

(
j∈NN (v)∑

j
(br j − brv)2

)
+ (brv − brv)2

|NN (v)| σ(v) ∈ [0,+∞) (2)

The brv value represents the average beacon data rates of all the vehicles in
the neighborhood of v. As a constraint, the selected beacon rates computed by the
algorithms brv should not generate network congestion (η(v) ≤ ω).
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Therefore, the fair beacon rate optimization problem consists in finding for each
VANET node v its current brv that optimizes both objectives. The computations are
carried out in a distributed manner (by each node itself) taking into account MaxQ,
α, and the beacon rates of all its neighbors (NN (v)).

3 Distributed Intelligent Greedy Dynamic Broadcasting

In this study, we define the DIFRA family of algorithms to dynamically compute
accurate beacon rates to address the FBR optimization problem. These algorithms
are fully distributed and executed periodically by each node of the VANET at a
given frequency according to a given window time. DIFRA is composed by two
different algorithms: theSelfDIFRA, inwhich the nodes computeFBRusing isolated
information from their own network monitoring, and the Swarm DIFRA, which
combines isolated information with information received from the neighbor nodes.

The DIFRA algorithms have three different software components:

– Self QueueMonitoring Component (SQMC): It evaluates the number of neighbor
nodes. SQMC is used by Self and Swarm DIFRA algorithms.

– Swarm Information Exchange Component (SIEC): Swarm DIFRA utilizes it to
evaluate the information encoded in the received beacons.

– BeaconRate AdaptationComponent (BRAC): It adapts the beacon rate according
to the current network status.

The following subsections detail the operation of DIFRA algorithms.

3.1 Self DIFRA Method

The main idea of Self DIFRA consists in sharing proportionally the channel by
dividing its maximum effective capacity into all the nodes in the neighborhood (in-
cluding the own node). Therefore, when VANETs apply Self DIFRA for network
congestion, each node invokes its SQMC to compute |NN (v)|, i.e., the number of
neighbor nodes (see Fig. 2). Then, BRAC computes the tentative beacon rate (tbrv)
by dividing the effective capacity of the channel (ω) by the number of the neighbor
nodes plus one (see Equation 3). If tbrv is higher than brMAX , then brv is equal to
brMAX . Otherwise, brv is equal to tbrv .

tbrv =
⌊

ω

|NN (v)| + 1

⌋

brv =
{
tbrv if tbrv ≤ brMAX

brMAX if tbrv > brMAX

(3)
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Fig. 2 Complete flowchart of Self DIFRA algorithm.

3.2 Swarm DIFRA Method

As to Self DIFRA, this method is based in the idea that the channel should be
proportionally divided according to the neighborhood size. However, this proposal
combines self measured (monitored) information with shared congestion control
data from the neighbor nodes. This control information is encoded as an integer
value in the beacons to be broadcasted. Summarizing the process, each node in the
VANET computes a desirable beacon rate (DBR) according to the neighborhood
size (as shown in Equation 3) and exchanges this information to its neighbor nodes
in order to request them to change their beacon rates. The DBR received through the
exchanged beacons is stored in a temporal buffer (BRBuffer) in order to utilize it in
the near future beacon rate computations.

The BRBuffer of each node is a vector of natural values with |BR| components,
[x1 x2 ... xk]. Each one of the k components stores the number of petitions received
by the node to change its beacon rate to i beacons per second. For example, if
BRBuffer=[0 0 10 25 0 0 0 0 0 1], then it means that the node has received 10 requests
to change the beacon rate to 3 Hz (x3 = 10), 25 to change to 4 Hz (x4 = 25), and 1
to change to 10 Hz (x10 = 1).

Fig. 3 summarizes the Swarm DIFRA operation. SQMC and SIEC are executed
in parallel and BRAC is run periodically with a given frequency determined by a
given timeout timer.

The Swarm DIFRA SQMC component behaves similarly to Self DIFRA. The
difference is that the swarm method does not update the current beacon rate, in
contrast, it increases the BRBuffer component of the DBR that is computed as brv
in Equation 3, i.e., DRB = brv . Thus, this component updates the BRBuffer by
increasing the DBR-th component (xDBR = xDBR + 1) and includes the DBR
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Fig. 3 Complete flowchart of the Swarm DIFRA algorithm.

value in the new beacons in order to inform the neighbor nodes. The SIEC decodes
the beacons received to extract the DBR requested by the neighbors to update the
BRBuffer. The buffer is modified by increasing the DBR-th component according
to DBR received, i.e., xDBR = xDBR + 1.

After a given time window, BRAC is executed to compute the new beaconing
frequency br t+1 according to the BRBuffer. We propose two different variants of
Swarm DIFRA depending the what metric is evaluated to select the br t+1 to use:
the Swarm DIFRA-med, which chooses the median value between the two most
frequently requested values of the BRBuffer as new beacon rate, and the Swarm
DIFRA-mod, which selects the most requested one (the mode). For example, if
BRBuffer = [0 0 5 15 20 40 15 30 5 0], in Swarm DIFRA-med it holds that br t+1 =
7 and in Swarm DIFRA-mod it holds that br t+1 = 6.

4 Experimental Analysis

The experiments are carried out by using MATLAB. Each analyzed congestion con-
trol method is simulated 100 times over the same highway scenarios. The reason
is the probabilistic wireless signal propagation model applied produces different
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communication results over the same scenario. We now define the highway VANET
scenarios used in the experiments and discuss the numerical results.

4.1 Highway VANET Scenarios

The distributed beacon rate optimization is studied in a segment of a highway of
two kilometers long and six lanes (three lanes in each direction). Four highway
VANET scenarios are defined over this road by changing the mobility models to test
the performance of the congestion control algorithms in different vehicular network
distributions. Two low density scenarios (with 200 and 240 vehicles) and two high
density scenarios (with 320 and 380 vehicles) have been defined.

In order to define realistic highway scenarios, the vehicles are assigned to a given
lane randomly. The vehicles have higher probability to be assigned to the external
lanes than to the internal ones. The speed per lane increases from the external to the
internal ones. The distances between vehicles and the speeds are computed according
to the square law, i.e., speed2 � distance/100.

Following the MATLAB simulation presented in Mir et al. (2015) [5]: 1) the
VANET applications require exchanging beacons with a frequency that ranges from
1 Hz to 10 Hz; 2) the wireless devices utilized have a communication range (r ) of
250 meters; and 3) it is considered that the maximum size of the queues of IEEE
802.11p (MaxQ) is 400 and threshold limit ratio (α) is 0.8.

4.2 Numerical Results and Discussion

This section discusses the results obtained by the proposedDIFRAcongestion control
methods in the defined scenarios. In addition, other two additional methods are
included in the experiments as a baseline for the comparisons:
– Aloha time slot based method [7]: The nodes broadcast beacons at the beginning

of a given time slot without analyzing the medium, i.e., regardless whether there
are other nodes using the medium or not.

– CSMAfirst basedmethod:When nodes have to transmit a given beacon they first
analyze the medium. If no other node is using it then they broadcast the beacon,
otherwise they drop the given beacon since new beacons will be generated after
a short while. Thus, it reduces the likelihood of collisions.

These last two broadcasting methods do not adapt their beacon rates. Therefore,
we have evaluated them with three different fix frequencies: 1, 5, and 10 Hz.

Table 1 summarizes the experimental results by showing the average and the nor-
malized standard deviation values of the two optimized metrics, channel occupancy
(see Equation 1) and network balance (see Equation 2), respectively.

Analyzing the occupancy, there are three groups of results: the ones that guarantee
the proper operation of the network (η(v) ≤ α), the ones that may incur in a critical
drop of QoS (α < η(v) ≤ 1.0), and the ones that exceed the channel capacity
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Table 1 Experimental results in terms of channel occupancy and balance.

Channel occupancy Balance
Algorithms low density high density low density high density

Avg. Std. Avg. Std. Avg. Std. Avg. Std.
Self DIFRA 0.84 0.71% 0.85 0.31% 0.29 37.20% 0.45 13.81%
Swarm DIFRA-med 0.73 14.02% 0.69 16.48% 0.08 74.32% 0.11 55.17%
Swarm DIFRA-mod 0.74 2.78% 0.73 3.70% 0.03 87.12% 0.02 100.93%
Aloha-1Hz 0.14 29.29% 0.22 8.63% - - - -
Aloha-5Hz 0.71 29.30% 1.08 8.64% - - - -
Aloha-10Hz 1.42 29.25% 2.16 8.65% - - - -
CSMA-1Hz 0.14 29.24% 0.22 8.64% 0.000 0.00% 0.000 0.00%
CSMA-5Hz 0.69 8.88% 0.76 0.21% 0.10 289.00% 0.66 15.02%
CSMA-10Hz 0.78 5.87% 0.87 2.17% 0.92 21.23% 1.23 5.54%

(η(v) > 1.0). In Table 1 the second and third groups are shaded with light and dark
gray, respectively.

As expected, the aloha basedmethods are the least competitive ones. They allow
the nodes to communicate with very low beacon rates (1 Hz). There is no deviation
in their behavior, because they always broadcast packets, i.e., always σ(v) = 0.
The CSMA based methods improve the performance of the aforementioned non-
adaptive methods. Taking into account just the channel occupancy metric, they offer
the best values in low density highway scenarios when CSMA-10Hz is used. How-
ever, they incur in a very high cost in terms of balance. This means that the VANET
applications cannot property operate because many nodes do not broadcast their
beacons.

Regarding to Self DIFRA, it has exceeded the α value defined in our experiments
(0.8). Therefore, it provokes a drop in the QoS of the network. This is because the
computations take into account just the information of their neighborhood (1-hop
nodes), and ignore the rest of the nodes in the same cluster. In addition, the fairness
between the nodes (balance) is the least competitive of all DIFRA methods, but in
general better than non-adaptive methods.

Analyzing the SwarmDIFRA algorithms, they provided the best trade-off results
in terms of occupancy and fairness. Taking into account the metric used to select the
values from the BRBuffer (median ormode) we can observe a different behavior. The
algorithm that uses the mode (the most repeated value in BRBuffer) is significantly
the most competitive one. This leads to the vehicles broadcast beacons with high and
similar beacon rates, which is the desirable behavior to allow the proper operation
of VANET safety applications.

The aforementioned results are statistically confirmed by using Friedman and
Wilcoxon statistical tests that resulted with p-value<<0.01. These non-parametric
tests have been applied because the distribution of the results are not normally dis-
tributed according to Kolmogorov-Smirnov test.
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5 Conclusions

This study has evaluated the FBR optimization problem to address the congestion
control inVANETs.Thus, a set of intelligent greedydistributed broadcastingmethods
(DIFRA) has been devised to be applied in such a problem. These methods are
based either on isolated information monitored by the node (Self DIFRA) or on
combining the monitored information with the shared one received in the same
beacons broadcasted by the neighbor nodes (Swarm DIFRA).

In the light of the results,we conclude that theSwarmDIFRAmethods are themost
competitive ones in terms of both evaluated metrics: channel occupancy and fairness
(balance). Specifically, the Swarm DIFRA-mod method presented the best trade-off
between these two metrics. In addition, Self DIFRA algorithms outperformed other
baseline broadcasting methods.

The Swarm DIFRA methods have demonstrated to provide a reliable and non-
complex congestion control method. They just require to include a natural value from
1 to 10 in the beacon as the control information for the broadcasting algorithm (i.e.,
four bits long).

The main lines of future research are mainly two: i) evaluating the proposed
congestion control methods by using realistic urban VANET scenarios aiming at
confirming their competitive performance; and ii) using as staring point the Swarm
DIFRA algorithms devised here for developing new distributed broadcasting meth-
ods that utilize modern computational intelligence strategies (e.g., Neural Networks
or Swarm Intelligence).
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Low Cost Software Prototyping
of a Diagnosis Computer

Marisol García-Valls

Abstract Diagnostic systems are software and hardware-based equipment that in-
teroperate with an external monitored system. They have typically been expensive
equipment running algorithms tomonitor physical properties in, e.g., vehicles, or civil
infrastructure equipment. As computer hardware is increasingly powerful (whereas
its cost and size is decreasing) and communication software become simpler to pro-
gram and more run-time efficient, new scenarios are enabled that yield to lower cost
monitoring solutions. This paper presents a low cost approach towards the develop-
ment of a diagnostic system relying on a modular component-based approach and
running on a resource limited embedded computer. Results on a prototype imple-
mentation are shown that validate the presented design.

Keywords Middleware · Diagnosis computer · Software architecture

1 Introduction

Diagnosis systems (e.g. vehicle diagnosis) interact with physical processes that sense
and monitor in order to detect faulty operation They typically provide comprehen-
sive functionality, a self-explanatory operating concept, and the capacity of handling
increasing data volumes that must fuse to extract meaningful results to users. As the
amount of monitored and sampled data may yield huge volumes, these could even be
be analysed in a cloud infrastructure. In time sensitive domains, the threats to the pre-
dictable cloud computing technologies have to be carefully considered as explained
in [9]. On the other side, the hardware equipment that supports the execution is of
paramount importance; it has to integrate the suitable communication interface to
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the monitored object (e.g., vehicle), the needed computation power to provide timely
execution of the diagnosis functions, and suitable verification operations [17].

From the early days of life of such systemswhere the cost of the hardware part was
typically high, evolution towards more affordable systems has been favored by the
fast progress of the computers technology. Nowadays, the market offers unexpensive
solutions based on embedded processors ranging from a few dolars to a few hundred
dolars; therefore, the actual cost of the hardware equipment is not a barrier to provide
sophisticated and powerful diagnostic systems over plaftorms with a number of
processing cores.

This paper presents a low cost alternative to designing a diagnosis system.
A modular design is used based on portable code technology that may execute a
number of state machines with the diagnostic functions. The design is prototyped on
a low cost hardware processor, to show the feasibility of the approach.

The paper is structured as follows. Section 2 describes the related work. Section
3 presents the approach provided to the engineering of a diagnosis system. Section 4
validates the design with a prototype implementation. Section 5 concludes the work
and draws future work.

2 Related Work

A number of diagnostic systems have appeared over the last decades that integrate
intensive software usage in the monitoring and detection of operational faults (soft-
ware and hardware) in all types of systems. Specially interesting are those related to
vehicle diagnosis, where a number of contributions have appeared mainly as patents,
e.g. [1], [3], or [2]. These, and other related inventions and works, do not expose
cleanly the software design of the system. Despite the fact that some of them are in-
tensive software systems, the necessary software platform and architecture is mostly
neglected in these works. Fundamental elements such as the communication middle-
ware architecture and its relation to the actual software pattern of the communication
units is not well elaborated.

In the last few decades a number of middleware technologies have appeared
for supporting remote operation and easing interoperability. Examples are tradi-
tional component based technologies such as Corba [5], its light-weight evolution
Ice (Internet Communication Engine) [7]; object oriented middleware such as RMI
(RemoteMethod Invoction) [4] that is a language dependant solution, and other mes-
sage based technologies such as JMS (Java Messaging Service), AMQP (Advanced
Message Queuing Protocol) [12]. In the last decade, publish-subscribe data centric
middleware such as DDS (Data Distribution Systems for Real-Time applications)
[6] have become de-facto standards in some domains.

Enhancements to these technologies have improved their benefits for specific
contexts, such as to support dinamic execution [8]; for real-time reconfiguration of
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service-oriented architectures the iLAND middleware [10] provides time-bounded
operation. Improved resource management to the operating systems has also enabled
the higher efficiency in these solutions. Recently, the Oma-Cy architecture [16] has
provided a reference design to implement middleware for cyber-physical systems,
where the on-line verification part is of paramount importance to support dynamic
behavior.

In summary, approaches to diagnostic systems have not sufficiently exposed the
software design part, nor have they been designed to favor the portability and flexi-
bility diagnostic computer and its counter part in the monitored system. This paper
contributes to filling this gap by providing a simple but clean software design that
supports the development of diagnotic systems focusing at the components that act
as bridges to different underlying middleware solutions. Previous contributions on
middleware bridgeswere presented in [13] for DDS based communications in remote
surveillance systems, and [14] for distributed Ada applications in critical domains.
However, these earlier approaches focuse strictly on the bridging of a middleware
technology towards other generic middleware implementations.

3 System Engineering of a Diagnosis Computer

The system overview is shown in figure 1. It has an emulated part that replicates the
vehicle logic for performing auto-tests upon request from the user.

GUI

Core 
State 

Machine

Comms
Module

Comms
Module

Auto-
test 

module

Fig. 1 Diagnosis system design based on modules

The system contains two main blocks: the vehicle software and the diagnosis
computer (DC) software. DC modules are as follows. Diagnosis Computer Core
State Machine (DSM) is the active entity that governs the execution of the diagnosis
system. It determines the execution path of the different functions and units in the
system.CommunicationsModule (Comms) implements the communication protocol
between the monitored vehicle and DC. The protocol identifies the specific data
that is exchanged and the communication sequence (containing acknowledgements
and startup). Graphical User Interface (GUI) is the component that displays the
information to the user and requests user inputs to guide the operation . User inputs
are fed to the state machine component, parameterizing its execution.
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The vehicle components are listed as follows. Auto-test module (ATM) contains
the algorithms that monitor parameters of the physical system. The ATM receives the
user input through the communication module and runs the requested test. A vari-
able number of algorithms can be executed, favoring maintanance and flexibility.
Communications Module (VComms) implements the vehicle side of the communi-
cation protocol to exchange information with the user.

TheCore StateMachine component contains a set of classes thatmodel the needed
information about the vehicle and the tests to be run, i.e.,:

– the vehicle model (VehModel) with all the vehicle paramaters that can be moni-
tored through the tests;

– the list of all available tests for the specific vehicle (TestList);
– the parameter values that are fed to tests (TestParameters), coming from the
user specification upon the launching of the test execution;

– the set of results that each test outputs (TestResultsData).

Comms module includes classes to design and implement the communications
protocol among the vehicle and the diagnosis computer, i.e.:

– the set ofmessages that can be exchanged (MessageList) between the diagnosis
computer and the vehicle communication module;

– the set of commands (CommandsList) that the diagnosis computer can issue to
the vehicle. Examples are to run a specific test, to relaunch a test, or to provide
further information on a test, among others.

– the set of connection resources used for the communication SocketPoints that
uses sockets with a transport protocol that can be selected. Security can be added
for data encription by using SSL.

The graphical user interface module GUI performs the friendly display of the
diagnosis computer operation. It has information about the specific display char-
acteristics (DisplayLayout); it allows to easily change to a different display
computer (e.g., a touchpad display of a different resolution, size, etc.) as the specific
characteristics of the hardware display are hidden in this class. Also, GUI contains
is designed to support different display modes such as for technical users or for the
accounting staff to gather statistics on the specific vehicle failures.

An abreviated class diagram of the system is shown in figure 2. It presents some
selected data on two important classes. Class VehModel presents the data model
of the vehicle. Its attributes are the set of parameters that define the vehicle charac-
teristics refering to the ECUs or electronic control units. These units control all the
operation of the car, carrying out functions at all levels from the engine control, driv-
ing assistance, or the less critical passenger comfort. Each car function is divided into
subsystems that are express in each of the attributes PhyParn (physical parameters
of subsystem n) that model a given subsystem (subsystem n in this case).

The communications module’s interface is presented in figure 2, precisely in the
interface CommsI. It shows the basic operations for the communication:
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Fig. 2 Simplified class diagram of the diagnosis computer side

– vehicle auto-test module start up (startup) and shut down (stop); by issueing
this invocation, the vehicle module begins its operation and the values for the
auto-test runs are initialized.

– the vehicle auto-test module has a mode to wait for communication from DC
(waitCom); in this mode, the vehicle auto-test module is not running any test,
but purely idle in attention to connection requests from DC.

– specific tests can be requested by DC by invoking the method runTest and
specifying as parameter a given test with execution parameters.

The central module of the diagnosis computer, the Core State Machine module
triggers the operation of the tests in the vehicle. Its operation is shown in figure 3.
All indicated states are run in the diagnosis machine.

Init Enter Test 
Data 

Send Test 
Data & 

Run 

Display 
Test 

Results 

Wait  
input 

Shut 
down 

Operator 
start up 

Test 
selected 

Test data 
entered 

Test 
completed 

Test 
selected 

Test 
selected 

stop 

Fig. 3 Operational sequence of the Core State Machine module

The startup of the system (init button pressing) places the DC in the initial state
(Init), indicating that no previous tests have been run since the system is active. From
that state, an operator/user may select a specific test to be run; the system enters the
Enter Test Data state and indicates the specific threshold values to check for the
specific test. Upon completing the entering of the test data and pressing the run test
option, the information is sent to the vehicle software and there the test is run; the DC
then enters state Send Test Data & Run. Once the test is run and the test results are
sent back by the vehicle software, the DC enters stateDisplay Test Results where the
information is displayed to the operator. After this display, the DC enters state Wait
input for further operation. If a new test is to be performed, the sequence resumes
by entering state Enter Test Data.
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Fig. 4 Flexible bridge to use multiple middleware backbones for communication

Figure 4 shows the modular design of the communication module. Multiple mid-
dleware technologies can be used as the actual communication means, as it is ab-
stracted by the DCLink class that acts as a general communication description that
can latter be mapped to different middlewares. In figure 4, two options are shown: an
RPC (remote procedure call paradigm) such as Java Remote Method Invocation [4],
CORBA [5] or the Internet Communication Engine [7]; and a P/S (publish-subscribe)
middleware such as DDS [6]. Lower level mechanisms can be easily adapted to this
structure, e.g., socket based communications. It is also possible to use this bridging
for more complex communication schemes that could support communication with
multiple vehicle units using paradigms that support dynamic reconfiguration such as
iLand middleware [10, 11].

The communication interface is CommsI that specifies the basic functionality
of the DC interfacing module. This module is initiated via startup function that
performs the initialization operations that vary according to the specific middleware
implementation that is selected. For example, in Ice, two environment objectsmust be
created (i.e., communicator and adapter) that create a remote object that is exported
to the public domain and is visible for the vehicle software part. In the case of other
technologies such as DDS, a domain has to be created, among other entities such as
the domain participants, writers, readers, publishers, and subscribers. This specific
per-technology communication structure is abstracted in the DCLink class.

Most available middleware technologies support the usage of multi-language and
multi-platform; it is possible that both ends of the communication are implemented
in different programming languages over different operating systems that is often
enabled by using an interface definition language (IDL). An important consideration
in such a case is that some programming environments require the addtion of a virtual
machine, e.g., Java or C#. For efficiency reasons, the proposed model considers that
the same middleware technology is used at both communication end points (vehicle
software and DC software).
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4 Validation

The diagnosis computer system prototype is implemented in two main parts: the
monitored object is implemented and emulated in a desktop computer that simulates
the execution of algorithms that monitor physical parameters in the engine subsys-
tem; the diagnosis computer is realized in a bytecode processor that is an actual
embedded computer with limited computation power such as aJile’s aJ10x family
of Java bytecode processor [18]. The desktop machines runs a Java based prototype
on a Ubuntu 10.04 Linux distribution and a Java SE 7 for RMI-enabled connection.
The Comms module uses a TCP/IP connection for message exchanges between DC
and vehicle software.

The results shown present the overhead incurred by our prototype in a sequence
of 500 tests of an average duration of 5s each. The prototype uses a Java environment
with an underlying TCP socket implementation. For the test duration, the commu-
nications module shows that the overhead is influenced by the characteristics of the
aJ100 embedded processor that is a resource limited environment; it is a 32 bit pro-
cessor with direct execution with support for multiple JVMs, 48KB RAM memory.
By using a more powerful device such as RaspberriPi series with ARM processors,
the increase in response time could be highly relevant. Figure 5 shows the communi-
cation time between the DC and the vehicle. On the one side, it shows only the time
taken by the interaction (i.e., the network time plus the time taken by the TCP/IP
software stack to process the communication). On the other side, it also shows the
overall time that includes the temporal cost of the tests that are 5s, therefore a con-
sistent greater cost is shown. The design is highly portable and has been adapted to
use a full fledged C++ environment with Ice version 3.1 both over TCP and UDP
transports. The portability of the CommsI module is easily achived. The results were
tested over both destop patforms with Intel dual core processors running at 2.6GHz
with 1GB of memory. Overhead is reduced to less that 0.02%.
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5 Conclusion

The paper has presented the flexible design of diagnostic systems based on compo-
nents and with a specific structure that eases the portability to different underlying
middleware technologies. The proposed design has been prototyped in a resource
constraint environment based on a Java embedded processor, showing a time over-
head that is suitable for this type of domain and for the duration of the performed
tests. The design has also shown to be very flexible as it was ported to a different
underlying middleware that uses a different programming language and an IDL for
the specification of the CommsI interface in a reduced time. This shows that the pro-
posed approach is suitable for diagnosis systems as the general framework provides
a simple and clean structure that is easily adaptable to run on multiple underlying
communication backbones.
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Facial Expression Recognition System  
for User Preference Extraction 

Naoya Yamaguchi, Maria Navarro Caceres, Fernando De la Prieta  
and Kenji Matsui 

Abstract This paper describes our preliminary study of facial expression 
recognition in order to extract user response information. We used Kinect to get 
real time facial expressions of the user to extract 6 facial expression categories 
(neutral, happiness, disgust, surprise, sadness, angry). As for the recognition 
process, we applied a multi-layer-perceptron to classify the face expressions.  
A total of 1,912 facial expression data sets were collected from 16 subjects. We 
performed holdout test using 80% of training data and 20% of test data. The 
recognition rate without “sadness” feature was around 90%, and the rate using 
every categories was around 80%. The positive results obtained shows this system 
as a proper one to measure user preferences in a visual test. 

Keywords Face recognition · Kinect · Neural net · Categorical classification 

1 Introduction* 

In our life, facial expression is an important role in communication. Therefore, 
observing listener’s facial expression by computer may have a potential to solve the 
problems, and we might be able to obtain accurate user feedbacks automatically. 

Face detection has been studied by many researchers, and latest powerful 
approaches are based on 3D images. However, face detection in video frames has 
not been extensively studied. Vinnetha et al. [5] described facial expression 
recognition using Kinect 3D features. A. Youssef et al. [6], described their attempt 
to recognize facial expressions using a 3D Kinect sensor. They constructed a 
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training data set containing time dimension. For individuals who did not 
participate in training the classifiers, the best accuracy levels were 38.8% (SVM) 
and 34.0% (k-NN). However, in case of closed test, the best accuracy levels that 
they obtained raised to 78.6% (SVM) and 81.8% (k-NN). 

Puica et al. [4] showed emotion recognition from facial expressions using 
Kinect sensor with the Face Tracking SDK. The accuracy of emotion recognition 
with data outside the training set was off 80%. 

However, the results of the systems described showed that the expression of 
sadness and disgust were more difficult than the others to recognize [5,6]. In order 
to solve this limitation, a facial expression detection is here performed by applying 
a trained neural net. The Kinect has been the tool to recognize the faces in video 
frames, using a multilayer perceptron to classify the different expressions detected 
in the users’ faces. The positive results obtained showed the accuracy of this 
system to detect sad or disgust expressions.  

Likewise, to evaluate some systems based on art, like music or visual art, an 
empirical test is usually performed. This test consists of a list of questions about 
several audio files or digital images where they give a punctuation of the quality 
of the art shown. However, in such situations the results obtained can differ from 
what listeners really feel when the sounds are played. Also, detailed subjective 
evaluation requires a lot of effort and time. Thus, a facial recognition application 
could be helpful to validate this kind of results more efficiently. 

Therefore, the contribution of this work is twofold. On the one hand, detect 
several sentiments expressed by the users is aimed using a neural net. On the other 
hand, an application is proposed to carry out some test for other subjects, such as 
musical listenings or work of art evaluations. 

This article is structured as follows. Section 2 contains the overall description 
of the system. Section 3 describes the experiments performed for the facial 
recognition. Section 4 explains the preliminary results obtained and Section 5 
presents the conclusions and future work.  

2 System Description 

An automatic face expression recognition system falls into the following steps: 
face detection and location in a practical scene, facial feature analysis, and facial 
expression pattern matching. The application requires the user to be seated in front 
of the Kinect Sensor. Then, the device detects the human body and estimates the 
position of his head, drawing a face on this position. Once the face is isolated, 17 
features are extracted to be the input of the multilayer perceptron. This classifier 
properly trained gives the facial expression of the user. This overall process is 
shown in Fig. 1. 
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sad faces, we develop one first system without sadness recognition, and then we 
added this feature in a more complex design. The number of hidden layers are also 
changed in order to study the classification accuracy. This system is able to 
recognize six different categories of facial expressions, namely, neutral, happy, 
disgust, surprise, sad and angry, equivalent to closed-eyes. 

 
Fig. 4 Basic architecture of multilayer-perceptron based classifier 

Figure 5 shows the flow chart of the MLP design. The training data are 
obtained from the kinect information collected. In this study, 80% of the data were 
used for the training, and 20% of the data were used for recognition validation. 
The MLP is trained with the corresponding data. The evaluation of the trained 
network is achieved by using the validation data. This data contains the AU values 
used as input for the MLP. Then, the results are compared with the expected ones 
and a measure of accuracy is obtained. This facial recognition accuracy depends 
on the number of hidden layers. Thus, we designed several iterations to change 
dynamically the number of hidden layers and select the best option according to 
the accuracy measure.  

 
Fig. 5 Flow chart of facial expression recognition system.  
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3 Experimental System Overview 

To train our network and evaluate our design, a preliminary experiment is 
performed.  16 subjects were participated in this study. They were asked to place 
their face 1.5 meter from the KinectV2 sensor. We captured for each individual 
120 images, 20 for each facial expression (happy, sad, disgust, angry, neutral and 
surprise), taken in twenty seconds. Thus, a total of 1,920 images are used to train 
and validate the system, with a set of 17 AU values for each image. We measure 
the accuracy by using the number of recognized faces against the number of 
analysed faces, according to the number of hidden layers and the number of 
training iterations of the neural network.  

The number of nodes N on each layer has been stablished following the next 
equation: 

N = a + c
2

 

Where a means the number of attributes measure (in this case, 17) and c are the 
number of classes to classify (in the present study, 5 or 6 classes). We obtain then 
a total of 11 nodes for each hidden layer. 

In order to separate the dataset in training and validation data, the images were 
randomized and 1536 (80%) were selected to train the system, while 384 (20%) 
were used to validate it. 

To measure the accuracy, the following equation is applied [2]:  

Acc = TP + TN
TP +TN + FP + FN

 

Where TP means True Positive values, TN True Negative rates, FP False 
Positive values and FN False Negative Values according to [2].  

4 Results and Discussion 

The results are plotted in Fig. 6 and 7. Horizontal axes represent the number of 
hidden layers applied in each execution. Vertical axes represent the recognition 
rate (accuracy) in percentages. Color lines represent the number of iterations used. 
Blue line indicates 500 iterations for each number of hidden layers. Likewise, 
orange lines corresponds to 1000 iterations, whereas grey lines mean 1500 
iterations are applied to the system.  
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Fig. 6 Recognition results in the case of 5 facial expression categories. Vertical axis 
represents the recognition rate in percentages. The horizontal axis represents the number of 
hidden layers. The color lines corresponds to different number of iterations for each number 
of hidden layers. 

 
Fig. 7 Recognition results in the case of 6 facial expression categories. Vertical axis 
represents the recognition rate in percentages. The horizontal axis represents the number of 
hidden layers. The color lines corresponds to different number of iterations for each number 
of hidden layers. 

During the system test operation, we noticed that the sadness facial expression 
seems confusable compare with other categories. Therefore, we decided to test both 
cases, i.e. 5 categories and 6 categories. Figure 6 shows the recognition results in the 
case of 5 facial expression categories, excluding “Sadness”. Figure 7 shows the ones 
in the case of 6 facial expression categories. The results showed that the classification 
accuracy is higher when the sad faces are excluded, although both cases have good 
recognition rates (above the 85% or recognition). As we can see, the classifier gives 
nice results when the number of hidden layers is above eleven. In the case of six faces 
classification, 11 layers is the best result obtained. In the first case, the best one 
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achieved has 14 hidden layers. Thus, we can state that the classifier using between 11 
and 13 layers seems good performance in any case.  

It is to note that the results show quite similar results independently of the 
number of training iterations. We only obtain some small deviations (more than 
5% in the recognition rate) in the case of fourteen hidden layers with six 
categories and in the case of eight hidden layers with five categories. Thus, we can 
conclude that the number of training iterations is not sensitive in terms of the 
recognition accuracy. 

Although our preliminary face expression classification experiment is a sort of 
initial step, we were able to confirm that the proposed system setting has a 
potential to get user feedbacks from the facial expressions. The use of facial 
recognition in videoframes can be very useful to capture immediate reactions 
along the time for specific events, such as visualization of a work of art, listening 
of musical pieces. For the users, this kind of recognition can be easier, as they can 
make natural movements, and not staying very quiet in front of a camera, which 
can also bias our final results.  

KinectV2 sensor with HD face API seems very powerful tool to make such 
facial expression recognition system in a short development period. In this study, 
we did not use the facial motion, however, facial motion information seems very 
important to be able to detect the detailed expression information.  

5 Conclusions 

This paper described our preliminary study of facial expression recognition in 
order to extract user response information. Kinect V2 HD face API is applied to 
solve our problem, and animation units (AU) were used to detect facial 
expressions of the user to extract 6 categories (neutral, happiness, disgust, 
surprise, sadness, angry). To recognize the different faces, a machine learning 
using neural network MLP is designed and trained. 

A total of 1,920 facial expression data sets were collected from 16 subjects. We 
performed a test using 80% of training data and 20% of validation data extracted 
from this images taking to the 16 individuals. 

The recognition rate without “sadness” feature was around 90%, and the rate 
using every categories was around 80%. This lead us to conclude as a good system 
to recognize different facial expressions accurately.  

As our next step, we plan to collect the facial expression data from the real 
audiences to be able to investigate the effective facial expression recognition 
process. Also, facial motion information needs to be tested to make the system 
more reliable.  
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Improved Metrics Handling in SonarQube
for Software Quality Monitoring

Javier García-Munoz, Marisol García-Valls and Julio Escribano-Barreno

Abstract SonarQube platform is an open source initiative with the goal of assessing
the quality of the software projects. Currently, contributors have focused on providing
source code analysis functions essentially for Java-based projects. However, in cer-
tain domains Java is not the predominant language such as critical software projects
in transport, avionics, ormedical systems. This paper presents how to provide plugins
to enhance the current capabilities of the platform in order to include coding rules
analysis results from external tools; the platform is then enriched with the results of
external tools.

Keywords Software quality · Source code analysis · Coding rules analysis

1 Introduction

Software projects need information about almost every aspect of the development
phase, like achievement of objectives, monitoring and control of activities, project
costs and technical quality [2]. Metrics are essential in all engineering disciplines
and, in particular, for software development (see [6]), providing a fundamental in-
sight into the development process to assess maintainability, reliability, and even
development progress. Metrics provide reproducible indicators useful to estimate
the quality, performance, management, and cost within a project. They bring in ben-
efits like the possibility of analysing the data to understand, improve, and predict
future behaviours for undertaking corrective actions on time. They have increased
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their relevance due to their applied use and the contrasted benefits to define base-
line quality indicators for serveral purposes [18]. For example, the SEI Capability
Mature Model Integration (CMMI) [5] for development, relies on the usage of met-
rics (see [10]), and is used for evaluating the maturity of the development process
of the organizations. Software quality models are also being exported to different
domains such as multimedia [13]; cloud computing and virtualization technologies
[11]; distributed systems based on middleware [12, 14, 16]; and on-line verification
[3, 15].

The present paper describes how to enrich the metrics management and presen-
tation in the SonarQube [26] framework, providing additional functionality to the
platform in order to integrate its own analysis results with the ones from external
coding-rules analysis tools in a single presentation space.

The paper is structured as follows. Section 2 describes the related work on norms
and practices for technical quality and metrics. Section 3 describes the baseline
framework offered by SonarQube Section 4 describes the addition of rules. Section
5 validates the design providing a snapshop of a real-world project. Section 6 draws
some conclusions and future work.

2 Related Work

The metrics and quality information with respect to a software project of complexity
may easily require different analysis techniques that generate results and data from
different sources, possibly also collecting data in differentways [8]. For some specific
projects more than the source is analysed, such as dependencies among packages
such as [21]. Information about the software is, in the end collected in different
ways by means of different tools. Some examples are Understand ([25]) that is
a comercial tool for static code analysis, supporting multi-language; LDRA ([19])
another comercial tool for static code analysis, alsowithmulti-language support; PC-
Lint ([22] a comercial solution for static code analysis for theC/C++ languages; Splint
([27]) that enables static code analysis for C programs, with GNU licence; PMD
([23]) is a static code analyser for Java, JavaScript, XML and XSL; and SonarQube
([26][4]) that is an open source qualitymanagement platform, developed under LGPL
v3 license.

As not a single tool is capable of providing all required data, it is typically required
to set up a tool chain for code analysis setting also the procedures and principles for
information collection and interpretation in the form of a collaborative environment.
As a result, the SonarQube platform has appeared as a platform to support advanced
analysis; however, SonarQube appears in a similar way to a blank sheet of paper [9],
so that the required techniques and methods to implement the needed functionality
have to be designed and integrated in it.
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3 Enhancing Quality Frameworks

A software quality framework tool provides different views over multiple aspects
and characteristics of the source code that yield and overall quality essence. Basi-
cally, a quality framework supports analysis of the source code files. A powerful
framework should also be able to analyse the results from external tools, providing
a suitable enhancement mechanism for this. The result is that by integration of the
own analysis algorithms and those of external tools comprehensive views over the
project is provided to engineers.

Web interfacing is an essential element of today’s frameworks as it enables remote
work and distributed cooperation, preserving the coherence over the displayed data.
The data is mostly centralised in a data base with which the software quality frame-
work connects for storing/retreiving information for the remote users/engineers.

An example of the results output by a software quality framework are shown in
figure 1. It shows general information about the project, together with some metrics,
coverage test information and an estimation of the time to correct the current situation.

Fig. 1 Example of analysis results as displayed by SonarQube

The underlying logic of SonarQube is based on a source code analyzer compo-
nent that performs basic analysis activities (such as counting lines of code) and an
application server that graphically displays the data that results from the analysis in
a browser front-end. The following elements are key to the internal function of the
SonarQube framework:

– Widgets are the components that configure the graphical display of data resulting
from the source code analysis, i.e., it enables the customization of the analysis
results presentation to the user. A widget supports the specification of the visual
format and display locations of the presented data. Some examples of widgets are
shown in Figure 1. Eachwidget yields one of the square boxes that are shown. Each
box contains a number of data items whose display location and characteristics is
indicated in the widget code. For each new analysed project, SonarQube creates a
project dashboard for selecting, adding, or removing the available widgets.
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– Sensors are components that access the specific source code to be checked and that
support the implementation of analysis functions over the source code to extract
the metrics.

– Decorators are the components that support the programming of additional pro-
cessing over the initialmetrics provided by sensors in order to derivemore complex
metrics.

The framework requires to integrate a key component that controls the sequence
of steps to be performed in order to launch the source code analysis. SonarQube
provides the component Sonar Runner, but other tools can be employed for this
matter. In order to execute a SonarQube analysis, it is then needed to initially launch
Sonar Runner that determines the sequence of invocations of the functions provided
by the Sensors and Decorators. Once the process is completed, the runner stores in
a database all the collected data.

4 Enhanced Coding Rules Analysis

This section presents the design and implementation of the enhancements to inte-
grate into SonarQube additional analysis of coding rules. These are integrated with
SonarQube’s own analysis algorithms. A specific rule analyser plugin is designed
that adds new coding rules and then analyses the documents generated by other tools
to present the source code parts where there is some rule violation.

Fig. 2 Class diagram rule plugin
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The architecture of the analyzer is shown in figure 2 that contains the following
clases: (1) ExternalToolRulesPlugin, (2) CRuleRepository, (3) CLanguage.

ExternalToolRulesPlugin exports the location of the results generated by some
other external tool that analyses coding rules.

CRulerepository represents the repository of rules that will be added to Sonar-
Qube. It defines the programming language in a single method (define) and it has
a single constructor for SonarQube to invoke it upon initialization. Following an
example of this class is shown.

package com. sonar ;
import org . sonar . api . server . rule .RulesDefinition ;
import org . sonar . api . server . rule .RulesDefinitionXmlLoader ;
public final class CRuleRepository implements RulesDefinition{
public static final String REPOSITORY_KEY = "CRules" ;
private final RulesDefinitionXmlLoader rulesDefinitionXmlLoader ;
public UnderstandCRuleRepository(RulesDefinitionXmlLoader

rulesDefinitionXmlLoader) {
this . rulesDefinitionXmlLoader = rulesDefinitionXmlLoader ;

}
@Override
public void define(RulesDefinition .Context context ) {
RulesDefinition .NewRepository repo = context .

createRepository(REPOSITORY_KEY, CLanguage.KEY) .
setName("Example") ;

rulesDefinitionXmlLoader . load(repo , getClass () .
getResourceAsStream(" /org / sonar / plugins / rules−
externatool / rules−c .xml") , "UTF−8") ;

repo .done() ;
}

}

CLanguage class defines the programming language that will be interpreted by
SonarQube.

ExternalToolSensor is the Sensor class related to the coding rules analyser plugin.
It is in charge of starting the analysis of the external tool results file and it marks the
rule violations, indicating also the type and location of the violation.

Lastly, the coding rules of the specific selected programming language must be
indicated inside the plugin. Each rule must have a unique identifier (key), a priority
(info, minor, major, critical, or blocker) based on the importance of the rule. Rules
are expressed in an XML file. An example is shown below.

<?xml version="1.0" encoding="utf−8" standalone="no"?>
<rules>
<rule key="no comments" priority="MINOR">
<name>Comments are not permitted</name>
<configkey>NO_COMMENTS</configkey>
<description>
<p>This line is a comment and comments are not permitted</p>
</ description>
</ rule>
<rule key="example" priority="INFO">



468 J. García-Munoz et al.

<name>Example Rule</name>
<configkey>EXAMPLE</configkey>
<description>
<p>This is an example</p>

</ description>
</ rule>
</ rules>

5 Validation

For the validation of the use of the plugin, a real project being developed under [24]
and [1] was analysed.

Understand has been selected as the external tool to validate the analyser module
that integrates different sources of analysis results. Understand is a well-known static
analysis tool that offers rich information to the verification engineers with respect to
the characteristics of the source code of a given project that are not given by Sonar-
Qube. This difference is particularly evident for specific programming languages
such as C, as Understand provides analysis for C language whereas there are hardly
open analysis functions for SonarQube in C and C++ language. Some of the rich set
of metrics provided by Understand for a C project are: max/min/average complexity
of a function, number of nested loops, or average number of function parameters,
among others.

The first step to integrate Understand analysis into the SonarQube framework was
to develop an extension of the Understand metrics to provide the required files for
Sonar. The output file of Understand has a structure similar to the following one
(although with more information):

Results Entity Line Column Check
Number of Results: N
Project Violation
Max complexity: (Value)
Average complexity: (Value)
Min complexity: (Value)
Max nesting: (Value)
Max number of lines: (Value)
Average nesting: (Value)
Min nesting: (Value)
Min number of lines: (Value)
Max number of parameters: (Value)
Average lines: (Value)
Average parameters: (Value)
Min number of parameters: (Value)

In that structure, it is possible to see all the metrics that the integrated analyser
module is able to detect, although it is not necessary to include every one, but only
the necessary ones. The text marked as Free text to include comments will not be
analysed by the integrated analyser module. The order in which the metrics appear is
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not important, but the name and parenthesis with the metric value is. In this specific
project validation example, it is suggested that, for example, although the average
complexity of the source code is not too high, there is at least one function whose
complexity is to high and needs to be reviewed. The rest results can be used to evaluate
if the project source code characteristics comply to the coding norms and specific
project standards. Following, an example of the presentation of a real source code
coding rules is shown in figure 3. The number of rule violations in the source codes
very high according to this specific project, with 4.2% being either blocker or critical,
that indicates that they should be fixed; the estimated technical debt associated to
solving these issues is 997 days.

Fig. 3 Display of results of source code rules analysis

6 Conclusion

The paper has presented the design and implementation of additional functionality
to SonarQube framework regarding the analysis of coding rule violations in C source
code. It has been implemented in practice to cover the need to collect the newmetrics
introduced by a powerful static source code analysis tool as Understand. Its execution
inside the SonarQube framework results in the integration and connection of both
tools that imporves the capabilities of both of them, yielding a single colloborative
remote working space that supports the interaction of verification teams working
over specific projects.

The inclusion of the metrics information in the SonarQube platform helps in the
managing of the technical quality information of a project, leads to a more efficient
project management and clarity of the information. The indication of the technical
debt is a key indicator to project leaders of the estimated needed effort, which allows
to organize human effort to improve software quality and fix all identified issues. It
has been validated in a real project that requires compliance with norms related to
the development of critical software (like DO-178C [24] and software quality, like
AQAP-2210 [1].
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Introducing Dynamic Argumentation  
to UbiGDSS 

João Carneiro, Diogo Martinho, Goreti Marreiros and Paulo Novais 

Abstract Supporting and representing the group decision-making process is a 
complex task that requires very specific characteristics. The current existing ar-
gumentation models cannot make good use of all the advantages inherent to group 
decision-making. There is no monitoring of the process or the possibility to pro-
vide dynamism to it. These issues can compromise the success of Group Decision 
Support Systems if those systems are not able to provide freedom and all neces-
sary mechanisms to the decision-maker. We investigate the use of argumentation 
in a completely new perspective that will allow for a mutual understanding be-
tween agents and decision-makers. Besides this, our proposal allows to define an 
agent not only according to the preferences of the decision-maker but also accord-
ing to his interests towards the decision-making process. We show that our defini-
tion respects the requirements that are essential for groups to interact without limi-
tations and that can take advantage of those interactions to create valuable 
knowledge to support more and better. 

Keywords Argumentation · Automatic negotiation · Multi-agent systems 

1 Introduction* 

The UbiGDSS support the decision-making process by using the main characteris-
tics of ubiquity (“anytime and “anywhere”) [1, 2]. In order to support the decision-
making process in an ubiquitous context it makes sense that UbiGDSS should: 
allow automatic negotiation, represent interests of decision-makers, allow the 
                                                           
J. Carneiro() · D. Martinho · G. Marreiros 

GECAD, Institute of Engineering – Polytechnic of Porto, Porto, Portugal 
e-mail: {jomrc,1090557,mgt}@isep.ipp.pt 
 
J. Carneiro · P. Novais 
ALGORITMI Centre, University of Minho, Braga, Portugal 
e-mail: pjon@di.uminho.pt 



472 J. Carneiro et al. 

 

existence of a process, generate ideas, discuss points of view, etc [3, 4]. However, 
something is wrong with GDSS that we know today. Everyone has acknowledged 
the benefit of this type of systems; however, we do not actually see these systems 
being used in reality and it is not because the concept is still fresh. In fact, it is 
impossible to identify the reasons that lead to their absence and why they are not 
accepted in the industry sector nowadays. On the other hand, what we know is that 
most of artificial intelligence techniques proposed in the literature that could be 
used in UbiGDSS go against what are considered to be the benefits of group deci-
sion-making [5-7]. 

In this work, we propose a refreshing look into the concept of what and how 
should the artificial intelligence mechanism that composes an UbiGDSS be. For 
that, we introduce a dynamic argumentation framework, which provides the sys-
tem with the features that are necessary for decision-makers to enjoy the benefits 
of group decision-making. Our proposal intends to follow decision-makers 
throughout the entire process. Our approach allows a group of decision-makers, 
where each agent represents a decision-maker, to seek a possible solution to a 
problem (choosing between several alternatives) while taking into account all the 
preferences of the decision-makers. Besides this, and considering that the deci-
sion-makers can understand the conversation performed between agents, those 
agents will also be able understand the new arguments that are created and ex-
changed between decision-makers. These new arguments can be processed and 
used by agents not only to advice decision-makers, but also to find solutions 
throughout the decision-making process. 

The rest of the paper is organized as follows: in the Section 2 our approach is 
presented and the definition of the argumentation model is described. In Section 3, 
we present some conclusions and the work to be done hereafter. 

2 The Argumentation Model 

In this paper, we consider the following structure of a decision problem: there are 
a set of possible alternatives ܣ, a set of criteria ܥ, and a set of agents ݃ܣ, such 
that an alternative ܽ ∈  The decision .ܥ has a value for all the defined criteria ܣ
problem has a defined communication language ℒ௖  which allow agents ݃ܣ to 
communicate. In order to operate with the defined ℒ௖, there is a set of algorithms ℒ௔, which specify for each locution ߮ ∈ ℒ௖ its effect. The relations between al-
ternatives, criteria, agents, communication language and algorithms jointly form a 
decision system, represented as follows: 

Definition 1: A decision system (ܥ, ,ܣ ,݃ܣ ℒ௖, ℒ௔), consists of: 

─ a set of criteria ܥ = {ܿଵ, ܿଶ, … , ܿ௡}, ݊ > 0; 
─ a set of alternatives ܣ = {ܽଵ, ܽଶ, … , ܽ௠}, ݉ > 0; 
─ a set of agents ݃ܣ = {ܽ݃ଵ, ܽ݃ଶ, … , ܽ݃௞}, ݇ > 0; 
─ a communication language ℒ௖, consisting of a set of all locutions; 
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─ a set of algorithms working as regulation ℒ௔ for ℒ௖, specifying for each locu-
tion ߮ ∈ ℒ௖ its effects. 

Rule 1: Each alternative is related with each criterion. There cannot be an existing 
alternative with values for criteria that is not considered in the problem. 

Definition 2: A criterion ܿ௜ = ൛݅݀௖೔, ,௖೔ݒ ݉௖೔ൟ consists of: 

─ ∀ ܿ௜ ∈ ,ܥ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀௖೔  is the identification of a particular criterion; 
௖೔ݒ ─  is the value of a particular criterion (Numeric, Boolean or Classificatory); 
─ ݉௖೔  is the greatness associated with the criterion (Maximization, Minimization, 

Positivity, Negativity and Without Value). 

Definition 3: An alternative ܽ௜ = {݅݀௔೔, ቂܿଵೌ೔ , ܿଶೌభ , … , ܿ௡ೌ೔ቃ} consists of: 

─ ∀ ܽ௜ ∈ ,ܣ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀௔೔  is the identification of a particular alternative; 
─ ሾܿଵೌ೔ , ܿଶೌ೔ , … , ܿ௡ೌ೔ሿ is the instantiation of each criterion. 

The way each criterion is defined, allows an agent to know (in the previous ex-
ample) that ܿଵೌభ > ܿଵೌమ ∧ ܿଵೌభ > ܿଵೌయ ∧ ܿଵೌమ > ܿଵೌయ , and ܿଶೌభ ≠ ܿଶೌమ ∧ ܿଶೌభ ≠ܿଶೌయ ∧ ܿଶೌమ = ܿଶೌయ  and ܿଷೌమ > ܿଷೌభ ∧ ܿଷೌమ > ܿଷೌయ ∧ ܿଷೌభ = ܿଷೌయ . 

An agent has a special structure that allows him to act according to the interests 
of the decision-maker he represents. Besides the agent’s identification code, the 
decision-maker can also define the agent’s style of behaviour for a certain time 
interval. The decision-maker may change that style of behaviour whenever he 
thinks to be appropriate. The proposed styles of behaviour (previously defined in 
[8]) allow the agent to act according to 4 dimensions: activity, resistance to 
change, concern for other and concern for self. Agents also include a protocol 
where it is defined a set of locutions available to ܽ݃௜ in a time instant of ݐ. An 
agent also holds the information about the evaluation done by the decision-maker 
about the preference for each alternative and the importance given to each consid-
ered criterion. 

Definition 4: An agent ܽ݃௜ = {݅݀௔௚೔ , ௔௚೔݀݅ݑ , ௔௚೔ߚ , ௔௚೔ݎܲ , ,௔௚೔ܥ ,௔௚೔ܣ ௔ܱ௚೔ ,  {௔௚೔ܭ
consists of: 

─ ∀ ܽ݃௜ ∈ ,݃ܣ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀௔௚೔  is the identification of a particular agent; 
௔௚೔݀݅ݑ ─  is the identification of the decision-maker represented by the agent ܽ݃௜; 
௔௚೔ߚ ─  is the agent’s behaviour (Dominating, Compromising, Obliging, Integrat-

ing, Avoiding and No Style); 
௔௚೔ݎܲ ─  is the agent’s protocol for ℒ௖, specifying the ‘legal’ moves at each in-

stant. A protocol on ℒ௖ is a set of locution available to ܽ݃௜, where ܲݎ௔௚೔ ⊆ ℒ௖; 
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௔௚೔ܥ ─  is the agent’s evaluation of each criterion, ܥ௔௚೔ = ൛ܧ௖భ, ,௖మܧ … , ௖೔ݒܧ ,௖೙ൟܧ ∈ {ሾ0,1ሿ, ⊥}; 
௔௚೔ܣ ─  is the agent’s evaluation of each alternative, ܣ௔௚೔ = ൛ܧ௔భ, ,௔మܧ … , ௔೔ݒܧ ,௔೙ൟܧ ∈ {ሾ0,1ሿ, ⊥}; 
─ ௔ܱ௚೔  is the set of agent’s objectives, ௔ܱ௚೔ ⊆ ܣ ∪ ܥ ݊݋݅ݐ݈ܽ݁ݎ ݁ܿ݊݁ݎ݂݁݁ݎ݌ , ௔ܱ௚೔ ݐ݁ݏ ℎ݁ݐ ݊݋≤ ; 
௔௚೔ܭ ─  is the agent’s knowledge, where he can access the list of all sent and re-

ceived messages, as well as the preferences of other agents, according to the 
knowledge he possess in a certain time instant of t. 

Definition 5: A behaviour ߚ௜ = {ܴܿఉ೔, ,ఉ೔݈ܣ ,ఉ೔ݏܥ  ఉ೔} consists of (according to݋ܥ
[8]): 

─ ܴ ఉܿ೔  is the agent’s resistance to change dimension value; 
ఉ೔݈ܣ ─  is agent’s activity level dimension value; 
ఉ೔ݏܥ ─  is the agent’s concern for self dimension value; 
ఉ೔݋ܥ ─  is the agent’s concern for others dimension value. 

Definition 6: A locution ߮௜ = ൛݅݀ఝ೔, ,ఝ೔݌ܶ ,ఝ೔ݔܶ ,ఝ೔ݐܥ ,ఝ೔ݎܸ ,ఝ೔ݎܦ ,ఝ೔݉ܦ  ఝ೔ൟݒܣ
consists of: 

─ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀ఝ೔  is the locution’s id (unique); 
ఝ೔݌ܶ ─  is the locution’s type (Question, Statement and Request); 
ఝ೔ݔܶ ─  is the text associated to the locution; 
 ;ఝ೔ is the locution’s context (Alternative, Criterion or Without Context)ݐܥ ─
ఝ೔ݎܸ ─  is the set of variables associated to the locution (Alternative or Criterion); 
ఝ೔ݎܦ ─  is the direction associated to the locution (infavor, against, null); 
ఝ೔݉ܦ ─  is the locution’s domain (General or Specific); 
ఝ೔ݒܣ ─  is the locution’s state (Available or Not Available). 

Rule 2: Whenever a locution is added to ܲݎ௔௚೔  in the time instant ݐ its state will 
be ݒܣఝ೔ ௧, ݒܣ =  .݈ܾ݈݁ܽ݅ܽݒܣ

Rule 3: Whenever a locution is used at a time instant ݐ its state will change to ݒܣఝ೔ ௧, ݒܣ =  .݈ܾ݈݁ܽ݅ܽݒܣ ݐ݋ܰ

Rule 4: Whenever a locution ݉ܦఝ೔, ݉ܦ = ݂ܿ݅݅ܿ݁݌ܵ  is added to ܲݎ௔௚ೖ  at the 
time instant ݐ, then ∀݉ܦఝೕ ∈ ℒ஽௠ ⊂ ,௔௚ೖݎܲ ݉ܦ = ఝೕݒܣ and its state will be ݈ܽݎ݁݊݁ܩ ௧, ݒܣ =  .݈ܾ݈݁ܽ݅ܽݒܣ

Rule 5: For any locution ߮௝ ∈ ℒ௦௣೎೔ ∧ ܿ௜ ⊂ ௜ܿ ݁ݎℎ݁ݓ ఝೕ there cannot be another locution ߮௞ݎܸ ⊂ ఝೖݎܸ ∧ ߮௞ ∉ ℒ௦௣೎೔ . 
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Rule 6: For any locution ߮௝ ∈ ℒ௦௣ೌ೔ ∧ ܽ௜ ⊂ ௜ܽ ݁ݎℎ݁ݓ ఝೕ there cannot be another locution ߮௞ݎܸ ⊂ ఝೖݎܸ ∧ ߮௞ ∉ ℒ௦௣ೌ೔ . 
Definition 7: A message ߰௜ = ቄ݅݀ట೔, ߮ట೔, ,ట೔ݎݐ ,ట೔ߙ ݁݊௦ഗ೔ , ௥ഗ೔݊ܧ ቅ consists of: 

─ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀ట೔  is the conversation code; 
ట೔ݎݐ ─  is the target associated with the message (can be null or be another mes-

sage); 
─ ߮ట೔  is the locution sent in the message; 
ట೔ߙ ─  is the justification associated to the locution (can be an argument or can be 

null); 
─ ݁݊௦ഗ೔  is the agent/user who sent the message; 
௥ഗ೔݊ܧ ─  is the set of agents/users who will receive the message (can be 1 or *). 

Rule 7: For any message ߰ created by a decision-maker ݎܦఝഗ, ݎܦ ≠  This .݈݈ݑ݊
means that the message’s locution can only be either infavor or against ܸݎఝഗ. 

Definition 8: An argument ߙ௜ = ൛݅݀ఈ೔, ,ఈ೔ݔܶ  :ఈ೔ൟ consists ofݎܸ

─ ݅ ∈ {1, 2, … , ݊}; 
─ ݅݀ఈ೔  is the identification of a particular argument; 
ఈ೔ݔܶ ─  is the text associated to a particular argument; 
ఈ೔ݎܸ ─  is the set of variables associated to a particular argument (can contain 

alternatives and criteria). 

Up until now we have presented the definition for the proposed argumentation 
model only considering the agents’ point of view. From this point forward all the 
definitions presented will be directed towards to the interactions between decision-
makers. However these definitions are an extent of what has been proposed so far 
which will allow both agents and humans to use the same model definition.  

Decision-makers, compared to agents, can also create messages, and those mes-
sages will hold the new knowledge as well as a new set of dynamic arguments. 
Our approach allows decision-makers to create messages that include arguments 
that are infavor or against. Each created message may lead to ݊ − 1 messages, 
where ݊  is the number of decision-makers involved in the process. Decision-
makers can argue against a message through the use of an attack or support and 
argue in favour of a message through the use of reinforcement. The way the model 
is defined allows the message content to be of any sort of format like text or voice, 
since that information is irrelevant to the agent. A decision-maker may evaluate 
messages sent by other decision-makers, and this will allow agents to understand 
human interactions and the impact of every conversation. 
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Example 1 (message pro): ݎܦఝഗ, ݎܦ =  That means something positive .ݎ݋ݒ݂ܽ݊݅
related to ܸݎఝഗ. Such message is said pro the ܸݎఝഗ. For our previous example a 
message ߰ pro could have ܸݎఝഗ, ݎܸ = ܽଵ ∧ ,ఈഗݔܶ ݔܶ = ‘‘1st maintenance ser-
vice is free’’. 

Example 2 (message cons): ݎܦఝഗ, ݎܦ =  That means something negative .ݐݏ݅ܽ݃ܽ
related to ܸݎఝഗ. Such message is said cons the ܸݎఝഗ. For our previous example a 
message ߰  cons could have ܸݎఝഗ, ݎܸ = ܿଷ, ܿଷೌ = ݋݊ ∧ ,ఈഗݔܶ ݔܶ =  “The high 
temperatures in our area will damage the product in a car without air  
conditioning”. 

Definition 9: Let Ψ = {߰ଵ, ߰ଶ, … , ߰௡}, ݊ > 0 denote a finite set of ݊ messages 
that are exchanged during a human discussion. 

Let us now define two functions that relate the messages in favour or against an ܽ௜ ∈ ௝ܿ ,ܣ ∈ ௞ܣ ,ܥ ⊆ ௟ܥ or ܣ ⊆ ܺ Let us consider) ܥ ≍ ܽ௜ ∨ ௝ܿ ∨ ௞ܣ ∨  :(௟ܥ
:௜௡௙௔௩௢௥ܨ ─ ܺ → ∀߰ ∈ Ψ, ఝഗݎܦ = ݎ݋ݒ݂ܽ݊݅ , is a function that returns the mes-

sages in favour of ܺ. Such messages are said pro the ܺ; 
:௔௚௔௜௡௦௧ܨ ─ ܺ → ∀߰ ∈ Ψ, ఝഗݎܦ = ݐݏ݊݅ܽ݃ܽ , is a function that returns the mes-

sages against ܺ. Such messages are said cons the ܺ. 

Rule 8: A message is either in favour of the ܺ or against the ܺ. It cannot be both, 
so: ݔ ∈ ܺ, ∀߰ ∈ Ψݏ. .ݐ ¬(߰ ∈ (ݔ)௜௡௙௔௩௢௥ܨ ∧ ߰ ∈  .((ݔ)௔௚௔௜௡௦௧ܨ

Definition 10: A message evaluation ߦ = ൛݁݊క೔, ߰క೔,  :క೔ൟ consists ofݒ݁

─ ݅ ∈ {1, 2, … , ݊}; 
─ ݁݊క೔  is the user who performed the evaluation; 
─ ߰క೔  is the message being evaluated; 
క೔ݒ݁ ─  is the evaluation value [-1, 1]. 

Definition 11: Let Ξ = ,ଵߦ} ,ଶߦ … ,  ௡} denote a finite set of ݊ evaluations that areߦ
made during a human discussion. 

Let us now define two functions that return all the evaluations approving or disap-
proving a message ߰௜: 
:௔௣௣௥௢௩௔௟ܨ ─ ߰௜ → ߦ∀ ∈ Ξ, ߰క = ߰௜ ∧ క೔ݒ݁ > 0, is a function that returns the mes-

sages approving ߰௜; 
:ௗ௜௦௔௣௣௥௢௩௔௟ܨ ─ ߰௜ → ߦ∀ ∈ Ξ, ߰క = ߰௜ ∧ క೔ݒ݁ < 0 , is a function that returns the 

messages disapproving ߰௜ . 
Let us now define two functions that relate a message ߰ଵ to the messages rein-
forcing it and to the messages attacking it: 
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:௥௘௜௡௙௢௥௖௘௠௘௡௧ܨ ─ ߰ଵ → ∀߰ ∈ Ψ, టݎݐ = ߰ଵ ∩ ௔௣௣௥௢௩௔௟(߰ଵ)ܨ , is a function that 
returns the messages reinforcing ߰ଵ. Such messages are said pro the message ߰ଵ; 

:௔௧௧௔௖௞ܨ ─ ߰ଵ → ∀߰ ∈ Ψ, టݎݐ = ߰ଵ ∩  ௗ௜௦௔௣௣௥௢௩௔௟(߰ଵ), is a function that returnsܨ
the messages attacking ߰ଵ. Such messages are said cons the message ߰ଵ. 

Let us define a function which returns the messages sent by ݁݊ଵ: 

:௦௘௡௧௕௬ܨ ─ ݁݊ଵ → ∀߰ ∈ Ψ, ݁݊ట = ݁݊ଵ, is a function that returns the messages sent 
by ݁݊ଵ. 

Let us define a function that returns all the evaluation done by ݁݊ଵ: 

:௘௩௔௟௨௔௧௘ௗ௕௬ܨ ─ ݁݊ଵ → ߦ∀ ∈ Ξ, ݁݊క = ݁݊ଵ , is a function that returns the evalua-
tions done by ݁݊ଵ. 

Let us now define a function to identify the lasts messages sent during a human 
discussion: 

:௟௔௦௧ܨ ─ Ψ → ∀߰ ∈ Ψ, (߰)௥௘௜௡௙௢௥௖௘௠௘௡௧ܨ ∪ (߰)௔௧௧௔௖௞ܨ = ∅ , is a function that 
returns the messages that are not attacked or reinforced thus being the last mes-
sages exchanged in a human discussion. 

Let us now define a function that returns all the messages done until message ߰ଵ 
which can be more than one reinforcement or just only one attack: 

:௥௘௜௡௙௢௥௖௘௠௘௡௧௥௢௪ܨ ─ ߰ଵ → ∀߰ ∈Ψ, ቐܨ௥௘௜௡௙௢௥௖௘௠௘௡௧௥௢௪(߰), ߰ ∈ ,௥௘௜௡௙௢௥௖௘௠௘௡௧(߰ଵ)߰ଵܨ ߰ ∈ ,௔௧௧௔௖௞(߰ଵ)߰ଵܨ ߰ ∉ ௔௧௧௔௖௞(߰ଵ)ܨ ∨ ௥௘௜௡௙௢௥௖௘௠௘௡௧(߰ଵ)ܨ , is a function that returns all 

the reinforcement or the attack done until ߰ଵ. 

Let us now define a function that returns all the messages prior to each last mes-
sage in a human discussion that are either reinforcements (in the limit it could be 
all reinforcements until the initial message) or an attack: 

:௟௔௦௧ௗ௜௦௖௨௦௦௜௢௡௦ܨ ─ Ψ → ∀߰ ∈ ,௟௔௦௧ܨ (߰)௥௘௜௡௙௢௥௖௘௠௘௡௧௥௢௪ܨ , is a function that re-
turns all the messages prior to each last message that are either reinforcements 
or an attack. 

Let us define a function that returns all the last evaluations done by ݁݊ଵ: 

:௟௔௦௧௘௩௔௟௨௔௧௘ௗ௕௬ܨ ─ ݁݊ଵ → ߦ∀ ∈ ,௘௩௔௟௨௔௧௘ௗ௕௬(݁݊ଵ)ܨ ߰క ∈ -௟௔௦௧ௗ௜௦௖௨௦௦௜௢௡௦, is a funcܨ
tion that returns all the last evaluations done by ݁݊ଵ. 

In order to identify all the last evaluations done by ݁݊ଵ in a certain dialogue, the ݅݀ట can be used to filter those evaluations, and therefore the function which re-
turns all the last evaluations done by ݁݊ଵ in a dialogue with ݅݀టభ  would be: 
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:௟௔௦௧௘௩௔௟௨௔௧௜௢௡௦௜௡ܨ ─ ݅݀టభ → ߦ∀ ∈ ,௟௔௦௧௘௩௔௟௨௔௧௘ௗ௕௬(݁݊ଵ)ܨ ݅݀ట഍ = ݅݀టభ , is a func-
tion that returns all the last evaluations done by ݁݊ଵ for the human dialogue 
with the id ݅݀టభ . 

In [9] the researchers state that argumentation-based decision process can be 
decomposed into the following steps: (1) Constructing arguments in fa-
vour/against statements (beliefs or decisions), (2) Evaluating the strength of each 
argument, (3) Determining the different conflicts among arguments, (4) Evaluat-
ing the acceptability of arguments and (5) Comparing decisions on the basis of 
relevant “accepted” arguments. We consider that in our work, we deal with the 
first 3 points, with the advantage of integrating those points in a perspective that 
deals with both agents and humans using the same definition. Points 4 and 5 frame 
what we intend to do as future work and that is described in Section 4. 

3 Conclusions and Future Work 

In this work, we introduced the possibility to create dynamic arguments through a 
definition of an argumentation model. With our proposal it is possible (and moti-
vates) the interaction between decision-makers, allowing a decision-maker to  
create new arguments (in favour or against) and also reinforce or attack other ar-
guments created by other decision-makers. The way decision-makers can evaluate 
each argument will allow the agents to understand the impact of the interactions 
for the decision-maker they represent and not the content of the conversation 
(which could be text, sound, etc.). Besides this, since agents share the same prob-
lem definition, it allows decision-makers to understand all the interactions be-
tween those agents and the reason why they suggest a certain solution for the 
problem. 

As future work, we intend to design all the necessary algorithms so that our 
proposal can be implemented. One major goal is to work in an algorithm that al-
lows the agent to understand each message decision tree that is associated with 
each interaction between decision-makers. Besides this, the agent should also take 
his defined behaviour into account when doing any analysis in order to properly 
support and defend the perspective of the decision-maker he represents. Finally we 
intend to work on the branch of how and what type of information should be pre-
sented to the decision-maker, through what will call as intelligent reports. 
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Modelling and Performance Evaluation  
of Fractal Topology Streets Network 

Grzegorz Bocewicz, Andrzej Jardzioch and Zbigniew Banaszak 

Abstract The paper introduces the concept of a Fractal Topology Streets Network 
(FTSN) in which different transportation modes interact each other via distin-
guished subsets of common shared hubs as to provide a variety of mass custom-
ized passenger services. The network of repetitively acting local transportation 
modes encompassing FTSN’s fractal structure provides a framework for passen-
gers’ origin-destination trip routing and scheduling. The passenger travel sched-
ules can be estimated easily while taking into account cyclic behaviour of  
both: local transportation modes and the whole transportation network. In that 
context the paper’s objective concerns of assessment of a Fractal-like Network of 
periodically acting Local Transportation Modes (FNLTM) infrastructure from the 
perspective of possible mass-customized oriented requirements. 

Keywords Fractal network · Multimodal processes · Cyclic scheduling 

1 Introduction* 

Numerous road network patterns deployed in cities range from the tightly struc-
tured fractal network with perpendicular roads in a regular raster pattern to the 
hierarchical network with sprawling secondary and tertiary roads feeding into 
arterial roads in a branch like system [4, 6]. In that context, the concept of a frac-
tal-like multimodal transportation network in which arbitrarily chosen parts  
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supported by different transportation modes interact each other via distinguished 
subsets of common shared sites (e.g. bus stations) as to provide a variety of trans-
portation/handling services. Regular structure (e.g. fractal topology networks) are 
found in different application domains, such as multimodal passenger transport 
network combining several unimodal networks (bus, tram, metro, etc.) as well as 
service domains (including passenger/cargo transportation systems, e.g. ferry, 
automated guided vehicle (AGV), train networks) [1, 2]. An example of city dis-
tricts growth and its corresponding fractal representation provides a real-life ex-
ample of multimodal transportation network, see Fig.1 (in subsequent iterations 
the single edges and then two split edges are added alternately).  

Passenger flows following assumed travel destinations transit through different 
transportation modes. Multimodal processes [2, 3] executed in a FNLTM (Fractal-
like Network of Local Transportation Modes, see Fig. 2), providing connection 
from origin to destination, can be seen as passengers and/or goods flows trans-
ferred through different modes to reach their destination. Problems arising in this 
kind of network concern of routing and scheduling of multimodal processes of 
passengers flows which are in general case also NP-hard. However, the passenger 
travel schedules can be estimated easily while taking into account cyclic behav-
iour of both: local transportation modes and the whole transportation network, i.e. 
assuming that period of multimodal processes depends on a period of the relevant 
FNLTM.  

Many models and methods aimed at cyclic scheduling have been considered so 
far [5]. Among them, the mathematical programming approach [1, 11], max-plus 
algebra [7], constraint programming [2], Petri nets [10] frameworks belong to the 
more frequently used. Most of them are oriented at finding of a minimal cycle or 
maximal throughput while assuming deadlock-free processes flow. However, the 
approaches trying to estimate the cycle time from cyclic processes structure and 
the synchronization mechanism employed while taking into account deadlock 
phenomena are quite unique. 

A new modelling framework enabling to evaluate a cyclic steady state of the 
given FNLTM encompassing possible transportation services (see Fig. 1a)) in the 
FTSN (Fractal Topology Streets Network) is our main contribution. In that con-
text, the paper can be seen as a continuation of our former work [2, 3] regarding 
AGVs fleet scheduling in a regular, mesh-like layout of an FMS transportation 
routes.  

The rest of the paper is organized as follows: Section 2 introduces to a concept 
of fractal structure of multimodal transportation network modelled in terms of 
Systems of Cyclic Concurrent Executed Processes (SCCP). Section 3 provides the 
declarative problem formulation focused at FNLTMs prototyping. Cyclic schedul-
ing issues regarding cyclic steady state processes and conditions enabling match-
up structures coupling as well as computational experiments are presented in Sec-
tions 4 and 5, respectively. Some directions of further research are discussed in 
Section 6. 
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2 Fractal Structure Networks  

Note that Fig. 1b) shows results of the fourths, fifths, sixths and seventh iterations 
of FTSN’s growth. The FTSN can be modelled in terms of FNLTM, i.e. can be 
seen as a network of bus/trams lines providing periodic service along cyclic 
routes. In turn, the FNLTM can be modelled in terms of a System of Concurrently 
executed Cyclic Processes (SCCP) as shown in Fig. 2b) [2, 3]. Consequently, each 
edge of FNLTM is replaced by a cyclic process executed along four resources. 
Two resources (distinguished by dots) correspond to FNLTM vertices and model 
interchange stations (hubs) shared by other cyclically operating lines. The remain-
ing two, so called unshared, resources correspond to pavements travelled by con-
sidered transportation mode. 

Among following patterns "┤", "├", "┬", "┴", "" (see Fig. 2 b)) composing 
FTSN let us distinguish "" as an Elementary Pattern Structure (EPS). In terms of 
SCCP representation, it will be called Elementary Isomorphic pattern Structure 
(EIS)  (௜)ܵܥଵ composed of four local cyclic processes, viz. ଵܲ, ଶܲ, ଷܲ, ସܲ (distin-
guished in Fig. 2 c)) by  (௜) ଵܲ, (௜) ଶܲ, (௜) ଷܲ, and  (௜) ସܲ, respectively and where (݅) 
denotes the EIS’s index ). 

 

 

 
Fig. 1 Exemplary snapshots of city districts growth a) and corresponding to them fractal 
model representations b)  

Due to the assumed SCCP model, the processes encompassing transportation 
modes follow the routes composed of arcs and nodes corresponding to inter-
change stations distinguished by the set of resources ܴ = {ܴଵ, … , ܴ௖, … , ܴଵଵ}, 
where ܴ௖ – the ܿ-th resource (see  (௜)ܵܥଵ shown in Fig. 2c). Each ௜ܲ  contains the 
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set of streams ௜ܲ = ቄ ௜ܲଵ, … , ௜ܲ௞, … , ௜ܲ௟௦(௡)ቅ, where ௜ܲ௞  − the ݇-th stream of the ݅-
th local process  ௜ܲ . In case considered: ଵܲ = { ଵܲଵ} , ଶܲ = { ଶܲଵ} , ଷܲ = { ଷܲଵ} , ସܲ = { ସܲଵ}.  

Apart from local processes, we consider two multimodal processes (i.e. proc-
esses executed along the routes consisting parts of the routes of local processes): ݉ ଵܲ, ݉ ଶܲ. For example, the transportation route depicted by the red colour line 
corresponds to the multimodal process ݉ ଵܲ supported by different transportation 
modes (bus and, tram lines), i.e. following ଶܲଵ and ସܲଵ.  

Processes interact with each other through shared resources, e.g. hubs. A re-
source conflicts are resolved with the aid of a priority dispatching rules [2, 3], 
determining orders in which streams access shared resources. For instance, in the 
case of the shared resource ܴଵ  (see Fig. 2 c)), the priority dispatching rule ߪଵ଴ =  ( ଵܲଵ, ଶܲଵ, ଷܲଵ, ସܲଵ), determines the order in which streams of local processes 
can access ܴଵ. In general, the following notation is used: 

 
 ݌௜௞ = ௜,ଵ௞݌)  , . . . , ௜,௝௞݌ , … , ௜,௟௥(௜)௞݌ ) the route of the stream of the local process ࢑࢏ࡼ (the ݇-th stream of the ݅-th local process ௜ܲ), where ݋௜,௝௞  - the ࢐-th opera-

tion executed in the stream ݎ݈ ;࢑࢏ࡼ(݅) - the length of the cyclic process route, 
 ݔ௜,௝௞ (݈) ∈ ℕ - the moment of operation beginning ݋௜,௝௞  in the ݈-th cycle,  
 ݐ௜௞ = ௜,ଵ௞ݐ)  , ௜,ଶ௞ݐ , . . . , ௜,௝௞ݐ , … , ௜,௟௥(௜)௞ݐ ) specifies the operation times of local proc-

esses, where ݐ௜,௝௞  denotes the time of execution of operation ݋௜,௝௞ , 
 ݉݌௜௞ =  ൫݉݌௜,ଵ௞ , . . . , ௜,௝௞݌݉ , … , ௜,௟௠(௜)௞݌݉ ൯  specifies the route of the 

stream ࢑࢏ࡼ࢓ from the multimodal process ࢏ࡼ࢓  (the ݇-th stream of the ݅-th 
multimodal process ݉ ௜ܲ), e.g.: ݌ଵଵ = (ܴଵ, ܴଷ, ܴଵ଴, ܴଶ) - see  (௜)ܵܥଵ in Fig. 2c, 
where ݉݋௜,௝௞  - the ࢐-th operation executed in the stream ࢑࢏ࡼ࢓  

 ݉ݔ௜,௝௞ (݈) ∈ ℕ - the moment of operation beginning ݉݋௜,௝௞  in the ݈-th cycle,  
 ݉ݐ௜௞ = ௜,ଵ௞ݐ݉)  , ௜,ଶ௞ݐ݉ , . . . , ௜,௝௞ݐ݉ , … , ௜,௟ௗ௠(௜)௞ݐ݉ ) specifies the operation times of 

multimodal processes, ݉ݐ௜,௝௞  denotes the time of execution of operation ݉݋௜,௝௞ , 
 ߆ = ,଴߆} ௜߆ ,ଵ} is the set of priority dispatching rules߆ = ൛ߪଵ௜, . . . , ,௖௜ߪ … , ௠௜ߪ ൟ.  
Using the above notation, the SCCP’s structure can be defined as the tuple:  

ܥܵ  = ൫(ܴ, ,(ܮܵ  ൯,  (1)ܯܵ

where: ܴ = {ܴଵ, . . . , ܴ௖, … , ܴ௠} – the set of resources, ܵܮ = (ܲ, ܷ, ܶ,  ଴) – the߆
structure of local processes of SCCP, i.e.: ܲ – the set of local process, ܷ – the set 
of routes of local process, ܶ – the set of sequences of operation times in local 
processes, ߆଴ = ,ଵ଴ߪ} . . . , ,௖଴ߪ … , ௠଴ߪ }  – the set of priority dispatching rules for 
local processes. ܵܯ = ,ܲܯ) ,ܯ ݉ܶ,  ଵ) – the structure of multimodal processes߆
of SCCP, i.e.: ܲܯ – the set of multimodal process, ܯ – the set of routes of a 
multimodal process, ݉ܶ – the set of sequences of operation times in multimodal 
processes, ߆ଵ– the set of priority dispatching rules for multimodal processes. 
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Fig. 2 FTSN obtained from network shown in Fig. 1 a) and its FNLTM-interpreted part 
represented in terms of SCCP model b), exemplary EISs c) 

The behaviour of the structure ܵ(1) ܥ is characterized by the schedule (2): 

 ܺ′ = ൫(ܺ, ,(ߙ (݉ܺ,  ൯ (2)(ߙ݉

where: ܺ = ቄݔଵ,ଵଵ , … , ௜,௝௞ݔ , … , ௡,௟௥(௡)௟௦(௡)ݔ ቅ – the set of the moments of local proc-
esses operations beginning in ݈ = 0 of the cycle, ݔ௜,௝௞  – determines the value: ݔ௜,௝௞ (݈) = ௜,௝௞ݔ + ߙ ߙ , − the period of local processes executions, ݉ܺ =ቄ݉ݔଵ,ଵଵ , … , ௜,௝௞ݔ݉ , … , ௪,௟௠(௪)௟௦௠(௪)ݔ݉ ቅ – the set of moments of operations of multimodal 
processes beginning in ݈ = 0 of cycle, ݉ݔ௜,௝௞  – determines the value ݉ݔ௜,௝௞ (݈) ௜,௝௞ݔ݉= + ߙ݉ ⋅ ߙ݉ ,݈ − the period of multimodal processes executions.  

Consider two measures describing processes periodically executed in the 
SCCP:  

 ܶܿ௜ / ݉ܶܿ௜  – the takt time of the process ௜ܲ  / ݉ ௜ܲ, i.e. the time between two 
consecutive moments of streams completion in the process ௜ܲ  / ݉ ௜ܲ: ܶܿ௜ ௜,௝௞ݔ= (݈) − ௜,௝௞ିଵ(݈) / ݉ܶܿ௜ݔ = ௜,௝௞ݔ݉ (݈) −   .(݈)௜,௝௞ିଵݔ݉
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 ݉ܨ ௜ܶ  – the flow time of the multimodal process ݉ ௜ܲ, i.e. the time required for 
each stream of process  ݉ ௜ܲ  completion: ܨ݉  ௜ܶ = ௜,௟௠(௜)௞ݔ݉ (݈) + ௜,௟ௗ௠(௜)௞ݐ݉ ௜,ଵ௞ݔ݉− (݈) = ߙ݉ − -௜ – the buffer time encompassing the differܨ∆ :௜, whereܨ∆
ence between completion time of a travel and a beginning time of the subse-
quent one, e.g.: ∆ܨ௜ = ௜,ଵ௞ݔ݉ (݈ + 1) − ൫݉ݔ௜,௟௠(௜)௞ (݈) + ௜,௟ௗ௠(௜)௞ݐ݉ ൯.  

3 Problem Formulation  

Given a structure ܵ(1) ܥ with unknown dispatching rules ߆. The conditions guar-
anteeing the values ߆ implying the cyclic schedule ܺ’ (2) there exist are sought. 
Note, that the structure ܵ(1) ܥ can be decomposed into a set of isomorphic ele-
mentary substructures ܵܥ∗ = ,ଵܥܵ} … , ,௜ܥܵ … ,  ,௜ܥܵ ௟௖}. If, for any substructureܥܵ
there is a subset of parameters ߆ guaranteeing its cyclic behavior, then the con-
sidered above mentioned question boils down to the following one: Does there 
exist a way of composition of ࡯ࡿ∗ guaranteeing its cyclic behavior represent-
ed by a cyclic schedule?  

In order to answer this question the operator of substructures composition  
is introduced such that the result of composition of two substructures ܵܥ௔ ௕ܥ௔ܵܥܵ ௕ through mutually shared resources results inܥܵ , =   .௖ [3]ܥܵ

4 Cyclic Scheduling 

In terms of the introduced operator of substructures composition  the ܵܥ can be 
shown as a multiple composition: 

ܥܵ  =  (ଵ)ܵܥଵ… (௜)ܵܥ௓… (௤)ܵܥ௪  (3) 

where each substructure (௜)ܵܥ௝ is put together with the others by means of inte-
grating the resources belonging to the same set of corresponding resources. For 
example, the structure  (௜)ܵܥଵ from Fig. 2b) is put together with  (௜)ܵܥଶ  by the 
resource  (௜)ܴଵଵ. Due to the same manner of process execution the cyclic schedule 
of the whole structure can be perceived as a composition of corresponding cyclic 
schedules:  

 ܺᇱ =  (ଵ)ܺ′ଵ⨃. . . ⨃(௜)ܺ′௓⨃. . . ⨃(௤)ܺ′௪ (4) 

where:  (௜)ܺ′௓ − the cyclic schedule of the substructure (௜)ܵܥ௓: 

  (௜)ܺ′௓ = ቀ൫ (௜)ܺ௓,  (௜)ߙ௓൯, ൫ (௜)݉ܺ௓,  (௜)݉ߙ௓൯ቁ  (5)  (௜)ܺ௓/  (௜)݉ܺ௓ – the set of the initiation moments of local / multimodal process 
operations of  (௜)ܵܥ௓; (௜)ߙ௓ /  (௜)݉ߙ௓ – the period of local/multimodal processes 
executions;  
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 (௔)ܺᇱ⨃(௕)ܺᇱ = ൬ቀ (௔)ܺ ∪(௕) ܺ, ݈ܿ݉൫ (௔)ߙ,(௕) ൯ቁߙ , ቀ (௔)݉ܺ ∪(௕) ݉ܺ, c ∙ ݈ܿ݉൫ (௔)ߙ,(௕)   .൯ቁߙ
(6) 

Assuming that each substructure (௜)ܵܥ௝ in considered SCCP’s structure can be 
represented by  (௜)ܵܥଵ from Fig. 2c) (i.e., each  (௜)ܵܥ௝ is a copy of  (௜)ܵܥଵ) then 
the schedule ܺᇱ (4) can be deduced as the following composition: 

 ܺᇱ =  ⨃௜ୀଵ௟௖ ൫ (௜)ܺ′ଵ൯, (7) 

where:   (௜)ܺ′ଵ  – the cyclic schedule (5) of substructure  (௜)ܵܥଵ , ⨃௜ୀଵ௟௖ ൫ (௜)ܺᇱ൯ = (ଵ)ܺ′⨃…⨃ (௟௖)ܺ′ – composition of schedules  (௜)ܺᇱ. 
In this case the periods ߙ݉/′ߙ′, takt times ܶܿ௜′/ ݉ܶܿ௜′ and flow times ݉ܨ ௜ܶ 

can be determined due to the following equations: ߙ′ = (௜)ߙଵ; ݉ߙᇱ =  ܿ ∙(௜) ′ଵ; ܶܿ௜ߙ݉ =  (௜)ܶܿ௜ ; ݉ܶܿ௜ᇱ =  (௜)݉ܶܿ௜ ܨ݉ ; ௜ܶᇱ = ᇱߙ݉ − ௜ܨ∆ , where: ܿ ∈ ℕା , and  ܿ ≤ ݈ܿ.  
In order to determine dispatching rules (௜)߆ଵ of the substructure  (௜)ܵܥଵ, (see 

Fig. 2c) that guarantee the attainability of the cyclic schedule (௜)ܺ′ଵ, it is possible 
to apply the constraint satisfaction problem (8) [8,9]: 

 ܲܵோா௑ᇱ ௜  = ቀ൫൛ (௜)ܺ′ଵ,  (௜)߆ଵ,  (௜)ߙ′ଵൟ, ,௑ܦ} ,஀ܦ ,௅ܥ} ,ఈ}൯ܦ ,ெܥ  ஽}),  (8)ܥ

where:  (௜)ܺ′ଵ,  (௜)߆ଵ,  (௜)ߙ′ଵ – the decision variables,  (௜)ܺ′ଵ – the cyclic schedule 
(5) of substructure (௜)ܵܥଵ,  (௜)߆ଵ = ൛ (௜)߆ଵ଴,  (௜)߆ଵଵൟ – the set of priority dispatching 
rules for  (௜)ܵܥଵ,  (௜)ߙ′ଵ = ൫ (௜)ߙଵ,  (௜)݉ߙଵ൯ – the period of local/multimodal pro-
cesses for (௜)ܵܥଵ, ܦ௑, ,஀ܦ -ఈ – the domains determining admissible value of deciܦ
sion variables, {ܥ௅, ,ெܥ  ெ describing SCCPܥ ௅ andܥ ஽} – the set of constraintsܥ
behavior [2], ܥ஽  – the constraints that guarantee the smooth execution of the 
stream on mutual resources. 

The schedule  (௜)ܺ′ଵ  that meets all the constraints from the given set {ܥ௅, ,ெܥ ௅ܥ ஽} is the solution sought for the problem (8). The constraintsܥ  ெܥ ,
guarantee that in the substructure (௜)ܵܥଵ from Fig. 2c) the processes are executed 
in a cyclic manner [2, 3], however, cannot ensure the lack of interferences be-
tween the operations of neighbouring substructures. In order to avoid such inter-
ferences additional constraints ܥ஽  following a principle of match-up structures 
coupling are introduced. As a consequence, the behaviour of the resulting sub-
structure ܵܥ௖ = ܵܥ௔ܵܥ௕ can be determined by the cyclic schedule ܺ௖ᇱ = ܺ௔ᇱ ⨃ܺ௕ᇱ  
(4), i.e. a composition of the schedules ܺ௔ᇱ , ܺ௕ᇱ , if: the value of the period of 
schedule ܺ௔ᇱ  is the least common multiple of the period of schedule ܺ௕ᇱ  and such 
that ݉ߙ௔ ߙ݉ ܦܱܯ௕ = 0; and ߙ௔ ߙ ܦܱܯ௕ = 0.  

The sufficient conditions guaranteeing such a match-up coupling of two sub-
structures ܵܥ௖ = ௔ܥܵ ⊕  ௕ of the known cyclic behaviours, while leading to theܥܵ
cyclic behaviour ܺ௖ᇱ  can be specified by: 
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Constraints for local process operations. The two operations ݋௜,௝௛ ௤,௥௦݋ ,  do not 
interfere (on the mutually shared resource ܴ௞೔) if the operation ݋௜,௝௛  begins (mo-
ment ݔ௜,௝௛ ) after the release (with the delay ∆ݐ) of the resource by the operation ݋௤,௥௦  (moment ݔ௤,௥∗௦  of the subsequent operation initiation) and releases the re-
source (moment ݔ௜,௝∗௛  of the subsequent operation initiation) before the beginning 
of the next execution of the operation ݋௤,௥௦  (moment ݔ௤,௥௦ +  ௕). The collision-freeߙ
execution of the local process operations is possible if the following constraint 
holds:  ൣ൫ݔ௜,௝௛ ≥ ௤,௥∗௦ݔ + ݇ᇱᇱ ⋅ ௕ߙ + ൯ݐ∆ ∧ ൫ݔ௜,௝∗௛ + ݇ᇱ ⋅ ௔ߙ + ݐ∆ ≤ ௤,௥௦ݔ + ∨ ௕൯൧ߙ ൣ൫ݔ௤,௥௦ ≥ ௜,௝∗௛ݔ + ݇ᇱ ⋅ ௔ߙ + ൯ݐ∆ ∧ ൫ݔ௤,௥∗௦ + ݇ᇱᇱ ⋅ ௕ߙ + ݐ∆ ≤ ௜,௝௛ݔ  ௔) ሿ  (9)ߙ+

where: ݆∗ = (݆ + ∗ݎ ,(݅)ݎ݈ ܦܱܯ (1 = ݎ) + ᇱ݇ , (ݍ)ݎ݈ܦܱܯ (1 = ൜0 1 when ݆ + 1 ≤  (݅)ݎ݈
when ݆ + 1 > (݅)ݎ݈ ,  ݇ᇱᇱ = ൜0 1 when ݎ + 1 ≤  (ݍ)ݎ݈

when ݎ + 1 > (ݍ)ݎ݈ . 

Satisfying the constraint (10) means that on every mutually shared resource of the 
composed substructures ܵܥ௔, ܵܥ௕ the local processes are executed alternately. 

Constraints for multimodal processes. Two operations ݉݋௜,௝௛ ௤,௥௦݋݉ ,  can be 
executed without any interferences on the mutually shared resource ܴ௞೔ ∈  if ܭܴ
one operation is executed between the subsequent executions of the other. In this 
context, the collision-free execution of the multimodal process operations is  
possible if: ൣ൫݉ݔ௜,௝௛ ≥ ௤,௥∗௦ݔ݉ + ݇′′ ⋅ ௕ߙ݉ + ∧ ൯ݐ∆ ൫݉ݔ௜,௝∗௛ + ݇ᇱ ⋅ ௔ߙ݉ + ݐ∆ ≤ ௤,௥௦ݔ݉ +  ௕൯൧ߙ݉
 ∨ ൣ൫݉ݔ௤,௥௦ ≥ ௜,௝∗௛ݔ݉ + ݇ᇱ ⋅ ௔ߙ݉ + ∧൯ݐ∆ ൫݉ݔ௤,௥∗௦ + ݇′′ ⋅ ௕ߙ݉ + ݐ∆ ≤ ௜,௝௛ݔ݉ +  ௔൯൧ (10)ߙ݉

where: ݆∗, ݎ∗, ݇ᇱ and ݇ᇱᇱ defined as in (11), ݉ݔ௜,௝௛ ௤,௥௦ݔ݉ ,  – initiation moments of 
the operations ݉݋௜,௝௛ ௤,௥௦݋݉ ,  of substructures ܵܥ௔, ܵܥ௕, respectively; ݉ݔ௜,௝∗௛ ௤,௥∗௦ݔ݉ ,  
– initiation moments of operations executed after ݉݋௜,௝௛ ௤,௥௦݋݉ , , respectively. 

If these constraints are satisfied, the manner of executing operations on mutual 
resources determines the form of priority dispatching rules ߪ௞,௖଴ , as the sequence 
of operations resulting from the schedules ܺ௔ᇱ , ܺ௕ᇱ  satisfying the constraints (10) 
and (11).   

5 Computational Experiments  

The evaluation of the cyclic behaviour (the existence of the schedule ܺ’) of the 
fractal-like structure ܵܥ from Fig. 2 can be obtained as a result of evaluating the 
parameters of EIS  (௜)ܵܥଵ from Fig. 2c) (it is assumed that the all the transporta-
tion times are the same and equal to ݐ௜,௝௞ = 5 u.t. (units of time)).  
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Fig. 3 FTSN driven scheduling of multi modal processes (see Fig. 2). 

Consider FTSN shown in Fig. 3 (following Fig. 2) assuming 11 kinds of EPSs 
modelled in terms of SCCP by EIS s  (௜)ܵܥଵ, … , (௜)ܵܥଵଵ, and distinguishing seven 
passengers’ route scenarios. The problem ܲܵோா௑ᇱ ௜  has been implemented and 
solved in the constraint programming environment OzMozart (CPU Intel Core 2 
Duo 3GHz RAM 4 GB). The first acceptable solution was obtained in less than 
one second. The problem solution are the cyclic schedule  (௜)ܺ′ଵ  (with 
ods  (௜)ߙଵ = 24  and  (௜)݉ߙଵ = 48  u.t) and the dispatching rules  (௜)߆  shown in 
Tab. 1. 

Table 1 The dispatching rules of SCCP following  (௜)ܵܥଵ from Fig. 2c) 

dispatching rule for local processes dispatching rule for multimodal processes  (௜)ߪଵ଴ ൫ (௜) ଵܲଵ,(௜) ଶܲଵ,  (௜) ଷܲଵ,  (௜) ସܲଵ൯ (௜)ߪଵଵ ൫ (௜)݉ ଶܲଵ,(௜) ݉ ଵܲଵ൯  (௜)ߪଵ଴଴  ൫ (௜) ଵܲଵ,(௜) ଷܲଵ൯  (௜)ߪଵଵ଴  ൫ (௜) ଶܲଵ,(௜) ସܲଵ൯ 
 
According to (7) the attained schedule is a component of the schedule ܺᇱ that 

characterizes the behaviour of the whole structure ܵܥ. The part of schedule ܺᇱ 
being a multiple composition of the schedules (௜)ܺ′ଵ is presented in Fig. 4. The 
schedule encompasses behaviour of a part of the network containing substructures  (௜)ܵܥଵ and  (௜)ܵܥଶ  as well as  (௜)ܵܥହ  determining a part of multimodal process ݉ଵ ଵܲ (part of stream ݉ଵ ଵܲଵ - see Fig. 3). Referring to the network presented in 
Fig. 3, the obtained schedule illustrates operation of transportation modes (local 
processes) and a way they provide passengers’ transportation route (multimodal 
processes) between points A and B (see Fig. 3). Therefore, since the periods of 
local processes are equal to ߙ =(௜) ଵߙ = 24  u.t. thus the travel time between 
points A and B (i.e. ݉ܶܨଵ) the passengers have to spent while travelling along the 
route of multimodal process ݉ ଵܲ – North-South (distinguished by red colour line, 
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see Figs. 3 and 4), is equal to ݉ܨ ஺ܶ஻  = 348 - 18= 126 u.t. ( ܨ݉ ஺ܶ஻  = ܿ ∙(௜) ଵߙ݉ −  ଵ; where: ܿ – the number of EISs consisted by a transportationܨ∆
route). Consequently, the whole travel time along transportation route of ݉ ଵܲଵ is 
equal to ݉ܨ ଵܶ= 437 u.t. Tabulated summary of passengers’ itinerary scenarios 
distinguished in Fig. 3 is provided in Table 2. 

Table 2 Summary of passengers’ itinerary scenarios  distinguished in Fig. 5  

Direction Multimodal process Number of EISs ܿ Flow time ݉ܨ ௜ܶ 
NORTH-SOUTH 

݉ ଵܲଵ 10 437 ݉ ଵܲᇱଵ  6 245 ݉ ଵܲᇱᇱଵ  4 149 

WEST-EAST 
݉ ଶܲଵ 10 437 ݉ ଶܲᇱଵ  11 485 ݉ ଶܲᇱᇱଵ  6 245 

NORTH-WEST ݉ ଷܲଵ 11 485 

 

 
Fig. 4 The Gantt’s chart of a part of fractal-like network from Fig. 3 including both local 
and multimodal processes 
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Note, that in all cases considered the takt time is equal to ݉ܶܿ௜ =  (௜)݉ߙଵ =48 u.t. - according to schedule  (௜)ܺ′ଵ , i.e. the stream of the each multimodal 
processes arrives to each resources only once on the one period of  (௜)݉ߙଵ = 48. 
The obtained schedule allows to determine travel efficiency ܶܧ௜  which is defined 
as a ratio of execution time of the process  (௜)݉ ௜ܲ  to the period  (௜)݉ߙଵ. So, in 
considered case each process has the same value ܶܧ௜  = 41,66%. 

6 Conclusions 

A declarative modelling approach to passengers’ itinerary planning for assumed 
local transportation modes timetable setting guaranteeing assumed travel time in 
FNLTM environment is considered. In considered fractal structure network, the 
passengers pass their origin-destination itineraries along routes composed of local 
transportation means coupled via common shared interchange stations. The solu-
tion sought assumes that schedules of locally acting subnetworks composed of a 
set of a given transportation lines will match-up the schedules of assumed set of 
passengers itinerary. The relevant sufficient conditions guaranteeing such a match-
up exists were provided. Declarative approach following  these conditions allows 
to find the cyclic schedule of the whole FNLTM using schedules of EISs (treated 
as substructures of FNTLN). The size of EISs used cannot, however, exceed 40 
processes [2].  

The most important challenge for further work deals with the analysis of differ-
ent fractal topologies especially heterogeneous networks composed of different 
substructures of transportation modes and equipped with different numbers of 
servicing means.  
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Modeling and Solving the Soft Constraints  
for Supply Chain Problems Using the Hybrid 
Approach 

Paweł Sitek 

Abstract Many real-life problems in Supply Chain (SC) are over-constrained. 
Insufficient resources and time requirements result in an inability to all con-
straints. In some cases, their fulfillment requires very intensive computing. One 
way to overcome these difficulties is to soften some of the constraints. Natural 
environment for the modeling and solving of problems with constraints is con-
straint programming (CP), which is, however, ineffective on optimization prob-
lems and constraints containing a sum of many decision variables. This is when 
the idea to hybridize CP and other environments originated. The article presents 
the concept of modeling and solving soft constraints in SC problems using the 
hybrid approach. The illustrative example provided in the paper illustrates effec-
tiveness and possibilities of this approach. 

Keywords Soft constrains · Constraint logic programming · Optimization ·  
Mathematical programming · Supply Chain 

1 Introduction* 

Supply chain problems are characterized by a number of constraints (relating to 
manufacturing, products, transportation, distribution, resources, time, finance, 
environment, etc) and sustainable logistics collaboration [1]. Multiple constraints 
and the complexity of supply chain (SC) problems make them over-constrained. 
The term ”over-constrained problem” refers to the situation when it is impossible 
to satisfy all the constraints in the given problem. This is usually due to insuffi-
cient amount of resources and/or delivery lead time. Preferences are another terms 
that occurs in SC problems. Constraints and preferences are closely related  
                                                           
P. Sitek() 
Department of Information Systems, Kielce University of Technology, Kielce, Poland 
e-mail: sitek@tu.kielce.pl 



496 P. Sitek 

 

conceptually. Preferences can be considered as a form of “tolerant” constraints. 
Soft constraints are added to models to tackle over-constrained problems and pref-
erences. Several CP-based frameworks have been developed to model soft con-
straints. 

This paper proposes a complementation to the hybrid approach [2,3] offering a 
possibility of modeling and solving soft constraints. The method for the modeling 
of such constraints is described along with the results of the analysis of how soft 
constraints affect the effectiveness of the hybrid approach. The authors present 
their illustrative example for supply chain management cost optimization with 
hard and soft constraints.  

The rest of the article is organized as follows. Research methodology is provid-
ed in Section 2. In Section 3 the concept of modeling and solving soft constraints 
in the hybrid approach is described. The illustrative example and numerical exam-
ples are provided in Section 4. The conclusions are included in Section 5. 

2 Literature Review and Methodology 

To Constraint programming (CP) environments are best suited to specification 
problems with constraints [4,5]. CP is a powerful paradigm for modeling and solv-
ing combinatorial search problems. CP is based on a wide range of methods and 
algorithms from AI (Artificial Intelligence) [6,7,8], CS (Computer Science) and 
OR (Operation Research). The basic concept in constraint programming is that a 
user states the set of the constraints describing the problem and the constraint 
solver is used to solve them. The central issue of constraint programming is a CSP 
(Constraint Satisfaction Problem) [5]. A CSP is a problem composed of a set of 
decision variables, each having a domain of values and a set of constraints. Each 
constraint is defined over some sub-set of the primary/original set of variables and 
restricts the values these variables can simultaneously take. The decision variables 
and domains are finite. Constraint solvers take real-world problems like schedul-
ing, planning, configuration, location, etc., specified in term of decision variables 
and constraints and assign the values to all decision variables, which satisfy all the 
constraints. Such solvers search the solution space either regularly, as with B&B 
(branch-and-bound) algorithms or backtrackings, or use forms of local search 
(which may be incomplete) [5]. Search process is accelerated by constraint propa-
gation. Constraint propagation is the process of determining how the constraints 
and the possible values of one variable affect the possible values of other varia-
bles. The constrain logic programming (CLP) is a form of constraint programming 
(CP), in which logic programming is extended to include concepts from constraint 
satisfaction [4]. A constraint logic program contains constraints in the body of 
clauses (predicates). There are however essential obstacles on the use of this ap-
proach to real-life problems. The first one is that the set of all constraints may not 
be satisfied at the same time, which results in a lack of solution to the problem 
(the problem is over-constrained - Section 1). The second obstacle is due to  
the structure of the problem, which can contribute to poor impact of constraint 
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propagation and the occurrence of a large number of backtrackings. In many prac-
tical problems both situations may combine and limit the effective applicability of 
the CP approach considerably. One of the ways proposed for overcoming this 
difficulty is the use of the hybrid approach [2,3,14] with an added possibility of 
modeling and solving soft constraints. The softening of constraints for over-
constrained problems has been the subject of a number of studies, analyzes and 
publications. The most common solutions in the context of the CP and CSP in-
clude: Partial CSP which maximizes the number of satisfied constraints [9]; 
Weighted CSP which associates a weight to each constraint and maximizes 
weighted sum of satisfied constraints [10]; Possibilistic CSP associates weight to 
each constraint representing its importance and hierarchical satisfaction of most 
important constraints, i.e. maximizes the smallest weight over all satisfied con-
straints [11]; Fuzzy CSP associates weight to each tuple of every constraint and 
maximizes the smallest preference level (over all constraints) [12]. These ap-
proaches typically use an explicit representation (tuples) or a functional represen-
tation, and are usually limited to constraints of small arity (unary and binary). 
Unfortunately, such constraints are a significant minority in the supply chain prob-
lems. Thus, research into other ways to address softening of constraints is neces-
sary. One of the proposals is Cost-based approach. This approach [13] introduces 
a cost variable for each soft constraint which represents some violation measure of 
the constraint. Moreover, it optimizes aggregation of all cost variables (e.g., takes 
their sum, or max) and uses upper bound on cost variable to apply cost-based  
filtering (with backpropagation). 

3 The Concept of Modeling and Solving Soft Constraints  
in the Hybrid Approach 

The idea of constraint softening will be presented using the example of a MILP 
(Mixed Integer Linear Programming) model, although it may involve many types 
of optimization and decision-making models. This is due to the fact that the vast 
majority of problems in SC are modeled in the form of MILP [15,16]. A general 
diagram of the proposed approach is shown in Figure 1. First, the MILP model for 
a specific SC problem is transformed. Reduced and transformed are its decision-
making variables and constraints. Then a constraint or constraints are selected to 
be soft constraints. The softening process consists of complementing these con-
straints with additional decision-making variables related to the level at which the 
acceptable values of the parameters (e.g. storage capacities, capacity, the number 
of means of transport, etc.) are exceeded. In addition, these variables together with 
coefficients of penalty for exceeding the limit values are entered into the objective 
function, obviously worsening its value. The proposed approach is different from 
that proposed in the literature (Section 2) for environments that use the CSP. It is 
most similar to the Cost-based approach. A practical way to apply the proposed 
solution will be presented step by step for the illustrative example (Section 4). 
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Fig. 1 The concept scheme of the modeling and solving soft constraints in hybrid approach 

From a variety of tools for the implementation of CLP techniques in the hybrid 
approach for modeling, transformation and softening, ECLiPSe software [17] was 
selected. ECLiPSe is an open-source software system for the cost-effective devel-
opment and deployment of constraint programming applications. Environment for 
the implementation of MP for solving MILPT

S model was LINGO [18]. 

4 Illustrative Example and Numerical Examples 

The proposed approach was verified and tested for illustrative example. The ex-
ample is the authors’ original model of cost optimization of supply chain with 
multimodal transport. The mathematical model and its discussion are presented in 
[19]. The model was formulated as a MILP problem. The simplified structure of 
the supply chain network for this model is composed of manufacturers, distribu-
tors and customers. The objective function (F1) is a cost of entire supply chain 
(production, delivery, environmental, distribution). The decision variables, con-
straints and parameters of the model are shown in Tab. 2. Practical application of 
the proposed approach (Fig. 1) to the modeling and solving of soft type constraints 
will be presented on a selected constraint and objective function of the MILP 
model in the illustrative example [19]. The objective function and the constraint 
representing the capacity of distributors are formulated in the form of (F1) and 
(C4) respectively. The model is then transformed (transformation of decision vari-
ables and constraints). As a results of the transformation, the objective function 
(F1) and the constraint (C4) take the form of (F1T) and (C4T). In the next step, 
after the softening process constraint (C4T) is supplemented with additional deci-
sion variables (Xrcb) forming two constraints (C4TS) and (C5TS). The same deci-
sion variables but multiplied by penalty coefficients (krcb,vrb) for exceeding  
allowable capacities complement the objective function, which takes the form of 
(F1TS). 
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 (F1T) 

     (F1TS) 

             (C4) 

           (C4T) 

      (C4TS) 

              (C5TS) 

Table 1 Summary indices, parameters, decision variables, constrains for illustrative example 

Symbol Description 
Indices 

A number of manufacturers/factories d product item (d=1..D) 
C number of customers c customer/retailer (c=1..C) 
B number of distributors a factory (manufacturer) (a=1..A) 
D number of products  b distributor (b=1..B) 
E number of mode of transport e mode of transport (e=1..E) 

Input parameters 
Fb cost of distributor (fixed) b  
Pd volume/capacity occupied by product item d  
Vb distributors’ b maximum capacity/volume  
Ca,d cost of product item d at factory a  
Ode environmental cost of using mode of transport e  
Kscaa,b,e

 cost of the course/route from the factory a to distributor b using mode of 
transport e  

Ksmb,c,e
 

cost of the course/route from the distributor b  to customer c using mode of 
transport e  

Kza,d,b,c,e1,e2 variable cost of delivery of product d from manufacturer a to customer c via 
distributor b using mode of transport e1 and e2 static 

Krcb coefficient of penalty if the capacity of the distributor b is exceeded more 
than the permissible standard 
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Table 2 (Continued) 
Vrb coefficient determines the maximum pecentage at which the capacity of the 

distributor b can be exceeded 
K1a,b,d,e variable cost of supplying product item d from manufacturer a to distributor 

b by transport mode e 
K2b,c,d,e variable cost of supply of product item d from distributor b to 

customer/retailer c by transport mode e  
Decision variables 

Xpa,b,d,e,c 
quantity supplied of a product item d from manufacturer a to distributor b 
using mode of transport e to customer/retailer c 

Xca,b,e 
number of courses from manufacturer a to distributor b using mode of 
transport e 

Ycb,c,e number of courses from distributor b to customer c using mode of transport e  
Tcb if the distributor b is working than Tcb=1 otherwise Tcb=0 

XpT
a,d,b,c,e1,e

2 

decision variable after transformation XpT, unlike the initial decision variables 
Xp,Yp is generated only for technologically possible indices combinations. It 
defines the allocation size of product d to the route of deliveries. 

Xrcb unless the permissible capacity of the distributor is exceeded 
Constraints 

C1 all supplies of product item d produced by the factory a to all distributors b using 
mode of transport e do not exceed the production capacity at factory a. 

C2 coverage of all customer/retailer c orders (Zc,d) for product d as a result of supply 
by distributors b. 

C3 balance flow of the products d through the distributor b 

C4 possibility of supply by the distributor b (depends on its technical capabilities- 
capacities) 

C5 delivery time conditions 
C6 necessary numbers of means of transport for the supply 

4.1 Numerical Experiments 

All the experiments relate to the supply chain with five manufacturers (a=1..5), 
four distributors (b=1..4), twenty customers (c=1..20), four modes of transport 
(e=1..4), twenty types of products (d=1..20), and six sets of orders (P1(10), 
P2(20), P3(40), P4(40), P5(50),P6(60) -(n) - the number of orders in set Pi) and 
V1=V2=V3=V4=800. Computational experiments consisted in solving MILPT and 
MILPT

S models by means of the proposed hybrid approach (H) and MILP and 
MILPS model using mathematical programming (L). Table 2 shows the results 
obtained. The conclusions are the following. Firstly, the superiority of the hybrid 
approach (H) over the classic one using mathematical programming (L) is con-
firmed. This applies to both MILP/MILPT models, as confirmed earlier 
[3,5,19,20], and MILPS/ MILPT

S models. For examples P1..P4, the shortening of 
the calculation time is manifold. In the case of MILP/MILPT models (with hard 
constraints), no solution was found, which was due to insufficient capacity of 
distributors (Vb). The solution was found after softening constraints C4 and C4T, 
whereby the solution is acceptable for model the MILPS model optimal for the 
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MILPT
S model. Obtained optimization times for the MILPT and MILPT

S models 
are virtually identical.  

In conclusion, softening allowed finding the optimal solution, which was im-
possible to find when the constraints were hard. Further experiments examined the 
influence of the coefficient (vrc, krc) values on the value of the objective function 
and the calculation time (Tab. 3) and implementation of fuzzy logic [21]. 

Table 2 Results of numerical experiments  

Pi(n) M 

V C Fcopt T V C Fcopt  T 

Hard MILP (L) and MILPT (H) 
Soft vrc1=vrc2=vrc3=vrc4=30% 

krc1=krc2=krc3=krc4=10 
MILPS (L) and MILPT

S
 (H) 

P1(10) L 80117(79204) 47430 16518 22 80121(79204) 47430 16518 21
H 817(788) 1370 16518 9 822(788) 1371 16518 8

P2(20) L 80117(79204) 50630 57071 148 80121(79204) 50630 57071 335
H 987(948) 1380 57071 54 992(948) 1381 57071 41

P3(30) L 80117(79204) 53830 110335 534 80121(79204) 53830 102998 639
H 1264(1220) 1385 110335 234 1269(1220) 1389 102998 209

P4(40) L 80117(79204) 57030 219647 757 80121(79204) 57030 176272 822
H 1536 (1492) 1365 219647 356 1541(1492) 1356 176272 319

P5(50) L 80117(79204) 60230 NSF --- 80121(79204) 60230 371246* 900**

H 1696(1652) 1385 NSF --- 1701(1652) 1386 360005 345

P6(60) L 80117(79204) 63430 NSF --- 80121(79204) 63429 470324* 900**

H 2086(2036) 1385 NSF --- 2085(2036) 1386 468398 389
Pn(n) Set of orders (n) C the number constraints 
M Method L- MP, H- Hybrid Fcopt the value of the objective function 

V the number of decision variables  
(integer decision variables 

T 
NSF

time of finding solution (in seconds) 
no solution found 

* the feasible value of the objective 
function after the time T 

** the calculation was stopped after 900 s 

Table 3 Results of numerical experiments form MILPT and MILPT
S (for different krc) 

Pi(n) 
 Vrc=25 

HARD krc=1 krc=5 krc=10 krc=15 krc=20 
Fc T Fc T Fc T Fc T Fc T Fc T 

P1(10) 16518 6 16518 5 16518 6 16518 6 16518 7 16518 6
P2(20) 57071 15 57071 14 57071 16 57071 15 57071 15 57071 17
P3(30) 110756 123 100611 143106986 154 110473 131 110609 142 110756 130
P4(40) 234344 234 175786 272185471 243 200291 211 216098 222 220080 241
P5(50) NSF 1 353747 323368123 345 387705 345 409399 339 426629 333

5 Conclusion 

This paper provides a robust and effective hybrid approach to modeling and solving 
of SC problems with soft and hard constraints, which incorporates two environments 
(i) mathematical programming (LINGO) and (ii) constraint logic programming 
(ECLiPSe).  
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The modeling of soft constraints is in many cases the only alternative possible 
in order to solve an over-constrained problem. Supplementing the hybrid approach 
with the possibility of modeling and solving soft constraints increases its versatili-
ty and application scope without impairing its performance. Comparable solving 
times obtained for MILPT and MILPT

S were significantly shorter than those in the 
case of MILP and MILPS (Tab.2). The application of this approach to illustrative 
example leads to a substantial reduction in (i) the number of decision variables (up 
to one hundred times), (ii) the number of constraints (more than forty times) (iii) 
computing time. The proposed approach allows modeling and solving any soft 
constraints within an acceptable time period. It is also possible to evaluate and 
select penalty coefficients for violation (Tab. 3) and estimate their impact on the 
value of the objective function.  
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Application of Fuzzy Logic in Assigning 
Workers to Production Tasks 

Grzegorz Kłosowski, Arkadiusz Gola and Antoni Świć 

Abstract The paper demonstrates the concept of selecting workers for production 
tasks with the use of fuzzy logic. Mamdani-type fuzzy inference method was used 
to design a controller whose task was to aid the decision-making process. Fuzzy 
interference system converted a number of qualitative features into quantitative 
variables, which enabled calculating deviations and their comparison. Moreover, a 
simulation model of a discrete manufacturing system with an implemented fuzzy 
controller was developed. conducted simulation provided detailed data regarding 
the investigated selection process. 

Keywords Simulation · Modelling · Control · Fuzzy logic · Manufacturing system 

1 Introduction* 

Current manufacturing systems are characterised by a high technological level of 
applied means of labour. Modern technological machines and both logistic and 
informational systems are nowadays a standard [1-2]. Still, what seems to be an 
indispensable element for the operation of most manufacturing systems is a human 
factor. Human labour has often been considered as the only cost-effective alterna-
tive to expensive automated solutions, as well as an easily interchangeable highly 
flexible resource able to adapt production capacity and to quickly change product 
features [3-5]. The issue gains in importance especially in the context of analysis 
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of causes and effects concerning operational problems as well as manufacturing 
systems reliability. It is common knowledge that a measure of reliability of every 
system is the level of its weakest link solidity. As confirmed by the research con-
ducted several years ago, human errors in the field of production accounted for 
over 82% of all errors [6]. Another study, focused on the mechanical engineering 
industry, showed that workers spend as much as 65% of their work time correcting 
skill-based errors, rule-based errors accounted for 32% and knowledge-based  
errors constituted 3% [7].  

What seems necessary for that purpose is to create personal profiles for each 
production worker [8-9]. The method of describing production tasks with a set of 
qualities was presented. Considerable complexity of the processes taking place in 
discrete manufacturing systems is a justifiable reason for applying methods suit-
able for their analysis [10-11], which frequently involves the application of com-
puter software that uses expert knowledge [12]. 

Since multiple qualities describing production workers and production tasks are 
of qualitative nature, it is difficult to assign to them numerical qualifier values. For 
that reason, it is fuzzy logic that was applied in the matching process. A new two-
level fuzzy inference system was developed. It comprised a range of heuristics 
which facilitated the conversion of qualitative variables to values, thus enabling 
their comparison. In order to test the capabilities of a fuzzy controller in solving 
problems of assigning workers to tasks, a simulation model of a manufacturing 
system was created.  

2 Problem Description 

The aim of the research is a preliminary verification of methods for selection of 
production workers for technological tasks, operations and machines in order to 
reduce the costs resulting from human errors. 

The object of the study is a discrete manufacturing system of a middle-sized or 
a large enterprise. The system consists of a number of workstations with different 
machine tools (lathes, milling machines, drilling machines etc). Among workers 
employed in the production department there are technological machine operators. 
Based on the criterion of technological and design similarities as well as the scope 
and the type of undertaken operations, machine tools are divided into groups. It is 
assumed that each operator demonstrates competence suitable for using several 
similarly operated machine tools. Such an approach enables a more in-depth 
analysis of the process of assigning production tasks to particular workers and 
technological machines.  

In middle-sized and large enterprises, management encounters challenges relat-
ing to a great complexity of manufacturing systems. This is what triggers the need 
to seek proper advanced managing methods. One of the elements of an efficient  
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large organisation is profiling professional personalities of workers. Typically, 
profiling focuses on two cases: 

 initial profiling – when candidates are selected for established requirements for 
a position 

 transfer profiling – when working conditions are matched to the preferences 
and strengths of a worker  

 
Usually initial profiling relates to the recruitment of new staff members, 

whereas transfer profiling concerns so-called career path forming as far as already 
employed workers are concerned. 

Manufacturing companies, which perform numerous orders, can rate their im-
portance. For obvious reasons, identifying priorities is not what should influence 
the sequence of their realisation. It is the order of jobs and contractual obligations 
that are in most cases decisive. The importance of an order can have a significant 
impact on the selection of production workers engaged in particular stages of job 
realisation. Examples of evaluation criteria that determine the rank of orders are 
presented in Table 1. 

Table 1 Assessment of production order features (order profiling) 

No. Qualitative order features Assessment method 
1. Urgency (due date) 

Likert scale classification 
from 1 to 5 

2. Order prestige 
3. Level of technological complexity 
4. Production staff requirements (communication level,

creativity, invention, diligence) 
 Quantitative order features  

5. Order value [PLN] 
6. Order scale [pieces] 
7. Unit cost of material purchase [PLN/pc.] 
8. Production cycle [time] 
9. Gross margin with reference to the whole order [%] 

10. Acceptable shortage level [%] 
Source: own work 

 
The first five order features are of qualitative nature, which makes the evalua-

tion even more challenging. It is necessary to adopt subjective evaluation methods 
such as questionnaires or surveys. Another more sophisticated technique to deal 
with the subject draws on developing heuristics which would automatically use 
specific quantitative variable vectors downloaded directly from databases of in-
formation systems to estimate the values of qualitative variables. 

Fig. 1 demonstrates the structure of an employee profile, which can be applied 
in the process of selecting workers for production tasks.    



508 G. Kłosowski et al. 

 

 
Fig. 1 The structure of an employee profiling process [14] 

A personal profile consists of six general qualities, which can furthermore be 
divided into specific qualities. Each general quality can therefore be treated as a 
black box with several inputs and one output where quantified values of specific 
qualities are the inputs and a calculated value of a general quality constitutes an 
output. In order to estimate the indicators of specific qualities, questionnaires and 
surveys can be applied. 

3 Modelling of the Manufacturing System with Fuzzy Logic 
Based Decision Support Controller 

In order to solve the problem of assigning workers to production tasks computer 
simulation was used. As a part of the study, a new manufacturing system model 
comprising the material flow subsystem and the information subsystem was de-
veloped. The information subsystem is responsible for executing the processes of 
profiling production workers and tasks as well as assigning workers to appropriate 
tasks within the machine route. Both selection and assigning processes are exe-
cuted by a two-step controller, which first converts quantified specific qualities to 
general quality values and afterwards, using general qualities as inputs, ranks a 
given worker for a particular task. A crucial feature of the presented solution is 
applying the matching degree of all six general qualities. Fig. 2 shows a subsystem 
which executes the matching of a worker’s qualities from Communication Skills to 
a particular task expressed by the quality Need of communication skills. Numerical 
value of an order quality can be calculated deterministically based on quantitative 
data included in databases of the company’s information system or with the use of 
heuristics. 
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Fig. 2 Assessment of Communication Skills for a particular production task  

The results of the survey were processed by the fuzzy interference system of 
the first level. As shown in Fig. 1, Communication Skills embrace four qualities: 
speech, writing, reading and listening. Each of those employee qualities was as-
signed a numerical value from 1 to 5. Fuzzy logic controller converted a vector of 
four inputs into a single scalar output, which was represented by a real number in 
a range (0,1). The values of specific qualities were determined with heuristics 
embedded in a controller based on artificial intelligence techniques, i.e. on fuzzy 
logic. One of the major advantages of fuzzy logic is the ease of formulating inter-
ference rules based on linguistic variables. Heuristics were expressed in the form 
of interference rules applied in Mamdani fuzzy interference systems. After calcu-
lating both values of the same quality with respect to an employee and a produc-
tion task, the system specifies the absolute value of variance (deviation). The 
smaller the deviation, the better accuracy of matching a particular employee qual-
ity to a task. As a result, six deviations are obtained - one for each general quality. 
Calculating the values of each of the general qualities is accomplished by a sepa-
rate fuzzy controller. Gaussian distributions served as membership functions (1). 

;ݔ)݂  ,ߪ ܿ) = ݁ష(ೣష೎)మమ഑మ  (1) 

where: x – input value, σ2 – variance, c – position. 
Defuzzification takes place with the use of five triangular functions depicted by 

the following pattern (2). ݂(ݔ; ܽ, ܾ, ܿ) = max ቀmin ቀ௫ି௔௕ି௔ , ௖ି௫௖ି௕ቁ , 0ቁ (2) 

where: 
x – input value, a, c – position of the triangle base points, b –  position of the 
triangle vertex. 

 
The last stage of the process of assigning production workers to tasks focused 

on the conversion of six deviations, which reflect a matching degree into a single 
scalar value - a real number in a range (0,1).  

A general scheme of a production process model is presented in Fig. 3. At the 
output, every subsystem generated a real number from 0 to 1, based on which the 
Fitness_function selected the most suitable employee for conducting a particular 
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operation of the job in question. Fitness_function code (made in Matlab language) 
is presented below: 

function y = Fitness_function(e1, e2, e3, e4) 

%#codegen 

% e1, e2, e3, e4 – scores for employees No 1, 2, 3, 4. 

% Function chooses the machine for given employee. 

  employees = [e1, e2, e3, e4]; 

  [~, y] = max(employees); 

 

 
Fig. 3 The model for selecting production workers for tasks 

Fig. 4 shows a graphical interpretation of the interference and deffuzification 
processes. Each of five lines represents a single fuzzy rule. First six columns dem-
onstrate separate input variable, whereas the last one on the right side indicates the 
output variable. The rectangle in the lower right corner is the representation of the 
deffuzification with the application of a centroid method.  

 

 
Fig. 4 Graphical interpretation of interference and deffuzification processes 

Fig. 5 shows a response surface model generated with a two-step fuzzy control-
ler for two out of six input variables – Motivation_level and Personal_qualities.  
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Fig. 5 Response surface of a two-step fuzzy controller for a pair of selected input data 

High level of surface diversity is a reflection of a considerable complexity of 
the analysed problem. Developing a mathematical function performing similar 
conversions would be considerably time-consuming, which justifies the choice of 
the fuzzy logic selection tool. One more argument in favour of fuzzy logic is the 
fact that owing to the heuristics it is particularly adept at solving problems requir-
ing the conversion of qualitative variables into the quantitative ones. 

4 Analysis of Simulation Experiments 

The conducted study embraced a simulation experiment based on a manufacturing 
system model which drew on a fuzzy interference system. The simulation run time 
was set to 100 seconds. In this case, though, the time unit is rather arbitrary, as 
long as it is applied consistently throughout all elements and subsystems of the 
model; therefore, seconds could easily be substituted by minutes or hours.  

In the course of the simulation, the production line generated 51 new produc-
tion tasks in the form of the elements requiring machining. All specific qualities of 
the workers were generated arbitrarily with the use of properly adjusted generators 
of natural numbers in a range (1,5) to simulate a Likert grading scale. A single 
production task was entered into the system every two seconds. Fig. 6a shows a 
chart of the values illustrating the extent to which employee no. 1 matches a par-
ticular production task while Fig. 6b presents a chart of Fitness_function (Fig. 4) 
outputs meaning a sequence of selections of one out of four employees for specific 
production tasks in the course of the simulation. 
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Fig. 6 Employee evaluation chart No. 1 (a); Selection chart of a machine tool (employee) 
for a task (b) 

For reasons of simplicity, it was assumed that each of four employees was per-
manently assigned to a technological machine. Assigning an employee to a par-
ticular production task in the context of the discussed technological operation 
could therefore be perceived a choice of a specific machine tool. In order to enable 
unequivocal machine-operator matching, when designing a manufacturing system 
model, it was highlighted that the discussed number of the employees should cor-
respond to the number of technological machines.  

5 Summary 

The present paper deals with the concept of optimising the process of selection of 
production workers in a middle-sized or a large enterprise and assigning them to 
different production tasks. For this purpose, the method of profiling employees 
and tasks based on selected qualities was presented. The proposed solution con-
sists in conversion of qualitative variables into scalar values with heuristics in-
cluded in a fuzzy interference system. A new unconventional method of analysing 
deviations with respect to corresponding qualities of production workers and tasks 
was applied. A two-level fuzzy interference mechanism in combination with a 
deterministic method of calculating variances in terms of specific qualities was 
proposed. 

The fundamental aim of the experiment was not verifying the effectiveness of 
applied heuristics, selection of input variables or testing a controller based on the 
data referring to a specific real case. Its principal purpose was to carry out an ini-
tial verification of the concept of assigning production workers to tasks with the 
use of fuzzy logic.  
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The Model of Quality Assessment  
of Implementation of Design Patterns 

Rafał Wojszczyk and Robert Wójcik 

Abstract In software engineering, there are many methods and good practices 
which aim at ensuring quality of developed software. One of these practices is 
using design patterns. The article aims at introducing the main frameworks of the 
authors' model of quality assessment of implementation of design patterns. The 
model is composed of relevant elements to be described below: an equivalent of 
the code of the analysed software, information on implementation of patterns and 
detailed measures. On the basis of the model frameworks, one can verify the struc-
ture of implementation as well as determine and improve the quality of implemen-
tation of design patterns. 

Keywords Design patterns · Software quality · Formal methods 

1 Introduction* 

The trade of software development has been a human creation since its dawn. In 
the past, it was restrained by hardware limitations, e.g. it was easier to process 
binary data than decimal data. However, at present, high-level programming lan-
guages are very good at hiding the fact that, eventually, software code is compiled 
to binary code. This results from, among others, the object-oriented paradigm. 
This paradigm is used in many different models applied in information technology 
and, especially, in software development: UML modelling language, object-oriented 
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analysis and design, object-oriented databases or, also, in object-oriented program-
ming. Object-oriented programming languages are currently the most popular ones. 
Simultaneously, this means that they are used to develop a high amount of software 
which is taken advantage of by many people on a daily basis. 

The development of information technology in general, including application 
software, has benefited many people in their often very responsible jobs or in 
overcoming difficulties in life. Taking the popularity of computers and mobile 
devices as well as omnipresence of application software into consideration, inter-
nal software quality [13], that is, source code quality, is worth discussing. There 
are various methods ensuring this quality basically at every stage of software life 
cycle. One can also see to it already at the very beginning, that is, at the level of 
the object-oriented paradigm, e.g. through using a set of rules customarily called 
good practices [5]. Good practices are developed in tandem with the trade of soft-
ware development. In case of the object-oriented paradigm, good practices are, 
among others: Solid [5] based on the basic assumptions of object-orientation, logi-
cal division of application layers, e.g.  MVC, and a relevant division of relations 
between classes. The latter can be executed by implementation of design patterns 
described in [4]. Design patterns are templates of ready mechanisms which can be 
used for solving typical problems occurring regularly in object-oriented designing 
and programming.  

The article aims at presenting the main frameworks of the authors' model which 
has been developed to assess the quality of implementation of design patterns. 
Among others, the model enables one to determine the expected quality of imple-
mentation of design patterns and compare different software releases.  

The selected models connected with software development and quality assess-
ment were introduced in Chapter 2. Chapter 3 described the proposal of the model 
and explained verification of implementation of design patterns on the basis of the 
model, while Chapter 4 constitutes a summary.   

2 Models in Information Technology 

Information technology offers a wide range of different models. In software  
development, several stages have been commonly accepted [6]: requirements col-
lection, system design, implementation, testing and maintenance. Software devel-
opment models [6] organise these stages, for instance, the sequence model deter-
mines that the stages are successive, while the iterative model predicts the cycles 
composed of recurring development stages. On the basis of the mentioned models, 
there were several methodologies developed [6]; these, which are rather general 
(e.g. waterfall model, V model), separate stages and force relevant sequence.  
Finally, these which are the more developed (e.g. RUP) describe the role of share-
holders, generated artefacts  (e.g. documentation, tests, source code and other), 
and relative labour-intensity of a certain stage in detail. However, the mentioned 
methodologies do not include the use of design patterns [4], although it could be 
very beneficial. In the stage of designing, the patterns are useful in developing the 
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architecture and copying verified solutions; during implementation, they support 
making local decisions, and, finally, in the stage of testing, they facilitate error 
repair and further development of software.   

One should start the deliberation concerning quality with a brief discussion on 
ISO 9126 standard, which describes the quality of the software product. The third 
part of the mentioned standard directly concerns the internal quality of software, 
that means the whole program code. Equally, the quality of the design pattern 
implementation applies to the extract of the program code which includes the pat-
terns. The standard is described with a tree structure which includes characteristics 
and in those, recursively, there are subcharacteristics. Characteristics, which do 
not have other subcharacterictis, have metrics - functions assigned to them, which 
define certain values on the basis of measurable software attributes. The definition 
of characteristics is informal - it expresses a certain intent, while the metrics are 
formalised. By definition, ISO 9126 standard, together with its third part, is not 
intended for determining the quality of special implementation structures as design 
patterns. Therefore, the characteristics of the norm apply only to a few aspects of 
quality (that are) connected with the implementation of design patterns.  

Other metrics of object-oriented programming (e.g. CK, MOOD, Martin’s) [6] 
enable one to express different measurable software properties as numbers. Still, 
the mentioned metrics cannot be directly used to measure the quality of implemen-
tation of design patterns [7] or they require relevant over-interpretation [13]. Fi-
nally, the methods directly intended for analysing software with patterns often 
only count the number of instances of design patterns [8] [10] without taking im-
plementation quality into consideration. What is more, there are studies conducted 
which mainly aim at showing structural correctness of implementation of the pat-
terns [2], and those also provide too little information, which is insufficient to 
consider it as quality characteristics. Regardless of using the existing methods, a 
few methods, which are the basis, can be depicted. In [11] [12] the authors relying 
on the class diagrams and graphs showed that in such approach there is not possi-
ble to distinguish, for example, the Strategy pattern from the State [12] and also 
identification of the Singleton [11] pattern. Well-known UML (and similar, e.g. 
OMT) used for the design patterns, is found to be semi-formal representation [9] 
[10]. It may result from the omission in the UML diagrams some of the aspects of 
pattern implementation, and also [2]: UML cannot be used to describe an infinite 
set of pattern instances because the language is not designed for that purpose. In 
few attempts [2] [3] the logic programming is used. In some of the mentioned 
approach used to add a new design pattern it is necessary to keep repeating the 
data which is common for many variants. What is more, in [10] it was noticed that 
adding new data is often difficult and even impossible at times. Finally both in 
[10] it is proved that not all the design patterns can be verified only on the basis of 
the rule-based programming. 
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3 The Model of Quality Assessment of Implementation  
of Design Patterns 

3.1 General Assumptions 

One of the testing rules says that testing depends on a context. There is no one, 
universal approach to testing, or model describing software or verifying imple-
mentation. The same relates to the models presented in the previous chapter - each 
is dedicated to a specific goal. Therefore, when the goal is assessing the quality  
of implementation of design patterns, one should develop a model dedicated  
especially to it.   

Design patterns [4] are implemented in object-oriented software, therefore, a 
model enabling one to assess this implementation should be based (at least partial-
ly) on the paradigm of object-oriented programming. The main advantage of this 
approach is its intuitive and user-friendly quality to people who know the para-
digm of object-oriented programming, especially to software developers, but also 
researchers interested in the field of software engineering. Another advantage is its 
independence of any specific programming language - what is important is that 
this language should be object-oriented. Other advantages of the proposed model 
result from the attempt of getting the answer about deficiency of the existing at-
tempts, especially: 

 Taking into consideration many different quality aspects connected with the 
design patterns implementation – so that the model is better matched to the 
purpose, 

 Being open to new data – it  provides the ability of adding new variants of 
design patterns without repeating the rest of the data, 

 Integration of different ways of representing the information about the design 
patterns implementation – it allows to choose appropriate type of metrics, 

 Analysing the context of the design patterns implementation – so that there is 
available more information than due to the structure creating the pattern. 

Data included in the model enable one to: determine the quality of implementa-
tion of design patterns, improve the obtained quality through suggesting relevant 
amendments and predict possible software defects. 

3.2 Construction of the Model 

The offered model of quality assessment of implementation of design patterns is 
composed of the following elements:  

 Formal software representation (FSR) – equivalent of source code of an  
analysed software which includes design patterns,  
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 Definitions of patterns (DEF) – characteristics, in other words, general features 
occurring in design patterns,  

 Reference model (RM) – generic implementations of design patterns,  
 Specific measures (SM) – different functions operating on measurable proper-

ties of object-oriented software.  

Figure 1 shows a logical combination of elements occurring in the model. RM 
and SM form metric repository, while metrics repository and DEF form the re-
pository of implementation of design patterns.  

FSR shows the artefacts of object-oriented software, therefore, there are rela-
tions corresponding with the elements of the object-oriented paradigm. Classes, 
interfaces and data types were generalized to Type relation expressed with relation 
scheme (1). The components of classes and interfaces are relations Field, Proper-
ty, Method, which are functionally dependent on Type; an example for Property 
relation is shown by relation scheme (2) and functional dependency (3). The most 
significant relations are shown in Table 1. 

 

Fig. 1 General scheme of the model; geometric shapes symbolize artefacts in software. 

 SType = {#pkType, amod, mod, kot, name}  (1) 

 SProperty = {#pkProperty, #fkProperty, amod, mod, dir, name} (2) 

 #fkProperty  #pkType (3) 

Where: amod  AMOD = {public, private, …}, mod MOD ={static, partial, …}, 
kot  KOT = {class, interface, …}, dir  DIR = {set, get, set/get}, name  alphanu-
merical, #pk is a primary key, #fk is a foregin key. 
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Table 1 Relations included in FSR. 

Relation name Example Functional dependency 
Type Classes, interfaces, vale types, generic 

types 
––– 

Property The so-called setter or getter #fkProperty  #pkType 
Field Global variables #fkFieldy  #pkType 
Method The so-called functions #fkMethod  #pkType 
Parameter Parameters accepted by a function #fkParameter  #pkMethod 
MethodBody Code content included in functions #fkMethodBody  #pkMethod 

 
In the repository of implementation of design patterns, one can find elements 

analogous to the ones found in ISO 9126, that is, characteristics equal DEF, while 
metrics equal metrics repository.  

DEF is a certain kind of a list of contents which represents properly selected  
features of patterns irrespective of detailed implementation [13]. A feature of de-
sign pattern is one of essential (or optional) artefacts in pattern implementation. 
Features are grouped in categories within which they form a hierarchy, while a set 
of features of the lowest level describes a particular pattern.  

Metrics repository constitutes a source of information on possible variants of 
implementation of design patterns. Each of the occurred metrics is classified ac-
cording to the level of matching. The highest level means the best adjustment to 
the assumed ideal. RM structure is derived from FSR, therefore, each FSR rela-
tions has its representation in a relation in RM.  The difference is that each RM 
relation is associated with an additional relation representing the level of match-
ing. SM is a set of indicators (that means functions that are mapping the extract of 
the program by the numerical value) operating on the measurable properties of 
object-oriented software [13]. Both described types of metrics are polymorphic 
with respect to each other, that is, they can determine values for the same feature 
interchangeably.  

3.3 Verification of Implementation Based on the Model 

Generally, the verification of implementation of a design pattern consists in  
showing conformity of the analysed software code with rules and principles of 
implementation adopted for a particular pattern e.g. in [4]. The verification of 
implementation based on the offered model uses the metrics repository, which 
plays a role of a set of rules and principles of implementation, to achieve this goal. 
Therefore, the verification comes down to determining results of metrics describ-
ing a certain pattern. In case of RM, this consists in comparing an atomic artefact 
with FSR to a set of possible values included in RM which correspond with this 
artefact. Each value is associated with a level of matching which, simultaneously, 
is a result for a certain metric. Determining metrics on the basis of SM consists in 
performing a mathematical function measuring the properties of an artefact  
from FSR, and then mapping the obtained result into a set of possible values.  
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The results are classified in a set of values according to the ranges: from, to, exact-
ly. Each range is associated with a relevant level of matching which is again a 
final result of a certain metric. Figure 2 presents the details of the discussed verifi-
cation, described by means of symbols corresponding with the artefacts in FSR.  

 
Fig. 2 Determining the level of matching - geometric shapes correspond with software  
artefacts. 

3.4 Examples of Metrics 

Most of design patterns [4] are composed of many aspects which should be taken 
into consideration during implementation. The basic aspect occurring in any pat-
tern is a implementation structure constituting a pattern [13], that is, relevant clas-
ses, interfaces and dependencies between them. In this respect, Singleton seems to 
be the relatively least complex pattern which, from generalized perspective, is 
composed of three elements, after: [8]: 1 - only private constructors are allowed; 2 
- there must be at least one public method (or public static final field) that has the 
same return type as the class it is defined in; 3 - that public method must return the 
same instance of the class, no matter how many times called. However, it is too 
much generalization to use it as a source of information required for quality as-
sessment. Therefore, the aspect of a structure creating a pattern can be decom-
posed to 16 atomic elements [13]. With the atomic elements included in other 
aspects (e.g. use of shareholders, behaviour in multithreaded environment) added 
to it, one will obtain a developed set of information on implementation of Single-
ton pattern and this will make it possible to briefly describe all the metrics neces-
sary to verify the whole set. Below, one can find two metrics discussed in order to 
present a general idea. Examples in this form are applied only with the Singleton 
pattern. 

An exemplary metric based on RM means verification of the scope of visibility 
of a method which returns the instance of Singleton pattern. According to the 
above-mentioned generalized description of the structure constituting a pattern,  
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a method in the analysed software should be marked with public access modifier 
(the highest level of matching). However, the method can be also marked with 
internal modifier  (lower level of matching), which will reduce the scope of visi-
bility. On the other hand, private access modifier occurrence is unacceptable here 
(zero level of matching). The consequences of the occurrence of three mentioned 
cases are described in Table 2.  

Table 2 Consequences of the occurrence of the selected access modifiers.  

Access 
modifier 

Level of 
matching 

Consequences of occurrence 

public 2 Recommended, it makes Singleton instance accessible to every 
class, does not limit the use.  

internal 1 Acceptable, still it limits the scope of visibility only to the library. 
It may cause problems when attempting integration with the 
analysed software.  

private 0 Unacceptable, it will make an access to instance impossible, a 
pattern will not serve its purpose.  

 
An exemplary metric based on SM for Singleton pattern is MHF from set [1] 

expressed in formula (4); this metric concerns the content of pattern class which is 
not a part of a structure composing a pattern. By substituting into formula (4) ar-
guments for an exemplary implementation of a pattern where there is 4 private 
methods and 20 of all methods, one will obtain the result of 0.2. Subsequently, the 
result should be mapped in a set of possible values; in this case, the result meets 
the highest level of matching. Mapping is necessary as the recommended values of 
MHF for the general case of software may be different for Singleton pattern. The 
consequences of the occurrence of different cases are presented in Table 3. 

= ܨܪܯ   ∑ ∑݀݋ℎݐ݁݉ ݁ݐܽݒ݅ݎ݌ ݀݋ℎݐ݁݉                                                     (4) 

Table 3 A set of possible values of MHF metric.  

Metric 
result 

Level of 
matching 

Consequences of occurrence 

<0.3 2 Recommended, it means typical covering of public methods 
in relation to private methods.  

<0.4, 0.9> 1 Acceptable, still, it means too high internal complexity of a 
class. 

1 0 Unacceptable, it will make an access to instance impossible; 
the pattern will not serve its purpose.  

3.5 The Practical Use 

The presented model offers the basis for practical use. In [13] there were presented 
preliminary research results obtained with help of the dedicated software and the 
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real life examples applying to the undertaken ways of using the model, that is the 
quality check, improvement and error prediction in the design pattern implementa-
tion. Improvement of the implementation is necessary in order to keep the quality 
of the produced software. It is beneficial for small development teams (e.g. 
Scrum), where the model integrates with the existing productive methodology. 
Improving the implementation is necessary when the design patterns implementa-
tion has no errors but it can be fixed. It is beneficial for the beginner programmers 
or for the implementation of not popular patterns. Prediction of the errors resulting 
from bad implementation of the design patterns is necessary in the terminal phase 
of the production, so that the software can be protected from the potential prob-
lems. Other examples of using the model: detection of the patterns instances,  
refactoring to patterns, automatic documentation of the pattern code or automatic 
implementation of the design patterns. 

4 Summary 

The article briefly presented the selected models of software development and ISO 
9126 standard describing software quality. It also emphasized a great importance 
of the paradigm of object-oriented programming.   

The authors' model of assessing the quality of implementation of design pat-
terns, which is composed of elements intended for representation of software 
equivalent, characteristics and relevant metrics, was discussed. Previous works 
confirmed correctness of the accepted resolutions and are the basis for further 
research. On the basis of the model, one can, among others, verify the structure of 
implementation of design patterns and improve the implementation itself.  

Further works related to the model will include providing more details concern-
ing the model's components and dependencies between those. Next, the practical 
experiment is predicted, which a few programmers will take part in. In the experi-
ment the model will be used to keep the quality and to improve the design patterns 
implementation. 
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Application of Particle Swarm Optimization  
to Maximize Efficiency of Straight  
and U-Shaped Robotic Assembly Lines 

Mukund Nilakantan Janardhanan, Peter Nielsen and S.G. Ponnambalam 1 

Abstract This paper focuses on implementing particle swarm optimization (PSO) to 
optimize the robotic assembly line balancing (RALB) problems with an objective of 
maximizing line efficiency. By maximizing the line efficiency, industries tend to utilize 
their resources in an efficient manner. In this paper, two layout configurations of robotic 
assembly lines are proposed. In this robotic assembly line balancing problem, the tasks are 
assigned to the workstations and the efficient robots to perform the assigned tasks are 
chosen based on the objective of maximizing line efficiency. Performance of the proposed 
PSO algorithm is evaluated on benchmark problems and compared with the best known 
results reported in the literature. Computational time of the proposed algorithm is better 
than the one reported in the literature. Comparative studies on the performance of the two 
layouts are also done and the results are reported. 

Keywords Line efficiency · Assembly line layouts · Cycle time · Particle swarm 
optimization 

1 Introduction 

Assembly Line balancing (ALB) problems mainly deal with allocation of tasks to 
different workstations such a way that the precedence relations of the tasks are not 
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violated. Allocation is done based on a given objective function [1]. Different 
researchers have worked extensively on the traditional assembly line balancing 
problems with different objective functions to be optimized [2]. Advancement in 
technologies helps industries to move away from traditional assembly line and 
adopt robotic based assembly lines. Robots help in improving the productivity, 
flexibility and provide a safe environment for the labor.  Since installing an as-
sembly line is a very cost intensive and long term, decision, it is very important to 
assign the tasks to the workstations in an efficient manner by balancing the work-
load at each workstations. Assembly lines are classified based on their models and 
configuration. In this paper, a single model robotic assembly line with straight and 
U-shaped configuration is considered. From the literature it could be analyzed that 
different researchers have proposed different models to balance the workloads in 
robotic assembly lines with an objective of minimizing cycle time, number of 
workstations and energy consumptions [3-5]. The two common types of RALB 
problems addressed in the literature are: RALB-I (Robotic Assembly Line Balanc-
ing-Type I), where the objective is to minimize the number of workstations when 
the cycle time is fixed and RALB-II (Robotic Assembly Line Balancing-Type II) 
which mainly aims at minimizing the cycle time when the number of workstations 
are fixed [4]. Researchers mainly focused on proposing models for straight robotic 
assembly line where as there is very less focus on U-shaped robotic assembly 
lines. Scheduling, assembly line balancing problems all are difficult optimization 
problems and all of them fall under the category of NP-hard. Different researchers 
have proposed different techniques like constraint programming, linear program-
ming, and metaheuristics to solve these problems [6-8]. This paper aims at propos-
ing an efficient algorithm by using particle swarm optimization (PSO) which can 
generate better solutions than the one reported in the literature [9] in terms of max-
imizing line efficiency for straight and U-shaped robotic assembly lines referred 
as RALB-E. In this paper, the assembly tasks are to be allocated to workstations, 
and each workstation needs to be allotted with a robot which performs the allotted 
tasks in minimum time which in turns helps in maximizing line efficiency for a 
fixed number of workstations for both straight and U-shaped assembly lines.  

The remainder of the paper is structured as follows: Section 2 presents the 
problem definition along with the assumptions considered in this paper. Section 3 
presents the details of the implementation of PSO. Section 4 reports the experi-
mental results of the proposed algorithm and compared with the results reported in 
the literature and Section 5 concludes the findings of this research.  

2 Problem Definition and Assumptions 

In this paper, two configurations (straight and U-shaped) of robotic assembly lines 
are considered. In these configurations, different types of assembly tasks are to be 
allotted to a workstation where a specific type of robot will be selected to execute 
the allotted tasks. Tasks are to be assigned to the workstation in such a manner 
that the precedence constraints are met. Assignment of tasks determines the order  
 



Application of Particle Swarm Optimization to Maximize Efficiency  527 

 

in which tasks are to be executed. For a robotic assembly line, there are a set of 
workstations and robots. There is a need of efficiently balancing the workload in 
each workstation and to select the suitable robot to achieve an efficient balanced 
assembly line. Tasks are to be assigned to the workstation and the best fit robot 
which can perform the tasks in minimum time is to be allotted. The major objec-
tive of this problem addressed in this paper is to maximize the efficiency of the 
robotic assembly line. In case of straight robotic assembly line, tasks are assigned 
to the workstation by checking the predecessor tasks where as in U-shaped tasks 
are assigned by checking the predecessor as well as successor tasks. The following 
assumptions are considered in this work [3, 4]. 

 Splitting of a task into different workstations is not allowed. 
 Task time is based on the type of the robot assigned to perform them. 
 In a workstation, only one robot can be assigned.  
 In this paper, number of workstations is equal to the number of ro-

bots. 
 Any task can be executed by any robot in any workstation. 
 Purchase cost of robots is not considered. There are no limitations in 

the availability of the robots. 
 Assembly line is designed for a unique model of a single product. 

Since the proposed problem falls under the category of NP-hard, there is a need 
of using metaheuristic search algorithm to generate efficient solutions for RALB-E. 
In this paper, particle swarm optimization (PSO) is implemented. 

3 Design of PSO for RALB-E  

Particle Swarm Optimization (PSO) algorithm is applied to solve this RALB-E 
problem due to its simplicity in implementation and easiness in fine tuning the 
parameters. It is reported in the literature that PSO is better in terms of computa-
tional speed when compared with other metaheuristic algorithms [10]. PSO is a 
population based metaheuristic algorithm proposed by Kennedy and Eberhart [11]. 
Concept of PSO was inspired by the social behavior of migrating birds trying to 
fly to unknown destination. In PSO, birds are referred as particles. For the adapta-
bility to assembly line balancing problems, the particle is an ordered sequence of 
tasks arranged based on the precedence relationship. Based on the social behavior, 
a set of particles called swarm tries to move towards the best region in the search 
space. A flowchart of the PSO is presented in Figure 1 and different steps in-
volved in PSO implementation are presented in the following section.  

3.1 Initialization  

Initial particles and velocity are randomly generated randomly. In this paper, in-
stead of starting the search process with random particles, few heuristic rules re-
ported in the literature are applied to generate the particles. This helps in reducing 
the computation time. Different heuristic rules are applied by using the task  
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information and precedence relationship data. Task information contains the time 
required to complete the tasks by a set of different set of robots. For example, 
Table 1 presents the time data for 11 task problem with 4 problems. Each particle 
updates its position based on the velocity in every iteration. A sample particle 
structure representation and velocity vector is shown in Figure 2. In this paper, 
number of velocity pairs are fixed and generated randomly. For e.g., in case of 20 
tasks problem then number of velocity pairs is fixed as 4. Number of initial parti-
cles is fixed to 25 and different sizes of initial population were tested and it is 
concluded that when it is 25 better solutions are obtained.  

3.2 Velocity Update 

Each particle updates it position towards the global optimum solution using the 
velocity vector. Two factors that guides the velocity vector: best position encoun-
tered by the particle itself (local best) and best position (global best) encountered 
by the whole population (swarm). The velocity is updated using Equation 1.  

1
1 1 2 2

cognitive part social part
  

*[ * ( )] *[ * ( )]t t lo t t t t
i i i i iv v c U P P c U G P      

  (1) 

Where U1 and U2 are known as velocity coefficients (random numbers between 0 
and 1), c1 and  c2 are known as acceleration coefficients, vi

t is the initial velocity, 
loPi

t is the local best, Gt is the global best solution at generation ‘t’ and Pi
t is the cur-

rent particle position. Due to the characteristic of the problem, transposition rule is 
used for updating the velocity. An example is shown how the transposition works 
when there is a local best particle and current particle. Local best particle (lopi

t) (1, 5, 
4, 2, 3, 6) and Current particle (Pi

t): (1, 3, 2, 4, 5, 6). The transposition pairs are: (1, 
5, 4, 2, 3, 6) - (1, 3, 2, 4, 5, 6) = (2, 5) (3, 4). Detailed explanation on how transposi-
tion works is reported in [5]. In the velocity equation, coefficient values c1, U1 and 
c2, U2 work like a probability percentage which decides how many pairs would be 
copied by doing the transpositions to form the updated velocity.  

 
Fig. 1 Flow chart of PSO 
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Fig. 2 Particle and Velocity structure 

3.3 Position Update 
Position of the particle is updated using the updated velocity. This updating helps 
in finding the position of the new particle using Equation 2. In this problem, it 
helps in finding a new particle with a new tasks sequence.  

1 1t t t
i i iP P v          (2) 

An example is presented to show how the position update works. 

Current particle (Pi
t): (1, 3, 2, 4, 5, 6), Update Velocity vi

t+1: (2, 5) (3, 4). 
Update position: (1, 3, 2, 4, 5, 6) + (2, 5) (3, 4) = (1, 5, 4, 2, 3, 6) 

 
Since the problem addressed in this paper is constrained by the precedence rela-
tionship, a repair mechanism [3] is incorporated to convert an infeasible particle 
(tasks sequence) to a feasible particle which meets the precedence relationship. 

3.4 Fitness Evaluation- Line Efficiency Calculation 

The objective function which is evaluated in this paper is the line efficiency (LE). 
Line efficiency is to be calculated for both straight and U-shaped layout configura-
tions of a robotic assembly line. The workstations are assigned with the tasks 
based on the precedence relationship and the robots are selected based on their 
ability to perform the assigned tasks in minimum time. Steps involved in evaluat-
ing the line efficiency for both straight and U-shaped layouts are presented below.  

Step 1: Tasks are allotted to the workstation in straight layout based on the task 
sequence generated using the procedure reported in [5]. For U-shaped, allocation 
procedure reported in is adopted. These procedures allocate the tasks to the work-
station by minimizing the workstation time. In U-shaped allocation, tasks from the 
either side of the tasks sequence can be allotted to the workstation. Step 2:  Ro-
bots are selected to perform the allotted tasks. These robots are required to be 
executing the tasks in minimum time. Step 3: Based on the tasks allocation and 
robot allocation, the workstation time is calculated. The workstation with the max-
imum workstation time is the cycle time of the allocation. Step 4: Line efficiency 
(LE) is calculated using Equation 3. Line efficiency is the direct indication of the 
efficiency of a given assembly line.  
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                                 (3) 

Here Sk is the workstation time, Nw is total number of workstations and C is 
the cycle time. The line efficiency provides results in percentage from 0 to 100%. 
To illustrate the evaluation of the line efficiency of straight robotic assembly line 
for 11 tasks and 4 robot problem. Table 1 presents the time taken by four robots to 
perform the 11 tasks. Figure 3 presents the allocation of straight layout configura-
tion.  Based on the workstation times, line efficiency is calculated as follows. LE 
= (143+136+115+84)/ (4*143)*100 = 83.56%. 

Similarly, the line efficiency of U-shaped robotic assembly line is evaluated. 
Figure 4 presents the allocation of tasks and robots to each workstation in U-shaped 
robotic assembly line. Line efficiency is calculated as: (116+108+121+124)/ (4*124) 
= 94.5%. 

 
Fig. 3 Tasks and Robot allocation in straight robotic assembly line 

 
Fig. 4 Tasks and Robot allocation in U-shaped robotic assembly line 

Table 1 Performance time for 11 tasks by 4 robots 

Tasks Robot 
1 

Robot  
2 

Robot 
3 

Robot 
4 

Precedence 
Relationship 

1 81 37 51 49 - 
2 109 101 90 42 1 
3 65 80 38 52 1 
4 51 41 91 40 1 
5 92 36 33 25 1 
6 77 65 83 71 2 
7 51 51 40 49 3,4,5 
8 50 42 34 44 6 
9 43 76 41 33 7 

10 45 46 41 77 8 
11 76 38 83 87 9,10 

1 *100
*

wN

k
k

w

S
LE

N c


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4 Computational Results 

The computational experiments are conducted in order to test the performance of 
the proposed PSO algorithm to solve RALB-E problems. Thirty two problems 
available in literature [4] for robotic assembly line balancing problems are used. 
These problems have different problems with different tasks size (25- 297 tasks) 
and different robot sizes. Each problem is run ten times and most of the runs con-
verged to the same solution for all the problems. The best sets of parameters are 
selected after trial experiments. The parameters used here are: number of initial 
particles (population size) - 25, number of iterations- 30, learning coefficient val-
ues: c1=1 and c2=2.  Results obtained by the proposed algorithm are compared 
with best solution (Differential Evolution-DE) [9] reported so far in the literature. 
The algorithm used in the literature is differential evolution. Table 2 presents the 
comparative results for two layouts of robotic assembly lines using PSO and DE. 
Problem 1-16 is small size problems and Problem 17-32 is large size problems. 
From the reported results it can be seen that for straight layout proposed PSO re-
ports better solutions than DE for 13 problems in the small size category and for 
large size problems 11 out of 16 problems reported better efficiency than DE. For 
U-shaped layout, results obtained by using PSO could find better solutions for 12 
problems in small size category.  

Table 2 Computational Results for RALB-E problems 

Dataset 

Proposed PSO DE [4]  

Dataset

Proposed PSO  DE [4] 

St. 
line 

U-
shaped 

St. 
line 

U- 
shaped 

 St. 
line 

U-
shaped 

St. 
line 

U-
shaped 

 
25-3 97.3 99.1 97.3 99.1 89-8 80.6 83.4 82.3 84.0 
25-4 97.1 98.0 88.6 91.5 89-12 96.2 94.5 94.3 96.0 
25-6 90.5 96.9 88.2 96.9 89-16 98.8 98.2 90.8 98.2 
25-9 87.4 89.0 84.5 88.9 89-21 90.6 90.4 88.2 88.6 
35-4 99.4 98.6 98 98.6 111-9 97.2 96.7 97.8 96.8 
35-5 95.2 96.7 93 97.4 111-13 96.1 95.4 95.6 94.4 
35-7 93.0 94.6 92 94.8 111-17 94.0 93.8 93.2 93.8 

35-12 90.5 90.9 82.3 87.3 111-22 91.7 90.0 91.7 90.1 
53-5 97.5 98.6 92.1 97.3 148-10 98.0 97.2 96.2 96.7 
53-7 97.8 95.7 93.4 93.8 148-14 96.3 94.2 96.4 94.0 

53-10 94.5 94.5 91.4 93.7 148-21 95.2 92.6 94.5 92.7 
53-14 91.2 92.3 82.2 90.0 148-29 90.8 90.2 92.8 89.9 
70-7 95.9 97.7 95 97.4 297-19 97.3 96.7 97.1 96.4 

70-10 95.4 95.6 93.8 94.0 297-29 94.2 94.0 93.3 93.4 
70-14 93.2 91.7 87.6 92.8 297-38 94.2 94.1 91.2 93.6 
70-19 90.7 88.9 87.5 89.2 297-50 92.0 91.0 92.4 90.9 
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When comparing the performance of PSO in large size problems in U-shaped 
layout, 11 problems from the set reported better solution than DE. However, when 
a comparison is done between straight and U-shaped, U-shaped robotic assembly 
line produces better line efficiency for all the small size datasets (up to 70 task 
problems) when compared with straight robotic assembly line. For large size da-
tasets, line efficiency reported using PSO is better for straight robotic assembly 
line when compared to the U-shaped assembly for most of the datasets in this 
group.  The variation between the workstation times is lower when assembled 
through straight line; hence the line efficiency is higher for the large size dataset 
problems. 

5 Conclusion 

A Robotic Assembly Line Balancing (RALB) problem with an objective of max-
imizing line efficiency is presented. Two layouts of robotic assembly line are con-
sidered: Straight and U-shaped.  Particle Swarm Optimization is proposed to 
solve the proposed problem and benchmark problems available in the open litera-
ture is used for evaluating the performance. Proposed PSO is compared with the 
results reported in the literature. It is found that proposed PSO could find better 
solutions when compared for both straight and U-shaped layouts. From the analy-
sis it could be concluded that U-shaped layout reports higher efficiency for small 
size problems whereas for large size problems straight layout is better. Parameters 
for the algorithm are selected through a series of fine tuning experiments and best 
combination of parameters is reported here. 
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3D Pallet Stacking with Rigorous Vertical
Stability

Tina Sørensen, Søren Foged, Jeppe Mulbjerg Gravers, Mukund Nilakantan
Janardhanan, Peter Nielsen and Ole Madsen

Abstract A number of studies have been conducted on the distributor’s pallet load-
ing problem. However, the problem has rarely been solved for and applied on a real
robot. Therefore, a model for solving such problems is created with focus on the
solutions being applicable in real life. The main findings of the presented research is
that for large problems it is necessary to utilize other approaches than optimization
such as meta-heuristics. Furthermore, some model aspects are necessary to address
such as stability in order to ensure working solutions.

Keywords Three-dimensional pallet loading · Optimization · MILP · Vertical
stability · Robot
1 Introduction

When a company wants to ship a great amount of items, these need to be packed
securely, e.g. in containers or on pallets. All industries seek to maximize profits and
minimize costs and it makes perfect sense to find ways to ship items safely whilst
taking up the least amount of space. Furthermore letting a robot pack the pallet can
lead to further reductions in costs and increased profits. This paper will investigate
how to design a mathematical model with solutions that can be implemented on a
real robot. In order to do this, one must create a stacking plan, and to do it optimally,
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an optimizationmodel, such as aMixed Integer Linear ProgrammingModel (MILP),
relating to this problem is needed.

The formal name of this problem depends on whether or not the given boxes are
identical. If they are, the problem is titled themanufacturer’s pallet loading problem
(MPLP) [1], [2], [3], [4], since manufacturing companies often need to ship large
amounts of the same product. Beside manufacturing companies, distribution centres
also need to ship a large amount of items. The difference is that the distribution
centres do not typically ship identical items but rather a mix of items, since distri-
bution centres provide multitudes of product types and thus this problem is called
the distributor’s pallet packing problem (DPLP) [5], [6], [7]. The distributor’s pallet
packing problem is NP-hard [8], and so, for large problems, it is impractical to find
optimal solutions and heuristics are sometimes applied to circumvent this [9]. Since
the MPLP is a special case of the DPLP, and the latter is harder and involves more
aspects, the paper revolves around finding amodel for this type of problem. The prob-
lem consists of at least two dimensions: the length and width of the boxes. Adding a
third dimension, the height of the boxes, makes this problem strongly NP-hard [2],
and therefore an optimal solution is hard to find within a reasonable time frame.

As the DPLP is not a new problem, research has been conducted within this field.
Below, a table of relevant research is presented. References are categorised by which
type of the problem they attempt to solve.

Table 1 Literature Review.

MPLP
Method Reference
• ILP using a two-phase approach. [1]
• MILP with rotation of boxes implemented by doubling the set of boxes. [2]
• ILP using Best-First Branch & Bound with a staircase method. [3]
• MILP with implemented vertical stability. [4]

DPLP
Method Reference
• MILP with vertical stability and weight constraints,

[5]
non-square boxes and multiple containers.

• MILP model considering multiple containers. [6]
• MILP with vertical and horizontal stability. [7]

All the papers in the above table address rotation and nooverlapping and pallets are
used unless stated otherwise. In the papers that consider vertical stability, it is either
implemented as a percentage of the bottom area of the box that must be supported by
boxes below [4], as all of the bottom area of a box being supported below [7], or by
forcing three corners of a box to be supported from below [5]. The first and the latter
of these approaches are flawed, since they assume that the gravitational midpoint of
a box lies in the geometrical centre of it or is directly above the boxes supporting it.
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Reviewing literature, many disregard the fact that if the models are to be of use,
they need to be able to be implemented in practice, by e.g. a robot. Therefore the
scope of this paper is to create an optimization model that can effectively create a
solution which can then be realized by a palletizing robot.

The approach also underlines theNP-hard nature of the problem and how this kind
of issue must be solved using heuristics to be applicable in a real multimodal trans-
portation network. The remainder of the paper is organized as follows. In Section 2,
the formulation of the MILP where overlapping of boxes is avoided is presented.
In Section 3, the model is extended to include vertical stability. In Section 4 the
work with the robot is presented. Lastly, in Section 5 the results are presented and
discussed.

2 Mathematical Model

The model is formulated as a problem of maximizing utilized space on the pallet,
given the fact that no boxes must overlap and that the boxes that are placed on the
pallet cannot exceed the pallet dimensions. The model is inspired by the models
reported in [7] and [5], where constraints similar to those in [7] are applied to ensure
no overlapping occurs and that boxes are placed within the confines of the pallet.
Simultaneously, stability constraints are introduced from [5]. However, unlike the
work of [5], this model requires that all four corners of a box are supported if said
box is to be placed on top of others. This way, no assumptions about the gravitational
midpoints of boxes are required and the optimization results can be readily imple-
mented. Stability constraints are presented in Section 3. The following variables are
required to be known before the problem is solved:

2.1 Input

Types = Number of different box types.

Bi = Set containing indexes of boxes of type i , i ∈ {1...Types}.
nT = The total number of boxes.

nR = A range from 1..nT .

L = The length of the pallet along the x-axis.

W = The width of the pallet along the y-axis.

H = The maximum allowed stacking height on the pallet along the z-axis.

li , wi , hi = The length, width, and height of box type i , i ∈ nR .

X, Y, Z = The x, y, and z-coordinate of the front left corner of the pallet.

M = A sufficiently large number that is used to balance constraints.

The front left corner of the pallet is defined as the corner of the pallet that has the
lowest x and y values.
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2.2 Decision Variables

The model includes the following decision variables.

xi , yi , zi = The x, y, and z-value of the lower front left corner of box i , i ∈ nR .

x ′
i , y

′
i , z

′
i = The x, y, and z-value of the upper back right corner of box i , i ∈ nR .

Pi =
{
1, if the i’th box is on the pallet.

0, otherwise.
(1)

ri0 =
{
1, if box i is not rotated.

0, otherwise.
(2)

ri90 =
{
1, if box i is rotated 90 degrees.

0, otherwise.
(3)

ai, j =
{
1, if box i is entirely to the left of box j , that is: x ′

i ≤ x j .

0, otherwise.
(4)

bi, j =
{
1, if box i is entirely to the right of box j , that is: xi ≥ x ′

j .

0, otherwise.
(5)

ci, j =
{
1, if box i is entirely in front of box j , that is: y′

i ≤ y j .

0, otherwise.
(6)

di, j =
{
1, if box i is entirely behind box j , that is: yi ≥ y′

j .

0, otherwise.
(7)

ei, j =
{
1, if box i is entirely below box j , that is: z′i ≤ z j .

0, otherwise.
(8)

fi, j =
{
1, if box i is entirely over box j , that is: zi ≥ z′j .
0, otherwise.

(9)

For a graphic illustration of the position variables see Figure 1.

Fig. 1 Position Variables.
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2.3 Objective Function and Constraints

From this, the problem is as follows:

maximize
∑

i∈nR
li · wi · hi · Pi . (10)

subject to

xi ≥ X · Pi ∀i ∈ nR . (11)
yi ≥ Y · Pi ∀i ∈ nR . (12)
zi ≥ Z · Pi ∀i ∈ nR . (13)
x ′
i ≤ X + L ∀i ∈ nR . (14)
y′
i ≤ Y + W ∀i ∈ nR . (15)
z′i ≤ Z + H ∀i ∈ nR . (16)

x ′
i = ri0 · li + ri90 · wi + xi ∀i ∈ nR . (17)
y′
i = ri90 · wi + ri0 · li + yi ∀i ∈ nR . (18)
z′i = hi + zi ∀i ∈ nR . (19)
1 = ri0 + ri90 ∀i ∈ nR . (20)
x ′
i ≤ x j + (1 − ai j )M ∀i ∈ nR , j > i . (21)

x ′
j ≤ xi + (1 − bi j )M ∀i ∈ nR , j > i . (22)

y′
i ≤y j + (1 − ci j )M ∀i ∈ nR , j > i. (23)

y′
j ≤yi + (1 − di j )M ∀i ∈ nR , j > i. (24)

z′i ≤z j + (1 − ei j )M ∀i ∈ nR , j > i (25)
z′j ≤zi + (1 − fi j )M ∀i ∈ nR , j > i. (26)

x ′
i ≥x j + 1 − ai j M ∀i ∈ nR , j > i. (27)

x ′
j ≥xi + 1 − bi j M ∀i ∈ nR , j > i. (28)

y′
i ≥y j + 1 − ci j M ∀i ∈ nR , j > i (29)

y′
j ≥yi + 1 − di j M ∀i ∈ nR , j > i. (30)

z′i ≥z j + 1 − ei j M ∀i ∈ nR , j > i. (31)
z′j ≥zi + 1 − fi j M ∀i ∈ nR , j > i. (32)

1 ≤ai j + bi j + ci j + di j + ei j + fi j (33)
∀i ∈ nR , j > i.

Pj ≥Pj+1 ∀ j ∈ Bi , ∀i ∈ {1...Types}. (34)
0 ≤xi , yi , zi , x

′
i , y

′
i , z

′
i (35)

The objective function (10) maximizes utilized space on the pallet. Equations (11)
to (16) ensure that all boxes placed on the pallet lie completely within the boundaries
of the pallet. Note that X , Y , and Z need to be defined sufficiently large to make
space for the boxes not placed on the pallet. Equations (17) to (20) enables the option
of 90◦ rotation around the z-axis. If ri0 equals one, it means that the length of a box is
parallel to the x-axis. Similarly, if ri90 is one, the length is parallel to the y-axis. Only
one of these instances can occur at any one time. Constraints (21) to (33) ensure that
no boxes, not even those that are not on the pallet, overlap each other. As an example,
equation (21) includes the indicator variable ai j which is equal to 1 if and only if box
i is entirely to the left of box j , that is x ′

i ≤ x j . Equation (21) will force ai j to be 0
when box i is not to the left of box j but not force it to be 1 when box i is entirely
to the left of box j . The latter is however ensured in equation (27). Equation (33)
ensures that at least one of a, b, c, . . . , f is equal to 1, hence no boxes will overlap.
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Constraint (34) is redundant in terms of reducing the feasible region of the problem
but is added to improve computation time. It ensures that if a certain box is excluded
from the solution, there will be no further searching for a solution including boxes
of the same type that has not been placed yet.

3 Stability

To ensure that the stacking plan is vertically stable, that is, boxes are not allowed to
be placed in a floating position with no support of its bottom surface, a constraint is
added to the model. This constraint forces all corners of a box (excluding boxes that
are placed on the ground level or not placed on the pallet) to be supported. For this
the following variables and constraints are added:

3.1 Decision Variables

βil j =

⎧
⎪⎨

⎪⎩

1, If corner l of box i

is supported by box j .
0, otherwise.

gi =

⎧
⎪⎨

⎪⎩

1, If box i stands on the ground
level of the pallet, i.e. zi = Z .

0, otherwise.

βil j =

⎧
⎪⎨

⎪⎩

1, If corner l of box i

is supported by box j .
0, otherwise.

gi =

⎧
⎪⎨

⎪⎩

1, If box i stands on the ground
level of the pallet, i.e. zi = Z .

0, otherwise.

SHi j =

⎧
⎪⎨

⎪⎩

0, If box j is on a sufficient level
to support box i , i.e. zi = z′j .

1, otherwise.

pi j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, If the projection on the
xy-plane of boxes i and j

have a non-empty intersection.
1, otherwise.

si j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, If box j has the right conditions
to support box i ,
i.e. pi j = SHi j = 0.

0, otherwise.

η1i j =
{
0, If x j ≤ xi .
1, otherwise.

η2i j =
{
0, If y j ≤ yi .
1, otherwise.

η3i j =
{
0, If x ′

i ≤ x ′
j .

1, otherwise.

η4i j =
{
0, If y′

i ≤ y′
j .

1, otherwise.

3.2 Constraints

From the decision variables, stability constraints are defined as:
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∑

j∈nR

4∑

l=1

βil j ≥ 4(1 − gi ) ∀i ∈ nR (36)

zi ≤ Z + (1 − gi ) · H ∀i ∈ nR (37)
vi j ≥ z′j − zi ∀i, j ∈ nR (38)

vi j ≥ zi − z′j ∀i, j ∈ nR (39)

SHi j ≤ vi j ∀i, j ∈ nR (40)
vi j ≤ SHi j · H ∀i, j ∈ nR (41)
pi j ≤ ai j + bi j + ci j + di j ∀i ∈ nR , j > i (42)
2pi j ≥ ai j + bi j + ci j + di j ∀i ∈ nR , j > i (43)
pi j = p j i ∀i, j ∈ nR (44)
1 − si j ≤ SHi j + pi j ∀i, j ∈ nR (45)
(1 − si j ) · 2 ≥ SHi j + pi j ∀i, j ∈ nR (46)

βil j ≤ si j ∀i, j ∈ nR , ∀l ∈ 1..4 (47)
βil j ≤ Pi ∀i, j ∈ nR , ∀l ∈ 1..4 (48)
βil j ≤ Pj ∀i, j ∈ nR , ∀l ∈ 1..4 (49)
η1i j + η2i j ≤ 2 · (1 − βi1 j ) ∀i, j ∈ nR (50)

η2i j + η3i j ≤ 2 · (1 − βi2 j ) ∀i, j ∈ nR (51)

η3i j + η4i j ≤ 2 · (1 − βi3 j ) ∀i, j ∈ nR (52)

η1i j + η4i j ≤ 2 · (1 − βi4 j ) ∀i, j ∈ nR (53)

x j ≤ xi + η1i j · L ∀i, j ∈ nR (54)

y j ≤ yi + η2i j · W ∀i, j ∈ nR (55)

x ′
i ≤ x ′

j + η3i j · L ∀i, j ∈ nR (56)

y′
i ≤ y′

j + η4i j · W ∀i, j ∈ nR (57)

By constraint (36), all boxes that are not placed on the ground level must be
supported at all four bottom corners. (37) ensures that gi is set to zero as long as box
i is not placed on the pallet floor. Constraints (38) and (39) are added to establish
vi j , which is a number that is at least as large as |zi − z′

j |. This is used to define SHi j

i.e if vi j = 0 then SHi j = 0 (40), and if vi j > 0 then SHi j = 1 (41). Constraints
(42) and (43) establish pi j in an upper triangular matrix ( j > i) which shows if
the projections on the xy-plane of box i and j overlap, and (44) fills out the lower
triangle of the symmetrical matrix, since all entries of it are needed in the constraints
(45) and (46). (45) forces si j to be 1 if box j is on a sufficient level to support box i
and there is an overlap in their projections on the xy-plane. (46) forces si j to equal
0 if not both these criteria are satisfied and constraint (47) ensures that βil j is 0 for
all l ∈ 1..4 as long as si j is zero. (48) and (49) ensure that box i cannot be supported
by j if they are not both placed on the pallet. The remaining constraints determine
exactly which boxes support which corners of other boxes.

4 Use of the Model

To show the functionality of the model, a simple example has been calculated. Two
box types are considered, the first being 19 cm long, 12.7 cm wide, and 9.2 cm high,
and the latter being 19 cm long, 25.4 cm wide, and 9.2 cm high. There are eight of
the first box type and two of the second. The pallet is 38 cm in length, 25.4 in width,
and has a height limit of 27.6. The model solved it to optimality within 7.51 seconds
with an Intel(R) Quad Core i7- 4700MQ processor, 2.4 GHZ CPU, 8 GB RAM and
a 64 bit OS, placing four small boxes as the bottom layer, the two large ones are both
rotated and form the middle layer, and the top layer is identical to the bottom layer.
However, as can be seen from the results shown in Figures 2 and 3, the designed
model is only useful for relatively small problems. In these figures, the number of
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Fig. 2 Number of Constraints. Fig. 3 Number of Variables.

variables and constraints along with number of boxes squared are shown for four
problems with a gradually increasing number of boxes.

The blue lines in Figures 2 and 3 show the number of variables and constraints for
10, 20, 30, and 40 boxes. The orange line is given by the function y = x2, where x is
the number of boxes. Note that the blue lines follow the left hand axis and the orange
line the right hand axis. Both the number of variables and the number of constraints
are almost proportional to this function, meaning that the number of variables and
constraints grows quadratically with the number of boxes. However, small scale
experiments with the model were carried out on a FANUC M-iB 6S. The end tool
that is used is a suction disc. The model is programmed in IBM’s ILOG CPLEX v.
12.6.2. and in this, a heuristic is implemented that arranges the solution in the right
stacking order. This first sorts for the lowest z-value, then the largest x-value, and last
the largest y-value. Trials with this heuristic have proven successful in preventing the
robot, and any box it may be carrying, from coming in contact with already placed
boxes. In conclusion, the robot performed satisfactory in stacking the boxes, even at
speeds of 2000 mm/second. Furthermore it was confirmed that the stability criteria
implemented ensured vertical stability in every layer. Further experiments with the
proposed model can be found in [10].

5 Discussion and Concluding Remarks

While optimality is to be strived for, this MILP model fails to give it within a reason-
able time frame for larger problems. Given enough boxes, the search space becomes
unmanageable. Meta-heuristics would be preferred in these cases, even though they
do not guarantee optimal solutions. However, meta-heuristics have the benefit that
they can solve large problems fast, making them a more flexible than the MILP
model. An important observation to make of this study is that for any model to be
useful, the stacking process should be taken into account when designing the model.
In other words, when a robot is required to stack the boxes, its weaknesses should
be taken into account. To the best of the authors’ knowledge, very few papers treat
stability as rigorously as in this paper. Moreover, in the papers that do include sta-
bility presented in Section 1, many assume that the gravitational midpoint is always
in the centre of the box, which is an unrealistic assumption. Even though this model
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has proven less useful for larger problems, it may be possible to establish rules about
input based on experiments with the model that will reduce computation time.
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Input Analysis of the Distributor’s Pallet
Loading Problem

Tina Sørensen, Søren Foged, Jeppe Mulbjerg Gravers,
Mukund Nilakantan Janardhanan and Peter Nielsen

Abstract Numerous studies have been conducted on the distributor’s pallet loading
problem (DPLP) in order to find solutionmethods that are time efficient and produces
results that are applicable in the real world. It is well known, that the complexity of
the problem increases by the number of boxes to be packed on the pallet, but not
much research focuses on other factors of input affecting the complexity. This paper
proposes a model for solving the three-dimensional single pallet DPLP. Datasets are
created specifically to conduct selected experiments to identify causes to increased
computational time. The results yield a strong link between computation time and
certain ratios of total volume of boxes to maximum capacity of the pallet as well as
the amount of small vs. large boxes to be packed.

Keywords Three-dimensional pallet loading ·MILP · The distributor’s pallet load-
ing problem · Optimization

1 Introduction

In an ever increasing effort to be more competitive, companies seek to minimize
costs in all facets of their business. One of these facets is the transportation of goods.
Being able to load a pallet or container optimally not only reduces shipping costs, but
also helps to ensure a compact and stable packing of the pallet, ultimately making
for a safer transport. The distributor’s pallet packing problem (DPLP) is the problem
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of packing rectangular boxes of different dimensions onto a pallet in an optimal way,
and is a relevant problem in many industries such as distribution centres that must
load pallets with a mix of products. There are several constraints in DPLP’s that
make the problem complex. First, the boundaries of the pallet must not be violated
i.e. every box placed on the pallet has to lie completely within the dimensions of it.
Furthermore one needs to make sure that no boxes overlap physically. The stability
of the pallet is another important aspect. Vertical stability refers to the fact that each
box must be sufficiently supported on its bottom surface. Horizontal stability relates
to the ability of a box to withstand the inertia of its own body when the pallet is in
motion. Paquay et al. [1] argue that that horizontal stability is of less importance since
bounding the boxes or adding special sheets between boxes to increase friction is
an easy solution to the problem. Likewise (however not as simple) ensuring vertical
stability can be ensured by filling unutilized space between boxes with blocks of e.g.
polystyrene. Another aspect is the weight distribution on the pallet, where the target
center of gravity of the pallet is as low and as close to the center as possible. The
center of gravity of each box plays a role in all these stability constraints. Of course
there is also the a maximum weight capacity of the pallet that must be taken into
account as well as the fragility of each separate box.

The three-dimensional DPLP is a special case of the three-dimensional pallet
loading problem. In pallet loading problems one further distinguishes between single-
andmulti-pallet loading problems. Chen et al. [2] presents amixed integer linear pro-
gramming (MILP) model that is capable of solving the multi-pallet loading problem
in three dimensions to optimality. The model is however quite basic and lacks the
inclusion of stability and fragility constraints. Paquay et al. [1] solve the same kind
of problem with a model that includes both vertical stability-, weight-, and a simple
form of fragility-constraints and furthermore uses a container that is not rectangular
shaped. These constraints add great amount of complexity to the problem and the
model struggles to find an optimal solution within their time limit of 3600 seconds
when the number of boxes exceeds 20. Junqueira et al. [3] propose an MILP model
that features both vertical and horizontal stability, but for problems exceeding 20
boxes the model is generally unable to find an optimal solution within 3600 seconds.
The three-dimensional DPLP is strongly NP-hard [4] and therefore practically im-
possible to solve to optimality for larger problem instances. A recurring message in
most literature is that heuristic methods are necessary when the problem increases in
size. Examples of this are seen in [5], where a simple heuristic method is presented
with promising computation times and [6] who uses a Genetic Algorithm approach.

This paper proposes a MILP model for solving the single pallet DPLP. The model
includes constraints to ensure that no overlapping of boxes occurs, boxes placed
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on the pallet do not violate the dimensions of the pallet and finally vertical stability.
By running this model on input of different characteristics the aim is to examine
what makes a problem computational complex.

2 The Mathematical Model

The model below is a simplification of the model presented in [7], for an elaboration
of this please refer to the aforementioned article. It is formulated as a problem of
maximizing utilized space on the pallet and takes the following variables as input:

2.1 Input

Types = Number of different box types.

Bi = Set containing indexes of boxes of type i , i ∈ {1...Types}.
nT = The total number of boxes.

nR = A range from 1..nT .

L = The length of the pallet along the x-axis.

W = The width of the pallet along the y-axis.

H = The maximum allowed stacking height on the pallet along the z-axis.

li , wi , hi = The length, width and height of box type i , i ∈ nR .

X, Y, Z = The x, y, and z-coordinate of the front left corner of the pallet.

M = A sufficiently large number that is used to balance constraints.

The front left corner of the pallet is defined as the corner with the lowest x and y
values.

2.2 Decision Variables

The model includes the following decision variables:

xi , yi , zi = The x, y, and z-value of the lower front left corner of box i , i ∈ nR .

x ′
i , y

′
i , z

′
i = The x, y, and z-value of the upper back right corner of box i , i ∈ nR .
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Pi =

⎧
⎪⎨

⎪⎩

1, if the i’th box is
on the pallet.

0, otherwise.

ai, j =
{
1, if x ′

i ≤ x j .
0, otherwise.

bi, j =
{
1, if xi ≥ x ′

j .

0, otherwise.

ci, j =
{
1, if y′

i ≤ y j .
0, otherwise.

di, j =
{
1, if yi ≥ y′

j .

0, otherwise.

ei, j =
{
1, if z′i ≤ z j .
0, otherwise.

fi, j =
{
1, if zi ≥ z′j .
0, otherwise.

βil j =

⎧
⎪⎨

⎪⎩

1, If corner l of box i is
supported by box j .

0, otherwise.

gi =

⎧
⎪⎨

⎪⎩

1, If box i stands on the ground level
of the pallet, i.e. zi = Z .

0, otherwise.

SHi j =

⎧
⎪⎨

⎪⎩

0, If box j is on a sufficient level to
support box i , i.e. zi = z′j .

1, otherwise.

pi j =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, If the projection on the xy-plane of
boxes i and j have a non-empty
intersection.

1, otherwise.

si j =

⎧
⎪⎨

⎪⎩

1, If box j has the right conditions to
support box i , i.e. pi j = SHi j = 0.

0, otherwise.

η1i j =
{
0, If x j ≤ xi .
1, otherwise.

η2i j =
{
0, If y j ≤ yi .
1, otherwise.

η3i j =
{
0, If x ′

i ≤ x ′
j .

1, otherwise.

η4i j =
{
0, If y′

i ≤ y′
j .

1, otherwise.

Note that variables a, b, c, . . . , f indicate the boxes’ relative positions, and are used
to avoid overlaps between boxes. The same goes for η1, . . . , η4 which are used in
the constraints ensuring vertical stability.

2.3 Objective Function and Constraints

The problem is stated as follows:

maximize
∑

i∈nR
li · wi · hi · Pi . (1)
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subject to

xi ≥X · Pi ∀i ∈ nR . (2)
yi ≥Y · Pi ∀i ∈ nR . (3)
zi ≥Z · Pi ∀i ∈ nR . (4)
x ′
i ≤X + L ∀i ∈ nR . (5)
y′
i ≤Y + W ∀i ∈ nR . (6)
z′i ≤Z + H ∀i ∈ nR . (7)
x ′
i =li + xi ∀i ∈ nR . (8)
y′
i =wi + yi ∀i ∈ nR . (9)
z′i =hi + zi ∀i ∈ nR . (10)
x ′
i ≤x j + (1 − ai j )M ∀i ∈ nR , j > i. (11)

x ′
j ≤xi + (1 − bi j )M ∀i ∈ nR , j > i. (12)

y′
i ≤y j + (1 − ci j )M ∀i ∈ nR , j > i. (13)

y′
j ≤yi + (1 − di j )M ∀i ∈ nR , j > i. (14)

z′i ≤z j + (1 − ei j )M ∀i ∈ nR , j > i (15)
z′j ≤zi + (1 − fi j )M ∀i ∈ nR , j > i. (16)

x ′
i ≥x j + 1 − ai j M ∀i ∈ nR , j > i. (17)

x ′
j ≥xi + 1 − bi j M ∀i ∈ nR , j > i. (18)

y′
i ≥y j + 1 − ci j M ∀i ∈ nR , j > i. (19)

y′
j ≥yi + 1 − di j M ∀i ∈ nR , j > i. (20)

z′i ≥z j + 1 − ei j M ∀i ∈ nR , j > i. (21)
z′j ≥zi + 1 − fi j M ∀i ∈ nR , j > i. (22)

1 ≤ai j + bi j + ci j + di j + ei j + fi j (23)
∀i ∈ nR , j > i.

Pj ≥Pj+1 ∀ j ∈ Bi , ∀i ∈ {1...Types}. (24)
0 ≤xi , yi , zi , x

′
i , y

′
i , z

′
i (25)

The objective function (1) maximizes utilized space on the pallet. Equations (2) to
(7) ensure that all boxes placed on the pallet lie completely within the boundaries of
the pallet. Note that X , Y , and Z need to be defined sufficiently large to make space
for the boxes not placed on the pallet. Constraints (11) to (23) ensure that no boxes
overlap each other. Constraint (24) is redundant in terms of reducing the feasible
region of the problem but is added to improve computation time. It ensures that if
a certain box is excluded from the solution, there will be no further searching for
a solution including boxes of the same type that has not been placed yet. Stability
constraints are defined as follows:

∑

j∈nR

4∑

l=1

βil j ≥ 4(1 − gi ) ∀i ∈ nR (26)

zi ≤ Z + (1 − gi ) · H ∀i ∈ nR (27)
vi j ≥ z′j − zi ∀i, j ∈ nR (28)

vi j ≥ zi − z′j ∀i, j ∈ nR (29)

SHi j ≤ vi j ∀i, j ∈ nR (30)
vi j ≤ SHi j · H ∀i, j ∈ nR (31)
pi j ≤ ai j + bi j + ci j + di j ∀i ∈ nR , j > i (32)
2pi j ≥ ai j + bi j + ci j + di j ∀i ∈ nR , j > i (33)
pi j = p j i ∀i, j ∈ nR (34)
1 − si j ≤ SHi j + pi j ∀i, j ∈ nR (35)
(1 − si j ) · 2 ≥ SHi j + pi j ∀i, j ∈ nR (36)

βil j ≤ si j ∀i, j ∈ nR , ∀l ∈ 1..4 (37)
βil j ≤ Pi ∀i, j ∈ nR , ∀l ∈ 1..4 (38)
βil j ≤ Pj ∀i, j ∈ nR , ∀l ∈ 1..4 (39)
η1i j + η2i j ≤ 2 · (1 − βi1 j ) ∀i, j ∈ nR (40)

η2i j + η3i j ≤ 2 · (1 − βi2 j ) ∀i, j ∈ nR (41)

η3i j + η4i j ≤ 2 · (1 − βi3 j ) ∀i, j ∈ nR (42)

η1i j + η4i j ≤ 2 · (1 − βi4 j ) ∀i, j ∈ nR (43)

x j ≤ xi + η1i j · L ∀i, j ∈ nR (44)

y j ≤ yi + η2i j · W ∀i, j ∈ nR (45)

x ′
i ≤ x ′

j + η3i j · L ∀i, j ∈ nR (46)

y′
i ≤ y′

j + η4i j · W ∀i, j ∈ nR (47)
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By constraint (26), all boxes that are not placed on the bottom level must be
supported at all four bottom corners. (27) ensures that gi is set to zero as long as box
i is not placed on the pallet floor. Constraints (28) and (29) are added to establish
vi j , which is a number that is at least as large as |zi − z′

j |. This is used to define SHi j

i.e if vi j = 0 then SHi j = 0 (30), and if vi j > 0 then SHi j = 1 (31). Constraints
(32) and (33) establish pi j in an upper triangular matrix ( j > i) which shows if
the projections on the xy-plane of box i and j overlap, and (34) fills out the lower
triangle of the symmetrical matrix, since all entries of it are needed in the constraints
(35) and (36). (35) forces si j to be 1 if box j is on a sufficient level to support box i
and there is an overlap in their projections on the xy-plane. (36) forces si j to equal
0 if not both these criteria are satisfied and constraint (37) ensures that βil j is 0 for
all l ∈ 1..4 as long as si j is zero. (38) and (39) ensure that box i cannot be supported
by j if they are not both placed on the pallet. The remaining constraints determine
exactly which boxes support which corners of other boxes.

3 Computational Experiments

The purpose of the experiments is to see what happens with computation time when
some parameters of the input is changed. The different experiments which this paper
tests the model on are summarized In table 1:

Table 1 Experiments.

Experiment What is tested Total Number
of Boxes

1 Ratio between pallet volume and box volume 10 and 20
2 Ratio between small and large boxes 16
3 Number of boxes to be stacked 10, 20, 30, and 40

The experiments are selected to represent various scenarios that will be encoun-
tered when solving the problem in real life. All experiments are performed on a
computer with an Intel(R) Quad Core i7- 4700MQ processor, 2.4 GHZ CPU, 8 GB
RAM, a 64 bit OS and solved in IBM’s ILOG CPLEX v. 12.6.2. All datasets include
two box types and are constructed using the same rules. The dimensions of boxes
and the pallet are created in such a way that the pallet dimension is always divisible
by the corresponding box dimension e.g. the pallet length divided by the box length
is always integer. The argument for this simplification is that it would be illogical to
create boxes with dimensions that does not allow for total utilization of the pallet.
Do note that this is not a requirement for the model but it simplifies creating datasets
with an on forehand known solution. An example of such a dataset is shown below:



Input Analysis of the Distributor’s Pallet Loading Problem 551

Table 2 Example of Dataset.

Pallet Dimension Box Type 1
Dimension

# Box Type 1 Box Type 2
Dimension

# Box Type 2

120 × 80 × 60 20 × 20 × 10 12 60 × 40 × 20 8

In order to get consistent results for each experiment, ten datasets are created for
each problem with varying pallet and box sizes. This serves to eliminate model bias
towards performing better on smaller/larger pallets or with certain types of boxes.

3.1 Experiment 1

In the first experiment it is tested what impact, if any, the ratio between the maximum
volume allowed on the pallet and the total volume of the boxes to be stacked has on
computation time. This means that the following ratio is changed:

∑

i∈nR
li · wi · hi

L · W · H . (48)

The ratios tested are: 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, and 2, that is, the total volume
of boxes to be stacked equals 25% of the allowed pallet volume, 50 %, 75 % etc.
Figure 1 shows computation times for datasets with 10 boxes, and Figure 3 of those
with 20 boxes. Figure 2 and 4 show their respective means.

Fig. 1 Computation Times for 10-Box Prob-
lems.

Fig. 2 Mean Computation Times for 10-Box
Problems.
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Fig. 3 Computation Times for 20-Box Prob-
lems.

Fig. 4 Mean Computation Times for 20-Box
Problems.

Note that the model is stopped at 7, 200 seconds. For the 10-box problems all
instances were solved to optimality within ten seconds, but with 20 boxes four in-
stances were not solved to optimality within two hours. In both experiments the most
extensive computation times are found with a ratio of one, and lowest when the vol-
ume of the boxes exceeds the capacity of the pallet.
The overall conclusion is that on average the computation time is largest when the
box-to-pallet ratio equals 1, smallest when it is greater than one, and when the ratio
is smaller than one the stability constraints make it hard to find an optimal solution.

3.2 Experiment 2

In this experiment the ratio between the number of small and large boxes is tested.
The box-to-pallet-volume ratio is restricted to be between 0.7 and 0.8 for the datasets
used in this experiment. A problem with 12 large and 4 small boxes is constructed,
another with 4 large and 12 small boxes, and lastly a problem with 8 large and 8
small boxes. Each problem is tested on 10 different datasets thus keeping the total
number of boxes constant across experiments. The computation times for the three
types of problems are plotted below.

Fig. 5 Computation times for Experiment 2.
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On average the computation time is longest with 12 large boxes. 8 out of 10 times this
problem has a computation time larger than the one with 4 large boxes. Furthermore
the fastest computation time is achieved in the problem with 4 large boxes and 12
small. The average computation time for each problem type is shown in the table
below.

Table 3 Average Computation Time.

Problem 12 Small & 4 Large 4 Small & 12 Large 8 Small & 8 Large
Average Computation
Time (sec.)

24.24 94.25 60.55

From Table 3 it can be seen that there is a significant difference in computation times
and that the ratio between small and large boxes has an impact on the computation
time: the more large boxes, the longer computation time.

3.3 Experiment 3

In this experiment it is tested how the number of boxes impacts the computation time.
The dimensions of the two box types are fixed to 40 × 40 × 10 and 20 × 10 × 10
and the box-to-pallet-volume ratio lies between 0.75 and 0.9. A problem including
10 boxes to be packed is first solved and then the number increases by 10 until the
problem is unsolvable within a reasonable time. Figure 6 shows the computation
times.
As expected it can be concluded that the computation times increasingly grows when
the number of boxes increases. The problem with 40 boxes is not solved within four
hours. This indicates that this model is not useful for problems larger than 20-30
boxes when an optimal solution within a reasonable time is wanted.

Fig. 6 Computation Times
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4 Conclusions and Further Research

By experimental investigation of the DPLP it is established that having a box-to-
pallet volume ratio equal to one has a large negative impact on the computation time
compared to other ratios. This is interesting as for many practical cases of the single
pallet DPLP, this ratio would typically lie close to 1. In cases where this ratio is far
from 1 the problem described in this paper is less relevant. As such the results in this
paper can be used to determine when the use of optimization is relevant and when
meta-heuristics should be applied. If the volume of the pallet far exceeds the total
volume of boxes to be packed it is not hard to fit all boxes on the pallet and when total
box volume far exceeds pallet volume one may utilize more pallets, changing the
problem formulation and nature. Therefore future research should involve changing
the objective such as to minimize the packing height which is relevant in the first
case. As for the second case it does not take much modification of the model to
make it capable of solvingmulti-pallet problems. Furthermore, factors such asweight
distribution, the horizontal stability of the pallet, and permitting the rotation of boxes
will result in different search and solution spaces. Implementing these factors in the
model might yield other results in the experiments constructed by this paper.
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GA-Based Scheduling for Transporting  
and Manufacturing Mobile Robots in FMS 

Lam Nguyen, Quang-Vinh Dang and Izabela Nielsen * 

Abstract With a high degree of flexibility and automation, flexible manufacturing 
system (FMS) consisting of a number of automatic machine tools and mobile ro-
bots is capable of coping with customized product requirements. In addition to 
transporting, mobile robots participate in processing some value-added operations 
on some specific machines such as pre-assembly or quality inspection if required. 
This paper presents a genetic algorithm to deal with the problem of sequencing of 
operations, routing of mobile robots, and operations assignment for mobile robots 
in FMS with the aim to minimize the makespan. The performance of the algorithm 
is demonstrated by a generated numerical example. 

Keywords Genetic algorithms · Mobile robots · FMS 

1 Introduction 

The current manufacturing systems have a tendency to become more and more 
flexible to adapt to the needs of product diversification. These systems are con-
structed of a number of automatic machines, material handling devices, e.g. auto-
matic guided vehicles (AGVs) or mobile robots, and a central control computer. 
Likewise AGVs, mobile robots have the capability of moving around within their 
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working space to transport a variety of part types from one point to another and 
perform manipulation abilities without human intervention. In particular, these 
robots not only can transport part/component among machines but also execute 
various value-added activities on different machines (or workstations) thanks to 
their manipulation arm such as machine tending, pre-assembly, or quality inspec-
tion. Fig. 1 illustrates a typical layout of an FMS with five machines and two mo-
bile robots and how the system operates. There are some operations transported by 
mobile robots and a few of them are processed by mobile robots on some specific 
machines. For instance, operation Oi*j* is transported from machine 4 to machine 5 
by mobile robot R1 which then processes this operation on machine 5. After oper-
ation Oi*j* is finished, mobile robot R1 is only in charge of moving this task to 
machine 3 where operation Oi*,j*+1 will be executed. Subsequently, R1 delivers 
operation Oi,j+1  from machine 2 to machine 1 and then performs the processing of 
this operation on machine 1. 
 

 
Fig. 1 Illustration of system operation 

These operations require simultaneous accesses to resources, i.e. machines and 
mobile robots which can be considered multimodal processes [3,4] because the 
makespan, i.e. time to complete all tasks entirely depends on sequence of opera-
tions (SO), routes of mobile robots movement (RR), and mobile robot assignments 
(RA). In general the multimodal processes are denoted by mPk = (SOk, RRk, RAk), 

where:  SOk = {moi1,..., moij} - moij : operation i of task j, 
 RRk= {0, 1, 0, 2,…, mRn} - | : number of mobile robotsnmR R R ,  
 RAk= {0, 0, 1, 2,…, mRn}- | : number of mobile robotsnmR R R . 

For instance, considering a problem with 6 tasks (16 operations) and 2 mobile 
robots there exists many possible multimodal processes. Two of them, mP1 and 
mP2, are presented to illustrate operation sequences and mobile robot assignments 
for transporting and manufacturing operations. The makespan of mP1 and mP2 are 
respectively 215 and 232 (time units) as seen in the Gantt chart of Fig. 2. 
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Fig. 2 Gantt chart for mP1 and mP2 

mP1 = (SO1, RR1, RA1) 
mP2 = (SO2, RR2, RA2) 
with:  SO1= {51, 21, 41, 31, 32, 11, 52, 12, 13, 53, 42, 22, 61, 33, 54, 62} 
 RR1= {0, 0, 0, 0, 2, 0, 2, 1, 1, 2, 1, 2, 0, 2, 2, 1} 
 RA1= {0, 0, 0, 1, 0, 2, 0, 2, 2, 0, 1, 1, 1, 2, 2, 2} 
 SO2= {51, 11, 21, 52, 61, 12, 41, 13, 42, 31, 62, 53, 54, 22, 32, 33} 
 RR2= {0, 0, 0, 0, 2, 0, 2, 1, 1, 2, 1, 2, 0, 2, 2, 1} 
 RA2= {0, 0, 0, 1, 0, 2, 0, 2, 2, 0, 1, 1, 1, 2, 2, 2} 

In order to utilize the described network in an efficient manner, it is important 
to properly schedule operations on machines and concurrently schedule mobile 
robots for transporting these operations and manufacturing some of them if re-
quired. In other words, the problem consists of decisions on the sequences of op-
erations, routes of mobile robots, and operation assignment for mobile robots. This 
study is executed under some assumptions: every first operation is available at a 
machine; each mobile robot can transport only one kind of parts at a time; the 
input and output buffer spaces are sufficient; traveling time and processing time 
are deterministic; loading and unloading time are included in the traveling time of 
loaded trips; such issues as traffic congestions, mobile robot collisions, machine 
failures or scraps are not considered in this paper. 

This problem has been modeled in several respects comparable to the schedul-
ing problems of operations and AGVs in the last three decades. In particular, 
Blazewicz et al. [2] propose a dynamic programming approach to schedule both 
machines and vehicles. Many solution algorithms have been then presented to 
solve the problem of operation sequencing and AGV assignment such as evolu-
tionary algorithm by Ulusoy et al. [13], hybrid multi-objective genetic algorithm 
(GA) by Reddy and Rao [11], and adaptive GA by Jerald et al. [8]. Furthermore, 
the problem of simultaneous scheduling of operations and mobile robots has been 
considered by Nielsen et al. [10]. These mobile robots are in charge of carrying 
out a part/component from a machine to another, and then come back to its own  
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workstation to perform a preemptive task. Dang and Nguyen [5] propose a genetic 
algorithm-based heuristic to deal with the preemptive scheduling of mobile robots 
with multiple transportation being taken into account. The main novelty of this 
paper lies in the fact that mobile robots are capable of transporting operations to 
destination machines and processing some of them there if required. In that con-
text, our contribution is to develop a solution approach mimicking the genetic 
algorithm in order to find the best solutions for the considered problem, which is 
presented in the next section. 

2 Solution Algorithm 

The considered problem of sequencing of operations, routing of mobile robots, 
and operation assignment for mobile robots belongs to NP-hard class [6]. Hence in 
this paper a genetic algorithm is developed to convert the problem to the way that 
the best solutions could be found.  

Encoding and Decoding Scheme 

A feasible solution is considered as a chromosome representing a sequence of 
operation and mobile robot assignments. A gene of the chromosome is constructed 
by three parts: the first part is operation, the second one is mobile robot carrying 
out that operation, and the third one indicates mobile robot performing value-
added activities on that operation. In case a gene includes the first operation of 
every task, the second part of a gene is zero (0). In addition, as an operation do not 
need the participation of mobile robot to perform a manufacturing activity, the 
third part of a gene is zero (0). A feasible chromosome for an exemplary schedul-
ing problem is illustrated in Fig. 3. 
 

 
Fig. 3 Illustration of a feasible chromosome 

Chromosomes in the initial population are randomly generated. Each chromo-
some is built up gene by gene. The first part of a gene is assigned an eligible oper-
ation whose predecessors are assigned. If that operation needs to be done by  
mobile robot, one of the mobile robots from set R is selected randomly and then 
assigned to the third part of gene; otherwise, the value of this part must be zero 
(0). Moreover if that eligible operation is the first operation, zero (0) is assigned to 
the second part. Otherwise, one of the mobile robots is randomly chosen. The 
eligible set of operations is updated and the process continues as shown in Fig. 4. 

 
 
 
 
 

Chromosome 11,0,0 21,0,0 12,2,1 31,0,0 41,0,1 32,2,0 42,1,1 13,1,0 22,1,0
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Fig. 4 Procedure of the initialization 
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The pseudocode of decoding method is presented in Fig. 5 below: 
 

Input: a feasible solution k, number of mobile robot nr
Output: fitness value Vk

Begin
// tt(a,b): travelling time from point a to point b
Vk ← 0;
For i= 1 to l[k] // l[k]: length of solution k

tso [i] ← 0; // tso[i]: starting time of gene i
tco [i] ← 0; // tco[i] : completion time of gene i

End
For i= 1 to nr

ld[i] ← 0; // ld[i]: last destination of robot i
lf [i] ← 0; // lf[i]: time finish last trip of robot i

End
For i= 1 to l[k]

If Ok[i] does not need to be transported and processed by robot then 
// Ok[i]: operation of gene ith

 of solution k
pm ← completion time of last operation on machine mo;
tso[i] ← pm;
tco[i] ← tso[i] + tp[i]; // tp[i]: processing time of Ok[i]

 Elseif Ok[i] processed by robot r and available on machine then 
// r: index of robot

tso[i] ← lf[r] + tt(ld[r], mo); // mo: machine processes Ok[i]
tco[i] ← tso[i] + tp[i];
ld[r] ← mo;
lf[r] ← tco[i];

Elseif Ok[i] is transported by robot r only then
pd ← completion time of predecessor;
mpd ← machine processes predecessor of Ok[i];
pm ← completion time of last operation on machine mo;
tso[i] ← max{lf[r] + tt(ld[r], mpd) + tt(mpd, mo), pd + tt(mpd, mo), pm}; 
tco[i] ← tso[i] + tp[i];
ld[r] ← mo;
lf[r] ← tso[i];

Elseif Ok[i] is transported by robot r and processed by robot r’ then 
// r’: index of robot

pd ← completion time of predecessor;
mpd ← machine processes predecessor of Ok[i];
pm ← completion time of last operation on machine mo;
tso[i] ← max{lf[r] + tt(ld[r], mpd) + tt(mpd, mo), lf[r’]+tt(ld[r’], mo), pd 
+tt(mpd, mo), pm}; 
tco[i] ← tso[i] + tp[i];
ld[r] ← mo;
ld[r’] ← mo;
lf[r] ← tso[i];
lf[r’] ← tco[i];

End
Output Vk;

End  
Fig. 5 Pseudocode of fitness evaluation 

Genetic Operators 

Parent chromosomes are probabilistically selected by the Roulette-wheel method 
[9] based on the fitness value, and uniform crossover [1] operating with probabil-
ity Pc is used to generate two offspring. With mixing ratio equal to 0.5, each  
offspring receives approximately 50 per cent genes from each parent. In other 
words, two parent chromosomes exchange their genes with probability of 0.5. 
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In order to explore the searching spaces, two mutation operators with probability Pm 
are employed to produce random changes in gene level.  The first mutation selects two 
random positions on a chromosome and swaps these with respect to those positions. 
The second mutation operator generates two offspring by making random changes in 
mobile robots assigned for transporting and those assigned for manufacturing.  

Chromosomes produced by the first mutation operator may be infeasible in 
terms of precedence constraints. Therefore, a repair operator is proposed to vali-
date these chromosomes by exchanging location of operations belong to the same 
task so that a valid sequence is achieved. In the successive generations, (μ + λ) 
selection [7] is employed to choose chromosomes for reproduction while remain-
ing population diversity by fitness sharing method and keeping the best solution 
by elitist method [12], which guarantees a wide range of good chromosome can 
remain for the next generation. 

3 Numerical Example 
In this section, a generated problem is used to examine the performance of the 
proposed algorithm. 16 operations of 6 tasks are carried out on 5 machines. Two 
mobile robots are considered. A layout of this problem can be seen in Fig. 1. Task 
description, processing time, and traveling time of mobile robots can be found in 
Table 1 and Table 2. 

Table 1 Task description 

Task Operation Processing time 
(time unit) Machine Mobile robot 

1 

1 28 2 - 

2 30 1 R1, R2 

3 32 4 - 

2 
1 32 3 - 

2 42 2 - 

3 

1 38 2 - 

2 30 4 

3 25 3 - 

4 
1 45 4 - 

2 35 5 R1, R2 

5 

1 20 5 R1, R2 

2 28 2 - 

3 30 3 - 

4 22 5 R1, R2 

6 1 32 4 - 
2 25 1 R1, R2
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Table 2 Travelling time of mobile robots (time unit) 

From/To M1 M2 M3 M4 M5 
M1 0 8 8 12 13 
M2 10 0 14 8 10 
M3 8 12 0 10 12 
M4 12 10 12 0 16 
M5 10 10 14 10 0 

 
For GA parameters, Np (population size), Pc, and Pm are set to be 100, 0.4, and 

0.1, respectively. The proposed algorithm terminates at the generation of 1000. 
The algorithm has been programmed in VB.NET and run on a PC having an In-
tel® Core i5, 2.2 GHz processor, and 4GB RAM. The best solution (multimodal 
process mPbest) is found as follows: 

SObest = {61, 11, 51, 21, 12, 31, 52, 41, 32, 42, 62, 22, 53, 13, 33, 54} 
RRbest = {0, 0, 0, 0, 1, 0, 2, 0, 2, 2, 2, 1, 1, 1, 1, 1} 
RAbest = {0, 0, 2, 0, 1, 0, 0, 0, 0, 2, 2, 0, 0, 0, 0, 1} 
with the computation time of approximately 7 seconds. 

Fig. 6 depicts a Gantt chart for the best solution whose makespan is 182 (time 
unit). The first operation of each task is available on machines, thus it does not 
need to be transported while the others have to be transported by mobile robots. 
For instance, mobile robot R2 performs operation 51 on machine 5 and subse-
quently delivers to machine 2 prior to transporting operation 32 from machine 2 to 
machine 4. Similarly, mobile robot R1 picks up operation 12 from machine 2 and 
delivers it to machine 1 where this operation is processed by robot R1. After oper-
ation 12 is completed, robot R1 is only in charge of moving it to machine 4 where 
operation 13 will be executed. Robot R1 continues performing transportation of 
some operations prior to delivering operation 54 to machine 5 and executing it 
there.   

 
Fig. 6 Gantt chart for the best solution (multimodal process) 
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4 Conclusions  

The joint problem of sequencing of operations, routing of mobile robots, and op-
eration assignment for mobile robots is studied. The main novelty of this paper 
lies in the mobile robots’ capabilities of transporting operations among machines 
and performing some valued-added activities on specific machines when required. 
With the aim of minimizing the time to complete all tasks, a genetic algorithm is 
proposed to find the best solutions for the described problem. A generated numer-
ical example demonstrates the effectiveness of the proposed algorithm whose 
solutions are useful in the decision-making process. For further research, other 
competing approaches and comparative analysis of the achieved results are im-
plemented in order to evaluate the performance of the proposed algorithm. 
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