
Congrui Jin · Gianluca Cusatis    Editors 

New 
Frontiers in 
Oil and Gas 
Exploration



New Frontiers in Oil and Gas Exploration



Congrui Jin • Gianluca Cusatis

Editors

New Frontiers in Oil and Gas
Exploration



Editors
Congrui Jin
Department of Mechanical Engineering
Binghamton University
State University of New York
Binghamton, NY, USA

Gianluca Cusatis
Department of Civil and Environmental

Engineering
Northwestern University
Evanston, IL, USA

ISBN 978-3-319-40122-5 ISBN 978-3-319-40124-9 (eBook)
DOI 10.1007/978-3-319-40124-9

Library of Congress Control Number: 2016949461

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or
dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained
herein or for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Preface

The United States has seen a resurgence in petroleum production, especially when

new discoveries of unconventional oil and gas sources have dramatically reshaped

both the energy outlook and the future of chemicals production in this country.

They have the potential to positively influence our overall trade balance and future

economic growth rate for decades to come. Gas shale production sites throughout

the United States are replacing coal power plant operations with environmental

benefits associated with lower levels of life-cycle carbon dioxide emissions. How-

ever, production of gas from low permeability shale involves hydraulic fracturing

of shale into a sufficiently dense system of cracks, and thus establishing fracture/

joint connectivity to facilitate fluid and gas flow. Unfortunately, these procedures

are not without adverse environmental consequences, such as potential contamina-

tion of fresh water resources, seismic activities resulting from the stimulation of the

rock formation (induced seismicity), and the disposal of flow-back and production

water (triggered seismicity). It is clear that mitigation of the environmental impact

of unconventional resource development needs to be pursued by a variety of

technological innovations aiming at optimizing hydraulic fracturing protocols to

increase recovery efficiency above the current level and to reduce water usage,

which, however, requires the fundamental understanding of the failure and flow

phenomena occurring in the heterogeneous shale formations, deeply buried under

the earth surface, which cannot be investigated easily through experimental or field

observations. This book will highlight how this new domestic energy source may be

utilized and managed and the projection for the long-lasting economic impact if the

United States is to take full advantage of this new unique opportunity. With the

technologies simply changing too fast, this book will provide the latest research

works and findings in this field, with a focus on key practical issues, such as

computational characterization of shale at multiple length scales, mechanical inter-

actions of proppant and hydraulic fractures, and production analysis of a

multi-fractured horizontal well, etc. This book will bring unique perspectives of

knowledge and experience in dealing with many of the issues about oil and gas

exploration. It contains both cutting-edge original research and comprehensive
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reviews addressing both theory and practice. This book focuses on key practical

issues, and it is a practical reference for geoscientists and engineers in the petro-

leum and geothermal industries, and for research scientists interested in reservoir

modeling and their application to the improvement of current design of hydraulic

fractures.

Binghamton, NY, USA Congrui Jin

Evanston, IL, USA Gianluca Cusatis
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Chapter 1

Understanding Asphaltene Aggregation
and Precipitation Through Theoretical
and Computational Studies

Cuiying Jian and Tian Tang

Abstract Asphaltenes are known to cause serious problems during the processing

of petroleum compounds due to their aggregation and precipitation behaviors.

Despite the significant amount of experimental works that have been performed,

large debates still exist in literature. Parallel with experimental work, great efforts

have been spent from theoretical and computational perspectives to predict

asphaltene behaviors under given conditions, to provide atomic/molecular infor-

mation on their aggregation as well as precipitation, and to further shed lights on

existing debates. This chapter presents a detailed review of previous theoretical and

computational works on asphaltene aggregation and precipitation. Theoretical

models developed, systems simulated, and the key findings are summarized; and

discrepancies among those works are highlighted.

Abbreviations

CCC Critical cluster concentration

CMC Critical micelle concentration

CNAC Critical nanoaggregation concentration

CPA-EoS Cubic-Plus-Association EoS

EoS Equation of state

L2MS Laser desorption laser ionization mass spectrometry

MD Molecular dynamics

MM Molecular mechanics

MW Molecular weight

NMR Nuclear magnetic resonance

PA Polyaromatic
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PC-SAFT

EoS

Perturbed-chain SAFT-EoS

PME Potential of mean force

PR-EoS Peng-Robinson EoS

QM Quantum mechanics

RICO Ruthenium-ion-catalyzed oxidation

SAFT EoS Statistical Associating Fluid Theory EoS

SAFT-VR

EoS

SAFT-EoS for potentials of variable range

SARA Saturate aromatic, resin, and asphaltene sc-CO2 supercritical carbon

dioxide

XANES X-ray absorption near-edge structure

XPS X-ray photoelectron spectroscopy

1.1 Introduction

Petroleum resources are of great importance to daily life and economy all over the

world [1]. To optimize petroleum processing and utilization, it’s thus of great

interest to understand the behaviors of petroleum components [2–4]. Crude oil

can be categorized into saturate, aromatic, resin, and asphaltene (SARA) fraction

groups [5, 6]. Asphaltenes, as the heaviest and most aromatic component, are

operationally defined as a solubility class that are insoluble in n-alkanes but soluble

in aromatic solvents [7–9]. They are known to be the “cholesterol” of petroleum due

to their deleterious effects on oil processing, from extraction to refinery [10]. For

instance, asphaltenes clog rock pores and production facilities, form deposit during

transportation and storage, and deactivate catalysts, thus generating a large cost in

petroleum industry [11–15]. Most of these serious problems can be traced to

asphaltene aggregation and precipitation [16–18]. Therefore a considerable amount

of effort, based on experimental or theoretical approaches, has been dedicated to

investigate asphaltene aggregation and precipitation dynamics as well as the asso-

ciated mechanisms and resultant structures. Recently, with the development of

computational techniques, asphaltene investigations from simulation aspect have

been emerging quickly.

Many detailed reviews exist for experimental studies, such as the works of

Speight et al. [19], Strausz et al. [20, 21], and Mullins et al. [22]. However, there

is a lack of review on theoretical and computational studies of asphaltenes. These

studies are very useful in that they provide fundamental explanations to

asphaltenes’ behaviors observed in experiments. Therefore, this chapter aims at

reviewing theoretical and computational works performed on asphaltenes. As these

studies have been motivated by experimental observations, a brief summary on

experimental studies is first given. This is followed by a detailed review on

theoretical and computational works performed on asphaltene aggregation and

precipitation. Finally, summaries and future perspectives are provided.

2 C. Jian and T. Tang



1.2 Experiment Studies

The behaviors of asphaltenes are strongly related to their chemical structures.

Hence significant amount of experimental work has been performed on probing

the molecular structures and functional groups of asphaltenes. Two types of molec-

ular structures (island vs. archipelago, see a schematic representation in Fig. 1.1)

have been proposed in literature for various asphaltene samples investigated, each

supported by different experimental observations. Island-type, or continental-type,

models were proposed to possess a center that has a large number of fused aromatic

cores and a periphery characterized by aliphatic chains, while archipelago-type

structures were believed to have small aromatic regions interconnected by aliphatic

chains [23–25].

In the 1960s, Dickie and Yen [24] examined the molecular weight (MW) of

asphaltene using a range of techniques including X-ray diffraction and scattering,

mass spectrometer, gel permeation chromatography, vapor pressure osmometry,

ultracentrifugation, and electron microscope. Through investigating the results of

MWmeasurements, the individual asphaltene molecules were inferred to consist of

condensed aromatic rings and peripheral aliphatic chains. Later on, various con-

ceptual island-type models constructed from experimental data have been reported.

For instance, structural parameters calculated for asphaltene extracted from a

Lagunillas crude oil agreed well in most cases with the constructed hypothetical

island molecular model; León et al. [18] determined the average molecular param-

eters (e.g., MW and number of aromatic rings) for four asphaltene samples using

LECO CHNS 244 elemental analyzer model, Knauer vapor pressure osmometer, as

Fig. 1.1 Schematic representation of (a) island-type and (b) archipelago-type molecular

structures

1 Understanding Asphaltene Aggregation and Precipitation Through Theoretical. . . 3



well as nuclear magnetic resonance (NMR) spectra. Based on these data, the

average molecular models constructed all possessed a single condensed core.

More recently, in the work of Sabbah et al. [26] using laser desorption laser

ionization mass spectrometry (L2MS), the spectra of 1, 3, 6, 8-tetradecyl pyrene

which possesses one-polyaromatic (PA) core shared similarities with those of

asphaltenes, suggesting the existence of island-type asphaltene molecules. Through

L2MS, Zare and co-workers [27] compared the fragmentation behaviors of

23 model compounds with 2 petroleum asphaltene samples extracted from Middle

Eastern black oils. The results showed that all model compounds which have one

aromatic core, with or without pendant alkyl groups, exhibited similar behaviors to

what was observed for the two asphaltene samples, whereas all model compounds

which have more than one aromatic core showed energy-dependent fragmentation,

different from the two asphaltene samples. Further, a series of work done by

Mullins and co-workers, using mass spectral methods [28], diffusion measurements

[29–31], and X-ray Raman [32], has widely popularized the island-type asphaltene

molecular structure. This model was also supported by a sequence of work using

other methods. For instance, the MW distribution of asphaltenes was measured by

Pinkston et al. [33] through analyzing laser-induced acoustic desorption/electron

ionization mass spectra, and by Qian et al. [34] using field desorption mass

spectrometry and electrospray ionization mass spectrometry; the size of asphaltene

monomers was determined by Lisitza et al. [35] through NMR diffusion measure-

ments, and by Bouhadda et al. [36] employing Raman spectrometry and X-ray

diffraction. These studies all provided evidence for the island-type asphaltene

model.

The archipelago-type structure, on the other hand, was supported by other

experimental evidences. Strausz and co-workers [37–39] showed that the mild

thermolysis products of Athabasca asphaltenes mainly contained mono- to

pentacyclic condensed aromatic molecules, which could not be formed from the

cracking and rearrangement of large aromatic clusters under mild thermal cracking

conditions. Therefore they proposed that small aromatic fragments should be

present in the asphaltenes. Similarly, in the work of Calemma et al. [40], the

asphaltenes from different feedstocks (i.e., vacuum residue, atmospheric residue

and crude oil) were investigated by pyrolysis-gas chromatography/mass spectrom-

etry, and through comparison with thermolysis reactions of model compounds, the

asphaltene samples were considered to be of archipelago-type molecular structures.

For asphaltene fraction of a Venezuela residue examined by Ferris et al. [41], as

MW increased, the aromaticity calculated from NMR data only slightly increased,

suggesting that asphaltene molecules were consisting of small units of similar

aromatic-to-saturate ratios. Analysis based on ruthenium-ion-catalyzed oxidation

(RICO) reaction of asphaltenes was also shown to support the existence of

archipelago-type molecular structure. For instance, Su et al. [42] investigated the

RICO products of an asphaltene sample from a vacuum residue of Arabian crude

mixture, and the resolved aliphatic di- and polycarboxylic acids suggested the

presence of aliphatic linkages in a single asphaltene molecule connecting more

than two aromatic rings or hydroaromatics; RICO used in Murgich et al. [43], for

4 C. Jian and T. Tang



Athabasca sand oil, and in Artok et al. [44], for Arabian crude mixture, also

confirmed the existence of sulfide links among fused rings within asphaltene

molecules. Furthermore, Siskin et al. [45], characterized asphaltenes from several

shot-coke- and sponge-coke-producing vacuum residue feeds by a combination of

solid-state 13C NMR, X-ray photoelectron spectroscopy (XPS), and elemental

abundance, and their average chemical structures were shown to have aliphatic

bridges among fused rings within the molecular structure. This is consistent with

the work of Gray and co-workers [46, 47], where it was proposed that to be

consistent with asphaltene pyrolysis and coking behaviors, asphaltene chemical

structures must consist of a variety of aromatic groups joined by bridges and

substituted by aliphatic groups. Regarding the island-type structure concluded by

Mullins et al. [29, 30, 48–51], Strausz et al. [20] commented that the fluorescence

decay and depolarization kinetic time measurements used in their studies [29, 30,

48–51] were erroneous, which is still being debated [52].

While great controversy exists in the molecular architectures of asphaltenes, it is

generally agreed that these molecules [30, 53–56] contain heteroatoms such as

nitrogen, oxygen, sulfur, as well as various metals, e.g., iron, nickel, and vanadium,

associated with different functional groups. For instance, Strausz and co-workers

[23] proposed the presence of thiolane, thiane, thiophene, pyridine, carboxylic

esters, and vanadium porphyrins in asphaltene samples from Alberta; X-ray absorp-

tion near-edge structure (XANES) spectroscopy and XPS by Mullins and

co-workers [57, 58] as well as Kelemen et al. [59] showed that sulfur forms

thiophene, sulfide, and sulfoxide in asphaltene molecules. Furthermore, XANES

spectra also confirmed the existence of nitrogen in pyrrolic and pyridine [60]. In the

work of Desando et al. [61], using NMR spectroscopy, two types of oxygen

containing functionality (hydroxyl and carboxyl) have been detected for Athabasca

oil sand asphaltene. Speight and co-workers [62], using infrared spectroscopy,

inferred that for the asphaltene fraction of Athabasca bitumen, oxygen could also

exist as sulfur-oxygen functions, or carbonyl groups, i.e., ketones, quinones, and

ethers. The presence of carbonyl functional groups were also proposed by Ignasiak

et al. [63] using the same technique. For metals, the fluorescence absorption spectra

of asphaltenes, measured using CARY 500 UV�visible�NIR spectrometer by

Groenzin et al. [30], showed similarity with octaethyl porphyrin, suggesting the

asphaltene porphyrins were of the β-octa-alkyl type.
The complexity of asphaltene molecular structures has greatly impeded the clear

understanding of asphaltene aggregation, leaving this as a highly debated area to

date. The most populated theory to describe asphaltene aggregation is perhaps the

Yen-Mullins model [22, 25, 64, 65] proposed by Yen and co-workers [65] and later

advanced by Mullins and co-workers [25, 64]. In this model (shown in Fig. 1.2), it

was proposed that the asphaltenes molecules first form nanoaggregates through the

stacking of a small number (�10) of poly-aromatic cores, surrounded by side-

chains, when its concentration reaches the critical nanoaggregation concentration

(CNAC, 50–150 mg/L). These nanoaggregates further form clusters at the critical

cluster concentration (CCC, 2–5 g/L), each containing less than ten

nanoaggregates. Within this hierarchical description for asphaltene aggregation,

1 Understanding Asphaltene Aggregation and Precipitation Through Theoretical. . . 5



the individual asphaltene molecules were proposed to be of island-type architec-

tures. In good solvents such as toluene, this theory was supported by the CNAC and

CCC detected using high-Q ultrasonic spectroscopy, direct-current electrical con-

ductivity and fluorescence measurements [66, 67]. However, there are still ongoing

debates even regarding the existence of CNAC and CCC, or the general critical

micelle concentration (CMC) for asphaltenes in good solvents. Shown by Andersen

et al. [68], no CMC was detected by calorimetric titration method for heptane-

precipitated asphaltenes in pure toluene. Evdokimov et al. [69, 70] investigated the

aggregation behaviors of asphaltene from Tatarstan virgin crude oils using

UV/visible spectroscopy. In toluene, a gradual aggregation process was observed

for these asphaltenes, and asphaltene monomers were only abundant when the

concentrations were below 1–5 mg/L. These observations were distinct from the

two-step aggregation process as described in the Yen-Mullins model [22, 25, 64,

65]. Similarly, in the work of Hoepfner et al. [71], as asphaltenes were diluted from

5 vol. % to 0.00125 vol. % (15 mg/L) in toluene, dissociation of asphaltene

nanoaggregates was observed to occur gradually, and aggregates even persisted

down to asphaltene concentrations as low as 15 mg/L. Very different aggregated

structures of asphaltenes have also been reported. For instance, using the same

technique of small angle neutron scattering, studies have reported different mor-

phologies, ranging from prolate ellipsoid [72] and oblate cylinders [73] to thin

discs [74].

Other components, especially resins, can also have strong effect on the stability

of asphaltene monomers and aggregates in crude oil, and hence their final precip-

itation. There are two views on the effect of resins: the first proposes that resins

form an adsorption layer around asphaltene particles which are responsible for the

asphaltene stabilization [75, 76]; the second proposes resins and other crude oil

components to act as a solvent which may solvate asphaltenes [77–79]. Each of

Fig. 1.2 Yen-Mullins model [22, 25, 64, 65] for asphaltene aggregation. Asphaltene molecules

are proposed to be of island-type structures. When their concentration reaches CNAC, asphaltene

molecules form nanoaggregates. At higher concentrations (above CCC), nanoaggregates further

form clusters. Reprinted with permission from Mullins, O. C.; Sabbah, H.; Eyssautier, J.;

Pomerantz, A. E.; Barré, L.; Andrews, A. B.; Ruiz-Morales, Y.; Mostowfi, F.; McFarlane, R.;

Goual, L. Advances in asphaltene science and the Yen–Mullins model. Energy Fuels 2012,
26, 3986–4003. Copyright 2012 American Chemical Society
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these two views is supported by different experimental observations. For instance,

the peptizing role of resins was suggested in the work of Soorghali et al. [75] using

wettability measurements, while the latter view was supported by DC conductivity

measurements in the work of Sedghi et al. [79]

Despite the existing debates on the asphaltene aggregation and precipitation, it is

generally accepted that the interaction between PA cores (so-called π� π interac-

tion) is an important contributor to aggregation [22, 46, 80, 81], and hence precip-

itation. The stacking of PA cores has been widely observed [22, 46, 80, 81],

although whether π� π interaction was the dominating driving force for asphaltene

aggregation [82–85] is still under debate. In this context, theoretical and the

emerging computational approaches, based on the available experimental observa-

tion, can help with the prediction of asphaltene behaviors under given conditions,

provide atomic/molecular information for the system studied, and further shed

lights on resolving the existing debates.

1.3 Theoretical Studies

In this section, we provide a detailed review of the theoretical approaches used for

investigating asphaltene aggregation and precipitation.

1.3.1 Theoretical Modeling of Asphaltene Aggregation

Based on Yen’s model that describes asphaltene aggregates as stacked aromatic

sheets surrounded by aliphatic side chains [22, 25, 64], Rogel [86] first proposed a

molecular thermodynamic approach that predicted asphaltene aggregation behav-

iors in different solvents. An analytical expression was developed for the free

energy of aggregation in benzene, toluene, cyclohexane, and n-decylbenzene,

which included contributions from (1) transferring of the PA rings from the solvent

into the aromatic core stacks, (2) mixing of the aliphatic chains with the solvent,

(3) deformation of the aliphatic chains, (4) steric repulsion among the aliphatic

chains, and (5) aggregate core-solvent interaction. The calculated free energy

curves from the five contributions showed that the aggregation was mostly affected

by the free energy of transferring the PA rings of asphaltenes from the solvent into

the stacking structure. Later, Rogel [87] applied the same approach to compare the

free energy of aggregation for asphaltene aggregates of different shapes in benzene,

toluene, 1-methyl naphthalene, nitrobenzene, quinoline, and 1,2 dichlorobenzene. It

was showed that cylindrical shape containing stacked aromatic cores was preferred

over spherical shape and disks. According to this model, the existence of CMC for

asphaltene solutions depended on the characteristics of the PA ring: asphaltenes

with low aromaticities and aromatic condensations did not have an operational

CMC. These results suggested [86, 87] that the interaction between PA cores was

the main driving forces for asphaltene aggregation. The same approach was also

1 Understanding Asphaltene Aggregation and Precipitation Through Theoretical. . . 7



applied by Rogel [88] to study the effect of resins on asphaltene aggregation. Resins

were considered to be of similar chemical structures with asphaltenes but have a

smaller PA core area. Consistent with experiments, Rogel’s model predicted [88]

that resins decreased the size of asphaltene aggregates and increased the CMC of

the asphaltene solutions in toluene. The series of models proposed by Rogel were

based on assuming island-type molecular structure for the asphaltenes. Contrarily,

Agrawala et al. [89] proposed an asphaltene association model analogous to linear

polymerization, where asphaltene molecules were assumed to contain multiple

active sites capable of linking with each other. This oligomerization-like asphaltene

association model was consistent with archipelago-type asphaltene molecular

structure, and well fitted experimental molar mass data for asphaltenes in different

solvents at different temperatures.

While the above works focused on a one-step aggregation scenario, several

studies considered the aggregation process to be of multiple steps. In the work of

Zhang et al. [90], a hindered stepwise aggregation model was developed to simulate

asphaltene aggregation. In this model, it was assumed that the effective interaction/

collision among asphaltene monomers promoted the initial aggregation, and the

sequential collisions of monomers with smaller aggregates resulted in larger aggre-

gates. The results showed that asphaltene molecules formed polymer aggregates,

and the size of the aggregates increased significantly with its concentration in

solution. Later, this model was used by the same group [91] to infer the aggregation

morphologies of asphaltenes, and it was shown that the dominant aggregates were

of 2–8 monomers with stacked aromatic cores. Acevedo et al. [92] investigated

asphaltene aggregation using a mathematical model based on two consecutive

equilibrium steps: nA$K1
An and mAþ An $K2

Anþm, where n and m were number of

moles; A, An, and Anþm represented single molecules, n aggregates and nþ m
aggregates of A, respectively; K1 and K2 were equilibrium constants. The results

suggested that in toluene nanoaggregates were first formed by asphaltene fraction

of extremely low solubility; asphaltene fraction of higher solubility would then

keep the aggregates in solution and prevent phase separation.

1.3.2 Theoretical Modeling of Asphaltene Precipitation

Tremendous theoretical efforts have been spent on predicting asphaltene’s precip-
itation behaviors. Depending on the way asphaltenes are assumed to be stabilized in

crude oils, two types of theories have been developed, namely colloidal and

solubility theories [93]. According to the colloidal theory, asphaltenes form insol-

uble solid particles in crude oil, which are stabilized by the presence of resins

adsorbed onto their surface (see Fig. 1.3); detachment of the resins from the

asphaltene particles leads to their aggregation and final precipitation [93]. Con-

trarily, the solubility theory adopts the view that asphaltene molecules are soluble in

crude oil and precipitation will occur if its solubility drops below a certain

threshold [94].

8 C. Jian and T. Tang



1.3.2.1 Models Based on Colloidal Theory

In 1987, Leontaritis and Mansoori proposed [95] a thermodynamic model for

asphaltene precipitation based on colloidal theory. In this model, it was assumed

that resin molecules were adsorbed onto asphaltene particles and the repulsive

forces between these resins kept asphaltene aggregates from precipitation. The

amount of adsorbed resin depended on its concentration in the crude oil phase.

Therefore the concentration must be maintained above certain critical values to

keep asphaltene particles stabilized. The corresponding critical resin chemical

potential was calculated based on the Flory-Huggins statistical thermodynamic

theory of polymer solutions [96, 97]. Adding precipitants affected resin concentra-

tion as well as its chemical potential. The amount of precipitants, needed to bring

the resin chemical potential to its critical values, was calculated and defined as the

onset condition for asphaltene precipitation. It was shown that the predicted onset

agreed well with experimental ones. Later on, Firoozabadi and co-workers [98, 99]

incorporated asphaltene aggregation model into precipitation. In their model, resins

adhered to the surface of the asphaltene colloidal particles, and stabilized these

particles in a way analogous to that of surfactant amphiphilic molecules in the

theories of solubilization [100]. In their first work [98], the Gibbs free energy of

micellization was derived by mainly considering lyophobic contributions gained

from transferring asphaltene molecule from an infinitely diluted crude to a micelle.

Adding a precipitant would change the concentration of asphaltene monomers and

the associated chemical potential, hence the Gibbs free energy of micellization,

leading to a new equilibrium. The monomeric asphaltene concentration in the crude

oil phase at this new equilibrium state was calculated using the Peng-Robinson

equation of state (PR-EoS) [101], which in turn determined the amount of precip-

itated asphaltenes. This model predicted that the amounts of asphaltenes precipitate

decreased with increasing the chain length of n-alkanes added to the crude, which

agreed well with experimental data. In their subsequent work, Pan and Firoozabadi

Fig. 1.3 Schematic representation of crude oil system based on colloidal theory
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[99] evaluated the total Gibbs free energy of a system consisting of a bulk liquid

phase and a precipitated phase, the latter assumed to be an ideal solid mixture of

asphaltenes and resins. Then, the composition of the precipitated phase was deter-

mined by minimizing the total Gibbs free energy subject to mass balance equations.

It was shown that [99] the predicted amount of precipitated asphaltenes by adding

precipitants n-pentane, n-heptane, and n-decane was in good agreement with the

experimentally measured data. Furthermore, when n-alkanes of short chains, such

as propane and ethane were added to the crude, coprecipitation of asphaltenes and

resins were predicted in this model [99]. Consistent with the work of Rogel

et al. [88], it was also revealed that [99] for precipitant n-heptane and n-decane,
increasing the resin concentration decreased the amount of precipitated asphaltenes.

The performance of this model was also examined in the work of Assoori

et al. [102], in which the effect of each micellization parameter on the asphaltene

precipitation was demonstrated.

Also based on colloidal theory, Wu et al. [103] used pseudo-pure components to

represent asphaltenes and resins, while all other components in the crude oil were

modeled as a continuous solvent medium that affected interactions among

asphaltene and resin molecules. While it was assumed that asphaltene molecules

were stabilized by resins molecules in the crude oil, the precipitated asphaltene-rich

phase was considered a liquid phase. At equilibrium, the chemical potentials and

the osmotic pressures for each species (asphaltene or resins) were the same in both

liquid (oil and precipitated) phases, and they were calculated from the Helmholtz

free energy derived by a perturbation theory. Together with mass balance equa-

tions, the compositions of each liquid phase were obtained. The predicted fraction

of precipitated asphaltenes was compared with experiments to study the effect of

precipitants. It was shown that [103] when a large amount of precipitants were

added, the calculated results were in line with the experiments. To address the effect

of resins on the solubilization of asphaltene particles, Victorov et al. [104] formu-

lated a thermodynamic model which explicitly considered the shapes of resin

molecules as well as the deformation of the resin layer adsorbed onto the asphaltene

aggregates. By incorporating the PR-EoS, the proposed model was applied to

predict the amounts of asphaltene precipitates [104, 105].

1.3.2.2 Models Based on Solubility Theory

In this category, two main types of models have emerged for investigating the phase

separation of asphaltenes, which is based on either regular solution theory or

equation of state (EoS) methods. The works reviewed in this section are summa-

rized in Fig. 1.4.
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Models Based on Regular Solution Theory

Regular solution theory was first applied by Hirschberg et al. [94] to model

asphaltene precipitation. Crude oil was described as a quasi-binary mixture of

two pseudo-components with asphaltene as the solute and the remainder as the

mixed solvent. Asphaltene precipitation occurred when its concentration exceeded

the solubility limit. At equilibrium, the chemical potentials for each

Fig. 1.4 Summary of theoretical works based on (a) regular solution theory and (b) equation of

state
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pseudocomponent must be the same in both the precipitated phase P and solvated

phase S:

μP
a ¼ μS

a ; ð1:1Þ
μP
m ¼ μS

m; ð1:2Þ

where subscripts a and m represent asphaltene and the mixed solvent, respectively.

Following the Flory-Huggins theory [96, 97], the chemical potential for each of the

two components is given by

μa � μað Þref
RT

¼ lnφa þ 1� Va

V
þ χa; ð1:3Þ

μm � μmð Þref
RT

¼ lnφm þ 1� Vm

V
þ χm; ð1:4Þ

where R is the universal gas constant; T is the absolute temperature; (μa)ref and
(μm)ref were, respectively, the chemical potentials for pure liquids a and m (the

reference state); χa and χm are the interaction parameters for a and m. φa and φm

were the volume fractions of a and m in the crude oil; Va and Vm were the molar

volumes for a and m; they are related by

φa ¼
xa Va

V
; ð1:5Þ

φm ¼ xm Vm

V
: ð1:6Þ

Here, xa and xm are the mole factions of components a and m. The molar volume, V,
of the crude oil and the interaction parameter χ were calculated by using

Hildebrand’s approximation [106]:

V ¼ xa Va þ xm Vm; ð1:7Þ

and

χa ¼
Va

RT
δ� δað Þ2; ð1:8Þ

χm ¼ Vm

RT
δ� δmð Þ2; ð1:9Þ

where δa and δm are the solubility parameters for components a and m, estimated by

fitting the cohesive energy density to experimental data using EoS. The solubility

parameter δ for the crude oil was given by
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δ ¼ φaδa þ φmδm: ð1:10Þ

Hirschberg et al. [94] assumed that the precipitation phase was pure asphaltenes and

φa
S � 1. Therefore combing Eqs. (1.1), (1.3), and (1.8), the maximum volume

fraction, (φa
S)max, of asphaltenes soluble in the crude was given by

φa
S

� �
max

¼ exp �1þ Va

Vm

� Va

RT
δa � δmð Þ2

� �
: ð1:11Þ

Because of its simplicity, this model has been widely adopted in the oil industry,

and many adaptations have been performed.

Correra and Donaggio [107] simplified the model proposed by Hirschberg

et al. [94] by using the interaction parameter χ. to predict whether asphaltene

precipitation occurred or not. This new model was based on the assumption that

asphaltene precipitation was ruled by the overall solvent power of the crude oil

toward asphaltenes, which in turn could be predicted by the interaction parameters

χ defined in Eqs. (1.8) and (1.9) as functions of the solubility parameters.

According to this model, precipitation occurred when χ exceeded certain critical

value χC. Correra et al. [108] showed thatχC ¼ 1when asphaltenes were considered

to be at infinite dilution. In their subsequent work [109], the authors presented a

detailed discussion on the determination of the parameters used in the proposed

model.

While Hirschberg et al. [94] assumed asphaltene to be a homogenous component

of petroleum crude, Burke et al. [110] applied this approach to predict the effect of

composition on precipitate formation. As the model was only able to qualitatively

match the experimental precipitation data, it was suggested that the aggregation of

asphaltenes in crude oil might affect the performance of this model. Novosad and

Costain [111] adopted a modified Hirschberg’s model [94, 112] to study asphaltene

precipitation, which incorporated both asphaltene aggregation and asphaltene-resin

association through introducing equilibrium association constants. Correspond-

ingly, the crude oil was described to consist of three components: asphaltene,

resin, and solvent (oil components that were neither asphaltene nor resin). It was

shown that the precipitation model, qualitatively and to some degree quantitatively,

reproduced the trends in asphaltene behaviors.

Kawanaka et al. [113] applied the Scott-Magat [114] heterogeneous polymer

solution theory, developed based on Flory-Huggins theory, to edict the onset point

and amount of asphaltene precipitation from petroleum crude under the influence of

precipitants. They considered asphaltenes to be a mixture of many similar poly-

meric molecules and used a continuous model in which a molecular-weight-distri-

bution was assumed. For precipitants n-pentane, n-heptane, and n-decane, the
predicted onset point and amount of precipitates were shown to be in good

agreement with experimental data. The Scott-Magat [114] heterogeneous polymer

solution theory was also used in the work of Manshad et al. [115], where equilib-

rium conditions were established by minimizing the total Gibbs free energy. In this
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work, Manshad et al. [115] compared the performance of three distribution func-

tions for asphaltene molecular weight, namely, Gamma, Schultz-Zimm, and fractal

distribution functions. It was shown that for predicting the amount of asphaltene

precipitation, fractal distribution function had the lowest average absolute deviation

and the best rate of convergence. To include the intermolecular interaction,

Browarzik et al. [116] described the crude oils using continuous distribution

functions for the solubility parameter. The crude oil was considered to consist of

maltenes and asphaltenes, each described by a separate distribution function. The

calculated precipitation point was found to be in excellent agreement with the

experimental results. Later on, Browarzik et al. [117] proposed that the association

of the asphaltenes led to a great number of aggregates with different size. Therefore

a continuous size distribution function was used to describe asphaltenes to improve

the performance of the proposed model for crude oils of high asphaltene content

[117, 118].

Yarranton et al. [119] combined the material balance equation with the Flory-

Huggins equation to predict the amount of asphaltene precipitated, similar to the

approach developed by Nor-Azian and Adewumi [120]. In this model, the activity

coefficients of asphaltene and solvent were used to develop the criterion for

thermonamic equilibrium, which were related to the change of the chemical

potentials expressed in Eqs. (1.3) and (1.4). The asphaltenes were considered as a

class of PA hydrocarbons with randomly distributed functional groups. Their molar

mass distribution was determined from experiments, and their molar volume as well

as solubility parameter was correlated to the molar mass. The proposed method was

tested on asphaltenes solvated in toluene with hexane being the precipitant. The

predicted onset point and the amount of precipitate were shown to be in good

agreement with experimental data. Alboudwarej et al. [121] extended this method

to study the precipitation of asphaltene from mixtures of Western Canadian bitu-

men by n-alkanes. The bitumen was separated into SARA pseudo-fractions, and the

molar mass distribution of asphaltenes was assumed to follow a Schultz-Zimm

distribution function. Later, Akbarzadeh et al. [122] further tested this model on

four international bitumen and heavy oil samples. It was shown that the predicted

onset and amount of precipitation were in good agreement with the experiments in

all cases. The same model was also applied by Wiehe et al. [123] to study the effect

of n-alkane size on its amount to cause precipitation. From n-pentane to n-
hexadecane, it was demonstrated that the model quantitatively described the pre-

cipitation of asphaltenes from the onset to full precipitation. In addition, application

of this model to asphaltene precipitation from live oils was available [124].

While Hirschberg et al. [94] assumed that only asphaltene partitioned into the

precipitated phase, in the model of Cimino et al. [125], the precipitated phase

consisted of asphaltene and nonasphaltene components but the oil phase was free

of asphaltene. To remove these two assumptions, Buckley and co-worker [126]

used refractive indices to estimate solubility parameters of asphaltenes and sol-

vents. This was based on their earlier work [127], where London dispersion forces

were proposed to dominate aggregation and precipitation of asphaltenes. It was

suggested [127] that the solubility parameter, hence the interaction parameter χ in
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Eqs. (1.8) and (1.9), could be described by the refractive indices of asphaltene and

the solvent. This approach was then adopted to develop a new asphaltene solubility

model [126]. It was shown [126] that this model produces fairly good matches to

experimental data for the onset conditions of asphaltene precipitation from seven

crude oils using precipitants from pentane to pentadecane. Also in order to remove

the two assumptions on the oil and precipitated phases, Mohammadi et al. [128]

proposed a different approach, namely a monodisperse thermodynamic model, in

which a distribution of asphaltenes and nonasphaltene components in the oil and

precipitated phases was considered. It was further shown that the models developed

by Hirschberg et al. [94] and Cimino et al. [125] were special cases of this new

model. Later on, asphaltene aggregation was taken into account by assuming that

the asphaltenes existed in solution in the form of linear hydrogen-like bonded

polymers [129]. Compared with the case where the aggregation was ignored, the

model provided a better agreement with experimental data.

In the original model of Hirschberg et al. [94], the solute-solvent interaction was

captured through the solubility parameters derived from pure liquids, and there was

no other adjustable parameters. To improve accuracy, Pazuki et al. [130] introduced

an adjustable interaction parameter λPS to Eqs. (1.3) and (1.4). λPS was defined to

depend on the ratio of molecular weight of asphaltene and solvent, and was

obtained by optimization of an objective function on mass fractions of asphaltene

precipitates. With this parameter, the model provided a good match with experi-

mental data on asphaltene precipitation when precipitants n-pentane, n-hexane, and
n-heptane were added to the crude oil sample from south west of Iran. Following a

similar approach, in the work by Mofidi et al. [131], an adjustable interaction

parameter was added to Eqs. (1.3) and (1.4) to calculate the activity coefficients,

which was subsequently used to determine the change of Gibbs free energy. At

thermodynamic equilibrium, the change of Gibbs free energy was zero. Therefore,

the solubility parameters δa and δm were obtained through solving equilibrium

equations instead of being quantities that must be prescribed a priori for asphaltene

precipitation calculation. The adjustable interaction parameter depended on molec-

ular weight of asphaltene and solvent, and a tuning procedure was used to determine

its value. The predicted onset precipitation was shown to agree well with experi-

mental data. In the work of Nourbakhsh et al. [132], this adjustable interaction

parameter was further modified to take solvent ratio (volume of the solvent divided

by the mass of the oil) into account. These above models did not separate pre-

cipitants from the crude oil and considered them as a single-phase solvent. In the

work of Orangi et al. [133], a three-component system of asphaltene + solvent +

precipitant was proposed. The predicted fractional precipitation agreed well with

experimental data for the n-alkanes at high dilution ratios.

While majority of the above models focused on investigating asphaltene precip-

itation upon the addition of precipitants, the original model proposed by Hirschberg

et al. [94] addressed the influence of temperature and pressure on asphaltene

precipitation. Therefore theoretical models have also been developed to predict

the effect of temperature and pressure. For instance, Orangi et al. [133] obtained a

spinodal diagram (phase stability limits) of temperature (T ) versus the volume
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faction of asphaltenes in the crude oil (φa), based on solving the phase stability limit

(spinodal curve) equation

∂μa
∂φa

¼ 0; ð1:12Þ

where μa was obtained using Flory-Huggins theory as in Eqs. (1.3) and (1.4).

Mousavi-Dehghani et al. [134] adopted Miller’s combinatory entropy [135] to

modify Flory-Huggins theory, and predicted the amount of asphaltene precipitation

versus pressure and temperature. Furthermore, theoretical models developed based

on the Flory-Huggins theory have also been employed to predict asphaltene pre-

cipitation when gas was injected, such as in the works of Hirschberg et al. [94],

Mousavi-Dehghani et al. [134], and Yang et al. [136]

Models Based on Equation of State Methods

Traditional cubic EoS has been used to investigate the phase separations of crude

oils where asphaltene precipitation occurs. In addition to providing critical param-

eters such as molar volumes and solubility parameter to other prediction models

[94, 128, 137], they have also been used to directly predict the onset conditions of

asphaltene precipitation and the amount of precipitates.

Du and Zhang [138] developed a thermodynamic model to predict asphaltene

precipitation conditions, in which the PR-EoS was used to calculate the component

fugacity coefficient and the phase compressibility. Asphaltene association was

taking into account by adding a chemical contribution [139–141] (resulted from

treating aggregates as “new chemical species”) to the expression of fugacity

coefficients, similar to the approach adopted in the work of Vafaie-Sefti

et al. [142]. It was shown that the proposed model provided satisfactory predictions

of asphaltene precipitation such as the onset point temperature of asphaltene

precipitation with n-heptane injection. Assuming equilibrium between a primary

liquid phase and a second dense asphaltene phase, Yarranton and co-workers [143]

applied the PR-EoS to calculate the fugacity and K-values of each phase and further

determine their composition. The bitumens and heavy oils were separated into four

pseudocomponents corresponding to the SARA fractions. To incorporate the effects

of asphaltene self-association, asphaltenes were divided into 30 pseudocomponent

fractions of different molar mass based on a gamma distribution function. The

model was tested on three Western Canadian oils (Athabasca, Cold Lake, and

Lloydminster) and four other oils (Venezuela 1 and 2, Russia, and Indonesia). In

all cases, the model successfully matched asphaltene yields for n-alkane-diluted
bitumens at temperatures from 0 to 100 �C and pressures up to 7 MPa. Later on, an

advanced PR-EoS was used by Yarranton and co-workers [144] to model

asphaltene precipitation, in which a volume translation correction to better describe

liquid densities was included. In this model, to fit both the saturation pressure and

16 C. Jian and T. Tang



asphaltene onset condition, a temperature-dependent correlation was developed for

the binary interaction parameters between solvent and bitumen pseudo-

components.

Even though the above works considered asphaltene self-association, the cross

association between asphaltenes and aromatics/resins were not included. To do so,

Li et al. [145] applied a Cubic-Plus-Association EoS (CPA-EoS) model [146] to

study asphaltene precipitation due to the injection of n-alkanes from model solution

(asphaltene + toluene), and real heavy oils and bitumens (characterized by three

pseudocomponents: saturates, aromatics/resins, and asphaltenes). In this model, the

excess Helmholtz free energy Aex was assumed to consist of two parts: the physical

(non-associating) part describing molecular interactions such as short-range repul-

sions and dispersion attractions; and the association part describing the polar�polar

cross-association of asphaltene and toluene (or aromatic/resin) molecules as well as

self-association of asphaltenes. The physical and association contributions were,

respectively, described by the PR-EoS and Wertheim thermodynamic perturbation

theory [147–152]. It was shown that the proposed model reproduced most of the

experiment results on the amount of asphaltene precipitation by different n-alkanes
over a wide range of temperatures, pressures, and compositions. In their subsequent

work [153], the application of this CPA-EoS was extended to seven live oils.

Similarly in the work of Dehaghani et al. [154], a CPA-EoS was used to predict

asphaltene deposition during gas injection. However, in this work, the physical

compressibility factor was obtained from Soave-Redlich-Kwong EoS and the

chemical part was from the generalized Anderko’s model [139] that included the

cross association between different components of a mixture.

Recently developed statistical associating fluid theory (SAFT) EoS by Chapman

et al. [155, 156], in terms of residual Helmholtz free energy, has also been

employed in predicting asphaltene phase behaviors. The original SAFT EoS

modeled each molecule as a chain of freely jointed spherical segments connected

through covalent bonds, and aggregates were formed by the association of chain-

like molecules. Therefore, the residual Helmholtz free energy Ares of a mixture was

described as

Ares ¼ Aseg þ Achain þ Aassoc; ð1:13Þ

where Aseg, Achain, and Aassoc, respectively, represent contributions from the

segment-segment interaction, i.e., Lennard-Jones (LJ) interaction, chain-forming

covalent bonds, and the site-site-specific interactions among segments, for exam-

ple, hydrogen bonding interactions. Aseg was assumed to be composed of two parts

that, respectively, corresponded to the repulsive (hard sphere, Ahs) and attractive

(dispersion, Adisp) parts of the potential:

Aseg ¼ Ahs þ Adisp: ð1:14Þ

In 2003, Chapman and co-workers [157] modeled asphaltene phase behavior with

the perturbed-chain SAFT (PC-SAFT) EoS [158], in which the dispersion term was
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derived by applying a perturbation theory of Barker and Henderson [159, 160] to a

hard-chain reference fluid. Molecular size interactions and non-polar van der Waals

interactions were assumed to dominate asphaltene phase behaviors. Therefore, the

SAFT association term (Aassoc), due to the presence of site-site specific interactions,

was not considered. Three parameters were required by PC-SAFT EoS for each

non-associating component of the mixture: the temperature-independent diameter

of each molecular segment (σ), the number of segments per molecule (m), and the

segment–segment dispersion energy (ε/k; ε is an LJ energy, d k is Boltzmann

constant.). The PC-SAFT parameters for asphaltenes were obtained by fitting EoS

results to experimental data from oil titrations with n-alkanes at ambient condition,

while those for other subfractions in the live oil liquid phase (i.e., saturates,

aromatics, and resins) were obtained from correlations with MW for each class of

compound. It was shown [161, 162] that the PC-SAFT EoS properly predicted the

effect of temperature, pressure, and composition on asphaltene precipitation behav-

iors. In the subsequent work of Chapman and co-workers [163], 3D asphaltene

phase plots between pressure, temperature, and gas content were generated.

In a few of the works by Chapman and co-workers [157, 161, 163] reviewed

above, asphaltenes were assumed to be monodisperse. In a separate work, the same

research group [164] investigated the case where asphaltenes were considered as a

polydisperse class of compounds with resins as their lower MW subfraction.

Polydisperse asphaltenes were represented by four pseudocomponents in SAFT:

n� C15þ, n� C7�15, n� C5�7, and the n� C3�5 n-alkane-insoluble subfraction

which corresponded to the resins subfraction. The SAFT parameters for each

subfraction were obtained by fitting the experimental onset data at ambient condi-

tions. In their recent work [165], a detailed approach was presented to reduce the

number of fitting parameters when adopting the polydisperse asphaltene model. The

analysis showed [164, 165] that the largest pseudocomponent (n� C15þ insoluble

fraction) precipitated first, followed by the precipitation of smaller

pseudocomponents, consistent with the results reported in their separate work

[162]. Compared with monodisperse asphaltene model, the amount of asphaltenes

precipitated increased more gradually with precipitant (n-alkane) addition; as well
polydisperse asphaltenes’ re-dissolution started at lower precipitant volume frac-

tions and with a higher re-dissolution amount. Adopting the gamma molar mass

distribution function reported in the work of Sabbagh et al. [143], Zú~niga-Hinojosa
et al. [166] considered polydisperse asphaltenes by dividing them into

30 subfractions To determine the PC-SAFT parameter, empirical correlations

were proposed for σ, m, and ε/k as functions of the molar mass of each subfraction.

In addition, unlike in the work of Chapman and co-workers [157, 161–165] where

binary interaction parameters between different fractions in crude oil mixtures were

assumed to be constants, Zú~niga-Hinojosa et al. [166] estimated the parameters for

asphaltene-n-alkane binary interaction as a function of the n-alkane mass fraction.

The results obtained showed [166] that the PC-SAFT EoS was able to predict the

amount of asphaltene precipitates from n-alkane-diluted heavy oils and bitumens at

different temperatures and pressures.
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The SAFT EoS for potentials of variable range (SAFT-VR) [167] is the other

emerging approach within the SAFT framework that has been used to model

apshaltene precipitation behavior. Compared with the original SAFT model, the

attractive potentials, and hence Adisp in Eq. (1.14), are allowed to have variable

widths. Artola et al. [168] applied SAFT-VR EoS to investigate their model oil

system, where asphaltenes were represented by polystyrene oligomers with similar

MW and the lighter components in the crude oil by alkanes. The square-well

(SW) potential was used to model segment-segment interaction in Eq. (1.13), and

similar to the works of Chapman et al. [157, 161–165], Aassoc was not considered

when calculating the residual Helmholtz free energy. Using this simplified

approach, Artola et al. [168] generated constant-composition pressure–tempera-

ture-phase diagrams that incorporated both the bubble curve and the asphaltene

precipitation boundary. Their analysis supported the view that asphaltene precipi-

tation was initiated by a thermodynamic instability leading to liquid–liquid-phase

separation. SAFT-VR EoS has also been applied in the case [169–171] where resins

were believed to play important roles for asphaltene stabilization in crude oil, and

its effect was taken into account by explicitly calculating Aassoc. However, unlike

traditional colloidal theory for asphaltenes, these works [169–171] described

asphaltene precipitation from crude oil solution as a liquid–liquid equilibrium

process. Actually, the Aassoc calculated here was obtained from the Wertheim

thermodynamic perturbation theory [147–152] as used in the original SAFT EoS

[155, 156] and was similar to the one in the work of Li et al. [145, 153] where

CPA-EoS was applied to model asphaltene precipitation.

Besides the colloidal and solubility models reviewed above, other approaches,

such as the scaling equation [172–174], integral equation theory [175], and artificial

neural network algorithm [176], support vector regression [177], have also been

applied to predict asphaltene precipitation.

1.4 Computational Studies

While most theoretical works have been focusing on predicting asphaltene precip-

itation behaviors at macroscopic level, a large amount of computational studies aim

at, from microscopic level, understanding the forces driving asphaltene aggregation

as well as probing the aggregated structures. One of the major motivations behind

these studies is that the extent of aggregation determines whether precipitation will

occur. Furthermore, these computational studies can shed lights on the existing

debates on the mechanisms and structures of asphaltene aggregation. Because these

computational studies require knowledge of the exact chemical structures of sim-

ulated molecules, they were all based on model compounds as surrogates for real

asphaltenes. According to the methods used, these works can be categorized into

three groups: (1) studies using quantum mechanics (QM) approach; (2) studies

using molecular mechanics (MM) and molecular dynamics (MD) approaches; and

(3) studies using mesoscopic simulation techniques. The computational works

reviewed here are listed in Table 1.1.
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Table 1.1 Summary of computational works on aggregation: (a) QM studies, (b) MM studies,

(c) MD studies, and (d) mesoscopic studies. In each table, for the works listed in the first column,

the systems investigated are given in the second column, and the last three columns describe the

key findings. Empty cells in the last three columns indicate no discussion on the corresponding

topic from the cited work

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

(a) QM studies (DFT approach)

Alvarez-

Ramirez

et al. [178]

Island-type

asphaltene dimers

in vacuum

π� π interaction Face-to-face

stacking of PA

cores

Moreira da

Costa

et al. [183]

Stacked di-, tri-,

tetra-, and

pentamer aggre-

gates of island-

type molecules in

chloroform

π� π interaction Parallel stacking

of PA cores

Chloroform

weakened the

stacking interac-

tion, especially

for the com-

pounds with

small PA cores.

Gray and

co-workers

[192, 195]

Archipelago-type

dimers in

chloroform

π� π interaction Parallel stacking

of PA cores

One water mole-

cule added to the

above system

Hydrogen bond-

ing to water

introduced addi-

tional stability to

the asphaltene

aggregates

Parallel stacking

of PA cores

Water enhanced

the aggregation

of model

asphaltenes.

Carauta

et al. [196]

Asphaltene

dimers of island-

type molecules in

vacuum

No

intermolecular

hydrogen bond

formed

Parallel stacking

of PA cores

(b) MM studies

Brandt

et al. [198]

Island-type

asphaltene dimer

in vacuum

π� π interaction Parallel stacking

of PA cores

Ortega-

Rodriguez

et al. [199]

Island-type

asphaltene dimer

in vacuum

Parallel stacking

of PA cores

Island-type

asphaltene dimer

in mixture of

heptane +

pyridine

Parallel stacking

of PA cores

Solvency power:

pyridine >
heptane

Pacheco-

Sánchez

et al. [200, 201]

Island-type

asphaltene mole-

cules in vacuum

π� π interac-

tion, which was

influenced by

the steric hin-

drance of the

side chains

Face-to-face,

offset π-stacking
and T-shaped

stacking of PA

cores

(continued)
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Table 1.1 (continued)

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

Murgich and

co-workers

[43, 203–205]

Island-type

asphaltene

molecules

π� π interaction Parallel stacking

of PA cores

Solvency power:

resin > toluene,

n-octane

Archipelago-type

asphaltene

molecules

H-bonding and

bridging pro-

vided additional

mechanisms

driving

aggregation

Complex shape

including paral-

lel stacking of

PA cores,

molecular tan-

gling and inter

aggregate links

Solvency power:

resin > toluene,

n-octane

Rogel [206] Island-type

asphaltene dimer

in vacuum

π� π interaction Parallel stacking

of PA cores

(c) MD studies

Pacheco-

Sánchez

et al. [207]

Ninety-six island-

type asphaltene

molecules in

vacuum

Face-to-face,

T-shaped and

offset π-stacking
of PA cores

High tempera-

ture could disso-

ciate larger

aggregates

Takanohashi

et al. [208]

Two island-type

and 1 archipel-

ago-type mole-

cules in vacuum

π� π interaction
as well as

hydrogen bond

Compared with π
�π interactions,

hydrogen bond

between mole-

cules was easily

dissociated at

high temperature

Takanohashi

et al. [220]

Asphaltene

aggregates in

quinolone and

toluene

Solvency power:

quinolone >
toluene

Boek, Headen

and co-workers

[209]

Six island-type

asphaltene mole-

cules in toluene

or heptane

Parallel stacking

of PA cores in

heptane; less

preference of

parallel stacking

in toluene

Headen

et al. [211]

Archipelago-type

and island-type

structures in tolu-

ene and heptane

Offset stacking Solvency power:

toluene > hep-

tane. High tem-

perature

decreased the

average aggrega-

tion time

PMF calculations

of asphaltene

dimers in toluene

and heptane

Similar values of

free energy for

dimer formation

in toluene and

heptane

(continued)
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Table 1.1 (continued)

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

Headen and

Boek [222]

Asphaltene mole-

cules in sc-CO2

with and without

limonene

Parallel stacking

of PA cores

Adding limonene

considerably

decreased the

size and stability

of the aggregate

Rogel [210] Two island-type

molecules in

mixed heptane

and toluene

Parallel stacking

of PA cores

Solvency power:

toluene >
heptane

Ungerer

et al. [212]

Two island-type

and one

archipelago-type

model

asphaltenes in

toluene and

heptane

Significant par-

allel stacking of

PA cores was

observed for

island-type

molecules

Solvency power:

toluene >
heptane

Kuznicki

et al. [213]

A mixture of

archipelago-type

and island-type

asphaltene mole-

cules in toluene

and heptane

π� π interaction Parallel stacking

of PA cores

Solvency power:

toluene >
heptane

Jian

et al [214, 215,

224]

Island-type mole-

cules in toluene,

heptane and water

π� π interaction
and additional

hydrophobic

association in

water

Parallel stacking

of PA cores

Solvency power:

toluene > hep-

tane > water

Sedghi

et al. [216]

Island-type mole-

cules in heptane

π� π interaction
and additional

aggregation

driving forces

introduced by

hydroxyl groups

in the aliphatic

side chains

T-shaped con-

figuration was

predominant in

the

nanoaggregates

formed by

model

asphaltene mol-

ecules without

aliphatic chains

while model

compounds with

several short

side chains

could only form

parallel stacking

configuration

Solvency power:

toluene >
heptane

PMF calculations

of asphaltene

dimers in toluene

and heptane

π� π interaction Lower associa-

tion free energy

(absolute value)

of asphaltene in

toluene com-

pared with that in

heptane

(continued)
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Table 1.1 (continued)

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

Teklebrhan

et al. [217]

Island-type mole-

cules in toluene

and heptane

π� π interac-

tion, which was

greatly

influenced by

the steric hin-

drance and

polarity of the

substituted side

chains

PA core parallel

stacking,

T-shaped

stacking, and

tail-tail

association

Solvency power:

toluene >
heptane

Carauta

et al. [218]

Island-type

asphaltene dimers

in n-butane,

isobutene, tolu-

ene, and

n-heptane

π� π interaction Parallel stacking

of PA cores

Solvency power:

toluene >
butane,

isobutene

>heptane. High

temperature did

not lower the

stability of

asphaltene

dimers

Frigerio

et al. [219]

Island-type

asphaltenes in

toluene,

tetrahydrofurane,

pentane, and

heptane

π� π interaction Parallel stacking

of PA cores

Solvency power:

toluene,

tetrahydrofurane

> pentane and

heptane

Pacheco-

Sánchez

et al. [221]

Asphaltene

aggregates in tol-

uene and pentane

Face-to-face

stacking, offset

π-stacking and

T-shaped

stacking of PA

cores were all

observed with

offset π-stacking
being the most

common

geometry

Solvency power:

toluene >
pentane

Hu et al. [223] Asphaltene

aggregates in

CO2

Pure CO2

enhanced the

hydrogen bond

and the dipolar

interaction

between

asphaltene

molecules

Face-to-face

stacking of PA

cores in pure

CO2

CO2 injection

could enhance

asphaltene

aggregation in

methane, ethane,

and octane

Zhang

et al. [225]

Model

asphaltenes in

asphalt mixtures

Core-core inter-

action, core-tail

interaction, and

Parallel stacking

at high tempera-

ture but

(continued)
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Table 1.1 (continued)

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

tail-tail interac-

tion for model

asphaltenes with

long aliphatic

side chains

perpendicular at

low tempera-

ture; at interme-

diate tempera-

tures, the most

probable rela-

tive orientation

between the

cores near 40�

π� π interaction
for highly aro-

matic asphaltene

molecules (with

short aliphatic

side chains)

Parallel stacking

at low tempera-

ture and almost

perpendicular at

high

temperature

Aray

et al. [227]

Solubility param-

eter calculation

for asphaltenes

and amphiphiles

π� π interaction Parallel stacking

of PA cores in

vacuum

Archipelago-

type models had

a large solubility

in amphiphiles

containing large

aliphatic tails

and no aromatic

rings; island-type

models showed

high solubility in

those containing

aromatic rings

and small ali-

phatic chains

(d) Mesoscopic studies

Aguilera-

Mercado

et al. [229]

Asphaltene in

crude oil mixture

studied by

CGMC method

Temperature and

asphaltene con-

centration

affected aggre-

gation while

resin concentra-

tion did not

Ortega-

Rodriguez

et al. [230]

Asphaltene in

crude oil mixture

studied by

CGMD method

Solvency power:

pyridine > hep-

tane. Resins had

stabilizing effect

on asphaltene

aggregates

Zhang

et al. [231, 232]

Asphaltene in

crude oil mixture

studied by DPD

program

Face-to-face

stacking, offset

π-stacking and

T-shaped

(continued)
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1.4.1 Studies Using QM Approach

QM calculations provide numerical solutions to the Schr€odinger equation and thus

can accurately determine the interaction energy among atoms/molecules and fur-

ther evaluate the stability of the formed structure.

Density functional theory (DFT) calculation has been used to investigate the

driving forces and structure of asphaltene aggregation. Alvarez-Ramirez et al. [178]

used two DFT approaches, namely Harris functional [179] with the Vosko, Wilk,

Nusair exchange-correlation potential [180], and GGA Perdew-Wang 91 functional

[181], to calculate the isotropic intermolecular potentials between asphaltene

dimers in a vacuum, and a double-numerical basis set [182] was adopted in both

cases. In this work, the Groenzin–Mullins molecular model [29, 30] was used as

asphaltene surrogates; the interaction energy curves for different configurations

(see a schematic representation in Fig. 1.5) of model asphaltene dimers, namely

T-shaped, face-to-face, and edge-edge, were obtained by varying the minimum

atomic distance between two asphaltene dimers. The results [178] showed that

among the different configurations studied, the face-to-face orientation had the

lowest energy, suggesting it as the most preferred configuration. Moreira da

Costa et al. [183] compared the accuracy of different DFT approaches with respect

to the highly accurate spin component scaled Møller–Plesset second-order pertur-

bation theory [184, 185], and the results obtained using DFT with ωB97X-D
functional [186, 187] was shown to be in closest agreement with those from the

highly accurate method. Therefore this functional [188] with 6–31+G(d,p) basis set

[189] was employed to evaluate the strength of π–π interaction for stacked di-, tri-,

tetra-, and pentamer aggregates of fused polycyclic aromatic hydrocarbons, such as

naphthalene, anthracene, phenanthrene, tetracene, pyrene, coronene, and benzene,

in chloroform, and the solvent effect was taking into account using the conductor-

like polarizable continuum model [190, 191]. The results suggested that [183] the

polycyclic aromatic hydrocarbons containing more than four fused benzene rings

would spontaneously form aggregates at 298 K while those containing fewer rings

Table 1.1 (continued)

References Systems

Forces driving

aggregations

Favorite

configurations

Effect of solvent

and/or external

conditions

integrated with a

rotational algo-

rithm [231]

stacking of PA

cores

Asphaltene in

crude oil mixture

studied by DPD

program inte-

grated with qua-

ternion method

[232]

Face-to-face

stacking, offset

π-stacking and

T-shaped

stacking of PA

cores
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couldn’t, confirming the importance of aromatic rings for aggregation of

asphaltene-like compounds.

Gray and co-workers [192] applied DFT with the ωB97Xd functional [193] and

6–31G(d,p) basis [189] set to investigate contributions of π� π stacking and

hydrogen-bonding interactions to the homodimerization of their ten asphaltene

model compounds in chloroform, which was modeled using the polarizable contin-

uum solvation method [194]. These model compounds contained a 2,20-bipyridine
moiety which was bonded to one (monosubstituted) or two (disubstituted) aromatic

hydrocarbon moieties (phenyl, naphthyl, anthracyl, phenanthryl, and pyrenyl)

through ethylene tethers. Consistent with the work [195] of the same authors

performed on 4,40-bis(2-pyren-1-yl-ethyl)-2,20-bipyridine, it was shown that

because of π–π stacking interactions, the homodimers of both mono- and disubsti-

tuted compounds were stable and had a negative Gibbs free energy change upon

aggregation, demonstrating that aggregation was a spontaneous process. To explore

the effect of water which may be present in solvents, one explicit water molecule

was added to the simulated system. After optimization, this water molecule was

found to form a bridge between the 2,20-bipyridine moieties, and the Gibbs free

energy of homodimers decreased, suggesting hydrogen bonding to water might

bring additional stability to the asphaltene aggregates. However, Carauta

et al. [196], using a hybrid methodology (QM:MM), did not observe the formation

of intermolecular hydrogen bonds between their asphaltene dimers of island-type

molecules in vacuum.

Regarding the effect of resins on asphaltene aggregation, DFT calculations have

been applied to evaluate the interaction energy between resins and asphaltenes,

which showed that stable structures of stacked PA cores were formed between

model resin and asphaltene molecules [178, 197].

Fig. 1.5 A schematic representation of the possible aggregated geometries formed by two PA

cores: (a) face-to-face stacking (PA cores parallel to each other with one directly on top of the

other) (b) T-shaped stacking (PA cores perpendicular to each other), (c) edge-edge stacking

(PA cores coplanar), (d) offset stacking (PA cores parallel with the two cores shifted laterally

from directly on top of each other). Face-to-face stacking and offset stacking together define

parallel stacking
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1.4.2 Studies Using MM and MD Approaches

MM and MD approaches are based on classical mechanics and thus less time

consuming compared with QM approaches. In MM and MD calculations, the

potential energy of the system studied is defined by a force field, which is a set of

equations describing the bonded as well as nonbonded interactions between atoms.

After an initial configuration is specified, MM adjusts the atomic positions through

an iterative procedure until the minimum energy configuration is obtained. MD, on

the other hand, evaluates forces on every atom and updates its velocity and position

through the integration of Newton’s equation of motion. Therefore standard MM

and MD can provide energetic and structural information regarding the configura-

tions and dynamic behaviors of asphaltene aggregation.

1.4.2.1 Studies Using MM Approach

Brandt et al. [198] assumed an island-type model structure for asphaltene molecules

and constructed a dimer from two optimized unit sheets. The conformational search

using MM calculations showed that the minimum energy structure was formed by

parallel stacked PA cores. Ortega-Rodriguez et al. [199] applied MM to calculate

the interaction energy in vacuum between two model asphaltene molecules as a

function of their relative distance. These two molecules have an identical chemical

structure, which consists of 630 atoms with an extended aromatic region and long

aliphatic side chains. Similar to the work of Brandt et al. [198], they found that

given the distance between the PA cores, the most stable molecular configuration of

the dimers was of parallel stacked PA cores with opposite-oriented aliphatic chains.

The interaction curve between the dimmers was then constructed for this relative

orientation at different PA core separations, and the potential well was shown to be

at ~0.52 nm, corresponding to the equilibrium distance between two parallel

stacked PA cores. A stable aggregate of several stacking sheets was observed in

the works of Pacheco-Sánchez et al. [200, 201], who investigated the aggregated

structures of four island-type asphaltene molecular models in vacuum. However,

T-shaped stacking was also reported [201].

MM calculations have also been performed to probe the effect of resins and

solvents on asphaltene aggregation. For instance, in the work of Ortega-Rodriguez

et al. [199] reviewed above, by adopting a representative molecular model for

resins, the potential curve for asphaltene-resin interaction was constructed, and

the potential well was shown to be at ~0.36 nm for the separation of aromatic

regions of asphaltenes and resins. In the same work [199], the effect of the

surrounding medium (heptane + pyridine) was taken into account by a mean-field

approximation, where the Coulomb and London interaction terms of the

asphaltene-asphaltene and asphaltene-resin potentials were scaled. It was shown

that as the molar fraction of pyridine in the medium was increased, the equilibrium

separations in both cases (asphaltene-asphaltene and asphaltene-resin) shifted to a
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larger distance and the depths of the potential wells decreased, indicating that

pyridine tended to lower the dimer-binding energy and enhance asphaltene solu-

bility. Murgich et al. [202] applied MM to study the interaction of two archipelago-

type asphaltene molecules with a water molecule in toluene solution. Different

initial configurations were constructed, each of which was energy minimized

through MM calculations. It was shown that the strength of water-mediated hydro-

gen bonding between the two asphaltene molecules depended on the heteroatoms

involved, and water molecules might generate additional mechanisms for aggrega-

tion of asphaltenes in toluene, similar to the observation of Gray and co-workers

[192, 195].

Murgich and co-workers [43, 203–205] have also done a series of work to

investigate asphaltene aggregation using MM calculations together with short

MD simulations. For a specified starting configuration, the general procedure was

to first do a minimization to relax any initial strain, followed by an MD equilibra-

tion period. Then MM minimization was performed again for the conformation

obtained fromMD. For island-type asphaltene molecules, it was found that the most

stable configurations for asphaltene dimers, trimers, and tetramer were of parallel

stacked aromatic cores; and the growth of aggregates was limited by the presence of

alkyl and cycloalkyls groups in asphaltenes [203]. Analysis of the different molec-

ular interactions confirmed the dominant role of π� π interaction for asphaltene

aggregates while the alkyl and cycloalkyls groups introduced steric interference to

the aggregation [203]. However, for archipelago-type asphaltene molecules, the

aggregates had more complex configurations, and H-bonding and bridging were

proposed to be additional mechanisms driving aggregation [205]. Compared with n-
octane and toluene, resins showed higher affinities to model asphaltenes

constructed from the same oil [43, 203–205].Also, resins showed selectivity for

the adsorption sites of the asphaltene, i.e., given the overall shape of asphaltene

molecules and aggregates, only certain resins were allowed to adsorb [43, 203–

205]. Using similar procedure (coupled MM and MD simulation), Rogel [206] built

initial monomers and further constructed dimers for their model asphaltenes

(island-type). It was shown in vacuum, dimers were mainly stabilized by the van

der Waals interaction, i.e., π� π interaction, which depended on the asphaltene

structure. Adding solvents may only dissociate the asphaltene dimers of weak van

der Waals interaction.

With the further development of computational capacities and MD efficiency,

nowadays a more general application of MM method in studying asphaltene

aggregation behaviors is to provide energy-minimized initial configurations for

the subsequent MD runs.

1.4.2.2 Studies Using MD Approach

The emerging MD techniques have been widely used in probing the aggregation

behaviors of asphaltenes in vacuum, organic and inorganic solvents.
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Pacheco-Sánchez et al. [207] investigated the aggregation behaviors of the

model asphaltene proposed by Groenzin and Mullins [29, 30] in vacuum. Initially,

96 identical model asphaltene molecules were set into an array with the neighboring

sulfur-sulfur separation of ~4 nm. After energy minimization, MD simulations were

conducted under 5 different temperatures: 298, 310, 340, 370, and 400 K. The final

MD configurations showed that many aggregates were not in the stacking form and

remained irregular shapes; for the stacked molecules, face-to-face, T-shaped, and

offset π-stacked geometries formed by PA cores were all observed (see Fig. 1.5).

Furthermore, as the temperature increased, dissociation of large aggregates into

smaller ones was observed. Temperature-induced dissociation was also observed in

the work of Takanohashi et al. [208], in which a mixture of asphaltene molecular

models were adopted. These models included two island-type and one archipelago-

type structures. A simulation cell containing three molecules, each representing one

asphaltene molecular model, was constructed and simulated at 300 K, 523 K, and

673 K. It was shown that the hydrogen bond between asphaltene molecules

dissociated at 523 K, while aromatic�aromatic stacking interactions, i.e., π� π
interactions, appeared to be stable at the same temperature. In addition, it was

reported [208] that the removal of all aliphatic side chains and the replacement of

heteroatoms with carbon atoms decreased the stability of stacking in the aggregates.

As asphaltenes are a solubility class which is soluble in aromatic solvents but

insoluble in n-alkanes [7–9], aggregation behaviors of asphaltenes in toluene

(representing aromatic solvents) and heptane (representing n-alkanes) have been

extensively studied using MD approach. Boek, Headen, and co-workers [209]

investigated the aggregation of six island-type model asphaltene molecules in

toluene and heptane at 7 wt% [209]. In both solvents, no stable dimers living longer

than roughly 10 ns were observed. It was suggested that in heptane, the preferred

configuration between two nearest asphaltene molecules were parallel stacking,

although non-parallel stacked PA cores were also reported, and in toluene, the

preference of parallel stacking was less. For mixed heptane and toluene (heptol),

Rogel [210] monitored the interaction energy between two island-type asphaltene

monomers along the MD simulation course. The results showed the dimer forma-

tion in pure heptane, but not in heptol or in pure toluene.

In a separate work of Headen et al. [211],both island-type and archipelago

structures were adopted, generated using a Monte Carlo method, and simulated in

toluene and heptane, again at 7 wt%. Although similar to their previous study [209],

no stable dimers/trimers were observed, aggregates lived longer in heptane. In

addition, it was shown [211] that higher temperature decreased the average aggre-

gation time. For the aggregated structures, offset stacking was reported to be the

prevalent conformation in both solvents. Ungerer et al. [212] studied the aggrega-

tion behaviors of three model asphaltenes, two island types and one archipelago

type, in toluene and heptane. In both solvents, significant aggregation was observed

for larger island-type molecules while for smaller island-type molecules, the aggre-

gation was stronger in heptane than in toluene. On the other hand, it was shown that

the archipelago-type molecules did not evidently aggregate in heptane or toluene.

Their results suggested that small island-type molecules could represent the average
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structures of real asphaltenes. Aggregation of a mixture of archipelago-type and

island-type asphaltene molecules in toluene and heptane were studied by Kuznicki

et al. [213]. In their work, an ordered array of 12 island-type and 12 archipelago-

type molecules were packed into a cubic box of edge 6.5 nm, followed by solvation.

After 10 ns simulation, all 24 molecules formed a single aggregate in both solvents,

and the stacking of PA cores was evident in both cases, suggesting the importance

of π� π interaction for aggregation. Furthermore, the stacking behaviors were

reported [213] to be more pronounced in heptane compared with those in toluene.

In the work of Jian et al [214, 215], adopting an initial configuration described by

Kuznicki et al. [213], long-time MD simulations were performed to investigate the

aggregations of violanthrone-78 based model asphaltene molecules in toluene and

heptane. Four asphaltene models were used, which had the same PA cores but

different side-chain lengths. The results showed [214, 215] that distinct aggregates

were formed in these two solvents (see Fig. 1.6): in toluene, the dominant short-

cylinder-like aggregates were of several parallel stacked PA cores, consistent with

the Yen-Mullins model [22, 25, 64]; in heptane, a one-dimensional rod-like struc-

ture was formed by almost all the 24 molecules in each system. Furthermore,

independent of the side-chain lengths, the favorite configuration between two

nearest asphaltene molecules was parallel stacking, confirming the importance of

Fig. 1.6 Representative aggregates formed in the work of Jian et al. [214, 215, 224]: (a) in
toluene, (b) in heptane, and (c) in water
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π� π interaction. Sedghi et al. [216] investigated the aggregation behaviors of

8 types of asphaltene-like compounds (island-type) in heptane. The concentrations

of asphaltenes were kept constant at 7 wt% in all the simulations. Stable aggregates

of different sizes were observed. It was proposed that T-shape configuration was

predominant in the nanoaggregates formed by model asphaltene molecules without

aliphatic chains while model compounds with several short aliphatic side chains

could only form nanoaggregates with parallel configuration due to the steric

hindrance between the side chains. Furthermore, the presence of hydroxyl groups

in the aliphatic side chains was suggested [216] to help aggregation.

The effect of hydroxyl groups, present in carboxylic acid, on asphaltene aggre-

gation was discussed in the work of Teklebrhan et al. [217], who studied the

aggregation of five synthesized PA compounds in toluene and heptane. These five

island-type models were of the same PA cores and differentiated by the structures of

the substituent side chains. Twenty-four molecules of a single type of model com-

pounds were dispersed in a cubic box of dimension 12 nm � 12 nm � 12 nm, and

solvated by toluene or heptane. After 20 nsMD simulations, depending on the nature

of the side chains attached, aggregation extents were shown to be different and

aggregates of various configurations were observed including PA core parallel

stacking, T-shaped stacking, and tail-tail association. For instance, the change

from -COOH to -COOCH3 functionality enhanced the nanoaggregate formation in

toluene. Generally, it was shown that the toluene hindered the molecular association

of model asphaltenes through weakening π� π stacking, and aggregates grew to a

much larger size in heptane than in toluene.

Besides toluene and heptane, the effects of other organic solvents have also been

studied in literature. For instance, in the work of Carauta et al. [218], the effects of

n-butane and isobutane on the dissociation of asphaltene dimers were compared

with those of toluene and heptane, where model asphaltenes were of island-type

architectures. It was shown that the ability of n-butane and isobutane to break

asphaltene dimers fell in between that of toluene (most effective) and heptane (least

effective). In contrast to the work of Headen et al. [211], increasing temperature did

not lower the stability of asphaltene dimers in n-butane, isobutene, and toluene.

Frigerio et al. [219] investigated the aggregation behaviors of their island-type

asphaltenes in four solvents: toluene, tetrahydrofuran, pentane and heptane. A high

concentration (20–30 wt%) was used, and the parallel stacking of PA cores were

reported in all cases. Similar to the work of Jian et al. [215], a decamer of parallel

stacked PA cores were observed for model asphaltene in pentane. In the work of

Takanohashi et al. [220], the effects of solvent on the stability of the asphaltene

aggregates were studied at 573 K. They observed that quinolone could disrupt some

stacking interactions of model asphaltenes while 1-methylnaphthalene, having a

similar structure to toluene, could not. On the other hand, Pacheco-Sánchez

et al. [221] showed that toluene could intrigue the dissociation of asphaltenes

while pentane could not.

In addition to these organic solvents, the aggregation behaviors of asphaltenes in

inorganic solvents were also probed. Adopting previous simulation procedure

[209, 211], Headen and Boek [222] studied the aggregation of asphaltenes in
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supercritical carbon dioxide (sc-CO2) with and without limonene. At all tempera-

tures (300, 350, and 400 K) and all pressures (100, 150 and 200 bar), an aggregate

of six molecules, mainly by stacking of the aromatic cores, was quickly formed in

pure sc-CO2 with some structural fluctuations. The presence of limonene consid-

erably decreased the size and stability of the aggregate, confirming the role of

limonene as a dispersant. Hu et al. [223] investigated the effect of CO2 on the

interaction in asphaltene aggregates, and showed that pure CO2 would enhance the

hydrogen bond and the dipolar interaction between asphaltene molecules. In the

work of Jian et al. [224], four types of VO-78-based model asphaltenes were

simulated in pure water, which had the same PA core but different lengths of

aliphatic side chains. Stable aggregates were found for all the four models studied,

and the favorite configuration between two neighboring molecules was the parallel

stacking of PA cores. However, compared with in toluene and heptane [214, 215],

the stacking of PA cores inside each aggregate was found to be of short range and

the final aggregated geometry was close to a sphere (see Fig. 1.6). More interest-

ingly, a non-monotonic relation between the side-chain length and the size of the

aggregate was observed: model asphaltenes with very long or very short side chains

could fully aggregate while those with intermediate side chains could not. This

suggested that the role of side chains was twofold in water. On one hand, they

brought in steric hindrance to PA core stacking. On the other hand, very long side

chains also introduced significant hydrophobic association which helped the

aggregation.

Using MD simulations, Zhang et al. [225] investigated the molecular orientation

of asphaltenes in asphalt mixtures, consisting of asphaltenes, resins and maltenes.

In this work, two island-type models were adopted as asphaltene surrogates, and the

resin and maltene were, respectively, represented by 1,7-dimethylnaphthalene and

linear alkane n-C22. It was shown that the relative orientation between two nearest

asphaltene molecules was affected by their chemical structures and temperatures.

For model asphaltene molecules with long aliphatic side chains, the PA cores

preferred to be almost parallel at high temperature but perpendicular at low

temperature, and at intermediate temperatures, the most probable relative orienta-

tion between the cores was near 40�. This was attributed to the combination of

π� π interaction from aromatic rings, π� θ interactions between the aromatic ring

and aliphatic chains, and θ� θ interaction between aliphatic chains. However for

highly aromatic asphaltene molecules (with short aliphatic side chains), because of

the dominantπ� π interaction, they preferred to stay almost parallel to each other at

low temperatures and almost perpendicular at high temperatures.

MD simulations have also been conducted to calculate solubility parameters (δ)
which are of great importance in solubility theory. In MD simulations, the cohesive

energy Ecoh, used to define solubility parameters, is calculated as the energy

difference between per mole of materials in their condensed phase and in the

ideal gas phase where all intermolecular interactions are eliminated. Then the

solubility parameter δ is calculated using the following equation:
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δ ¼ Ecoh

V

� �0:5

; ð1:15Þ

where V is the molar volume. Rogel [210] calculated the solubility parameters for

the monomer, dimer, trimer, and tetramer of their model asphaltenes, each of which

was treated as a “single molecule.” It was showed [210] that aggregate of more

molecules had a lower solubility parameter. Diallo et al. [226] investigated the effect

of temperature on the solubility parameters of model asphaltenes and observed a

linear decrease in δ as temperature increased. Aray et al. [227] investigated the

solubility parameters of 13 island-type and 2 archipelago-type asphaltenes. In

general, δ became larger as the number of aromatic rings forming the asphaltene

cores increased or as the number and length of aliphatic chains decreased. In

addition, the solubilities of these model asphaltenes in toluene, heptane, and amphi-

philes (resins) were also studied using the Scatchard-Hildebrand and the Hansen

sphere methodologies [228]. According to these theories, the maximum of solubility

was observed when the solubility parameters of asphaltenes and solvents were

identical. Aray et al. [227] showed that the increase of aromatic ring number

decreased the asphaltene solubility in toluene and heptane. Further, archipelago-

typemodels were observed to have a large solubility in amphiphiles containing large

aliphatic tails and no aromatic rings while island-typemodels showed high solubility

in those containing aromatic rings and small aliphatic chains [227].

Recently, MD techniques have been used to calculate the free energy of

asphaltene association, which was defined as the difference in the potential of

mean force (PMF) at infinite and equilibrium separations. Headen and co-workers

[211] calculated the asphaltene-asphaltene PMF using two approaches:

unconstrained and constraint MD simulations. In the unconstrained simulations,

radial distribution function was used to calculate the PMF. In the constrained

simulation, the center of mass distance between two molecules were restrained at

specific distances from 0.5 to 1.5 nm with an interval of 0.1 nm; the force needed to

keep molecules at a specific distance was then calculated and the PMF profile was

obtained by integration of the force-distance curve. These two methods yielded

similar results: values for free energy of dimer formation were very close in both

toluene and heptane. This was a surprising result, as asphaltenes do exhibit very

different solubility behaviors in these two solvents. A completely different result

was reported by Sedghi et al. [216], where the umbrella sampling method was

applied to calculate the dimerization free energy of 8 island-type asphaltenes. Their

results suggested that due to the π� π interaction between toluene and asphaltene,

the association free energy (absolute value) of asphaltene was lower in toluene than

in heptane. In addition, π� π interaction was shown to be the driving force for

asphaltene association, which was dependent on both the number of aromatic rings

and the presence of heteroatoms in the aromatic core.

The time and length scales of the systems studied in MM and MD simulations

are restricted by available computational capacity. The application of mesoscopic

simulation techniques, as reviewed below, allows the study of larger and more

complex systems.
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1.4.3 Studies Using Mesoscopic Simulation Techniques

Compared with MM and MD simulations, mesoscopic simulation techniques adopt

coarse-grained models to describe molecular structures, instead of considering all

the atomic details inside each molecule. These techniques include coarse-grained

Monte Carlo (CGMC), coarse-grained molecule dynamics (CGMD), and dissipa-

tive particle dynamics (DPD) methods.

Aguilera-Mercado et al. [229] modeled resin molecule as a single sphere and

described asphaltene molecule as a central sphere surrounded by a ring of spheres.

The intermolecular potential function for each type of spheres was obtained using

the method from the work of Ortega-Rodriguez et al [199]. Moreover, the sur-

rounding crude oil medium was modeled as a continuum, characterized by a

screening factor. CGMC simulations were performed to investigate the effect of

temperatures as well as asphaltene and resin concentrations on aggregation. It was

shown that aggregation was affected by temperature and asphaltene concentration

but was insensitive to resin concentration.

Based on the method from previous work [199], Ortega-Rodriguez et al. [230]

obtained intermolecular potential functions for asphaltene-asphaltene, asphaltene-

resin, and resin-resin molecules, which were subsequently used in their CGMD

studies. Inside each system, asphaltene and resin molecules were modeled as dots

and the solvent was taking into account using a mean-field approximation. Their

results suggested that among the different interactions, asphaltene-asphaltene affin-

ity was the strongest followed by asphaltene-resin and then resin-resin affinities.

Therefore it was proposed that resins could stabilize asphaltene aggregates. Regard-

ing the effect of solvent, heptane was shown to have a poor screening effect on the

long-range interactions of asphaltenes and thus promote aggregation; pyridine was

observed to have the largest screening effect and prevent aggregation.

Zhang et al. [231] implemented a rotational algorithm into the DPD program to

evolve the motion of rigid bodies and investigated the aggregation of asphaltenes in

model heavy crude oil consisting of SARA components and additional light frac-

tions. For the island-type models studied, three typical aggregated structures were

observed: face-to-face stacking, offset π-stacking and T-shaped stacking (see

Fig. 1.5). In their subsequent work [232], three rotational algorithms were com-

pared, and the results confirmed the superiority of the quaternion method. Therefore

the aggregation of island-type asphaltenes in heavy oil and very diluted toluene was

investigated by performing DPD simulation integrated with Quaternion method. It

was shown that in the system of model heavy oil, although both offset π-stacking
and T-shaped stacking were observed, as many as five molecules could concur-

rently form a well-ordered face-to-face stacking geometry. For asphaltenes in very

diluted toluene (model asphaltene concentration: 0.47 g/L–1.7 g/L), the coexistence

of monomers and aggregates were confirmed and aggregates were suggested to

undergo the dynamics of forming, breaking up, and reforming. In the most recent

work [233] of the same group, the above method was implemented on graphics

processing units, which speeded up the simulations by more than tenfolds. It was

shown that the determined diffusion coefficients of island-type asphaltenes in

toluene were similar to those obtained in experimental studies.
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1.5 Summary and Future Perspectives

In this chapter, we provided a detailed review on the theoretical and computational

works performed on asphaltene aggregation and precipitation, together with the key

results from relevant experimental studies. As can be seen from Sect. 1.2, great

discrepancies exist regarding the molecular structure of asphaltenes found from

experimental studies. Several reasons that may contribute to the existence of the

discrepancies are: the usage of diverse samples from different sources, the employ-

ment of various techniques, as well as the different conditions under which the

experiments were performed. These discrepancies have impeded the clear under-

standing of asphaltene aggregation and precipitation, and prevented the develop-

ment of unified theoretical models for predicting asphaltene behaviors. As reviewed

in Sect. 1.3, calibrated by different experimental data, almost all the reviewed

theoretical works have been shown to agree well with the experimental observa-

tions on the specific asphaltene sample used. However, none of these models has

been able to reproduce the experimental results for all the available samples in

literature. Compared with theoretical works, computational studies, as reviewed in

Sect. 1.4, require explicit molecular models as surrogates for real asphaltenes, thus

leading to model-dependent conclusions (shown in Table 1.1). For instance, for the

aggregated structures, parallel stacking and T-shaped stacking of PA cores as well

as tail-tail association were all reported to be the favorite configurations. Moreover,

computational results are restricted by the time and length dimensions of the

systems studied. Hence caution must be taken in drawing generalized conclusions

from specific studies.

Despite the discrepancies, theoretical efforts have clearly demonstrated the

possibility of developing predictive models for asphaltene aggregation and precip-

itation. These models can be very helpful in the cases where experimental opera-

tions are extremely difficult and costly. On the other hand, with the development of

computational capacities, complex and large systems that correspond to real crude

oil mixtures may be simulated to generate a comprehensive picture for asphaltene

aggregation from microscopic level. All these studies, although may be sample

related, can help with probing the underlying mechanisms and proposing suitable

ways to prevent, and further utilize, asphaltene aggregation and precipitation.
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77. González, G., Neves, G. B. M., Saraiva, S. M., Lucas, E. F., & Anjos de Sousa, M. d. (2003).

Electrokinetic characterization of asphaltenes and the asphaltenes-resins interaction. Energy
and Fuels, 17, 879–886.

78. Mullins, O. C., Betancourt, S. S., Cribbs, M. E., Dubost, F. X., Creek, J. L., Andrews, A. B.,

et al. (2007). The colloidal structure of crude oil and the structure of oil reservoirs. Energy
and Fuels, 21, 2785–2794.

79. Sedghi, M., & Goual, L. (2009). Role of resins on asphaltene stability. Energy and Fuels, 24,
2275–2280.

80. Breure, B., Subramanian, D., Leys, J., Peters, C. J., & Anisimov, M. A. (2012). Modeling

asphaltene aggregation with a single compound. Energy and Fuels, 27, 172–176.
81. Tan, X., Fenniri, H., & Gray, M. R. (2007). Pyrene derivatives of 2, 20-Bipyridine as models

for asphaltenes: synthesis, characterization, and supramolecular organization. Energy and
Fuels, 22, 715–720.

82. Gray, M. R., Tykwinski, R. R., Stryker, J. M., & Tan, X. (2011). Supramolecular assembly

model for aggregation of petroleum asphaltenes. Energy and Fuels, 25, 3125–3134.
83. Murgich, J. (2002). Intermolecular forces in aggregates of asphaltenes and resins. Petroleum

Science and Technology, 20, 983–997.
84. Tan, X., Fenniri, H., & Gray, M. R. (2009). Water enhances the aggregation of model

asphaltenes in solution via hydrogen bonding. Energy and Fuels, 23, 3687–3693.

1 Understanding Asphaltene Aggregation and Precipitation Through Theoretical. . . 39



85. Stoyanov, S. R., Yin, C., Gray, M. R., Stryker, J. M., Gusarov, S., & Kovalenko, A. (2010).

Computational and experimental study of the structure, binding preferences, and spectros-

copy of nickel (II) and vanadyl porphyrins in petroleum. Journal of Physical Chemistry B,
114, 2180–2188.

86. Rogel, E. (1928–1937). Asphaltene aggregation: a molecular thermodynamic approach.

Langmuir, 2002, 18.
87. Rogel, E. (2004). Thermodynamic modeling of asphaltene aggregation. Langmuir, 20,

1003–1012.

88. Rogel, E. (2008). Molecular thermodynamic approach to the formation of mixed asphalte-

ne�resin aggregates. Energy and Fuels, 22, 3922–3929.
89. Agrawala, M., & Yarranton, H. W. (2001). An asphaltene association model analogous to

linear polymerization. Industrial and Engineering Chemistry Research, 40, 4664–4672.
90. Zhang, L., Shi, Q., Zhao, C., Zhang, N., Chung, K. H., Xu, C., et al. (2013). Hindered

stepwise aggregation model for molecular weight determination of heavy petroleum fractions

by vapor pressure osmometry (VPO). Energy and Fuels, 27, 1331–1336.
91. Zhang, L., Zhao, S., Xu, Z., Chung, K. H., Zhao, C., Zhang, N., et al. (2014). Molecular

weight and aggregation of heavy petroleum fractions measured by vapor pressure osmometry

and hindered stepwise aggregation model. Energy and Fuels, 28, 6179–6187.
92. Acevedo, S., Caetano, M., Ranaudo, M. A., & Jaimes, B. (2011). Simulation of asphaltene

aggregation and related properties using an equilibrium-based mathematical model. Energy
and Fuels, 25, 3544–3551.

93. Andersen, S. I., & Speight, J. G. (1999). Thermodynamic models for asphaltene solubility and

precipitation. Journal of Petroleum Science and Engineering, 22, 53–66.
94. Hirschberg, A., DeJong, L., Schipper, B., & Meijer, J. (1984). Influence of temperature and

pressure on asphaltene flocculation. Society of Petroleum Engineers Journal, 24, 283–293.
95. Leontaritis, K., & Mansoori, G. (1987). Asphaltene flocculation during oil production and

processing: A thermodynamic colloidal model. In Proceedings of the SPE International
Symposium on Oilfield Chemistry, San Antonio, Texas, Feb 4�5 1987; Society of Petroleum

Engineers: Richardson, Texas. SPE 16258.

96. Flory, P. J. (1942). Thermodynamics of high polymer solutions. Journal of Chemical Physics,
10, 51–61.

97. Huggins, M. L. (1941). Solutions of long chain compounds. Journal of Chemical Physics, 9,
440–440.

98. Victorov, A. I., & Firoozabadi, A. (1996). Thermodynamic micellizatin model of asphaltene

precipitation from petroleum fluids. AICHE Journal, 42, 1753–1764.
99. Pan, H., & Firoozabadi, A. (1998). Thermodynamic micellization model for asphaltene

aggregation and precipitation in petroleum fluids. SPE Production & Facilities, 13, 118–127.
100. Hinze, W. L., & Pramauro, E. (1993). A critical review of surfactant-mediated phase

separations (cloud-point extractions): Theory and applications. Critical Reviews in Analytical
Chemistry, 24, 133–177.

101. Peng, D., & Robinson, D. B. (1976). A new two-constant equation of state. Industrial and
Engineering Chemistry Fundamentals, 15, 59–64.

102. Ashoori, S., Shahsavani, B., Ahmadi, M. A., & Rezaei, A. (2014). Developing thermody-

namic micellization approach to model asphaltene precipitation behavior. Journal of Disper-
sion Science and Technology, 35, 1325–1338.

103. Wu, J., Prausnitz, J. M., & Firoozabadi, A. (1998). Molecular‐thermodynamic framework for

asphaltene‐oil equilibria. AICHE Journal, 44, 1188–1199.
104. Victorov, A. I., & Smirnova, N. A. (1998). Thermodynamic model of petroleum fluids

containing polydisperse asphaltene aggregates. Industrial and Engineering Chemistry
Research, 37, 3242–3251.

105. Victorov, A. I., & Smirnova, N. A. (1999). Description of asphaltene polydispersity and

precipitation by means of thermodynamic model of self-assembly. Fluid Phase Equilibria,
158, 471–480.

40 C. Jian and T. Tang



106. Scott, R., & Hildebrand, J. (1951). The solubility of nonelectrolytes. New York: Reinhold.

107. Correra, S., & Donaggio, F. (2000). Onset-constrained colloidal asphaltene model. In Pro-
ceedings of the International Symposium on Formation Damage, Lafayette, LA, Feb 23–24

2000; Society of Petroleum Engineers: Richardson, Texas; SPE 58724.

108. Correra, S., & Merino-Garcia, D. (2007). Simplifying the thermodynamic modeling of

asphaltenes in upstream operations. Energy and Fuels, 21, 1243–1247.
109. Merino‐Garcia, D., & Correra, S. (2007). A shortcut application of a Flory‐like model to

Asphaltene precipitation. Journal of Dispersion Science and Technology, 28, 339–347.
110. Burke, N. E., Hobbs, R. E., & Kashou, S. F. (1990). Measurement and Modeling of

Asphaltene Precipitation (includes associated paper 23831). Journal of Petroleum Technol-
ogy, 42, 1,440–1,446.

111. Novosad, Z., & Costain, T. (1990). Experimental and modeling studies of asphaltene

equilibria for a reservoir under CO2 injection. In Proceedings of the 65th Annual Technical
Conference and Exhibition of the Society of Petroleum Engineers, New Orleans, LA, Sept

23�26 1990; Society of Petroleum Engineers: Richardson, Texas; SPE 20530.

112. Hirschberg, A., & Hermans, L. (1984) Asphaltene phase behavior: A molecular thermody-

namic model, Presented at International Symposium on Characterization of Heavy Crude

Oils and Petroleum Residues, Lyon, France, June15–17; Editions Technip, 492–497.

113. Kawanaka, S., Park, S., & Mansoori, G. (1991). Organic deposition from reservoir fluids: a

thermodynamic predictive technique. SPE Reservoir Engineering, 6, 185–192.
114. Scott, R. L., & Magat, M. (1945). The Thermodynamics of High‐Polymer Solutions: I. The

Free Energy of Mixing of Solvents and Polymers of Heterogeneous Distribution. Journal of
Chemical Physics, 13, 172–177.

115. Manshad, A. K., & Edalat, M. (2008). Application of continuous polydisperse molecular

thermodynamics for modeling asphaltene precipitation in crude oil systems. Energy and
Fuels, 22, 2678–2686.

116. Browarzik, D., Laux, H., & Rahimian, I. (1999). Asphaltene flocculation in crude oil systems.

Fluid Phase Equilibria, 154, 285–300.
117. Browarzik, C., & Browarzik, D. (2005). Modeling the onset of asphaltene flocculation at high

pressure by an association model. Petroleum Science and Technology, 23, 795–810.
118. Browarzik, D., Kabatek, R., Kahl, H., & Laux, H. (2002). Flocculation of asphaltenes at high

pressure. II. Calculation of the onset of flocculation. Petroleum Science and Technology, 20,
233–249.

119. Yarranton, H. W., & Masliyah, J. H. (1996). Molar mass distribution and solubility modeling

of asphaltenes. AICHE Journal, 42, 3533–3543.
120. Nor-Azian, N., & Adewumi, M. (1993). Development of asphaltene phase equilibria predic-

tive model. In Proceedings of the Eastern Regional Conference and Exhibition of the SPE,
Pittsburgh, Pennsylvania, Nov 2�4, 1993; Society of Petroleum Engineers:Richardson,

Texas; SPE 26905.

121. Alboudwarej, H., Akbarzadeh, K., Beck, J., Svrcek, W. Y., & Yarranton, H. W. (2003).

Regular solution model for asphaltene precipitation from bitumens and solvents. AICHE
Journal, 49, 2948–2956.

122. Akbarzadeh, K., Dhillon, A., Svrcek, W. Y., & Yarranton, H. W. (2004). Methodology for the

characterization and modeling of asphaltene precipitation from heavy oils diluted with

n-alkanes. Energy and Fuels, 18, 1434–1441.
123. Wiehe, I. A., Yarranton, H. W., Akbarzadeh, K., Rahimi, P. M., & Teclemariam, A. (2005).

The paradox of asphaltene precipitation with normal paraffins. Energy and Fuels, 19,
1261–1267.

124. Tharanivasan, A. K., Yarranton, H. W., & Taylor, S. D. (2010). Application of a Regular

Solution-Based Model to Asphaltene Precipitation from Live Oils. Energy and Fuels, 25,
528–538.

125. Cimino, R., Correra, S., Sacomani, P., & Carniani, C. (1995). Thermodynamic modelling for

prediction of asphaltene deposition in live oils. In The SPE International Symposium on

1 Understanding Asphaltene Aggregation and Precipitation Through Theoretical. . . 41



Oilfield Chemistry, San Antonio, Texas, Feb 14-17, 1995; Society of Petroleum Engineers:

Richardson, Texas; SPE 28993.

126. Wang, J., & Buckley, J. (2001). A two-component solubility model of the onset of asphaltene

flocculation in crude oils. Energy and Fuels, 15, 1004–1012.
127. Buckley, J., Hirasaki, G., Liu, Y., Von Drasek, S., Wang, J., & Gill, B. (1998). Asphaltene

precipitation and solvent properties of crude oils. Petroleum Science and Technology, 16,
251–285.

128. Mohammadi, A. H., & Richon, D. (2007). A monodisperse thermodynamic model for

estimating asphaltene precipitation. AICHE Journal, 53, 2940–2947.
129. Mohammadi, A. H., Eslamimanesh, A., & Richon, D. (2012). Monodisperse thermodynamic

model based on chemical Flory–Hüggins polymer solution theories for predicting asphaltene

precipitation. Industrial and Engineering Chemistry Research, 51, 4041–4055.
130. Pazuki, G., & Nikookar, M. (2006). A modified Flory-Huggins model for prediction of

asphaltenes precipitation in crude oil. Fuel, 85, 1083–1086.
131. Mofidi, A. M., & Edalat, M. (2006). A simplified thermodynamic modeling procedure for

predicting asphaltene precipitation. Fuel, 85, 2616–2621.
132. Nourbakhsh, H., Yazdizadeh, M., & Esmaeilzadeh, F. (2011). Prediction of asphaltene

precipitation by the extended Flory–Huggins model using the modified Esmaeilzadeh–

Roshanfekr equation of state. Journal of Petroleum Science and Engineering, 80, 61–68.
133. Orangi, H. S., Modarress, H., Fazlali, A., & Namazi, M. (2006). Phase behavior of binary

mixture of asphaltene solvent and ternary mixture of asphaltene solvent precipitant. Fluid
Phase Equilibria, 245, 117–124.

134. Mousavi-Dehghani, S., Mirzayi, B., Mousavi, S., & Fasih, M. (2010). An Applied and

Efficient Model for Asphaltene Precipitation In Production and Miscible Gas Injection

Processes. Petroleum Science and Technology, 28, 113–124.
135. Miller, A. R. (1943). The Vapor-Pressure Equations Of Solutions And The Osmotic Pressure

Of Rubber. Proceedings of the Cambridge Philosophical Society, 39, 131–131.
136. Yang, Z., Ma, C., Lin, X., Yang, J., & Guo, T. (1999). Experimental and modeling studies on

the asphaltene precipitation in degassed and gas-injected reservoir oils. Fluid Phase Equi-
libria, 157, 143–158.

137. Akbarzadeh, K., Ayatollahi, S., Moshfeghian, M., Alboudwarej, H., & Yarranton, H. (2004).

Estimation of SARA fraction properties with the SRK EOS. Journal of Canadian Petroleum
Technology, 43, 31–39.

138. Du, J. L., & Zhang, D. (2004). A thermodynamic model for the prediction of asphaltene

precipitation. Petroleum Science and Technology, 22, 1023–1033.
139. Anderko, A. (1989). Extension of the AEOS model to systems containing any number of

associating and inert components. Fluid Phase Equilibria, 50, 21–52.
140. Ikonomou, G., & Donohue, M. (1986). Thermodynamics of hydrogen‐bonded molecules:

The associated perturbed anisotropic chain theory. AICHE Journal, 32, 1716–1725.
141. Ikonomou, G. D., & Donohue, M. D. (1988). Extension of the associated perturbed aniso-

tropic chain theory to mixtures with more than one associating component. Fluid Phase
Equilibria, 39, 129–159.

142. Vafaie-Sefti, M., Mousavi-Dehghani, S. A., & Mohammad-Zadeh, M. (2003). A simple

model for asphaltene deposition in petroleum mixtures. Fluid Phase Equilibria, 206, 1–11.
143. Sabbagh, O., Akbarzadeh, K., Badamchi-Zadeh, A., Svrcek, W., & Yarranton, H. (2006).

Applying the PR-EoS to asphaltene precipitation from n-alkane diluted heavy oils and

bitumens. Energy and Fuels, 20, 625–634.
144. Agrawal, P., Schoeggl, F., Satyro, M., Taylor, S., & Yarranton, H. (2012). Measurement and

modeling of the phase behavior of solvent diluted bitumens. Fluid Phase Equilibria, 334,
51–64.

145. Li, Z., & Firoozabadi, A. (2010). Modeling asphaltene precipitation by n-alkanes from heavy

oils and bitumens using cubic-plus-association equation of state. Energy and Fuels, 24,
1106–1113.

42 C. Jian and T. Tang



146. Kontogeorgis, G. M., Voutsas, E. C., Yakoumis, I. V., & Tassios, D. P. (1996). An equation

of state for associating fluids. Industrial and Engineering Chemistry Research, 35,
4310–4318.

147. Wertheim, M. (1984). Fluids with highly directional attractive forces. I. Statistical thermo-

dynamics. Journal of Statistical Physics, 35, 19–34.
148. Wertheim, M. (1984). Fluids with highly directional attractive forces. II. Thermodynamic

perturbation theory and integral equations. Journal of Statistical Physics, 35, 35–47.
149. Wertheim, M. (1986). Fluids of dimerizing hard spheres, and fluid mixtures of hard spheres

and dispheres. Journal of Chemical Physics, 85, 2929–2936.
150. Wertheim, M. (1986). Fluids with highly directional attractive forces. III. Multiple attraction

sites. Journal of Statistical Physics, 42, 459–476.
151. Wertheim, M. (1986). Fluids with highly directional attractive forces. IV. Equilibrium

polymerization. Journal of Statistical Physics, 42, 477–492.
152. Wertheim, M. (1987). Thermodynamic perturbation theory of polymerization. Journal of

Chemical Physics, 87, 7323–7331.
153. Li, Z., & Firoozabadi, A. (2010). Cubic-plus-association equation of state for asphaltene

precipitation in live oils. Energy and Fuels, 24, 2956–2963.
154. Saeedi Dehaghani, A., Sefti, M. V., & Amerighasrodashti, A. (2012). The application of a

new association equation of state (AEOS) for prediction of asphaltenes and resins deposition

during CO2 gas injection. Petroleum Science and Technology, 30, 1548–1561.
155. Chapman, W. G., Jackson, G., & Gubbins, K. E. (1988). Phase equilibria of associating fluids:

chain molecules with multiple bonding sites. Molecular Physics, 65, 1057–1079.
156. Chapman, W. G., Gubbins, K. E., Jackson, G., & Radosz, M. (1990). New reference equation

of state for associating liquids. Industrial and Engineering Chemistry Research, 29,
1709–1721.

157. David Ting, P., Hirasaki, G. J., & Chapman, W. G. (2003). Modeling of asphaltene phase

behavior with the SAFT equation of state. Petroleum Science and Technology, 21, 647–661.
158. Gross, J., & Sadowski, G. (2001). Perturbed-chain SAFT: An equation of state based on a

perturbation theory for chain molecules. Industrial and Engineering Chemistry Research, 40,
1244–1260.

159. Barker, J. A., & Henderson, D. (1967). Perturbation theory and equation of state for fluids:

The square‐well potential. Journal of Chemical Physics, 47, 2856–2861.
160. Barker, J. (1967). A.; Henderson, D. Perturbation theory and equation of state for fluids. II. A

successful theory of liquids. Journal of Chemical Physics, 47, 4714–4721.
161. Vargas, F. M., Gonzalez, D. L., Hirasaki, G. J., & Chapman, W. G. (2009). Modeling

asphaltene phase behavior in crude oil systems using the perturbed chain form of the

statistical associating fluid theory (PC-SAFT) equation of state. Energy and Fuels, 23,
1140–1146.

162. Panuganti, S. R., Tavakkoli, M., Vargas, F. M., Gonzalez, D. L., & Chapman, W. G. (2013).

SAFT model for upstream asphaltene applications. Fluid Phase Equilibria, 359, 2–16.
163. Panuganti, S. R., Vargas, F. M., Gonzalez, D. L., Kurup, A. S., & Chapman, W. G. (2012).

PC-SAFT characterization of crude oils and modeling of asphaltene phase behavior. Fuel, 93,
658–669.

164. Gonzalez, D. L., Hirasaki, G. J., Creek, J., & Chapman, W. G. (2007). Modeling of asphaltene

precipitation due to changes in composition using the perturbed chain statistical associating

fluid theory equation of state. Energy and Fuels, 21, 1231–1242.
165. Tavakkoli, M., Panuganti, S. R., Taghikhani, V., Pishvaie, M. R., & Chapman, W. G. (2014).

Understanding the polydisperse behavior of asphaltenes during precipitation. Fuel, 117,
206–217.
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Chapter 2

Advancement in Numerical Simulations
of Gas Hydrate Dissociation in Porous Media

Zhen Liu and Xiong Yu

Abstract The amount of research on gas hydrates has been rising dramatically due

to the significant role gas hydrates play as a persistent trouble for gas industry, a

promising energy source, and a potential threat to environment. In the energy

exploration perspective, numerical simulations play a major role in improving our

understanding of the fundamentals gas hydrate dissociation as well as hydrate

reservoir behaviors. This chapter presents an integrative review on the computer

simulation models of gas hydrate dissociation, which have boomed since their first

appearance in 1980s. Necessary background knowledge for gas hydrates and the

existing investigations on this topic are firstly summarized. A unified framework is

then developed for the purpose of integrating and classifying the existing models.

The major mechanisms involved in the phase change process are illustrated and

explained on the level of governing equations. The similarities and discrepancies

among the models are demonstrated and discussed using this framework. Discus-

sions continue on the auxiliary relationships for describing the material properties

based on their categories. The various auxiliary relationships employed in the

existing computational models are summarized and compared. Finally, the results

obtained by previous simulations as well as other laboratory or field data are

discussed. Noteworthy trends in the numerical simulations of gas hydrates behav-

iors are also unveiled. Recommendations are provided for future research. By

providing an overview of the topic area, this chapter intends to provide scientific

basis to understand the existing gas hydrate simulation models as well as serve as a

guide for future research on advanced gas hydrate simulations.
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2.1 Introduction

This chapter intends to provide a systematic review on the theoretical basis of

numerical simulation models for gas hydrates in porous media. The progresses in

gas hydrate exploration have advanced to the stage that requires holistic computa-

tional simulations of reservoir behaviors. Examination of the existing literature sees

a clear trend in developing advanced computational simulation models. The pri-

mary goal of this review chapter is to lay down a unified framework for mathemat-

ical models for the numerical simulations of gas hydrate dissociation as well as to

integrate existing studies. Only models based on continuum mechanics are

reviewed due to the fact that this type of model is more popular than alternative

models such as the discrete element method and molecular dynamics. The chapter

firstly reviews the history of gas hydrates research to lay down the corner stone for

the subsequent introduction to numerical simulations. Existing gas hydrate simu-

lation models are reviewed, categorized, compared, and discussed. Both analytical

and numerical models are reviewed because analytical methods share a similar

theoretical background with numerical ones. A new framework is proposed where

the discrepancies among existing models are reconciled. Besides, auxiliary rela-

tionships needed for implementing computational simulations are summarized,

compared and evaluated. The solution techniques are not included in this review

due to the scope of this review as well as length limitation. Furthermore, the

emphasis is placed on the dissociation process rather than the formation process

considering the relevance to gas recoveries.

This chapter is composed of six sections, i.e., introduction, background,

governing equation system, auxiliary relationships, discussion, and conclusion.

The Introduction provides a brief technical and historical overview on gas hydrate

related activities. TheBackground section firstly reviews the basic knowledge about
gas hydrate including the definitions, physics, practical values, reserves and explo-

rations as well as different recovery methods. This is followed by the introduction to

previous research based on application types in chronological order. Then, common

simulationmethods for gas hydrates are described. TheGoverning Equation section
reviews the various aspects about the governing equation system. It first discusses

the basic mechanisms that might be involved in a recovery process of gas hydrates.

This is followed by the establishment of a unified framework for the computer

simulation models of gas hydrates. The existing models are then reviewed, catego-

rized, and compared within this unified framework. Finally, discussions are made

with respect to the chemical models and the recovery schemes that these models are

associated with. In the Auxiliary Relationship section, different auxiliary relation-

ships are discussed and categorized in the order of physical fields that they are

related to. The differences and relationships among functions in the existing models

are demonstrated. In theDiscussion section, the performance of the existing models

is evaluated. Comments are made on current simulations and disputes. Several

trends which may indicate a direction for future research are revealed. The Conclu-
sion section briefly summarizes the results of this review.
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2.2 Background

2.2.1 Introduction to Gas Hydrates

Gas hydrates, or clathrate hydrates, exist in a solid, ice-like form that consists of a

host lattice of water molecules enclosing cavities occupied by molecules of guest

gases [1]. Common guest gases in gas hydrates include CH4, C2H6, C3H8, i-C4H10,

CO2, and H2S; they also include other gases such as Ne, Ar, Kr, Xe, N2, O2, and

hydrocarbons such as cyclopropane [2, 3]. Gas hydrates can be categorized into

Structure I, II, and H according to the type of cavity in the host lattice. Each cubic

meter of gas hydrates can hold approximately 160 m3 of natural gas at standard

temperature and pressure [4]. Gas hydrates stay stable under certain thermodynamic

conditions, i.e., low temperatures and high pressures [5, 6]. Such a condition can

be provided by geologic formations such as permafrost and suboceanic sediments

[7–11]. Most marine gas hydrates are formed of microbially generated gas [12]. In

general, gas hydrates can contain different guest molecules in different cages,

depending on their sizes and the availability of guest molecules under given

thermodynamics conditions. But methane is the prevalent gas in natural gas

hydrates [13]. Therefore, many studies under the name of gas hydrates are actually

directed to methane hydrate.

Gas hydrates are important energy sources mainly due to the huge amount of

hydrocarbons in concentrated forms they contain [12, 14]. Of primary interest are

the hydrates that contain combustible low molecular weight hydrocarbons such as

methane, ethane, and propane [1, 15, 16]. According to Makogon [11], there are

tremendous amounts of natural gas trapped in hydrates in the permafrost and the

continental shell in the ocean around the globe [7, 11]. Worldwide, gas hydrate was

estimated to hold about 1016 kg of organic carbon in the form of methane [17]. The

surveys by the US Geological Survey (USGS) have estimated that reserves of

methane in hydrate form exceed all the other fossil fuel forms of organic carbon

[11, 17–20]. Therefore, naturally occurring gas hydrates on the earth, containing

mostly methane, have the potential to become a major source of energy in the

second half of the 21st century [21]. Gas hydrates have aroused great interest in

disciplines such as chemical engineering, chemistry, earth sciences, and environ-

mental sciences [3, 22]. But in fact, gas hydrates were initially regarded as a source

of problems in the energy industry because the conditions under which oil and gas

are produced, transported, and processed are frequently conducive to gas hydrates

formation [2, 5, 14, 23–25]. Recently, considerable concern over the potential threat

of gas hydrates to the global environment has been raised because of the great green

house effect of methane. It was argued that release of the large volumes of green-

house gas stored in hydrates into the ocean and atmosphere may have played a role

in the past climate change [26, 27]. Besides, rapid hydrate dissociation may lead to

landslides along continental margins as well as other geohazards [3, 28, 29].

Natural hydrate deposits can be divided into four classes [30–32]. Class

1 deposits are composed of two layers: an underlying two-phase fluid zone with
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mobile (free) gas, and an overlying hydrate-bearing layer (HBL) containing water

and hydrate (Class 1 W) or gas and hydrate (Class 1G). In Class 1 deposits, the

bottom of the hydrate stability zone (HSZ) coincides with the bottom of the HBL.

Class 2 deposits comprise two zones: the HBL overlying a mobile water zone. Class

3 deposits are composed of a single zone, the HBL. And this type of deposit is

characterized by the absence of an underlying zone of mobile fluids. In Class 2 and

3 deposits, the entire hydrate interval may be at or within the HSZ. Class 4 deposits

involve disperse, low-saturation accumulations in marine geologic media that are

not bounded by confining strata and can extend over large areas. Within these four

classes, Class 1 reservoirs are thought to be the easiest and probably the first type of

hydrate reservoir to be produced [33]. Although most of the seafloor lies within the

low-temperature and high-pressure conditions necessary for hydrate formation,

hydrates are generally found in sediments along continental margins, where ade-

quate supplies of biogenic gases are available [34, 35].

Technologies for recovering methane (CH4) from gas hydrates reservoirs are

very challenging and still under development [36]. The general concept of produc-

ing natural gas from geologic deposits of gas hydrates is to alter the reservoir

environment (i.e., temperature or pressure) so that the gas hydrates transit from

being thermodynamically stable to unstable [37]. The thermodynamic stability of

gas hydrates is dependent upon the temperature and pressure of guest molecules as

well as aqueous solute concentrations [35, 37]. Accordingly, the three most prac-

tical methods for gas hydrates harvesting are: (1) depressurization, in which the

pressure of an adjacent gas phase or water phase is reduced to trigger gas hydrates

decomposition; (2) thermal stimulation, in which an external source of energy is

provided to increase the temperature; and (3) inhibitor injection, in which methanol

or a combination of inhibitors is used to de-equilibrate the system by raising the

aqueous solute concentration [8, 15, 20, 38, 39]. An alternative approach is to

reduce the partial pressure of the guest molecule by introducing a substitute guest

molecule, such as carbon dioxide [40]. For example, introducing carbon dioxide

into geologic media filled with methane hydrate results in the displacement of

methane with carbon dioxide as a guest molecule without dissociating the hydrate

[41, 42]. Among these methods, thermal stimulation models are produced from

laboratories [5, 39, 43, 44]. Depressurization, on the other hand, has been the

method used in the field production such as in the Messoyakha field, USSR [45].

2.2.2 Existing Research on Gas Hydrates

The research on gas hydrates can be categorized based on the research subjects of

the efforts and application types. In terms of the types of research subjects, the

categories include: (1) basic research, which focuses on the physical properties,

phase equilibrium and kinetics of gas hydrate and so on; (2) geologic explorations

of natural gas hydrate resources, which focus on the geological setting, bottom

simulating reflectors, geochemical anomalies around gas hydrate reservoirs and so
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on; (3) simulation techniques for the formation and dissociation processes, which

include analytical, numerical and experimental methods; (4) hydrate-based new

technologies, such as thermal energy storage, separation of gas mixtures, storage of

natural gas [46]. Alternatively, previous studies on gas hydrates can be grouped

based on their application types where the advances in this topic can be followed in

chronological order, i.e., (1) flow assurance; (2) energy recovery; (3) hydrate-based

new technologies (gas storage/transportation); and (4) environmental applications

(safety and climate change) [47]. The following context is based on the second

classification method.

Interest in gas hydrates was firstly sparked in the early 19th century by chemists

when making hydrates of different gases, mostly as a curiosity in the laboratory

[48]. In 1778, gas hydrates were first obtained by Priestley by means of bubbling

SO2 through 2 �C water at atmosphere pressure. In 1810, Sir Humphry Davy

observed that a solid could be formed when an aqueous solution of chlorine was

cooled to a temperature below 9 �C [49]. Faraday [50] confirmed the existence of

this solid compound, the composition of which was believed to be 1 part of chlorine

and 10 parts of water. It is now recognized that more than 100 species of gases can

be combined with water to form nonstoichiometric solid compounds, to which the

term “gas hydrates” has been applied [51]. During the first 100 years after the

discovery of gas hydrates, most interest in these compounds was pure academic

[3]. And the primary efforts were to understand (1) what species can form hydrates

and (2) what are the thermodynamic conditions for the gas hydrates formation.

Industrial interest in gas hydrates began in the 1930s, accompanying the boom-

ing of gas and oil industry, due to the discovery that hydrate formation could plug

natural gas pipelines. In 1934, Hammerschmidt noted that blockage observed in

some gas-transmission pipelines was gas hydrates rather than ice [48]. Thereafter

much research including extensive thermodynamic studies was carried out to

understand the conditions of hydrate formation [2]. As commented by Phale

et al. [14], until recently, the natural gas industry considered methane hydrates

only as a nuisance, which occasionally plugs up pipelines or causes wellbores to

collapse. However, this promoted intense research efforts on natural gas hydrates

by industry, government, and academia. More information about these research

efforts can be found in the monograph of Deaton and Frost [52].

The third period in the history of gas hydrates studies was initiated by the

discovery of naturally occurring gas hydrates under different geological formations

[11, 24]. In the 1960s, it was realized that clathrate hydrates of natural gas exist in

vast quantities in the earth’s crust [9, 53, 54]. For example, gas production from

naturally occurring hydrate deposits was reported in the Messoyakha field in

western Siberia where an interval saturated with gas hydrates overlaid a

gas-saturated formation [48]. The discovery of naturally occurring gas hydrates

coincided with the peak of a global energy crisis, which pushed forward the study of

gas hydrates in the 1970s [24]. Starting in the 1970s, the search for oil and gas

extended into regions which were more difficult to explore, but where geological

temperatures and pressures were suitable for the formation of natural gas hydrates

[6]. Natural gas hydrates, once considered merely as a nuisance in gas pipelines,
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were then examined as a long-term energy resource [5]. A bottom simulating

reflector was commonly employed to mark the base of gas hydrates in marine

sediments [55, 56]. The large amounts of gas in hydrate form justified efforts to find

economic recovery schemes [57]. The need to understand gas hydrates together

with other technological considerations motivated most of these research

efforts [3].

Along with the investigations in gas hydrates as an energy resource, more

concern regarding the influence of gas hydrates recovery or naturally dissociation

on the climate change, ecosystems, and stability of gas hydrate reservoirs including

wellbore safety has been expressed [26–29, 35, 48, 58–65]. For example, studies on

the processes of formation and dissociation of gas hydrates in many recent studies

are focused on the problems of hydrate formation in the face zones of boreholes,

inside boreholes, and in pipelines [25]. Despite the concern with the potentially

detrimental effects, there have also been efforts in developing innovative technol-

ogies based on the characteristics of gas hydrates for various purposes, such as

natural gas storage [66–69], hydrogen storage [70, 71], thermal energy storage

([72]; McCormack, 1990; [73]), and separation of gas mixtures [74].

By reviewing the research on gas hydrates, the state of the art and the key

challenges for the future advances in gas hydrates research can be summarized as

follows. (1) In flow assurance research, a new approach, known as risk management

is being developed to take the place of conventional methods such as thermody-

namic chemical inhibitor injection due to economic and ecological concerns

[61]. (2) Various aspects for gas recovery from hydrate-bearing formation are

being investigated for commercial recovery due to the huge potentials. (3) The

environmental impact of naturally occurring hydrates is still mostly unknown, but

has been arousing increasing interest. (4) The use of hydrates to store fuel is an

exciting prospect that has potential advantages over other storage materials. It

should be noted that recovering gas hydrates from naturally occurring reservoirs

serves as the major stimulus for various research on gas hydrates. And substantial

computer simulations and laboratory experiments have been conducted while in

situ explorations have just started. However, the behaviors of gas hydrate in porous

media have not been completely understood. Permafrost hydrates are being con-

sidered for production tests in the USA, while efforts for marine gas hydrate are also

being explored due to the huge amount of marine hydrates (by several orders of

magnitude larger than that in the permafrost areas) [61].

2.2.3 Numerical Simulations of Gas Hydrates

Despite the vast reserves, gas hydrates have not been significantly exploited for

energy. One of the reasons for this paradox is the limitation in our understanding of

the hydrate reservoirs behaviors [75]. A large amount of literature exists on the

fundamental behaviors of pure gas hydrates. However, the behaviors of hydrates in

porous media, especially those during dissociation processes, are not yet
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completely understood. Progress is needed to understand the behaviors of gas

hydrate dissociation inside pore space, especially at the reservoir scale. This will

help develop efficient and economic recovering methods. Theoretical studies

including analytical and numerical models need to be coordinated with laboratory

studies to address the knowledge gaps that are critical to the prediction of gas

production [32].

Numerous analytical methods were proposed for predicting the dissociation rate

of gas hydrates to understand the feasibility of recovering gas hydrates, especially

in early times. As little was known about naturally occurring hydrates at that time,

relatively simple models were used to yield good “ball park” numbers in many

studies [76]. Examples of these models include those proposed by Selim et al. [44],

Makogon [11], Goel et al. [77], Ji et al. [78], Hong and Pooladi-Darvish [8], Hong

et al. [8], and Vasil’ev et al. [79]. In these models, hydrate dissociation was

generally viewed as a moving boundary ablation process similar to solid melting

[80, 81]. Accordingly, these analytical models usually assumed that decomposition

happens at a sharp interface that divides the medium into two regions: the hydrate

zone and the dissociated zone. The analytical solutions to these models were

obtained based on the use of the governing equation linearization method

[79, 82]. Geramiand and Pooladi-Darvish [83] provided a good review for analyt-

ical models for the dissociation of gas hydrates.

More detailed studies employ numerical simulation studies. Numerical studies

give useful information for predicting the potential and technical viability of a gas

recovery process. Modeling gas production from hydrate reservoirs involves solv-

ing the coupled equations of mass and energy balances [84]. Numerical models are

developed based on similar mathematical equations to those used in analytical

models. However, numerical models could be much more rigorous yet more

computing resource demanding as they eliminate the simplifications which are

necessary for analytical solutions. The theoretical bases of these numerical models

are the mathematical model consists of a governing equation system and auxiliary

relationships. Governing equations describe the basic mechanisms involved in the

physical process of gas dissociation or formation, such as heat transfer (thermal

field), mass transfer (extended hydraulic field), conservation of momentum

(extended mechanical field), and the kinetics of chemical reactions (chemical

field). One governing equation is used to formulate one basic mechanism for the

whole system or for one phase/component within the system. Based on the types of

basic mechanisms considered, the existing numerical models for gas hydrate

recovery can be categorized as Thermo-Chemical models (TC), Hydro-Chemical

models (HC), Thermo-Hydro-Chemical models (THC), and Thermo-Hydro-

Mechano-Chemical models (THMC). Therefore, these models are in general of a

multiphysics nature. On the other hand, various auxiliary relationships are neces-

sary to mathematically close the equation system. These auxiliary relationships

represent different material properties of gas hydrates and are affiliated with

different physical fields. A mathematical equation system is usually solved with

numerical methods such as the finite difference method or the finite element

method.
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Contribution of this Review: There have been numerous reviews conducted on the

various aspects of gas hydrates research. However, a direct comprehensive review

on the existing computational models is rare. Mandelcorn [85] reviewed the

structure, molecular and thermodynamic properties, and uses of clathrates. The

review of van der Waals and Platteeuw [86] included details regarding hydrate

structures, a summary of the field and an application of thermodynamics. Byk and

Fomina [87] summarized the known structures of hydrates, the thermodynamics of

hydrate formation, and methods of determining the composition of hydrates and so

on. Hand et al. [88] presented a general view of gas hydrates. Davidson [51] offered

the most comprehensive review on the properties and structures. Jeffrey and

McMullan [89] and Jeffrey [90] also reviewed the structures of gas hydrate. Holder

et al. [91] offered a review on the gas hydrate equilibrium predictive methods.

Makogon [92] summarized the work in the Soviet Union on the thermodynamics

and kinetics of hydrate formation and the formation of hydrates in porous media.

Berecz and Balla-Achs [93] reviewed the literature up to 1980 with emphasis on

properties which are important to engineering applications of gas hydrates. The

volume edited by Cox [94] contained eight peer-reviewed papers on the properties,

phase equilibriums, kinetics, occurrence, and recovery of gas hydrates. Sloan [95]

presented a comprehensive overview on the clathrate hydrates of natural gas. More

recent advances could also be found in reviews conducted by Englezos [3],

Makogon [11], Sloan [96], Buffett [97], Koh [98], Guo [46], Waite et al. [99].

Despite the numerous numerical models that have been developed, a critical review

on the theoretical basis for numerical simulations of gas hydrate recovery is

unfortunately absent at this time. Such a review paper could be extremely useful

for researchers by offering a bird’s view and laying down directions of future

research. Research of Hong et al. and Sung et al. (i.e., [8, 100]) only very briefly

summaries the previous simulation models in the introduction part of their research

papers. This chapter contributes by providing an integrative review, which is

conducted within a unified theoretical framework, to stress the similarities and

differences among existing models and to highlight the underlying mechanisms.

This will address an urgent need in advancing computational simulations for gas

hydrate utilization.

Structure of Review: A mathematical model is essential in numerical simulations

because such simulations involve the solutions of the mathematical model using

numerical techniques. However, the reality is in spite of the large number of

investigations on hydrate dissociation in reservoirs, there still has no complete,

even qualitative picture of the physical processes accompanying hydrate dissocia-

tion [79]. One major reason is that gas hydrate dissociation is a multiphysical

process. This process occurs in porous media system of multiphases and multicom-

ponents. The properties of these porous materials are not completely understood,

partly due to the fact that these materials were formed in remote environments

under high pressures and low temperatures. Therefore, it is needed to thoroughly

understand the individual process in order to construct a complete picture of the

dissociation process [8, 79].
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With this in mind, we firstly categorize the various mathematical descriptions

involved in the dissociation process of gas hydrates into two components: (1) equa-

tions for the basic mechanisms, which determine the form of governing equation

system (i.e., the number of equations needed, the dependent variables, and the terms

in each equation). (2). equations describing the auxiliary relationships, which

determine the form of individual terms in the governing equations and the relation-

ships between different terms and dependent variables (i.e., how to formulate each

term, the relationships between two terms, between a term and a dependent vari-

ables, or between two dependent variables). Section 2.3 focuses on the first com-

ponent, i.e., equations for the basic mechanisms; while Sect. 2.4 focuses on the

second component, i.e., equations describing the auxiliary relationships. The first

part of Sect. 2.3 is a review on the primary mechanisms. Based on this, a unified

framework for these models is proposed. The integration of existing models within

the proposed framework is then discussed.

2.3 Basic Mechanisms in Hydrate Disassociation:
Governing Equation System

2.3.1 Basic Mechanisms Involved in Gas Hydrate
Dissociation

The term, basic mechanism, is used here to describe the fundamental processes

involved in gas hydrate dissociation, which typically involves chemical, thermal,

hydraulic, and mechanical fields.

The chemical field describes the dissociation reactions in gas hydrate. Chemical

reactions, which describe the dissociation reaction of gas hydrates into gas and

water, is the major driving force for the whole multiphysical process. These

dissociation reactions can be triggered by breaking the thermodynamic equilibri-

ums by means of lowering the pressure, raising the temperature or changing the

concentrations. The chemical field is the dominant mechanism in most simulation

models for gas hydrate dissociation in porous media. The mass and/or energy

produced by the dissociation reactions can be established based on either an

equilibrium model or a kinetic model. For equilibrium models, the computational

domain is divided into an un-dissociated hydrate zone and a dissociated zone,

which are separated by a boundary. Thermodynamic equilibrium is ensured on

the boundary to provide one more equation for the equation system. The two zones

are related by the use of conservation laws along the boundary. For kinetic models,

chemical kinetics is used to predict the rate of dissociation, that is, the rate of

dissociation reactions is determined by the relative positions of current state

(a point) with regard to the equilibrium state (a line or a surface) in the phase

diaphragm.
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The thermal field (i.e., heat transfer) and hydraulic field (i.e., extended mass

transfer) are two other important mechanisms frequently involved in modeling gas

hydrate dissociations in the existing simulation models. For example, Sun et al. [12]

proposed and implemented two different simulation schemes, i.e., the dissociation-

controlled scheme (which corresponds to chemical field domination) and the flow-

controlled scheme (which corresponds to hydraulic field domination). It was found

that dissociation produced in the laboratory-scale experiments was often

dissociation-controlled while that produced in the field-scale processes was typi-

cally flow-controlled. A few other studies claimed that the chemical field and

thermal field dominated the dissociation process [1], but models established

based on this viewpoint are rare.

Other than treating dissociation as a coupled chemo-thermal (TC) process or a

coupled chemo-hydraulic (HC) process, researchers have also described the disso-

ciation process of gas hydrates as a coupled chemo-thermo-hydraulic (THC) pro-

cess. Maksimov [25] claimed that the process of dissociation (formation) of gas

hydrates was linked to the change in the governing thermodynamic parameters

(pressure and temperature) and was accompanied by transport of heat, gas, and

water. Similarly, Hong et al. [8] reported that the heat transfer to the dissociation

zone, intrinsic kinetics of hydrate decomposition, and gas-water two phase flow are

the three primary mechanisms involved in the hydrate dissociation processes in

porous media. Tonnet and Herri [101] commented that mass and heat transfers can

be coupled in a complex way, firstly because of the permeability changes, and

secondly due to material conduction changes.

All of the studies cited in the previous paragraphs treated the gas-bearing

sediments as rigid porous media, i.e., a soil in which a hydrate is found is assumed

to be non-deformable at all time [60]. While fluid flow, energy flow, and chemical

kinetics were believed to be the major mechanisms governing the dissociation

process of gas hydrates, the geomechanical effects could also be significant in

some hydrate-bearing formations where the hydrates form parts of the solid matrix

and contribute to the stiffness [48, 62, 63, 65, 102]. Kim et al.[59] reported that

coupled flow and geomechanics processes play an important role in gas hydrate

reservoirs because the stiffness of the rock skeleton, porosity and permeability are

directly influenced by changes in fluid (water and gas) and solid (hydrate and ice)

phase saturations, and in the deformation of the reservoir. The coexistence of fluid

and solid phases yields a high nonlinearity for flow and mechanics, and conse-

quently complicated the coupled problems for hydrates. The geomechanical field

also needs to be involved for solving practical issues. For example, the stability of

gas hydrate reservoir is related to coupled flow and geomechanics such as stability

of borehole and surface facilities, hydraulic fracturing, reservoir compaction, heavy

oil and oil sand production, CO2 sequestration, and gas hydrate production

[59, 103–109]. Besides, experimental observations also suggested to include the

mechanical field. For example, in a series of experiments conducted by Kneafsey

[4], the computerized tomography work showed significant shifting of mineral

grains in response to hydrate formation and dissociation.
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Based on the previous discussions, it can be concluded that energy transfer, mass

transfer, geomechanical response, and dissociation reactions are the four major

mechanisms which are needed to holistically describe the dissociation process of

gas hydrates in porous media. Accordingly, a comprehensive Thermo-Hydro-

Mechano-Chemical (THMC) model is needed in order to simulate the phenomena

accompanying this type of dissociation process.

But it is also worthwhile to mention that most existing models only accounted

for some of these four mechanisms, as the result of simplifications. Certain mech-

anisms are ignored due to focus of these research as well as their limited effects

under given conditions. Besides, some mechanisms are unnecessary for a particular

purpose. For example, the state-of-art simulators, such as TOUGH-Hydrate and

STOMP, were developed for the simulations of gas recovery from gas hydrate

reservoirs. Due to this reason, geomechanical responses were not a primary concern

and thus assumed to have negligible effects on the recovery processes. Another

important comment is that each individual mechanism mentioned is associated with

several affiliated sub-mechanisms. For example, heat transfer typically involves

conduction, convection, and radiation; mass transfer typically involves advection,

diffusion, and dispersion; momentum transfer may or may not involve a convective

part. For each of them, a source/sink term due to dissociation reactions may need to

be included. These sub-mechanisms will be further discussed based on the mathe-

matical equations.

2.3.2 A Unified Mathematical Framework for Different
Mechanisms

In this part, we propose a unified mathematical framework. That is used to organize

all the existing simulation models. All of the mechanisms mentioned in Sect. 2.3.1

can be expressed by mathematical equations. Mathematic equations for the heat

transfer, mass transfer, and geomechanical responses boil down to the conservation

of energy, mass, and momentum. They are all typical transport phenomena and can

be formulated within the framework of continuum mechanics. The role of dissoci-

ation reactions is to determine the rate of energy/mass release or consumption in the

chemical reactions, while the influence of these reactions on momentum balance is

usually neglected. Therefore, the chemical field can be mathematically formulated

as a source/sink term in the transport equations of heat and mass. A unified

framework is introduced in this subsection to integrate the various mathematical

descriptions of existing simulation models for gas hydrate dissociations. The

derivation is started from global or integral balance laws as (Eq. 2.1).
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d

dt

ð
Ω

udxþ
þ
∂Ω

J � ndx ¼
ð
Ω

Qdx ð2:1Þ

where Ω corresponds to the Representative Element Volume (REV) in continuum

mechanics, u is the generic conserved quantity defined by unit mass, x is the

coordinate vector, J is the flux of this conserved quantity. Material points occupy-

ing Ω(0) may move under the influence of inertia and applied loads, so that at any

time t they may occupy a volume Ω(t) which is different from Ω(0). The function

Ω(t) is a material volume which is defined by a set of material points rather than by

any explicit spatial coordinates.

After applying the Gauss theorem, Reynolds transport theorem, and du Bois-

Reymond Lemma theorem [110], we can obtain the local balance equations as

(Eq. 2.2).

∂u
∂t

þ∇ � uvð Þ þ∇ � J ¼ Q ð2:2Þ

where the flux, J, can be induced by different mechanisms such as diffusion,

dispersion, electromagnetic field and so on. This flux term can be formulated as

(Eq. 2.3).

J ¼ f t, x, u,∇uð Þ ¼ �K∇u� D∇uþ . . . ð2:3Þ

By substituting this flux term into the local balance equation, we then obtain the

general conservation equation for transport phenomena (Eq. 2.4). More mecha-

nisms responsible for flux across the boundary can be added by extending the flux

term.

∂u
∂t|{z}

Accumulation

þ∇ � uvð Þ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Advection

�∇ � K∇uð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Diffusion Conductionð Þ

�∇ � D∇uð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Dispersion

¼ Q|{z}
Source

ð2:4Þ

The conservation equation states that the accumulation of conserved quantity is

balanced with the conserved quantity advected into the control volume via mobile

phases, diffused into the control volume via the aqueous and gas phases, plus the

component mass associated with sources [14, 22]. For the conservation of mass,

momentum and energy, the conserved quantities are ρ (ρ ¼ m=V, mass per unit

volume (density)), ρv (ρv ¼ mv=V, momentum per unit volume) and e (internal

energy per unit volume), respectively. The corresponding conservation equations

are formulated as (Eqs. 2.5–2.7).
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∂ρ
∂t

þ∇ � ρvð Þ þ∇ � JH ¼ QH ð2:5Þ
∂ ρvð Þ
∂t

þ∇ � ρvvið Þ þ∇ � JM ¼ QM ð2:6Þ
∂e
∂t

þ∇ � evð Þ þ∇ � JT ¼ QT ð2:7Þ

where the subscripts, H, M, and T, denote the conservation of mass, momentum and

energy, which are extended definitions of hydraulic, mechanical and thermal fields,

respectively. The conservation of quantities and the corresponding physical fields

are used interchangeably throughout this chapter. It is seen that the dependent

variable for momentum conservation equation, ρv, is a vector. Therefore, the flux

term, JM, is a second order tensor and JM ¼ �σ, in which σ is the stress tensor.

A composite such as methane hydrate, can be conceptualized as a mixture of

several phases, such as gas (g), water (w), hydrate (h) and solid matrix (m). Under

such conditions, the conservation equations for each phase are (i¼ g, w, h, and m):

∂ ρiθið Þ
∂t

þ∇ � ρiθivið Þ þ∇ � JH, i ¼ QH, i ð2:8Þ
∂ ρiθivið Þ

∂t
þ∇ � ρiθivivið Þ þ∇ � JM, i ¼ QM, i ð2:9Þ

∂ eiθið Þ
∂t

þ∇ � eiθivið Þ þ∇ � JT, i ¼ QT, i ð2:10Þ

where θivi is written as vi in some cases, in which vi represents the superficial

velocity or Darcy’s velocity. One thing needs to be pointed out is that the

multiphase nature is usually solely considered for mass balance. For momentum

balance, most of the existing THMC models only account for the momentum

balance of the solid phase(s). If a solid phase is believed to be immobile, then the

governing equation, which is in fact a Navier–Stokes equation, degenerates into a

Navier’s equation. Energy balance is mostly considered for the whole system

instead of individual phases. This treatment is based on the assumption that

thermodynamic equilibrium is maintained between different phases. In some petro-

leum engineering studies, the consideration of mass balance can be even more

complicated. For example, the transformation between different phases is possibly

considered. In such cases, a composite is a mixture of several components existing

in different phases. For each component, a phase change may happen between any

two phases that a component is possibly in, depending on the underlying assump-

tions. Accordingly, mass balance equations are usually established with respect to

individual components as the following equation.
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∂
X
i

ρiθiχ
α
i

 !

∂t
þ∇ �

X
i

ρiθiχ
α
i vi

 !
þ∇ �

X
i

χ α
i JH, i

 !

¼
X
i

χ α
i QH, i ð2:11Þ

where χαi is the mass fraction of component α in phase i. It is possible that in the

future the coexistence of components in different phases and concomitant phase

changes will also be considered in the thermal and mechanical fields as a result of

increasing computational capacities and emerging application needs.

2.3.3 Classification of Existing Methods

The total number of numerical models for simulating gas hydrate dissociation in

porous media or related phenomena is unclear but this number has been increasing

in a nonlinear way since 1970s. Hundreds of models can be found by a quick

internet search. It can be rather confusing when one is exposed to such a great pool

of models with seemingly large discrepancies. However, great similarities can be

identified between different models with a careful comparison of their theoretical

bases. Therefore, it is of great value to summary, classify and compare the
existing models to elucidate how they represent the basic mechanisms and what
assumptions they make. In such a way the similarities and differences would be

identified. Furthermore, uncovering the fundamental mechanisms underlying those

similarities and differences will also help deepen our understanding of gas hydrate

dissociation. This chapter reviews representative types of simulation models for gas

hydrate dissociation currently available. These selected models are classified and

compared with reference to the unified framework introduced in the previous

subsection.

In existing studies, the simulation models for gas hydrate dissociation have been

classified according to the solution method (analytical or numerical), application

(production by depressurization, or thermal stimulation, etc.), and chemical reac-

tion description (equilibrium or kinetic). Classifications based on these criteria

helped researchers to categorize and differentiate different models. However,

they are far from enough in clarifying the different mechanisms of hydrate disas-

sociation described by the mathematical equation systems. This study proposes new

criteria to classify computer simulation models for gas hydrate simulations. These

criteria are established based on the unified framework described in the previous

section. The key idea for establishing the criteria is to allow classify the selected

models based on the simplifications employed in the models. This is based on the

fact that different models are derived from the general framework using different
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simplifications. The four classification criteria we propose in this study are listed as

follows.

1. Types of the governing equations. This criterion is based on the number of

independent variables used in the governing equations, or equivalently, the types

of physical phenomena simulated by the model. By reviewing existing literature,

it is found that most models fall into categories such as Hydro-Chemical (HC),

Thermo-Chemical (TC), Thermo-Hydro-Chemical (THC), and Hydro-Thermo-

Mechano-Chemical (THMC).

2. Number of phases and components. Generally speaking, more phases or com-

ponents require more governing equations for each field. Taking mass transfer

for example, the hydraulic field can be described as single phase flow, two-phase

flow, and multiple (more than two) phase flow. If phase exchange happens, the

components (species) in different phases may need to be considered. Hydrate,

methane, and water are usually the phases formulated in the hydraulic field.

When there are more gases than just methane, or when there are other compo-

nents such as inhibitors, carbon dioxide, and other hydrocarbons, or when mass

exchanges between phases occur, the compositional model frequently employed

in petroleum engineering has to be used for mass transfer.

3. Sub-mechanisms considered. Each term in a governing equation has a specific

physical meaning. The accumulation term is necessary for any transient process

while the source term is reserved for chemical reactions. All other terms

represent the contribution of affiliated sub-mechanisms (such as convection,

diffusion (conduction), and dispersion) in different physical fields. The inclusion

of these sub-mechanisms is dependent on the relative contribution of individual

item and the purpose of the simulation model. Therefore the existing models can

also be differentiated by the number and type of sub-mechanisms considered.

4. Method for the source term. The treatment of the source/sink generated by

dissociation reactions determines whether the model is an equilibrium model or

a kinetic model. This criterion was frequently adopted in existing studies.

However, its physical meaning with respect to the mathematical equations has

seldom been clarified.

The existing methods were also frequently classified based on their applications.

This criterion is also somewhat meaningful as the recovery schemes that a model

was designed for may imply certain features of that model. This is because there is,

to some extent, a relationship between the recovery method and the thermodynamic

conditions for the applications of that model. Simplifications may thus be made

accordingly to obtain the model. For example, some models used for depressuri-

zation neglected the heat transfer process as it was assumed to be insignificant.

However, this does not mean that heat transfer is not included in every simulator for

depressurization. In fact, many new simulation models for gas recovery from gas

hydrate dissociation are all-purpose. Hence this criterion is not as physics-based as

the four criteria introduced above. In the following classification process, the

recovery scheme will be marked only if it was clearly stated in the original paper.
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The selected model will be classified using the proposed criteria with the following

expression.

X imjn . . .j � Y . . .j � . . . � C γj

where,

Classification criterion 1: X, Y ¼ T,H,M (T¼Thermal, H¼Hydraulic,

M¼Mechanical, C¼Chemical);

Classification criterion 2: i, j ¼ w, g, h, s, i, c, b, a (w¼water, g¼ gas

(or methane); h¼ hydrate; s¼ salt; i¼ ice; c¼ carbon dioxide; b¼ inhibitor; a¼ all

components);

Classification criterion 3: m, n ¼ 1, 2, 3, 4 (1¼ advection; 2¼ diffusion/conduc-

tion; 3¼ dispersion; 4¼ radiation);

Classification criterion 4: γ ¼ ε, κ (ε¼ equilibrium; k¼ kinetic).

Based on these classification criteria and the notation convention, the selected

models between 1980 to 2011 for gas hydrate simulations are summarized and

categorized in Table 2.1.

2.3.4 Comparison and Integration

The classifications presented in the last subsection grouped and marked the repre-

sentative models that are currently available. However, the classifications are not to

indicate that one group of models are superior to others. The judgments will be

saved for readers based on their experience. One fact is that a comprehensive

reservoir model without many simplifying assumptions would be extremely com-

plex and difficult to solve numerically especially in the early stage. Sometimes

simplifications could be made without significantly compromising the integrity of

the model for the purposes intended [15]. Also, the uncertainty about major hydrate

variables significantly limited the practice usefulness of sophisticated

multidimensional multicomponent reservoir models [76]. But these factors will

not put the brakes on the trend that more complicated and powerful simulators

are being developed due to the growing needs and the increasing computational

capacity.

2.3.4.1 Classifications Based on Criteria 1, 2, and 3

The classification based on criterion 1 divides the existing models into different

categories from a viewpoint of multiphysics. Thus, the classification determines

what types of physical phenomena are taken into account. As shown in Table 2.1,

different types of multiphysics models have been proposed for the dissociation of

gas hydrates. The major reason is that although a dissociation/formation process is a

THMC or an even more complicated process, the influences of different physical
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mechanisms differ under various conditions. As a result, the effects of some

physical fields on the multiphysical process as well as the strength of their coupling

to other physical fields are insignificant. Under such conditions, these physical

fields can be excluded without significantly affecting the analysis results. Such

models within which less physical mechanisms were considered might have certain

advantages for specific problems.

Figure 2.1 shows the percentage of each common types of model based on the

multiphysics fields involved. As can be seen from this figure, the majority of

existing models belong to THC, while THMC and HC models also take a consid-

erable share. Models at least include two physical fields. The chemical field is an

essential component for all the models.

The classification based on Criterion 2 classifies the existing models based on

the number of phases or components simulated. Because multiple phases or com-

ponents are to some extent unavoidable due to the composite nature of gas hydrates,

especially for mass balance, a rigorous analysis requires considering at least gas and

water. It is impossible to consider the composite as an ensemble because the mass

transfers of different phases and components are not coordinated. For heat transfer,

under the assumption of the thermodynamic equilibrium between different phases

and components, analyses can be conducted with respect to the whole system

[112]. For momentum balance, the inclusion of geomechanical responses, in

which only the momentums of solids are considered, is still in a preliminary

stage. Thus the treatment of gas hydrates as a multiphase multicomponent com-

posite has not been discussed extensively in momentum balance analyses of gas

hydrate dissociation.

Due to the aforementioned reasons, the classification based on criterion 2 is only

summarized for the hydraulic field in this study. As shown in Fig. 2.2, the majority

of the existing models (around 60%) are two-phase (gas and water) flow model.

Immobile phases such as solid matrix and hydrates might or might not be included

in these models. Around 18% of existing models are single phase models. Around

22% of existing models are “Multi” models, which represents models with more

complicated considerations for mass transfer. Examples of these comprehensive

models are those simulators (TOUGH-Hydrate, from LBNL; STOMP-Hyd, from

PNNL; MH-21, from Japan Oil Engineering Company; CMG-STARS, from Uni-

versity Calgary and University Alaska at Fairbanks; UH-hydrate, from University

of Houston) that have been developed for methane hydrate reservoirs [113]. These

simulators are the state of the art within the framework of THC.

Fig. 2.1 Numbers of

different types of

multiphysics models
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The classification based on Criterion 3 categorizes the existing models based on

the number of sub-mechanisms (i.e., convection, diffusion (conduction), and dis-

persion) considered. The governing equations of the thermal, hydraulic and

mechanical fields can be derived from the same form of local balance equation.

This implies that these three types of transport phenomena share certain similari-

ties. All of them might include terms representing advection, diffusion, dispersion,

and so on. These terms might be called differently when describing different

physical phenomena. For example, diffusion term in the governing equation of

the thermal field is conventionally called conduction. In addition, some terms are

only associated with specific phenomena, for example, radiation occurs in the

thermal field only. Inclusion of a certain term in a physical field is dependent

upon the nature of this field (as can be seen in Table 2.1). Specially, the conduction

term is included in the thermal field and the advection term is included in the

hydraulic field for almost every simulation model. Besides, the advection term is

always included for the momentum balance of solid phases. Taking the advection

term in the hydraulic field as an example, it is usually implemented with Darcy’s
law which relates the superficial velocity of a phase to the phase pressure. In fact,

momentum balance is satisfied implicitly because Darcy’s law can be derived from

the momentum balance of the fluid at low velocity. That is, Darcy’s law is just a

special case of the momentum balance equations of fluids. However, in this chapter

we treat Darcy’s law as an auxiliary relationship for momentum balance of fluids

rather than a governing equation describing the mechanical field.

2.3.4.2 Classifications Based on Criteria 4

The classification with Criteria 4, which is based on the chemical model, divides the

simulation models into equilibrium models and kinetic models. However, some

recent simulators include both modules. The statistical review of published models

is plotted in Fig. 2.3, which shows that more than one half of the models are kinetic

models. The equilibrium model is used by more than one third of the existing

models. By comparison with Table 2.1, it is interesting to find that all analytical

models reviewed used equilibrium models [114], except the study conducted by

Goel et al. [77]. It is worthwhile to mention that only one type of chemical model,

either equilibrium or kinetic, can be used for a single simulation though a simulator

can include both.

Fig. 2.2 Numbers of

models classified by

consideration of phase and

component
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In the equilibrium model, the relationships between thermodynamic variables

(pressure, temperature, concentration) follow the equilibrium curve (phase) in the

reaction sites. These reaction sites are usually distributed on a moving boundary

(thin layer) between dissociated and undissociated zones. Therefore, the system

stays at equilibrium all the time. The production of the various phases and the

amount of phase transitions are determined by the availability and relative distri-

bution of heat and reactants [35]. In the kinetic model, thermodynamic equilibrium

does not necessarily coincide with any boundary. Instead, dissociation reactions

occur at any locations where the local thermodynamic state falls in the unstable

region of the phase diagram. And the hydrate is not treated as a thermodynamic

state of methane and water but as a third distinct compound. Rates of phase changes

are decided by the kinetic rate of dissociation or formation, which depends on the

relative position between the current thermodynamic status and the equilibrium

curve.

Hong et al. [8] suggested to differentiate the two approaches, i.e., equilibrium

and nonequilibrium (kinetic), with respect to conditions at the decomposition zone.

The underlying assumption of the models using the equilibrium approach is that the

intrinsic rate of hydrate dissociation is fast enough so that the overall rate of hydrate

dissociation is controlled by other mechanisms, i.e., fluid flow or heat transfer

[84]. In kinetic models, however, the condition at the hydrate-gas-water interface

was kinetically approaching equilibrium. Kowalsky and Moridis [35] reported that

for large-scale systems undergoing thermal stimulation and depressurization, the

calculated responses for both reaction models were remarkably similar, though

some differences were observed at early times. However, for modeling short-term

processes, such as the rapid recovery of a hydrate-bearing core, the kinetic charac-

teristic could be important, and neglecting them may lead to significant

underprediction of recoverable hydrate. The systematic parametric study of the

kinetic reaction constants conducted by Liu and Gamwo [114] argued that the

equilibrium model was only a limiting case of the kinetic model for both constant

temperature and adiabatic thermal boundary conditions. Their study clearly showed

that results obtained the kinetic model approached that by the equilibrium model

when the intrinsic mole dissociation constant far exceeded the common range found

in the literature. Additionally, the equilibrium model exhibited a moving front

pattern for hydrate dissociation while the kinetic model showed a moving zone

pattern under adiabatic boundary conditions. For the constant temperature bound-

ary condition, the hydrate dissociated by shrinking in all dimensions for the

Fig. 2.3 Numbers of

models with different

chemical modules
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equilibrium model; while for the kinetic model, it dissociated with no specific

pattern throughout the entire reservoir.

The use of equilibrium model often appears to be justified and preferred for

simulating the behavior of gas hydrates, given that the computational demand for

the kinetic reaction model far exceeds that for the equilibrium reaction model

[35]. Evidence in favor of the use of equilibrium model has also been presented

for the marine environment. This is because hydrate formation and dissociation in

the marine environment occur over an extended period (thousands to millions of

years). It is thus permissible to assume local thermodynamic equilibrium and to

neglect any chemical kinetic effects [112]. On the other hand, Dendy and Sloan [47]

used the Raman spectra to show that the hydrate formation was a rate-dependent

process to transform methane into methane hydrate. And the rate-dependent

hydrate dissociation process predicted by the kinetic model is similar to the

experimental observations. This indicated that kinetic model more realistically

describe the natural gas hydrate dissociation process. As commented by Koh and

Sloan [61], the paradigm has shifted from thermodynamics (time-independent

properties) to hydrate formation and dissociation kinetics in all the gas hydrate

technological applications.

2.4 Materials Properties for Gas Hydrate Modeling:
Auxiliary Relationships

This section discusses the auxiliary relationships that describe material properties

required for gas hydrate simulation. These relationships are needed to mathemat-

ically close the equation system for simulating the dissociation process of gas

hydrates in porous media. For example, an accurate simulation of hydrate depres-

surization requires accurate petro-physical and thermophysical data [12]. Typical

information needed for reliably predicting the feasibility of natural gas production

from hydrates includes but is not limited to: the abundance of the hydrates in the

selected reservoir; lithologic and geologic structure of the reservoir; presence or

absence of a free gas zone; arrangement of hydrate within the porous medium;

permeability, relative permeability-saturation relationships; capillary pressure–sat-

uration relationships; thermal conductivity of the hydrate-bearing and hydrate free

medium; energy required to dissociate the hydrate (how close the hydrate to

equilibrium); and kinetics of dissociation [4]. Some information is reservoir spe-

cific, while the others such as dissociation kinetics, thermal conductivity, and

relative permeability can be evaluated in the laboratory [4]. For both types of

information, a mathematical representation is required to incorporate the informa-

tion into a computer simulator. Additionally, natural hydrate samples are not widely

available and can be compromised by collection, recovery, transport, and handling

[4]. Also, improvements in sampling and remote sensing of hydrate deposits as well

as laboratory technologies to study both natural and artificial gas hydrate samples
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are in crucial demand to determine these relationships [12]. Therefore, more

reliable and accurate mathematical expressions for formulating these relationships

are especially helpful. Generally, these relationships can be expressed by constants,

functions (for continuous relationship), or matrices (for discrete relationship). In the

subsections of this section, the various auxiliary relationships used by different

simulation models are categorized and discussed based on their roles in the different

governing equations (fields). A few mathematical equations for the auxiliary

relationships that have not been adopted by the existing models are also introduced.

2.4.1 Material Properties Related to Heat Transfer

The governing equation for heat transfer in Sect. 2.3.2 can be further transformed to

obtain the solution. Generally, terms such as energy density, heat flux, and source

can be formulated as functions of the dependent variables and material properties.

In such a way, only the dependent variables, materials properties depending on the

dependent variables, and constants will appear in the equation. One governing

equation may contain multiple dependent variables, but the total numbers of

dependent variables and that of the governing equations should be equal in the

equation system to guarantee a unique solution. Auxiliary relationships necessary

for the internal energy and heat flux mainly refer to the heat capacity and thermal

conductivity, which are discussed in this subsection. The auxiliary relationships for

the source term will be considered in the subsection for chemical reactions. Let us

start from the formation of the energy density term as (Eq. 2.12).

e ¼
ðT
T0

ρCvT þ U0

0
B@

1
CA

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Internal Energy

þ 1

2
ρv � v

� �
|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Kinetic Energy

þ ρgzð Þ|ffl{zffl}
Potential Energy

ð2:12Þ

where Cv is the gravimetric heat capacity at constant volume, U0 is the internal

energy per unit volume at the reference temperature T0, Cp is the heat capacity at a

constant pressure.

The internal energy is a part of the accumulation term in addition to the kinetic

energy and potential energy. But for gas hydrate dissociation, in general, the

internal energy is dominant over the other energy types. As a result, the energy

density is frequently represented by the internal energy density only as (Eq. 2.13)

[115], in which the pressure term will vanish for solids [112, 116].
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e ¼
ðT
T0

ρCvT þ U0 ¼
ðT
T0

ρCpT �
ð
pdV þ U0 ð2:13Þ

Secondly, the flux term is linked to temperature by Fourier’s law of heat conduction

as

JT ¼ �λ∇T ð2:14Þ

where λ is the thermal conductivity. Substituting the above equations for energy

density and thermal conductivity into the energy balance equation, we can obtain

the heat equation including advection and source terms as (Eq. 2.15).

∂ ρCvTð Þ
∂t

þ∇ � ρCvTvð Þ �∇ � λ∇Tð Þ ¼ QT ð2:15Þ

As introduced before, most existing models of gas hydrate dissociation employed

one governing equation for gas transfer for the whole system. Governing equations

are established for individual phases/components only in a few cases [13]. The

general form of the governing equation for heat transfer of the whole system is as

the following.

∂
X

ρiθiCv, iT
� �

∂t
þ
X

∇ � ρiθiCv, iTvið Þ �∇ � λ∇Tð Þ ¼ QT ð2:16Þ

2.4.1.1 Heat Capacity

Heat capacities of individual components are mostly used to directly construct the

accumulation term in (Eq. 2.16) based on the formulation of the internal energy

(Eq. 2.13) [21, 22, 33, 63, 84, 101, 112, 117–121]. This formulation, which is the

weighted average of the thermal conductivities of the components with respect to

mass, has long been used for soils [122, 123]. This mass weighted average method

was also used in many simulation methods [16, 25, 79–81, 111, 124–127].

Cv ¼
X

ρiθiCv, ið Þ=
X

ρiθið Þ ð2:17Þ

This physics-based treatment is based on the definition of the thermal energy and

can be derived from thermodynamics.

A constant value was also used for the average heat capacity of a gas hydrate

composite for simplicity [8, 128]. There are also more complex relationships that

allow more effects on the heat capacity to be considered. For example, the capacity

of gas can be described as a function of temperature [44].
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Cg ¼ C0 þ C1 � T þ C2 � T2 þ C3 � T3 ð2:18Þ

where C0 is 1238.79, C1 is 3.1303, C2 is 7:905� 10�4, C3 is�6:858� 10�7 and Ci

is employed to denote fitting constants throughout this section. Similar consider-

ations were also taken by Schnurle and Liu [120]. When the phase changes of water

occur, especially for freezing and thawing, the latent heat is typically dealt with the

concept of apparent heat capacity [121]. This term was introduced by Williams

[129] and later used by Anderson and Morgenstern [130]) to ensure the computa-

tional stability. In this treatment, the released or absorbed energy was incorporated

into the heat capacity term using (Eq. 2.19).

Ca ¼ Cþ Lf
dθi
dT

ð2:19Þ

where Ca is the apparent gravimetric heat capacity, Lf is the latent heat of phase

transition.

2.4.1.2 Thermal Conductivity

The formulation of thermal conductivity is not as straightforward as that of the heat

capacity. The average thermal conductivity of a composite is usually used. In

several simulation models, this average thermal conductivity was assumed to be a

constant [8, 44, 75, 119, 128]. This treatment was adopted to reduce the non-

linearities of the models to allow the solution of the analytical models. However,

a volume weighted value of thermal conductivities was more frequently employed

in the existing models [13, 21, 22, 25, 33, 63, 79–81, 84, 111, 115, 117, 127,

131]. The mathematical formulation of this volume weighted average value is as

follows:

λ ¼
X

θiλi=
X

θi ð2:20Þ

The formulation in (Eq. 2.20), which has been extensively used, is essentially an

empirical equation. There are still other ways for the calculation of the average

thermal conductivity, such as the one used by Tonnet and Herri [101], which was

originally used by Henninges et al. [132]. This method used a geometric average as

the following.

λ ¼
Y

λi
θi

� �1=X θi ð2:21Þ

Russell’s equation [133] has also been applied to the formulation of thermal

conductivity by Scott et al. [121].
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λ ¼ λm
X θi= 1� θmð Þ½ � 1� θmð Þ2=3 λi=λm � 1ð Þ þ 1

h i
1� θmð Þ2=3 � 1� θmð Þ

h i
λi=λm � 1ð Þ þ 1

ð2:22Þ

where m indicates solid matrix, and i denotes the phases other than the solid matrix.

Thermal conductivity can also be calculated using a nested Revil-type mixing

rule according to Waite et al. [134] in the following form [120]

λ ¼ λm þ λf � λmð Þ 1� θmð Þ2

2 1� λm=λf þ 1� λm=λfð Þ2 þ 4λm=λf= 1� θmð Þ2
h i0:5� � ð2:23Þ

λf ¼ λh

þ λwg � λh
	 


1� θh= 1� θmð Þ½ �2

2 1� λh=λwg þ 1� λh=λwg
	 
2 þ 4λh=λwg= 1� θh= 1� θmð Þ½ �2
h i0:5� �

ð2:24Þ
where λf is the fluid thermal conductivity, and λwg ¼ λwθw þ λgθg.

There are also other approaches that are popular yet have not been used in the

existing models for gas hydrate simulations. These models also deserve attention.

One example is the physics-based models proposed by de Vries [123]

[135]. Another example is the empirical relationship proposed by Johansen [136],

which was later modified by Cote and Konrad [137] and Lu et al. [138]. The key

concept in the latter one is the unique relationship between the normalized thermal

conductivity and normalized saturation. The basic relations in these models are

expressed by (Eqs. 2.25–2.26).

λr ¼ λ� λdry
λsat � λdry

ð2:25Þ

λr ¼ f Θð Þ ð2:26Þ

where λr is the normalized thermal conductivity; and λ, λdry and λsat are the actual
thermal conductivity and the thermal conductivity of dry and saturated soils,

respectively. Θ is the normalized saturation. The relationship between normalized

thermal conductivity and the normalized saturation (function f ) can be different for
different materials. A simplified version of this relationship was once used in the

USGS/NETL code comparison project with f assumed as a linear function [139].

The thermal conductivities of individual phases are mostly assumed to be a

constant. But in some cases, the thermal conductivities of some phases are consid-

ered to be a function of temperature. For example, Schnurle and Liu [120] used the

following relations to represent the thermal conductivities of water and hydrate
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[134], with a table of 201 precomputed values for the Web Book of Chemistry at

NIST (http://webbook.nist.gov).

λi ¼ C1, i þ C2, i � T � 273ð Þ ð2:27Þ

where C1,w is 0.562, C2,w is 1:75� 103, C1,h is 0.624, C2,h is �2:78� 103.

Another example is the equation suggested by Sean et al. [140] for the thermal

conductivity of aqueous phase.

λw ¼ C1lnT � C2 ð2:28Þ

where C1 is 487.85 and C2 is 2173.8.

2.4.1.3 Thermal Diffusivity

Thermal diffusivity has also been used in a few early simulation models [1, 15,

44]. As thermal diffusivity is the combination of heat capacity and thermal con-

ductivity, the purpose for using this term is to simplify the governing equation and

solution process. So in these methods, a constant value of thermal diffusivity was

usually employed. Later researchers such as Rempel and Buffett [16] claimed that

the effective thermal diffusivity should include dispersive effects.

2.4.2 Material Properties Related to Mass Transfer

Relationships between phase pressures and phase saturations as well as the rela-

tionship between the phase saturations and relative phase permeabilities are gener-

ally necessary to compute the transport properties of the system [37]. Relations that

are additionally required include the relationship between absolute permeability

and porosity, and that between permeability and hydrate saturation. Also, coeffi-

cients for diffusion and dispersion have to be determined if these two transport

mechanisms need to be taken into account. In this subsection, permeability is

discussed first because convection is the primary mass transport mechanism in

the dissociation processes of gas hydrates. Methods for formulating the influences

of porosity, hydrate saturation, and fluids saturations are summarized. Then, aux-

iliary relationships related to diffusion, dispersion, and mass transfer between

phases (phase change) as well as other correlations are reviewed successively.
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2.4.2.1 Absolute Permeability and Permeability Considering Hydrate

Saturation

Absolute permeability is the permeability when the solid matrix serves as the only

component (no fluids and no hydrates). A constant value is frequently assigned for

this parameter. However, it can also be calculated with porosity by assuming a

unique relationship between absolute permeability and porosity, such as the func-

tion used by Garg et al. [112].

κ0 ¼ κ1 � ϕ=ϕ1ð ÞC1 � 1� ϕ1ð Þ= 1� ϕð Þ½ �C2 � exp C3 ϕ� ϕ1ð Þ½ � ð2:29Þ

where κ0 is the absolute permeability corresponding to any porosity, ϕ; κ1 is the

permeability at the original porosity, ϕ1. Garg et al. [112] commented that this

equation was a rather general expression. With a suitable choice of material

constants C1, C2, and C3, the equation could reproduce virtually any measured

variation of absolute permeability with porosity.

In addition to porosity, the presence of hydrates in pores can also alter the

permeability significantly. There are at least seven methods, in which the influence

of porosity is also included, for quantifying this influence of hydrates. The first

method (Eq. 2.30) was firstly used by Masuda et al. [119] and later adopted by other

simulation models [21, 75, 116, 125, 141, 142].

κ ¼ κ0 � 1� θh=ϕ½ �C1 ð2:30Þ

Kleinberg et al. obtained two functions for the variation of the permeability with

respect to hydrate saturation according to the way in which hydrates form in pores.

If the porous medium is approximated as a bundle of capillaries and hydrates form

in the center of each capillary (pore-filling), the (Eq. 2.31) can be obtained.

κ ¼ κ0 � 1� θh=ϕð Þ2 þ 2 1� θh=ϕð Þ2
log θh=ϕð Þ

" #
ð2:31Þ

This method was used by Liu and Flemings [117], Garg et al. [112], and Schnurle

and Liu [120]. However, if the formation of hydrate starts by coating the walls of

pores (pore-coating), a function similar to Masuda’s method is obtained.

κ ¼ κ0 � 1� θh=ϕ½ �2 ð2:32Þ

Garg et al. [112] believed that a large value for the exponent in (Eq. 2.32) corre-

sponds to a faster reduction in permeability with the hydrate saturation, which in

fact makes the model the same as Masuda’s model. It is noted that the first hydrate

formation behavior was supported by experimental evidence with Nuclear Mag-

netic Resonance.

The fourth method is the power-law model proposed by Civan [143],
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κ ¼ κ0 � ϕe=ϕ0ð Þ � ϕe=ϕ0ð Þ � 1� ϕ0ð Þ= 1� ϕeð Þ½ �C1 ð2:33Þ

where ϕe ¼ ϕ� θhð Þ.
This method was used in the simulation models of Tonnet and Herri [101], Bai

et al. [80, 81], and Bai et al. [124]. Jeannin et al. [144] linked the permeability to the

porosity and hydrate saturation through a logarithmic law.

log κð Þ ¼ C1ϕe � C2 ð2:34Þ

Similar relationships were used by Uddin et al. [36], Janicki et al. [13], and STARS.

For instance, the Carmen–Kozeny formula used by Uddin et al. [36] is as following.

κ ¼ κ0 � ϕe=ϕ0ð ÞC1 � 1� ϕ0ð Þ= 1� ϕeð Þ½ �2 ð2:35Þ

2.4.2.2 Relative Permeability

Relative permeability describes the reduction in permeability because of the pres-

ence of fluids. Except for a few simulation models which assumed constant

permeability [8, 16, 25], relative permeability is generally considered as long as

fluids are involved. Some simulation models used the concepts of relative perme-

ability and matric suction without specifying their relationships [15, 115, 127]. In

other cases, the following methods have been proposed to formulate this parameter.

The first method is to directly import the relationship between relative permeabil-

ities and fluid saturations from experimental data [45, 100, 112, 128, 145]. The

second method is to use an adaptation of the equation suggested by van Genuchten

[146] and later extended to multiphase flow by Parker et al. [147].

κrw ¼ κrw0S
1=2

w 1� 1� S
1=C1

w

� �C1

� �2
ð2:36Þ

κrg ¼ κrg0S
1=2

g 1� S
1=C1

w

� �2C1 ð2:37Þ

where Sw ¼ S
0
w�Swr

1�Swr�Sgr
, Sg ¼ S

0
g�Sgr

1�Swr�Sgr
, and the effective water and gas saturations

[117] are S
0
w ¼ Sw

SwþSg
, S

0
g ¼ Sg

SwþSg
.

Klar and Soga [60] used the original form in which κrw0 and κrg0 are equal to 1.

Hong and Pooladi-Darvish [84], [36, 125] assumed that κrw0 equals 0.5, and κrg0
equals 1.

The third method includes those variants of the Brooks and Corey model [148–

150]. The general form of this model for a system containing two or three fluid

phases is

78 Z. Liu and X. Yu



κrw ¼ κrw0S
C1

w ð2:38Þ
κrg ¼ κrg0S

C2

g ð2:39Þ

This type of method seems to be the most popular one in existing simulation

models. Different values of constants have been used. For example, C1 and C2

were assumed to be equal to 4 and 2, and κrw0 and κrg0 to be 1 in some models

[21, 33, 101, 116, 117, 120]. Sun and Mohanty [22] assumed C1 equals 4, C2 equals

2.5, and κrw0 equals 0.2, κrg0 equals 1. Bai et al. [80, 81], [124]) assigned C1 to be

4 and C2 to be 1.5. In the model proposed by Jackini et al. [13] C1 was 4 and C2 was

1.75. Both C1 and C2 were assumed to be 3 in the simulation models of White

et al. [37] and Gamwo and Liu [151]. There are still some other methods such as the

empirical equations used by Verigin et al. [152] and the power law correlations

[153] used in the model proposed by Scott et al. [121].

2.4.2.3 Capillary Pressure–Saturation Relationship

The relationship between capillary pressures and phase saturations in porous media

(multiphase) is an extension of the soil water characteristic curve in soils (two

phase). The soil water characteristic curve (water retention curve or soil moisture

characteristic curve) is the relationship between water content (volumetric or

gravimetric, or saturation) and soil water potential (or suction, [154]). In the past

decades, numerous empirical equations have been proposed for SWCCs [146, 149,

155–157]. In terms of thermodynamics, the SWCC is attributable to the chemical

thermodynamics of interfacial phenomena [158–160].

The equation proposed by van Genuchten [146] and later extended to multiphase

flow by Parker et al. [147] and the one suggested by Brooks and Corey [149] have

gained popularity in simulation models for gas hydrate dissociation in porous

media. The van Genuchten equation (Eq. 2.40) has been applied in several simu-

lations [13, 33, 36, 60, 84, 111, 120].

ψ ¼ ψ0 S
1=C1

w � 1
� �1-C1 ð2:40Þ

This general form of the model of Brooks and Corey [149] is expressed by the

following equation.

ψ ¼ ψ0 S
	 
C1 ð2:41Þ

Typical applications of this method include the simulations of Sun and Mohanty

[22], Bai et al. [124], and Janicki et al. [13]. It is worthwhile to point out that the

dependence of relative permeability on fluids saturations is capable of being

derived from the relationship between capillary pressure and fluid saturations due

to their common basis on internal structure morphology and interface physical
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chemistry [156, 161, 162]. So it is not surprised that the models used for these two

types of auxiliary relationships are to some extent related.

2.4.2.4 Diffusion Coefficients

Diffusion is usually incorporated by those state-of-the-art simulators for THC

modeling of gas hydrate dissociation in porous media. The reason may be that its

effects on the mass transport could be considerable in a composite with multiphases

and multicomponents, especially for the species transported in the fluids. Disper-

sion could also be considerable due to the same reason, though mechanical disper-

sion is not as significant as advection. These two phenomena of different natures:

dispersion is caused by nonideal flow patterns (i.e., deviations from plug flow) and

is a macroscopic phenomenon; while diffusion is caused by random molecular

motions (i.e., Brownian motion) and is a microscopic phenomenon. But both of

them describe the spread of particles from regions of higher concentration to

regions of lower concentration. As the result, both of them can be described using

Fick’s first law. For example, in the reservoir simulator, STOMP, a combined

diffusion–dispersion coefficient replaces the classical Fickian diffusion coefficient.

Jα ¼ �Dα
i ∇χ α

i ð2:42Þ

where D are is the coefficient for diffusion or dispersion depending on the transport

mechanisms considered. Taking the model of Sun and Mohanty [22] for instance,

the advective-dispersive model (ADM) used by Webb [163] was employed to

consider the diffusion in gas phase. Based on Fick’s law, the molecular diffusions

of methane, salt, and water are calculated by (Eqs. 2.43–2.45), respectively.

Jm ¼ �Dm
g χ

m
g � Dm

w χ
m
w ð2:43Þ

Js ¼ �D s
wχ

s
w ð2:44Þ

Jw ¼ �Jm � Js ð2:45Þ

where the effective diffusion coefficient of component α in phase i, Dα
i , is deter-

mined with the model proposed by Pruess and Moridis [164]:

Dα
i ¼ ρiϕ

4=3S
10=3
i Dα

i,B ð2:46Þ

where Di
j;B is the diffusion coefficient of component α in phase i in bulk phase

system. For the gas phase composed of methane and water vapor, the diffusion is a

binary diffusion. Then the binary diffusion coefficient, Dm
g;B, can be calculated as a

function of pressure and temperature as
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Dm
g,B ¼ 1:89� 10�5 101325

pG

� �
T

273:2

� �3=2

ð2:47Þ

For aqueous-phase composed of methane, salt, and water, Dm
w;B can be evaluated

with the following equation [165]. The diffusivity of salt in aqueous phase which is

dependent on salt type was set to be a constant.

Dm
w,B ¼ 10�1:6865�920:576=T � 10�4 ð2:48Þ

The diffusion coefficient of methane in the aqueous phase can be calculated using

the second-order polynomial function [140]

Dm
w,B ¼ C0 þþC1 � T þ C2 � T2 ð2:49Þ

In the simulation conducted by Janicki et al. [13], diffusion coefficients were

calculated from the IFM-GEOMAR data functions [166].

2.4.2.5 Hydraulic Diffusivity

Similar to thermal diffusivity, hydraulic diffusivity is also used in a few models

[7, 77, 167]. The employment of this concept makes the mass balance equation

appear similar to the heat equation. Hydraulic diffusivity could be linked to

permeability via the following correlation.

α ¼ κ

μ

dp

dθ


 ð2:50Þ

2.4.2.6 Mass Transfer Between Phases

Mass transfer between phases could be significant in some cases, e.g., in a system

containing highly volatile soils and thus was considered in complex simulation

models [168]. For example, Henry’s law was used to quantify the solubility of gases

in solvents while partial pressure rule could be used to define the molecular fraction

of water in the gas phase [151]. Mass transfer of gaseous components to liquids and

vice versa were also modeled by a two-film theory linear approach [13]. Other

simple functions are also available, such as the one used in the model proposed by

Sean et al. [140] for methane solubility in water.

χ ¼ C1 C1pþ C2 � exp C3Tð Þ½ � ð2:51Þ
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2.4.3 Material Properties Related to Chemical Reactions

2.4.3.1 Thermodynamic State

A thermodynamic state is a set of values of properties of a thermodynamic system

that must be specified to reproduce the system. Thermodynamic state variables

include entropy, pressure, temperature, density, and so on. Some variables such as

pressure and temperature are the dependent variables of the hydraulic and thermal

fields, respectively. Therefore no auxiliary relationships are necessary for their

calculations when no phase transition occurs. However, an auxiliary relationship

is required to specify the relationship between these variables to close the system

when dissociation reactions occur. This relationship is called phase diagram and is

discussed later. Other variables such as the densities of phase components are also

important parts in the governing equations for thermal, hydraulic, and mechanical

fields. Similar observations apply to the enthalpy of gas hydrate dissociation. In the

following paragraphs the auxiliary relationships on density and enthalpy of gas

hydrate dissociation will be summarized successively.

While the density of solid matrix typically does not need complicated treat-

ments, the densities of other phases such as water, gas, and hydrates are frequently

considered as functions of other state variables. For example, water is regarded to

be slightly compressive, and its density can be given by (Eq. 2.52) [124].

ρw ¼ ρw0 1� C1 ρw � ρw0ð Þ½ � ð2:52Þ

In the model of Schnurle and Liu [120], the density of pore-water is related to the

temperature as follows [134, 169],

ρw ¼ 999:9þ 5:33� 10�2 T � 273ð Þ � 6:834� 10�3 T � 273ð Þ2 ð2:53Þ

The variation of density of hydrate with temperature is described in Waite

et al. [134] after Shpakov et al. [170]):

ρh ¼ 926:45� 0:239 T � 273ð Þ � 3:73� 10�4 T � 273ð Þ2 ð2:54Þ

The ideal gas law was commonly used for the densities of gas components

[115, 171]. In more accurate considerations, property data of gas phase components

were taken from NIST Standard Reference Database and are molar-weighted; for

the gas phase density, the Peng–Robinson equation was used. Data for the density

of common liquid phase were typically taken from NIST and other available

sources; special corrections were applied on the density of saline seawater

(UNESCO Standard Reference Equation) [13].

Although the enthalpy of gas hydrate dissociation could be approximated by a

constant [144], its variation with temperature has been considered in many simu-

lation models. According to Sloan [172], the enthalpy of hydrate dissociation can be

computed using the Clapeyron equation as follows,
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ΔH ¼ TΔV
dp

dT
ð2:55Þ

where dp
dT is the slope of the phase line, ΔV is the volume change during the phase

transition. This equation can be further transformed into the Clausius–Clapeyron

equation if the volume of hydrate approximates that of water trapped in hydrates.

ΔH ¼ nhZRT
2 dlnp

dT
ð2:56Þ

where nh is the number of moles of hydrate per kilogram.

Moridis [173] obtained a graph for ΔH based on (Eqs. 2.55–2.56) and found that

ΔH increased by a factor of 3 to 4 over the temperature range 0 �C to 40 �C
[112]. The following function was usually adopted for ΔH as a function of T in

simulation models for gas hydrate dissociation [7, 15, 33, 63, 80, 81, 116, 119, 124,

140, 167].

ΔH ¼ C1 � T þ C2 ð2:57Þ

A piecewise function for ranges on the two sides of the freezing point of bulk water

was also suggested [44]

ΔH ¼ C1 � T þ C2, T < 273 K;ΔH ¼ C3 � T þ C4,T > 273 K ð2:58Þ

When the hydrates contain different species of gases, the influence of composi-

tion on the dissociation of enthalpy may be considerable. Under such a condition,

ΔH could be calculated as the following equation [15],

ln
ΔH
ΔH0

� �
¼
X

C1, i � χi þ C2, i � χ2i
	 
 ð2:59Þ

where χi is the mole fractions of the guest gas, and C1,i and C2,i are the binary

coefficients which depend on the gas type and temperature range.

2.4.3.2 Equilibrium: Phase Diagram

A phase diagram is usually used to show conditions at which thermodynamically

distinct phases can occur at equilibrium, which could possibly involve pressure,

temperature, specific volume, specific enthalpy, or specific entropy. But for gas

hydrate dissociation simulations in porous media, a 2D diagram with pressure and

temperature as the ordinate and abscissa, respectively, is usually used. Common

components of a phase diagram are lines of equilibrium or phase boundaries, which

refer to the lines that mark the conditions under which multiple phases can coexist

at equilibrium. Among these boundaries, the one indicating the coexistence of
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methane hydrate, methane, and water is the one most frequently adopted in the

simulations. Several empirical equations have been used to represent this boundary.

The first type of equation is as follows

p ¼ C1 � exp C2 þ C3=Tð Þ ð2:60Þ

where C1 was assumed to be 1 in some studies [15, 33, 171] as well as other values

in other simulation models [111, 115, 116]. Values assigned to the other two

constants were close in these models, in which C3 was usually a negative value.

A similar equation to the above one was used by Maksimov [25] (p ¼ C1 � exp
C2 þ C3 � Tð Þ).
The second type of equation for the line of phase boundary was in the polyno-

mial form, i.e.,

logp ¼ C0 þ C1 � T � T0ð Þ þ C2 � T � T0ð Þ2 ð2:61Þ

This type of phase equilibrium condition was used by Verigin et al. [152], Admadi

et al. [167], Ahmadi et al. [7], Nazridoust and Ahmadi [21], and Liu et al. [118].

A similar empirical fit for the hydrate melting pressure as a function of temper-

ature was proposed by Bakker [174] and later included in the simulation model of

Garg et al. [112].

logp ¼ C0 þ C1 � T þ C2 � T2 þ C3 � T3 ð2:62Þ

The third type of mathematical expression for the phase equilibrium was developed

from the work of Adisasmito et al. [175] [36]. The experimental data summarized in

the form of average curves were expressed by a three-parameter K value correlation

as (Eq. 2.63),

K ¼ C1

p
exp

C2

T � C3

� �
ð2:63Þ

where C1 is in kPa and C2 and C3 are in
∘C.

In addition, a detailed piecewise function obtained by Moridis [176] based on

experimental data [172] was also used in several models (TOUGH-Hydrate/TX;

[113, 124]).

The above equations are designated for single substance under simple condi-

tions. Tishchenko et al. [177] proposed empirical algorithms for hydrate dissocia-

tion pressures and methane concentrations, in seawater and pore water equilibrated

with methane hydrate, as functions of chlorinity Cl (in ppt), temperature, and

hydrostatic pressure. The algorithms described pore-water dissociation pressure

for a temperature range of 273–293 K and chlorinity range of 0–70 ppt

[120]. More advanced methods consider the influence of composition. For example,

the one proposed by Burshears et al. [15] considered this influence by using the

equation proposed by Holder and John [178]:
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ln p=p0ð Þ ¼
X

C1, i � χi þ C2, i � χ2i
	 
 ð2:64Þ

where χi is the mole fractions of the guest gases, and C1,i and C2,i are the binary

coefficients which depend on the gas type and temperature range.

2.4.3.3 Kinetic: Dissociation Kinetics

Different from phase boundaries, which are required for every simulation model,

the chemical kinetics is only necessary for models using chemical kinetics for

reactions (dissociation and formation). However, this term is critical due to the

high nonlinearity it could result in. And the fact is that, in contrast to the advances

made in the thermodynamics of hydrates, the kinetics are less understood [2]. Most

of the kinetic models used in simulation models for gas hydrate dissociation are

related to or in a similar form to the Kim and Bishnoi model [179]. This model

assumed that the hydrate decomposition rate is proportional to a driving force

defined by the difference between the fugacities of gas molecules at the three-

phase equilibrium pressure and that in the bulk state [36]. The general form of the

model could be expressed as

dng
dt

¼ k � A � f e � fð Þ ð2:65Þ

k ¼ k0exp
ΔE
RT

� �
ð2:66Þ

where ng is the moles of gas, A is the total surface area of hydrates per unit volume,

ΔE is the activation energy, f and fe are the gas fugacity and equilibrium gas

fugacity, respectively. It is noticed that the assumption of ideal gas was not adopted

in the studies of Masuda et al. [119] and Esmaeilzadeh et al. [33]; and accordingly,

the gas fugacities were calculated using the Peng–Robinson equation of state [180]

or modified equations [33].

To relate the rate of generated gas to the source term, the following equation

should be used, which considers the fact that only a fraction of total volume is

occupied by gas hydrates.

dmg

dt
¼ Mgϕ

dng
dt

¼ Mg � ϕ � k � Γ � A � f e � fð Þ ð2:67Þ

where Mg is the molecular weight of gas, Γ is the effective ratio of particle area or

active fraction coefficient. A simple approach to implement the above model was

presented by Yousif [45] and later used by Sung et al. [145], Jeannin et al. [144], Du

et al. [125], and Bai et al. [124]. In this approach, Mg � ϕ � k was simplified to be a

constant kd (kinetic constant), whose value was assigned to be 4:4� 10�13 (mol=

m2 � Pa � sð Þ)) in the above-mentioned studies (2� 10�9 was used by Du et al. [125]).

2 Advancement in Numerical Simulations of Gas Hydrate Dissociation in Porous Media 85



Awas calculated using the parallel-cylinder model proposed by Amyx et al. [181] as

follows:

A ¼ θw þ θg
	 


2κa

� �1=2
ð2:68Þ

Γ was usually not considered and the fugacities were replaced by the gas pressures

under the assumption of ideal gas [8]. In the simulation studies of Sun and Mohanty

[22] and Phirani and Mohanty [113], the kinetic constant was assumed to be

0.5875� 10�11 (mol= m2 � Pa � sð Þ), which is the average of the results measured

by Englezos et al. [182]; or 0.35� 10�10 (mol= m2 � Pa � sð Þ ) for carbon dioxide

hydrate in the latter study. The method adopted by Sun and Mohanty [22]

and Phirani and Mohanty [113] is a little complicated than Yousif’s. In this method,

Mg � ϕ � k was calculated with kd ¼ kd0exp ΔE=RTð Þ; and an active fraction coeffi-

cient, Γ, equal to Sh, was used to allow for the fact that only a portion of hydrates get

involved in the reaction.

The methods used by some other researchers [21, 33, 63, 75, 116, 119] took the

form of the general formulation, but the value of intrinsic kinetic constant varies

from model to model. In the models of Masuda et al. [119], Ruan et al. [116],

Nazridoust and Ahmadi [21], and Esmaeilzadeh et al. [33], Awas calculated using a

different equation as follows.

A ¼ θh � As ð2:69Þ

where As is the surface area of the spherical particles.

Other forms of the Kim–Bishnoi model also exist. For example, Kimoto

et al. [111] used an equation which was suggested in the original paper of Kim

et al. [179] as following:

dng
dt

¼ 0:585� 107 � exp �9400=Tð Þ � f e � fð Þ � n1=3h0 � n2=3h ð2:70Þ

where
dng
dt is in mol/s, nh is the moles of hydrates, and gas fugacities are represented

by the average fluid pressure. Uddin et al. [36] extended the Kim–Bishnoi model

used by Hong and Pooladi-Darvish [8] to allow for both formation and dissociation

reactions and also the influence of water saturation on the reaction area. Other

kinetic models have also been developed, which were in a similar form to that of the

Kim–Bishnoi model. For example, the model proposed by Rempel and Buffett [16]

assumed the driving force for formation/dissociation reactions was proportional to

the difference between mass fraction and equilibrium mass fraction; while Sean

et al. [140] believed the driving force for dissociation was proportional to the

difference in volumetric molar concentrations of methane under current and equi-

librium conditions. In general, the Kim–Bishnoi model for chemical kinetics is used
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as a chemical kinetic model. However, Goel et al. [77] extended the Kim–Bishnoi

model and incorporated it into an equilibrium model.

2.4.4 Material Parameters for Momentum Balance

The incorporation of momentum balance module into the simulation of gas hydrate

dissociation in porous media is still in a very preliminary stage. This is mainly due

to the limited understanding of the mechanical properties of solid and fluid phases

during the dissociation process and of the interactions between phases. However,

problems relevant to the momentum balance, such as the geomechanical behaviors,

have started to attract attention recently.

2.4.4.1 Solid: Geomechanical Properties, Solid–Fluid Coupling,

Constitutive Relations

Gas hydrates are typically found in unconsolidated or weakly consolidated sands in

shallow marine floors and permafrost areas [183, 184]. In such sediments, gas

hydrate crystals work as cementing materials for bonding solid grains and increas-

ing the stiffness of sediments.

The microscopic distribution of hydrates in sediments was described using three

modes, i.e., pore-filling, load-bearing, and cementation [37, 185, 186]. Macroscopic

gas hydrate structures inside geologic formation were categorized as massive

hydrate blocks on the seabed, massive or thin streak, pore-filling in sand, and

vein or fracture filling in clay and so on. In the pore space scale, gas hydrates

have different forms such as floating, frame building, coating, and cementation

[65]. Under a specific condition, i.e., high pressure and low temperature, methane

hydrate is stable, and is a relatively strong and ductile material [187]. However,

once the hydrate dissociates, due to the decrease in pressure or increase in temper-

ature, the bonded structure disappears and the soils may behave as unconsolidated

materials, leading to some geotechnical engineering problems. Of particular inter-

est are submarine geo-hazards, such as initiation of marine landslides due to hydrate

dissociation [28, 188, 189] and wellbore instability during methane gas production

from the hydrates [60, 64, 126]. Besides, understanding of the physical and

mechanical properties of hydrate-bearing sediments is important for interpreting

geophysical data, borehole and slope stability analyses, and reservoir simulations

and for developing production models [190].

Current knowledge on the accurate constitutive behaviors of the soil-hydrate

structure, e.g., knowledge about how hydrate pattern influences the intermediate

and large strain behavior and the failure condition, are limited. The current knowl-

edge of geophysical and geotechnical properties of hydrate-bearing sediments has

been largely derived from laboratory experiments conducted on disparate soils at

different confining pressures, water saturations, and hydrate concentrations
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[37, 186, 190]. This is because the mechanical properties of methane hydrate

bearing sediments are highly dependent on factors such as the saturation of methane

hydrate, pressure, temperature, and hydrate structure in pore spaces [65].

The mechanical properties influence various scales of geological formation

stabilities. Taking Young’s modulus for example, Ng et al. [126] used the following

relationship for the Young’s modulus of gas hydrates:

E ¼ 125þ 1000Sh ð2:71Þ

where E is Young’s modulus in MPa, Sh is the degree of gas hydrate saturation.
The mechanical stability of methane hydrate is a function of temperature and

pressure. Besides, its mechanical properties are coupled to fluid dynamics and heat

transfer phenomena [65]. To evaluate the mechanical properties of sediment sam-

ples, Ran et al. [191] simulated loading of a disordered pack of spherical grains by

incremental displacements of its boundaries. A series of possible scenarios was

simulated, showing the degradation of sediment strength as a reduction in the

macroscopic elastic moduli. This trend agreed qualitatively with the published

results of experimental and numerical studies. It was concluded that dissociation

might lead to a loss of solid support of the skeleton, causing seafloor instabilities

such as landslides and subsidence.

The underlying mechanisms for geomechanical responses of gas hydrate disso-

ciation have been investigated. Soga et al. [186] reviewed the mechanical properties

of methane hydrate bearing soils and highlighted the following major characteris-

tics. (1) The strength of the gas hydrate bearing soil is dependent on the hydrate

saturation; and the contribution to the strength by hydrate is of a cohesive nature

rather than frictional nature. (2) The dilation angle is a function of hydrate satura-

tion. (3) The Young’s modulus of soil-hydrate formation is higher than that of the

soil without hydrates, but the Poisson’s ratio was found to be independent of

hydrate saturation. Yamamoto [65] summarized the following major effects of

the hydrate dissociation on the mechanical behavior of the geological formation

[65]: (1) reduction of the bonding between grains; (2) the change of the water

content and gas saturation, and hence change in the consistency and capillary

suction force; (3) change in the capillary force due to production of water and

gas; (4) reduction in the effective stress and shear strength due to increase in the

pore pressure in low permeability soils; (5) increase in the permeability and

advection fluid transfer due to increases in the effective porosity; (6) decrease in

the pore space compressibility, decrease in shear wave velocity, and increase in

Poisson’s ratio; (7) thermal stress due to decrease in the temperature; (8) change of

the dilatancy character from positive to negative because of the change in sand

character from dense to loose. The shear strength of artificial hydrate-bearing

sediments was found to be similar to that of natural hydrate-bearing sediments

[192, 193]. Their strength varies with the content of hydrate, sediment properties

and experimental conditions [194–196]. Furthermore, during hydrate dissociation

without axial loading, the volumetric strain has dilative tendency regardless

whether there is a change in the effective confining pressure [197].
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2.4.4.2 Liquid: Darcy’s Law, Viscosity

The primary auxiliary relationship for the fluid phases in the mechanical field is

Darcy’s law. The employment of Darcy’s law predominates in the simulations of

gas hydrate dissociation in porous media. Thus, the non-Darcy’s effects [198] for
non-Newtonian fluids, e.g., very low pressure (slip phenomenon) or high velocity

range (turbulence, inertia, and other high velocity effects) behaviors, are not

discussed in this chapter. The Darcy’s law is formulated as the following:

vi ¼ θivi ¼ k

μ
∇p� ρgið Þ ð2:72Þ

where vi is the superficial (or Darcy) velocity, and i is the unit vector along the

gravitational direction.

Darcy’s law is extended to multiphase flow by postulating that the same phase

pressures are involved in causing each fluid to flow [168]. However, each phase

interferes with the flow of the other due to the simultaneous flow of the multiple

phases. That is why relative permeability is introduced in most of the existing

models.

ki ¼ k0kr, i ð2:73Þ

where ki and kr,i is the permeability and relative permeability of phase i, k0 is the
intrinsic permeability of the porous material.

Since all the terms in the Darcy’s law except viscosity have been discussed in

previous parts of the text, only typical mathematical formulations for viscosity are

summarized in the current subsection. Viscosity is usually formulated as a function

of some state variables, such as temperature and density. For gas phase, one typical

function is that proposed by Selim and Sloan [44], which was later used by Schnurle

and Liu [120].

μ ¼ C0 þ C1T þ C2T
2 þ C3T

3 þ C4T
4 þ C5ρþ C6ρ

2 þ C7ρ
3 þ C8ρ ð2:74Þ

where μ is the viscosity. For aqueous phase, Sean et al. [140] used the following

equation in their simulation model.

μ ¼ C0 þ C1T þ C2T
2 ð2:75Þ

For the overall viscosity of one phase consisting of several components, Janicki

et al. [13] suggested to use the following molar-weighted functions:

μ ¼
X
α

χ α
i μi ð2:76Þ

where μi is the viscosity of phase i.
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2.4.4.3 Solid–Liquid Interaction: Stress Formulation

The solid–liquid interaction, which describes the couplings between the solid

matrix and pore liquids, has received very limited attention in gas hydrate simula-

tions. This is because the momentum balance of fluids has hardly been considered

except in very few works [111, 141], although the geotechnical responses, i.e., the

momentum balance of solid phases, have started to attract increasing attention. But

the topic is not new to relevant disciplines, i.e., Geomechanics (e.g., consolidation),

Hydrogeology (e.g., groundwater storage), and Petroleum Engineering (subsidence,

stress around boreholes). For single phase flow, Tezarghi’s consolidation theory

lent us a good practical approach. For this two-way coupling problem, the coupling

from the pore liquid (water) to solid (soil grains) was dealt with the stress formu-

lation (effective stress) while the coupling from solid to pore liquid was tackled

with experimental relations. The later consolidation theory presented by Biot [199]

provided a fully theoretical explanation to the single phase (saturated with com-

pressible water) solid–fluid coupling problem. Biot’s theory, as the departure point
of poroelasticity, could be formulated by the following equations [200]:

εv ¼ 1

K
σ þ 1

H
p ð2:77Þ

Δϕ ¼ 1

H
σ þ 1

R
p ð2:78Þ

where εv is the volumetric strain (positive in expansion), σ is the isotropic applied

stress (positive if tensile), p is the fluid pressure (greater than atmosphere is

positive), Δϕ is the increment of water content (positive as fluid is added to the

volume), K is the drained bulk modulus, 1/H is the poroelastic expansion coeffi-

cient, 1/R is the specific storage coefficient.

It is seen that the first equation describes the liquid-to-solid coupling: a change in

fluid pressure or fluid mass produces a change in volume of the porous skeleton

(solid matrix), while the second equation represents the solid-to-fluid coupling: a

change in applied stress produces a change in fluid pressure or mass. The first

equation could be reformulated as:

σ ¼ Kεv � Bp ð2:79Þ

where B ¼ K=H is the Biot–Willis coefficient, which can be calculated with the

classical micro–macro relations of poroelasticity as

B ¼ 1� Khom

Ks

ð2:80Þ

where Khom is the homogenized bulk modulus and Ks is the bulk modulus of solid

grains.
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By employing the assumption used in Terzaghi’s theory, that is, solid grain is

incompressible, the above equation degenerates into the formulation of effective

stress. On the other hand, Biot’s theory for one liquid was extended to two liquid

condition (water and air) by Bishop [201], Fredlund and Morgenstern [202], and Lu

and Likos [203] in the framework of unsaturated soil mechanics as well as Coussy

[204] in the framework of poromechanics. When more liquids get involved, the

mixture theory needs to be employed [205]. It is noted that these solid–fluid

coupling theories for multiple phases have not been explicitly validated by

experiments.

For geomechanical responses, Li et al. [63] developed the stress equilibrium

equation based on the effective stress law. However, the definition of pore fluid

pressure is unclear for the two-phase flow. In the study of Rutqvist et al. [64], the

basic couplings between hydraulic and mechanical processes in the deformable

porous media were considered through constitutive laws that define how changes in

pressure, temperature, and hydrate saturation affect deformation and stresses, and

how changes in stress and strain affect fluid flow. And the numerical simulation

involved linking the TOUGH+Hydrate simulator to the FLAC3D commercial

geomechanical code. Kim et al. [59] computed the geomechanical responses by

connecting a continuum theory in coupled flow to geomechanics. The governing

equations of fluid and heat flow were based on Moridis [176] (TOUGH+Hydrate).

The constitutive relationships were extended from Coussy’s model [204]. A similar

study was conducted by Chin et al. [206]. In the work of Klar and Soga [60] and Ng

et al. [126], the mechanical behaviors of hydrate soils which depend on effective

stresses formulated with the pore pressure (including gas and water) were formu-

lated by Bishop’s theory [201] for unsaturated soils. Of great importance is the

work of Kimoto et al. [111], which considered the momentum balance of both

solids and fluids. And the liquid-to-solid couplings were considered with the

mixture theory [205]. In addition, empirical models for solid–fluid interactions

have also been used. For example, pore fluid pressure generation was postulated

to be proportional to the initial hydrate fraction and the sediment bulk stiffness

[62]. Garg et al. [112] calculated the intrinsic sediment stress with the equation

proposed by Morland et al. [207], in which a relationship between the sediment

porosity and effective stress was assumed.

2.5 Discussions

This section presents discussions on several critical aspects of gas hydrate dissoci-

ation simulations including validations, applications, recovery schemes, critical

factors in recovery, governing mechanisms, research trends, and needs for future

research. All the discussions are made on basis of published simulation results, or

direct analyses of existing data, or other solid facts. In such a way, this review study

lays down a solid foundation for future research.
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2.5.1 Validation of the Performance of Existing Models

As shown in Sect. 2.3, a number of simulation models have been developed for

predicting gas hydrate dissociation in porous media. In addition to their common

features and differences, the functions and potential applications also need to be

evaluated. Strategies for the performance validation include: validation by exper-

iments, validation by comparisons between models, and validation by field produc-

tion applications. The ultimate success of a given model, i.e., the usefulness and

applicability of the model, can only be more effectively demonstrated based on

their applications to real-world problems.

2.5.1.1 Validations by Experiments

Commercial attempts in gas recovery from gas hydrate reservoirs are limited at the

current stage. Besides, the natural samples are not readily available because of the

remote locations of the accumulations and the difficulties in collecting and

transporting samples without compromising them. Consequently, only a few

models have been validated against results from laboratory experiments. Listed

below are a few of these studies, for which details can be found in the cited

references. The predictions yielded by the model of Yousif et al. [45] closely

matched their experimental data of gas and water productions, the progress of the

dissociation front, and the pressure and saturation profiles. The simulation results of

Bai et al. [80, 81] were well validated by their laboratory experiments. Laboratory

scale experiments were conducted at the Pacific Northwest National Laboratory

(PNNL) to analyze the feasibility of the simulation method of Phale

et al. [14]. Mass and heat transfers have been studied both experimentally and

numerically by Tonnet and Herri [101]. And their numerical model was validated

by the experiments. The model-predicted performance by Goel et al. [77], i.e.,

production rate, compared well with the published experimental studies on the

hydrate dissociation in porous media [45, 208, 209]. The predicted vertical distri-

bution of hydrate in the study of Rempel and Buffett [16] was consistent with

geophysical inferences from observed hydrate occurrences along the Cascadia

margin. The simulation results of Garg et al. [112] applied at the Blake Ridge

(site 997) and Hydrate Ridge (site 1249) were compared with the chlorinity, sulfate,

and hydrate distribution data. However, field validations of gas hydrate simulation

models are still rare at this moment. With global wise interest in gas hydrate pilot

production, it is anticipated that there will be more opportunities for direct field

validations of simulation models.
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2.5.1.2 Mutual Validation Between Models

In addition to direct validations of simulation models with in situ or laboratory data,

mutual validations between different models have also been carried out frequently.

Li et al. [210] validated the model proposed by Yousif et al. [45]. A close agreement

was achieved between the results reported by Hong and Pooladi-Darvish [8] and

that of Uddin et al. [36]. The numerical solution obtained by Gamwo and Liu [151]

was verified against the state-of-the-art simulator TOUGH-Hydrate. For compari-

sons between analytical and numerical models, Admadi et al. [7, 167] compared

their numerical simulation results with that of the linearization approach. Similarly,

Hong [8] compared the analytical solution with the numerical solution to the

original equation system. The code comparison project conducted by USGS/

NETL is of great importance for evaluating the existing large-scale simulators for

THC modeling of gas hydrate dissociation.

2.5.1.3 Applications

A number of simulation models have been designed for applications. For example,

results from the solution of Selim and Sloan [1] were presented in graphs to

estimate the amount of hydrate dissociated as a function of time. The model of

Garg et al. [112] was applied to studying hydrate distributions and predicting

chlorinity, sulfate, and hydrate distribution data at the Blake Ridge (site 997) and

Hydrate Ridge (site 1249). The simulation study of Konno et al. [142] confirmed the

advantage of employing depressurization as a gas production method with the

hydrate sample in sandy turbidite sediments at the Eastern Nankai Trough. Their

numerical analysis was proven to be effective in analyzing the dissociation behav-

ior of hydrate-bearing cores obtained at natural hydrate reservoirs; and it enabled

evaluation of gas productivity in those reservoirs. The code presented by Klar and

Soga [60] was used for investigating the stability of a methane extraction well by

depressurizing the well. The simulation by Janicki et al. [13] considered two

scenarios: the depressurization of an area 1000 m in diameter and a one/two-well

scenario with CO2 injection. Realistic rates for injection and production were

estimated. Their study also discussed the limitations of these processes. The

production modeling conducted by Phale et al. [14] would help in deciding the

critical operating factors such as pressure and temperature conditions of the

injecting CO2-slurry, the injecting flow rate the slurry, and the concentration of

the slurry. The work of Rutqvist et al. [64] analyzed the geomechanical responses

during the depressurization production from two known hydrate-bearing permafrost

deposits: the Mallik (Northwest Territories, Canada) deposit and Mount Elbert

(Alaska, USA) deposit. The simulation results showed that general thermodynamic

and geomechanical responses for these two sites were similar.
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2.5.2 Suggestion on Practice Production by Model
Simulations

2.5.2.1 Recovery Schemes

For the conventional recovery schemes, depressurization received particular atten-

tion in the early stage of the development of simulation models for gas hydrate

dissociation in porous media. This is possibly attributed to the application of this

method in the Messoyakha field, USSR [45]. Special interest was repeatedly

expressed for a type of reservoir with a gas layer overlaid by a hydrate layer,

which was later classified as Class 1 accumulation. Numerous simulations proved

the feasibility and effectiveness of applying depressurization to this type of gas

hydrate reservoir [8, 84] and indicated that the hydrate layer have a large impact on

improving the productivity of the underlying gas reservoir [84]. For example, the

simulation results of Burshears et al. [15] inferred that massive hydrate can be

dissociated without external heat energy source, which would not be significantly

affected by the water from gas hydrate dissociation. In addition, gas produced by

hydrate dissociation contributed significantly to the total production [124], i.e.,

20% to 30% of the total gas production [6]. Also, the computer simulation by Bai

et al. [124] showed that overlying hydrate zone could evidently prolong the lifespan

of the gas reservoir. The study of Konno et al. [142] confirmed the advantage of

employing depressurization as a gas production method using the hydrate in sandy

turbidite sediments at the Eastern Nankai Trough. With depletion of reservoir

energy, methods such as thermal stimulation and inhibitor injection were suggested

to replace depressurization (Bai et al. [80, 81]). For example, the simulation of

Yang et al. [211] suggested to use the depressurization method in the initial stage

and the thermal stimulation method in the later stage. On the contrary, the simula-

tion of Masuda et al. [119] indicated that the production schemes of depressuriza-

tion and heating well were not effective to economically obtain feasible gas

production rates.

Computer models also provided important insights into other recovery methods.

For example, for thermal stimulation, an energy efficiency value about 9% was

found in the study of Selim and Sloam [44], which appeared encouraging for natural

gas production from hydrates. The thermal stimulation using constant temperature

at the reservoir with a single well was found to have a limited effect on gas

production compared to gas production due to depressurization [118]. Within

various techniques of thermal stimulation, hot water injection was proven to be

able to remarkably improve gas productivity and a maximum production rate of

860 m3/day was obtained per unit length of well [119]. And the energy balance for

this scheme was proven to be high enough to be a promising gas recovery method.

Bai and Li [212] demonstrated that, under certain conditions, the combination of

warm water flooding and depressurization has the advantage of longer stable period

of high gas rate than single production method. The theoretical analysis presented

by Kamath and Godbole [39] indicated that there was good potential in the brine
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injection technique for thermally efficient production of gas from hydrate reservoirs

if the hydrates exist in a pure state and the economics is favorable. From the results

of numerical studies, Sung et al. [100] noticed that the effect of methanol injection

only appeared near the well, rather than whole reservoir, possibly due to the

extremely low permeability of hydrate reservoirs before dissociation occurred.

From their parametric study, methanol content was identified as the most sensitive

parameter in a sense of the time that a well block to be completely dissociated.

Phirani and Mohanty [113] used computer model to study the gas hydrate produc-

tion from CO2 injection. It was found that to dissociate methane hydrate by CO2

injection, the CO2 mole fraction needs to be kept very high in the fluid phase or to

be operated at a relative lower pressure. The results obtained by Phale et al. [14]

indicated that the injection of CO2-microemulsion produced considerably larger

amount of methane than warm water injection alone.

2.5.2.2 Critical Factors in Recovery

The recovery process is influenced by various factors ranging from material prop-

erties, environmental conditions to operating factors. Results obtained by Bayles

et al. [5] indicated that increasing the hydrate-filled porosity or increasing the zone

thickness contributed to better gas production and energy efficiency ratios for steam

stimulation. And deeper reservoirs appeared to yield more favorable gas production

and energy efficiency ratios, a result that was dependent on the natural geothermal

gradient. Also for steam and hot water stimulation, the parametric study conducted

by Selim and Sloan [44] showed that the dissociation rate was a strong function of

the thermal properties of the system and the porosity of the porous medium for

thermal stimulation. Pawar and Zyvoloski [75] reported that the gas production

predictions were sensitive to operational parameters such as injection temperature,

injection rate, and pumping well pressure. For depressurization, it was observed

that numerical grid size has a significant impact on simulation results. Admadi

et al. [7, 167] and Esmaeilzadeh et al. [33] showed that the gas production rate was a

sensitive function of well pressure. The simulation results from the study of Ruan

et al. [116] showed that the depressurizing range has a significant influence on the

final gas production the in the depressurization process. In contrast, the

depressurizing rate only affects the production lifetime. A greater amount of

cumulative gas can be produced with a larger depressurization range or a lower

depressurizing rate for a certain depressurizing range. For CO2 sequestration, the

simulation results of White et al. [37] inferred that low injection pressures can be

used to reduce secondary hydrate formation, and that direct contact of injected CO2

with the methane hydrate in the formation was limited due to bypass through the

higher permeability gas zone. The simulation of Phale et al. [14] indicated that a

higher hydraulic conductivity resulted in much faster methane production for CO2-

slurry injection. This lent supports to the use of fracturing the formation to improve

injectivity. It was also concluded that moderate concentrations and higher temper-

atures might help in optimizing methane recovery. However, in general, Sun and
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Mohanty [22] found that an increase in initial temperature, an introduction of salt

component into system, a decrease in outlet pressure, or an increase in boundary

heat transfer coefficient can lead to faster hydrate dissociation. Nazridoust and

Ahmadi [21] illustrated that the rate of hydrate dissociation in a core was a sensitive

function of the surrounding environment temperature, outlet pressure condition,

and permeability. But in the study of Sun et al. [12], gas production was not very

sensitive to the temperature boundary conditions of the well. It was also found that

an increase in the reservoir and well pressures and a decrease in the permeability

suppressed the formation of an extended hydrate dissociation region [79].

Several factors relevant to chemical models have been identified to be able to

affect simulation results. The simulation conducted by Li et al. [210] reported that

higher permeability led to a lower initial saturation, a lower production pressure, a

higher production rate, and a faster moving dissociation front. Liu et al. [118] also

concluded that the speed of the moving front and the gas production rate were

strong functions of the well pressure and the absolute permeability of porous media.

In addition, their simulations showed that the assumption of stationary water phase

underpredicted gas production and overpredicted the speed of the moving front.

The combustion of methane yielded 44% less CO2 than coal, per unit energy

release, and 29% less CO2 than oil. Similarly, Kwon et al. [62] demonstrated the

speed of the moving front and the gas production rate were strong functions of the

well pressure and the absolute permeability of the porous media. Gamwo and Liu

[151] found that the hydrate dissociation patterns differed significantly when the

thermal boundary condition was shifted from adiabatic to constant temperature. In

their study, the surface area factor was found to have an important effect on the rate

of hydrate dissociation for the kinetic model. The deviation between the kinetic and

equilibrium models was found to increase with a decreasing surface area.

Various factors critical to geomechanical responses have also been identified.

Results obtained by Ng et al. [126] showed that heat flows from the clay layer to the

sand layer led to a faster hydrate dissociation rate in the hydrate region near the

clay–sand boundary than that at the center of the hydrate-sand layer, which

influenced the stress distribution around the wellbore. As the soil relaxed toward

the wellbore, arching effect in the vertical plane can be seen in the sand layer in

addition to the usual increase in the circumferential stress. This was due to the force

transferred from the casing to the clay layer, which deformed greater than the sand

layer during depressurization. The modeling results of Chin et al. [206] predicted

the possible range of peak surface subsidence and the maximum downward dis-

placement within the modeled formations. Li et al. [63] showed that mechanical

properties of the formation became worse sharply with the thermal decomposition

of hydrates, which easily resulted in the instability of the formation. It was

demonstrated by Tsimpanogiannis and Lichtner [171] that, at low permeabilities

of oceanic sediments, extremely high dissociation pressures developed at the

hydrate dissociation front and would result in fracturing of the hydrate-sediments

and led to break down of the model. In the study of Rutqvist et al. [64], depressur-

ization resulted in an increasing shear stress within the body of the receding hydrate

and caused a vertical compaction of the reservoir. The increasing shear stress might
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lead to shear failures in the hydrate-free zone bounded by the hydrate layer

overburden and the downward-receding upper dissociation interface. The Poisson’s
ratio of the hydrate-bearing formation was a particularly important parameter that

determined whether the evolution of the reservoir stresses will increase or decrease

the likelihood of shear failure. Kim et al. [59] demonstrated that noticeable differ-

ences between one- and two-way couplings for several cases.

2.5.2.3 Governing Mechanisms for Hydrate Dissociation

The computer modeling also provided insights into the governing mechanisms of

gas hydrate dissociation. There have been debates over questions such as if gas

hydrate dissociation is localized or globalized or if the process is thermal conduc-

tion controlled, convection controlled, or diffusion controlled. Yang et al. [211]

found that gas hydrate dissociation occurred throughout the hydrate zone, which

was controlled by both mass transfer and heat transfer throughout the stages. But

the sharp-interface was hardly found during the hydrate dissociation. And the ice

arisen from hydrate dissociation slowed the hydrate dissociation rate below the ice

point, which would affect gas production rate. The simulations and experiments of

Tonnet and Herri [101] demonstrated that the dissociation limiting step switched

from thermal transfer to mass transfer depending on the initial permeability and

conductivity of the porous medium. In the study of Hong et al. [8], the analytical

solutions for the rates of decomposition in a semi-infinite zone controlled by

separate mechanisms were obtained by ignoring the other two mechanisms. For

the case studied, the effect of two-phase flow was shown to be significantly smaller

than heat transfer and intrinsic kinetics of hydrate decomposition. In the study of

Sun et al. [12], the results showed that laboratory-scale experiments were often

dissociation-controlled, but the field-scale processes were typically flow-controlled.

Vasil’ev et al. [79] reported that for high-permeability rocks the convective heat

transfer in the near-well space of the reservoir predominated over the conductive

transfer. This indicated that the use of intra-well heaters was ineffective. Admadi

et al. [7, 167] and Esmaeilzadeh et al. [33] showed that both heat conduction and

convection in the hydrate zone were important during gas recovery from gas

hydrates by depressurization method. Moreover, the study of Tonnet and Herri

[101] established criteria for distinguishing dissociation governed by heat transfer

and that governed by mass transfer. For high permeability sediments, the heat

conductivity of the sediment was identified as a key parameter that controlled the

dissociation kinetics; for low permeability sediment (<5e�12 m2), the dissociation

kinetics became dependent on the parameters that influence mass transfer, i.e., the

initial hydrate saturation and the absolute permeability of the sediment.
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2.5.3 Research Trends and Future Needs

2.5.3.1 Physical Fields

Shown in Fig. 2.4 is a summary on the development of simulation models with

respect to physical field over the last three decades. It is seen that the importance of

mass transfer has been more and more emphasized. This explains the fact that there

were few efforts for TC modeling, while THC models achieved a sustained growth

in numbers. On the other hand, THMC models which emerged just a few years ago

have been increasing dramatically. It is thus estimated that, with the maturity of

THC models representing by those state-of-the-art simulators, more and more

attention will be directed to the incorporation of the momentum balance module,

ranging from geotechnical responses to fluid momentum.

2.5.3.2 Phases and Components

Trends in the development of simulation models regarding the number of phases are

summarized in Fig. 2.5, from which a few trends can be clearly observed. It is seen

that the development of two-phase models, which dominate in the current models,

is slowing down in recent years. The possible reason is that two phase models have

became mature and possessed the ability to deal with the problems that they are

designed for. On the other hand, the amount of models designed for more than two

phases and those complicated behaviors between phases are increasing rapidly.

This trend may imply that, with the settlement of simple issues with single phase or

two phase models, the demand for more complicated multiphase multicomponent

simulation models for gas hydrate dissociation is increasing. The increase in

computer capacity also helps to promote and to support the births of these more

powerful simulators.

2.5.3.3 Equilibrium Versus Kinetic Models

As discussed in Sect. 2.3, there are still some disputes over the difference between

equilibrium and kinetic models. Figure 2.6 summarizes a quantitative evaluation of

the numbers of different types of models developed at different times. As can be

seen, equilibrium models received major attention in the early stage. This is

possibly due to that chemical kinetics for dissociation reactions was not well

known at that time. Equilibrium models are attractive because they are able to

yield qualitatively reasonable results with limited computational resources. How-

ever, after 2000, the number of kinetic models started to increase in a greater and

more stable rate. At the same time, the idea to include both chemical methods

(or modules) into one simulator has also attracted considerable attention.
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2.5.3.4 Environmental Effects

The detrimental effects of the naturally gas hydrate dissociation and the gas

recovery from gas hydrates have been debated. As commented by Beauchamp

[58], many researchers believed that, if released in the environment, the methane

from hydrates would be a significant hazard to marine ecosystems, coastal

populations and infrastructures, or worse, would dangerously contribute to global

warming. But evidence indicated that the greatest threat to gas hydrate stability in

oceanic settings does not come from minor environmental fluctuations, but rather

from the buildup of free gas beneath the gas hydrate stability zone, which leads to

overpressurizing and catastrophic release of gas through pockmarks expulsion,

Fig. 2.4 Development of models with respect to physical fields

Fig. 2.5 Development of models with respect to phases in H
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volcanoes, or surface seepage [213]. A truth conflicting with the assumed threats of

released gas during gas recovery processes is that methane has to bypass normal

fermentation processes to be a warming agent and thus needs to be released very

quickly and massively. However, that type of releasing process is impossible within

a conventional recovery process. Therefore, while more and more research has been

launched due to the possible detrimental effects of gas hydrate dissociation, atten-

tion may also be needed to identify solid evidence to support the original judgment.

2.6 Conclusion

Understanding and modeling the gas hydrate dissociation (formation) process have

been stimulating a tremendous amount of research due to the potential role of gas

hydrates as a major energy resource in the future. Various computational simulation

models have been developed over the past three decades. But a systematical

organization of the rich collection of the literature is currently lacking. Such an

effort, however, will help researchers to build a broad picture on the research in this

area. This chapter conducts an integrative review on the topic of computer simu-

lations of gas hydrate simulation with emphasis on the theoretical basis for the

simulation models. A unified framework is developed to classify and integrate

the existing models. The intention is to provide not only an overview but also the

specific angles for understanding the literature. The major mechanisms involved

in the process are illustrated and explained on the level of governing equation. The

discrepancies among models are demonstrated and discussed with reference to

the governing equation system. To facilitate implementation, the auxiliary relation-

ships, which are intended to describe material properties of gas hydrates, are

Fig. 2.6 Development of models with respect to chemical model
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discussed according to their categories. The auxiliary relationships used by existing

models together with other possible useful information are summarized and com-

pared. Finally, discussions are made based on the results obtained by existing

models as well as other solid data. Specific trends are revealed and beneficial

conclusions are reached to provide reference for future research.
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Chapter 3

Discrete Element Modeling of the Role
of In Situ Stress on the Interactions
Between Hydraulic and Natural Fractures

Riccardo Rorato, Frédéric-Victor Donzé, Alexandra Tsopela,
Hamid Pourpak, and Atef Onaisi

Abstract The interaction between HF (hydrofractures) and NF (natural fractures)

is a complex-coupled process which involves several physical parameters. Despite

numerous previous works, the respective role of in situ stress, natural fracture

properties, and orientations is still difficult to assess. In this chapter, a fully

hydromechanical coupled numerical model has been used to simulate different

three-dimensional configurations. These configurations provide insight into how a

natural fracture is mechanically or hydraulically activated depending on well-

defined parameters. It has been shown that the natural fracture can be either

activated hydraulically without any shear displacement or mechanically activated

while not loaded hydraulically. These configurations are controlled at a first-order

level by the combination of the in situ differential stress state and the natural

fracture orientation.

3.1 Introduction

Hydraulic fracturing is routinely performed on oil and gas wells in

low-permeability layers. During the process of hydraulic fracturing, the pumping

rate is maintained at a higher rate than the fluid leak-off rate (loss of fluid inside the

formation), and the activated fracture network will continue to propagate and grow

in the formation. Special fracturing fluids are pumped at high pressure into the low

permeability reservoir to be operated, causing fractures to open [1]. Ideally, the tips

of the hydraulic fractures extend away from the well bore according to the regional

stresses within the formation. However, the presence of natural fractures can

strongly affect the fluid flow pathway [2]. Depending on their orientation, degree
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of connectivity, and level of aperture [3], the fluid can propagate in an

uncontrolled way.

Besides the potential presence of these heterogeneities in the rock mass and as

the treatment fluid propagates, proppant, such as sands of a particular size, is mixed

and pumped together with it, to keep the fractures open after the injection is

completed. The objective is to create high-conductivity channels within a large

area of formation. The fractured zone needs to be adequately designed to ease the

propagation of the proppant [4], i.e., with a low radius of curvature of

hydrofractures or a stress stability of reactivated natural fractures for example [5].

Today the cost related to hydraulic fracturing requires that the operator knows

how the formation will respond to a stimulation process, and whether its design—

the selection of pump rates, fluid properties, pumping schedule, and fracture

propagation model—will create the intended fracture network. Therefore, it is

necessary to understand how fractures propagate not only in the intact rock matrix

but also how they interact hydromechanically with the existing fractures: this will

provide an assessment of the possible stimulated volume before the real

operation [6].

Design of hydraulic fracturing operations involves fluid and solid mechanics,

fluid flow in fracture and diffusion processes (fluid and thermal), as well as fracture

propagation. All responses are coupled: the process of hydraulic fracturing lies at

the interface of fluid mechanics and rock mechanics [7]. Numerical simulations of

the hydraulic fracturing process are now crucial to understand its high degree of

complexity.

In this chapter, a fully hydromechanical coupled numerical model is used to

study the interaction between hydraulic and natural fractures for a given in-situ

stress state in a low permeability rock environment. This approach has the advan-

tage of providing accurate results [8–10]; however the calculation time can be very

long and optimization needs to be performed. Based on the discrete element

method, case studies have been performed with 3DEC 5.0 (a software developed

by ITASCA Consulting Group Inc.). The results of the simulations of idealistic

cases were first compared to an analytical solution of fracture mechanics (Perkins-

Kern-Nordgren model: [11, 12]) to show the ability of the model to reproduce

analytical solutions. Then, the interaction between hydraulic and natural fractures is

presented. A parametric study has been carried out to identify the key parameters

controlling the interaction between hydraulic and natural fractures in the presence

of different in situ stress fields.

3.2 Discrete Element Method

In numerical modeling of engineering problems, some problems can be represented

by an adequate model using a finite number of well-defined components. The

behavior of such components is either well known, or can be independently treated

mathematically. The global behavior of the system can be determined through
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well-defined inter-relations between the individual components (elements). Such

problems are termed discrete and the discrete representation and solution of such

system by numerical methods are usually straightforward. For geomechanical

problems, discontinuous methods are mostly the discrete element method (DEM)

[13, 14] or the discrete deformation analysis (DDA) [15].

The key concept of the DEM is that the domain of interest is treated as an

assemblage of rigid or deformable tetrahedral blocks (3DEC, [16], for example), or

spherical elements (YADE for example, [17, 18]). Bodies and the contacts among

them need to be identified and continuously updated during the entire deformation/

motion process, and represented by proper constitutive models.

3DEC is a three-dimensional numerical software based on distinct element

method based on discontinuum modeling. The response of discontinuous media

(such as a jointed rock mass) subjected to either static or dynamic loadings can be

simulated with this type of numerical approach. The discontinuous medium is

represented by a set of discrete blocks. The discontinuities are represented by

boundary conditions between blocks and large displacements along discontinuities

and rotations of blocks are allowed. Individual blocks behave as either rigid or

deformable material. In this study, deformable blocks are subdivided into a mesh to

be used as finite difference elements, and each element can respond according to a

prescribed linear stress–strain law. The relative motion of the discontinuities is also

governed by linear force-displacement relations for movement in both the normal

and shear directions.

Regarding hydraulic fracturing, an essential role is represented by persistent

joints or finite size fractures, features which are explicitly represented in 3DEC.

Different representations of joint material behavior can be set up and the basic

model is the Coulomb slip criterion, which assigns an elastic stiffness, friction

angle, cohesive and tensile strengths, and dilation characteristics to a joint has also

been used in this study.

3.3 Representing Discrete Fracture

In 3DEC, the fractures have a specific definition. They are circular and of finite

extent. Moreover, they correspond to a subdomain of a joint where different joint

hydromechanical properties are assigned. This concept is illustrated in Fig. 3.1.

Realistic values of the rock’s cohesion and tension strength can be assigned to

the joint material relative to the zone outside the circular fractures, since it repre-

sents the intact rock matrix joints, considered as fictitious joint. Lower (or zero)

values of cohesion and tensile strength can be given to the joint material related to

the actual circular fracture in order to simulate an opened purely frictional fracture.

A limitation of this formulation is that the rock mass is discretized into many

impermeable blocks. Blocks represent intact and deformable rock material, while

interfaces represent pre-existing natural fractures. Fluid flow is simulated in a

network along the interfaces, which acts as flow planes.
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The mechanical response of a fracture network stimulated by a fluid injection, as

well as the interaction of a created hydraulic fracture with the existing natural

fractures, can be modeled explicitly within these limitations. Moreover, in 3DEC,

cracks can only propagate along the pre-existing fracture plane, which means that

for example wing or twisted cracks due to mode II and III, respectively, cannot

propagate in the intact part of the medium. However, such numerical tool can be

valuable since it can simulate at high degree of complexity the hydromechanical

response in a fully coupled way, as shown in the next sections.

3.4 Hydromechanical Coupling

Before the fluid injection is carried out, it is necessary to reach the initial equilib-

rium of the model, since it is unbalanced by the initial kinematic and static

boundary conditions. To solve this initial state, the mechanical mode is activated,

the flow is turned off and the fluid bulk modulus is set to zero. These steps ensure

that the stress solution is obtained without changing the fluid pressure. After

equilibrium is obtained, the mechanical mode is turned off, flow is turned on and

fluid bulk modulus is set back to its real value. The calculation is then stepped to

equilibrium again to obtain the initial steady-state pressure. During initialization,

the goal is to obtain the equilibrium state and the initial steady-state pressure within

the model.

Hydraulic fracturing is a complex process, since it involves several different

mechanisms. For example, injecting a viscous fluid into a fractured rock causes

elastic deformation, in particular dilatation of existing fractures affecting their

hydraulic properties and generally leading to an increase of the effective perme-

ability of the rock, thus influencing the initial fluid flow. To run a hydro-mechanical

solution, both mechanical and flow mode must be on. Internally, 3DEC runs a series

of mechanical steps followed by a series of fluid steps. The number of mechanical

steps per each fluid step and vice versa can be chosen. The time associated with

Fig. 3.1 Illustration of how sub-contacts on a joint plane can be assigned different properties

inside (black) and outside (gray) of a circular fracture
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mechanical deformation is significantly less than that associated with fluid flow. In

fact, the assumption of the coupled hydromechanical model in 3DEC is that it is

quasi-static. Both flow and mechanical mode are explicitly integrated in time, only

flow time is associated to the physical time.

In fully-coupled approaches, the number of mechanical step for each fluid step, it

is automatically done by 3DEC. The determination of the number of hydraulic

cycles is the maximum unbalanced force. For each injection process, the mechan-

ical calculation is carried out right after the hydraulic loading and the corresponding

unbalanced force is compared to a fixed value of maximum unbalanced force. If the

unbalanced force is higher than this value, then the number of hydraulic cycles

remains low (around 10, for the physical properties values assigned in the present

model); on the other hand, if it is below the maximum unbalanced force decided by

the user, the number of hydraulic cycles can increase up to 100, since the unbal-

anced force values remain low.

In this chapter, a validation of the 3DEC simulations is proposed. In particular,

the solution of an analytical method for hydraulic fracture mechanics [12] is

compared to the results of the simulation.

3.5 PKN Model Simulation

The longitudinal propagation of a vertical fracture, which is consistent with the

geometrical assumption of the PKN model (all vertical sections can be thought as

planes having null orthogonal strains) can be simulated in a straightforward way.

Remind that the PKN model is applicable only to fully confined fractures; it

converts a three-dimensional problem into a two-dimensional one, under the

hypothesis of plane strain conditions. A plane strain deformation is one in which

planes that were parallel before the deformation remains parallel afterward. This is

generally a good assumption for fractures in which one dimension is much greater

than the other. Perkins and Kern assumed that the pressure at any section is

dominated by the height of the section. This is true if the length is much greater

than the height.

In the PKN model, fracture mechanics and the effect of the fracture tip are not

considered; they focused on the effect of fluid flow in the fracture and the

corresponding pressure gradient.

The 3DEC model is represented by an elastic deformable block containing a

vertical plane (which will “host” the fracture, represented in yellow in Fig. 3.2)

delimitated by two joints (in red) characterized by very large (fictitious values)

cohesion and tensile resistance, in order to force the fracture to propagate along the

pre-defined direction. Moreover, these joints represent the strong contrast border

between the pay layer and the neighboring formation, assumption which makes

appropriate the comparison with PKN model. The size of the block is

80 m� 40 m� 20 m and the fracture height is 12 m. It is indeed necessary to

guarantee a large ratio between the fracture length and height but also to optimize
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the quality of the results: this shape allows using a fine mesh saving calculation time

remaining inside the domain of applicability of the PKN model.

The boundary conditions which are applied are both, mechanical and hydraulic.

The block is compressed by a lithostatic stress state. Moreover, the edges of the

block cannot move. Regarding the hydraulic boundary conditions, the fluid is

injected at the specified range along the vertical edge of the fracture surface as

indicated in Fig. 3.2. The injection is performed imposing a flow rate in order to

ease the comparison with the analytical results of the PKN model. The fluid will

propagate along the yellow joint, because of the large resistance of the contrast

joints.

All the parameters concerning rock, joints, and injection are listed in Table 3.1.

After 236 s of injection, the fracture propagates up to 75 m, close to the end of

the model. This length is considered sufficient to satisfy the assumption of large

ratio between the fracture length (75 m) and height (12 m), in order to assure the

plane-strain deformation in the vertical cross section. The contours of the fracture

aperture and pressure are shown in Fig. 3.3.

The results of the PKN analytical solution, making use of Eq. 3.1, are compared

to the results of the 3DEC simulation, in terms of fracture aperture (Fig. 3.4):

w xð Þ ¼ 3
μQ 1� ν2ð Þ L� xð Þ

E

� �1
4

ð3:1Þ

The match presents an error less than 1% along the first 20 m of the fracture, near

the injection point. Then, the gap increases towards the fracture tip. A possible

reason for this discrepancy could be that in 3DEC a minimum residual aperture

needs to be defined, in order to prevent instability of the model.

Fig. 3.2 3DEC model for

PKN problem
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Table 3.1 List of all the parameters used in 3DEC PKN problem simulation

Size of the block (L� l�H) 80 m� 40 m� 20 m

Boundary conditions Zero velocity imposed on the edges

Lithostatic stress imposed:

• SH¼ 1 MPa

• Sh¼ 0.5 MPa

• SV¼ 1 MPa

Parameters of the block Density: ρ¼ 2600 kg/m3

Bulk modulus: K¼ 5.59� 109 Pa

Young modulus: E¼ 10 GPa

Poisson ratio: v¼ 0.2

Parameters of the contrast joints (red) Normal stiffness: Kn¼ 1� 1010 Pa/m

Shear stiffness: Ks¼ 1� 1010 Pa/m

Cohesion: c¼ 1� 1030 Pa

Friction angle: φ ¼ 30�

Tensile strength: jtens¼ 1� 1030 Pa

Initial aperture: a0¼ 0.5� 10�4 m

Residual aperture: ares¼ 0.5� 10�4 m

Maximum aperture: amax¼ 1� 10�2 m

Parameters of the fracture joint (yellow) Normal stiffness: Kn¼ 1� 1010 Pa/m

Shear stiffness: Ks¼ 1� 1010 Pa/m

Cohesion: c¼ 1� 105 Pa

Friction angle: φ ¼ 30�

Tensile strength: jtens¼ 1� 105 Pa

Initial aperture: a0¼ 1� 10�4 m

Residual aperture: ares¼ 1� 10�4 m

Maximum aperture: amax¼ 1� 10�2 m

Fluid parameters Bulk modulus: K¼ 2� 108 Pa

Density: ρ¼ 1000 kg/m3

Viscosity: μ¼ 1 cP

Injection Flow rate: Q¼ 0.002 m3/s

Injection time¼ 236 s

Fig. 3.3 Left: Hydraulic fracture aperture contour (m). Right: Fluid pressure contour inside the

hydraulic fracture (Pa)
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Regarding the pore pressure:

p ¼ 16μQE3

1� υ2ð Þ3πH4
L

" #1=4

ð3:2Þ

The PKN model gives a constant value for the pore pressure and it is one of the

strong hypotheses of the analytical solution. On the other hand, 3DEC provides a

decreasing tendency from the injection point to the fracture tip, due to the transient

regime for a viscous flow regime (Fig. 3.5). Therefore the trend is different but it is

interesting to point out that the two lines intersect near the half-length of the

fracture. Another possible comparison is the evolution in time of the crack aperture

at the injection boundary (Fig. 3.6). The match is also good, except for the first

seconds of injection; this is due to the strong unbalancing of the 3DEC simulation,

since it did not have time enough to converge to the right solution. But after 30 s of
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Fig. 3.4 Fracture aperture comparison between the PKN analytical solution and 3DEC simulation
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Fig. 3.5 Fracture pressure comparison between the PKN analytical solution and 3DEC simulation
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injection the difference between the two models is lower than 5%, and after the first

minute it oscillates around the zero.

Concerning the predicted fracture length proposed by Nordgren:

L tð Þ ¼ 0:68
EQ3

μ 1� ν2ð Þhf 4
" #1

5

t4=5 ¼ 71:1m ð3:3Þ

After 236 s of injection, the fracture length, 71.1 m, is very close to the length

obtained in 3DEC, 75 m, with a difference of 5%.

All these results are referred to the case of viscous dominated regime. Thus, it is

interesting to find the threshold between the viscous and the toughness dominated

regime, since the mechanism of propagation is very different (see [19] for exam-

ple). In the following simulation, all the parameters are exactly the same except the

rock tensile strength, which is increased from 0.1 MPa to 10 MPa, i.e., two orders of

magnitude. Therefore, the fracture toughness defined by

KIC ¼ T � ffiffiffiffiffiffiffiffiffiffiffi
π � acp ð3:4Þ

where KIC is the fracture toughness, T is the rock tensile strength, and ac is the

length scale (e.g., flaws or grain scale) characteristic of the rock under consideration

is increased with a no more negligible value.

The result of the simulation in terms of fracture aperture and pressure is shown in

Fig. 3.7.

At 236 s of injection, the fracture geometry is completely different from the

previous viscous dominated regime case. In particular, the fracture aperture

(2.58 mm at the injection zone) and pressure (1.59 MPa) are increased while the

length is decreased from 75 m to 25 m, as expected. Moreover, in contrast to

the previous case, the pressure is constant for all the fracture length. This is due
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to the fact that, since the toughness is large, the fracture propagation velocity is

slow and thus the pressure has no need to decrease towards the fracture tip.

3DEC is a very useful tool in this setting, since it provides results for which the

analytical solutions merely define the behavior, without giving any values.

3.6 Hydraulic (HF) and Natural (NF) Fracture Interaction

Micro-seismic measurements have shown that complex fracture networks are

created during fracture treatment. It has been observed in fracture core-through

experiments that the interaction between hydraulic fracture (HF) and the

pre-existing natural fracture (NF) in shales could be involved in the formation of

this complex fracture network [20]. In an early frac-treatment of vertical wells in

Barnett shale, the frac-fluid often unexpectedly connected to several adjacent

vertical wells and brought down the well production [21]. This field experience

has provided supporting evidence on the creation of a complex fracture network by

hydraulic fracturing. In analyzing field cases in Barnett shale, [22] have shown that

the predicted fracture length from a planar fracture model analysis far exceeds the

fracture length indicated by the microseismic data. A larger fluid volume can be

stored in a fracture network for a shorter network length. This fact points to the

existence of a network of hydraulically induced fractures.

Different models for simulating the propagation of a fracture network have been

developed ([23, 24] for examples). The creation and activation of a fracture network

is a complex phenomenon that includes the interaction between HF and NF. It is

however important to capture the key elements so that the model represents the

realistic process. A hydraulic fracture may cross a natural fracture without change

of direction, or it may be arrested and branch off along the NF depending upon the

Fig. 3.7 Fracture aperture (m) on the left and pressure (Pa) on the right in toughness-dominated

regime (same injection time)
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property of the NF and the difference between the minimum horizontal stress and

closure stress acting on the fracture. According to Ching [20], there are several

possibilities: when the fracture tip reaches the interface, the NF is already under the

influence of the stress field generated by the HF. At this point, the fluid has not

penetrated into the NF. There are different possible outcomes from this interaction:

one is that the NF slips under shear stress and the HF is arrested, and others are a

direct crossing, or a crossing with an offset. The current version of 3DEC is not able

to represent this latter possibility, since an additional joint should be defined a

priori. The HF-NF crossing behavior depends on in situ stress, rock and NF

properties, frac-fluid property and its injection rate. Nowadays, extensive theoret-

ical and experimental studies are still carried out for developing a rule governing

the HF-NF interaction ([25–28] for examples) but the hypotheses of the models are

often strong and therefore new fully HM-coupled simulations are still useful to

understand the interaction process.

In the following, some simulations are carried out in order to study the effect of

different stress fields in the HF-NF interaction. An initial model, called “reference,”

is compared to others in which the in situ stresses and natural fracture orientation

change.

3.7 Parametric Study: Reference Model

The initial model is represented by a parallelepiped containing a natural fracture

and a joint along which the hydraulic load will be performed; both fractures are

vertical in order to respect the stress field. A finer mesh is generated along the

planes in order to increase the quality of the output.

A linear injection is carried out along the vertical joint and the simulation is

stopped after one second of injection, since it has reached the equilibrium. Then,

several parameters could be monitored in order to evaluate the cross tendency.

The fluid injection is simulated imposing the pore pressure, instead of flow rate,

since it is easier to keep the control on the simulation process and make compar-

isons with the rock strength parameters. The 3DEC model is represented in Fig. 3.8

and the parameters which have been used for the initial model are listed in

Table 3.2.

The contour of the fracture aperture obtained in the 3DEC simulation is

represented in Fig. 3.9.

The aperture contours respectively along the HF and NF plane are given in the

top-left and top-right of Fig. 3.10, as the bottom-left image shows the contour of the

pore pressure along both the fractures.

The bottom-right plot of Fig. 3.10 represents the evolution in time of the amount

of water stored in four different flow knots: on the HF plane just before the NF (pink

curve), on the HF plane just after the NF (blue curve) and on both sides of the NF, in

two points very close to the intersection with the HF (yellow and red curves).
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Fig. 3.8 3DEC initial reference model

Table 3.2 Parameters used in the reference case simulation

Size of the block (L� l�H) 10 m� 10 m� 20 m

Boundary conditions Zero velocity imposed on the edges

Lithostatic stress imposed:

• SH¼ Sx¼ 20 MPa

• Sh¼ Sy¼ 20 MPa

• SV¼ Sz¼ 20 Mpa

• Pore pressure¼ 20 Mpa

Parameters of the rock matrix Density: ρ¼ 2500 kg/m3

Bulk modulus: K¼ 5.56� 109 Pa

Shear modulus: G¼ 4.17� 109 Pa

Young modulus: E¼ 10 GPa

Poisson ratio: v¼ 0.2

Parameters of the joints submitted

to hydraulic load (parameters

of intact rock matrix)

Normal stiffness: Kn¼ 1� 1011 Pa/m

Shear stiffness: Ks¼ 1� 1011 Pa/m

Cohesion: c¼ 1� 106 Pa

Friction angle: φ¼ 30�

Tensile strength: jtens¼ 1� 106 Pa

Initial aperture: a0¼ 1� 10�4 m

Residual aperture: ares¼ 1� 10�5 m

Maximum aperture: amax¼ 1� 10�3 m

Parameters of the natural fracture Normal stiffness: Kn¼ 1� 1011 Pa/m

Shear stiffness: Ks¼ 1� 1011 Pa/m

Cohesion: c¼ 1� 106 Pa

Friction angle: φ¼ 30�

Tensile strength: jtens¼ 1� 106 Pa

Initial aperture: a0¼ 1� 10�4 m

Residual aperture: ares¼ 1� 10�5 m

Maximum aperture: amax¼ 1� 10�3 m

Fluid parameters Bulk modulus: K¼ 2� 108 Pa

Density: ρ¼ 1000 kg/m3

Viscosity: μ¼ 1 cP

Injection Linear injection: pp¼ 22 MPa

Injection time¼ 1 s
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As seen from the contours, the hydraulic fracture has propagated crossing the NF

but also opening it, in particular in Mode I (tensile failure).

The pore pressure has been able to overcome the normal stress acting on the NF

as well as the rock tensile strength.

The four curves show that after 0.2 s of injection the first flow knot on the HF

plane (pink curve) starts storing water (the fracture is propagating), then the first

tendency is to cross the NF, since the blue curve starts to increase its value. After

0.5 s of injection the water starts entering in the NF, causing its aperture and even

more fluid flow through it; therefore the water volume in the HF knots starts to

decrease. The opening process along the NF is perfectly symmetric, since the fluid

has not any preferential direction in which propagate.

3.7.1 Anisotropic Stress Field

In the presence of an anisotropic stress field: the maximum stress is the vertical one,

SV¼ Sz, and the minimum is the horizontal one perpendicular to the HF plane,

Sh¼ Sy (Table 3.3). This scheme is consistent with fracture propagation conditions,

since the fractures are vertical and parallel to the maximum principal stress and the

HF propagates in the direction of the maximum horizontal stresses. On the other

Fig. 3.9 Fracture aperture (m) contour after the fluid injection: The black dots represent the knots
which have failed in tension because of water pressure
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hand, the NF tends to remain closed since it is perpendicular to the maximum

horizontal stress.

The results of the simulation are represented in Fig. 3.11. As shown in the

aperture contours (Fig. 3.11a, b), the fluid pressure is not able to overcome the

Fig. 3.10 Aperture contours [m] at top left: (a) HF and right NF (b), pore pressure (Pa) contour at
bottom left, (c) and fluid volume (m3) stored in four flow knots at bottom right (d)

Table 3.3 Differences from

“reference model”
Stress field • SH¼ Sx¼ 20.5 MPa

• Sh¼ Sy¼ 20 MPa

• SV¼ Sz¼ 22 MPa

Pore pressure: pp¼ 20 MPa
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compression stress acting on the NF, which stays closed because the natural

fracture has not failed in tension. The flow knots positioned on the NF do

not store any amount of water; thus the yellow and red curves remain null

(Fig. 3.11d).

Fig. 3.11 Aperture contours (m), HF at top left (a) and NF right (b), pore pressure (Pa) contour at
bottom left, (c) and fluid volume (m3) stored in four flow knots at bottom right (d)
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3.7.2 Effect of Different Orientation of the NF

The orientation of the NF plays an important role in the interaction process. Until

now, the NF has been considered perpendicular to the HF plane. The NF rotation is

presented in Fig. 3.12.

The inclination of the NF is given respecting the stress field: the NF is still

vertical; thus its normal line is always perpendicular to the maximum principal

stress. The maximum horizontal stress is not perpendicular to the NF anymore;

therefore it is easier to open it. Moreover, since the inclination of the NF is not

aligned to one of the principal stresses, it is subjected to shear stresses acting along

its plane. Note that now the NF is purely frictional with zero cohesion and tensile

strength values. Before the injection process, the stress state acting on the inclined

fracture is in accordance with the stress state predicted by the Mohr’s circle in terms

of normal and shear stresses, once the equilibrium is reached. The contours of the

compression and shear stresses on the NF are presented in Fig. 3.13.

The values of the effective stresses are, respectively, σ
0
n ¼ 375:00KPa and

τnm ¼ 216:51 KPa. These values can be obtained also making use of the Mohr’s
circles (represented in Fig. 3.14) and its equations (Eq. 3.5):

σn
0 ¼ σx

0 þ σy
0
2þ σx

0 � σy
0
2 cos 2αþ τxy � sin 2a ¼ �375:00

KPaτnm ¼ �αx
0 � σy

0
2s

in2αþ τxy � cos 2α ¼ 216:51KPa

ð3:5Þ

The values are identical; therefore the stress state is well computed by 3DEC and it

is now possible to carry on with the injection load for different NF angles.

The aperture contour in both HF and NF in function of the NF orientation, ϑ, is
presented in Fig. 3.15.

Fig. 3.12 3DEC model

with NF (green plane)
inclined
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Fig. 3.13 Joint normal and shear stresses contours of the HF (red plane) and NF (blue plane) in Pa

Fig. 3.14 Mohr’s circle representing the stress state used in 3DEC simulations
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When the NF inclination increases, the fluid flow tends even more to open the

natural fracture. One side of the NF is preferred than the other one since the aperture

on the HF plane due to water pressure, when the fracture is approaching to the NF

intersection, causes a modification of the compressive stress on the NF: greater in

one side and lower in the other one as shown in the example of Fig. 3.16. Therefore,

it is easier to open one side of the NF in Mode I and thus the fluid flow path is not

symmetric. Then, it is possible to plot a curve able to describe the tendency to open

the NF when its inclination changes, as in Fig. 3.17.

The abscissa is the NF inclination, ϑ. Theta equal to zero means the NF is

orthogonal to the HF. The y-axis is the normalized ratio between the amounts of

water stored in two different flow knots: the first one is on the HF plane just after the

intersection with the NF, and the second one is on the opened side of the NF very

close to the HF plane. In other words, the higher this ratio, the higher the tendency

of the injected fluid to open the NF. It is expressed in percentage: 100% means all

the fluid is lost into the NF.

Fig. 3.15 HF and NF aperture contours obtained making use of different NF orientation
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To summarize, an inclination of the natural fracture between 0� and 30� does not
lead to a significant change in the HF propagation process, which tends to cross the

NF intersection.

On the other hand, between 30� and 40�, there is the critical inclination which

induces a completely different tendency: the fluid starts opening the NF that

becomes part of the fracture network, rather than cross it.

When the natural fracture intersects the hydraulic one with an angle greater than

45�, it is possible to state that crossing does not occur. Therefore, all the injected

fluid is lost into the NF when this “threshold” is reached.

Fig. 3.16 Joint normal stress acting on the NF: The fracture is approaching (black dots are

cracked knots) and the below side of the NF has a higher compression stress
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Fig. 3.17 Trend of the tendency to open the NF in function of its orientation: over 45� the

tendency to open the NF goes to 100%

3 Discrete Element Modeling of the Role of In Situ Stress. . . 131



3.7.3 Effect of Different Orientation of a Dilatant NF
Combined with Higher Anisotropic Stress Field

In this configuration, the natural fracture has a dilatancy angle of 20� and it is 30�

inclined with respect to the HF (i.e., the maximum horizontal stress). Moreover, the

stress field is much more anisotropic: the anisotropy ratio is 1.5 (Table 3.4).

Due to the higher horizontal stress acting perpendicularly to the NF plane, it

becomes difficult to open it in Mode I (tensile failure): Water pressure is not high

enough to counterbalance the normal stress acting on the fracture. On the other

hand, because NF is inclined, there is pre-existing shear stress acting on the NF

plane, before the injection loading. Then, when injection is performed, the HF

opening induces additional shear stress on the NF, due to stress shadow effects,

favoring slipping. Therefore, if shear failure occurs, the NF fracture can open

because of dilatancy, as shown in Fig. 3.18.

The HF has crossed the NF intersection without opening the NF, as expected.

But the upper side of the NF has slipped: the red dots are contacts which have failed

in shear. The reason why only one NF side has slipped is the Mohr—Coulomb shear

criterion: according to Fig. 3.16, the joint compression stress is higher on the

bottom NF side. Therefore, the higher the normal stress the higher the shear

resistance, τr:

τr ¼ σn � tan φð Þ ð3:6Þ

Subsequently, it is interesting to introduce a dilatancy angle to the NF plane. The

role of dilatancy is not fully assessed in petroleum applications, but it could play a

crucial role when NF are reactivated.

The comparison between a first simulation without dilatancy, and a second one

assigning a dilatancy angle equal to 20� is presented in Table 3.5.

Table 3.4 Differences from “reference model”

Stress field • SH¼ Sx¼ 30 MPa

• Sh¼ Sy¼ 20 MPa

• SV¼ Sz¼ 30 MPa

Pore pressure: pp¼ 15 MPa

Parameters of the natural fracture Normal stiffness: Kn¼ 1� 1011 Pa/m

Shear stiffness: Ks¼ 1� 1011 Pa/m

Cohesion: c¼ 0 Pa

Friction angle: φ¼ 30�

Dilatancy angle: d¼ 20�

Tensile strength: jtens¼ 0 Pa

Initial aperture: a0¼ 1� 10�4 m

Residual aperture: ares¼ 1� 10�5 m

Maximum aperture: amax¼ 1� 10�3 m

Injection Linear injection: pp¼ 30 MPa
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In the first case, even if the injection induces a shear failure on the NF plane, the

aperture does not change from its initial value. On the other hand, assigning a

dilatancy angle of 20� to the NF the fluid injection induces a slip on the NF and the

fracture aperture increases more the ten times. It could be suspected that dilatancy

could play a very important role in NF reactivation process.

3.8 Conclusions

In this chapter, 3DEC software has been used to simulate the interaction between

hydraulic and natural fractures in order to highlight the associated mechanisms for

given applied stress loadings. Hydraulic fracturing is a complex process to model: it

is still difficult to properly take into account the three-dimensionality of the

problem, the hydromechanical coupling, and the role of fracture dilatancy.

A large set of values must be set for the rock matrix properties (elastic and

plastic parameters for isotropic or anisotropic rocks), joints (initial, residual and

maximum aperture, normal and shear stiffness, friction angle, cohesion, tensile

Fig. 3.18 Joint aperture contour (m): the NF is closed but it has failed in shear (red dots)

Table 3.5 Aperture on the NF obtained assigning different dilatancy angles

NF aperture (mm) Dilatancy angle¼ 0� Dilatancy angle¼ 20�

Before the injection 0.100 mm 0.100 m

After the injection 0.105 mm 1.290 mm
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strength, dilatancy angle, and others), the fluid (bulk modulus, viscosity, density,

thermal conductivity, for Newtonian and non-Newtonian fluids), and stress state

(directions, magnitude, gradients, pore pressures, etc.). Therefore, use of numerical

approaches like 3DEC is not straightforward: it is necessary to deal with a critical

point of view to assess coupled hydraulic and rock mechanics in order to build

reliable codes.

Before tackling real hydraulic fracturing, simple problems must first be under-

taken to understand the basics of coupled processes. The validation step has shown

that discrete element codes can be reliable and represent powerful tools to under-

stand complex geomechanisms.

These numerical methods can involve some critical points. If not well calibrated

and optimized, the calculation time can become a major obstacle. The mesh size,

the fracture apertures, the fluid bulk modulus, the joint, and block stiffness are some

of the key parameters which influence the calculation time. Together with other

numerical issues, this might require the use of specific scaling approaches and

simplifying assumptions for identified second order parameters, in order to ensure

convergence.

Still, discrete element models are interesting tools in treating local problems

with a high level of complexity, like HF-NF interaction, in the presence of aniso-

tropic rocks or plastic deformation, and they haven’t reached their limit yet. For

example, it is possible to set up one or more DFN sets in order to represent the level

of connectivity of the pre-existing natural fracture network as well as assigning

aperture values depending on the fracture diameter. Thus, each discrete fracture set

could be implemented assigning a given spatial and length distributions, connec-

tivity, percolation, orientation, etc. and the injection can be performed in a single

point, in a cluster or in multi-stage configurations. Research is currently undergoing

in this direction.
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Chapter 4

Rock Physics Modeling in Conventional
Reservoirs

Dario Grana

Abstract Seismic reservoir characterization focuses on the interpretation of elastic

attributes, such as seismic velocities and impedances, estimated from geophysical

data such as surface seismic, crosswell seismic, and well log data. Elastic attributes

depend on rock and fluid properties. The discipline of rock physics investigates the

physical relations between petrophysical properties of porous rocks and their elastic

response. In this chapter, we review the most common rock physics models for

conventional hydrocarbon reservoirs. Rock physics models are commonly used to

study the effect of variations in porosity, lithology, fluid saturation, and other

petrophysical properties in reservoir rocks and the changes in the corresponding

elastic and seismic response. These models can then be used to quantitatively

interpret geophysical data and build reservoir models conditioned by well log and

seismic data.

4.1 Review of Geophysical Concepts

Reservoir models of rock and fluid properties are generally built by integrating

several types of measurements: well logs and geophysical data (seismic, gravity,

and electromagnetic data). Most of these datasets, however, do not contain direct

measurements of the properties of interest. Seismic data for example only provide

information about the elastic contrast at layer interfaces in the subsurface. These

contrasts depend on the elastic properties (velocity and density) of the upper and

lower layers, and the elastic attributes depend on the rock and fluid properties.

Similarly, well log data, such as gamma ray, neutron porosity, density, and resis-

tivity, mostly contain indirect measurements of rock and fluid properties. There-

fore, in order to interpret and process these measurements, we must introduce

physical–mathematical relations to link the measurements to the properties of

interest.

Rock physics includes a variety of models: porosity-velocity, porosity-perme-

ability, and saturation-resistivity. In this chapter, we focus on the elastic response of
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the principal rock and fluid properties. Seismic attributes can be measured at the

well location or estimated from seismic data. In particular, we can measure (from

well logs) or estimate (from seismic data) P-wave and S-wave velocity. For a

complete review of reflection seismology concepts, we refer the reader to Aki

and Richards [1] and Yilmaz [2]. In this section, we define elastic properties in

terms of elastic moduli and density [3]. Indeed, P-wave and S-wave velocity, VP

and VS, can be defined as

VP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K þ 4

3
G

ρ

vuut
VS ¼

ffiffiffiffi
G

ρ

r
;

ð4:1Þ

where K is the bulk modulus, G is the shear modulus, and ρ is the density of the rock.
The bulk modulus is the reciprocal of the compressibility and it is defined as the ratio

of the hydrostatic stress to the volumetric strain. The shear modulus is defined as the

ratio of the shear stress to the shear strain. The quantity M ¼ K þ 4=3G is called

compressional modulus. If the elastic moduli are measured in GPa, and density is

measured in g/cm3, then the resulting velocity is in km/s. From Eq. 4.1, we can derive

the inverse formula to compute the elastic moduli from velocities:

G ¼ ρVS
2

K ¼ ρVP
2 � 4

3
G:

ð4:2Þ

In many practical applications, geophysicists commonly use P- and S-impedance, IP
and IS, instead of velocity, because density estimation, especially at the seismic

scale, can often be challenging. Impedance is the product of velocity and density;

therefore

IP ¼ ρVP,

IS ¼ ρVS:
ð4:3Þ

All the other elastic constants commonly used in reservoir geophysics, such as the

Lame’s constant λ, the Young’s modulus E, and the Poisson’s ratio ν, can be derived
from the elastic properties above:
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E ¼ 9KG

3K þ G
,

ν ¼ 3K � 2G

2 3K þ Gð Þ ,

λ ¼ K � 2

3
G:

ð4:4Þ

Elastic moduli depend on the rock and fluid properties of the porous rock. These

underlying properties include the properties of the solid phase (indicated in the

following with the subscript mat as matrix), the properties of the fluid phase

(indicated with the subscript fl), and the properties of the dry and saturated rock

(indicated with the subscript dry and sat). These attributes are generally functions

of porosity, mineral content, fluid saturations, rock texture, temperature, and

pressure.

Laboratory measurements presented in Wyllie et al. [4], Raymer et al. [5], Han

[6], Bourbié et al. [7], Zimmerman [8], Nur et al. [9], Avseth et al. [10], Mavko

et al. [3], and Dvorkin et al. [11] show common trends in rock physics measure-

ments. For example, if porosity increases, generally P-wave, S-wave velocity, and

density decrease. In carbonate and tight sandstone, the relation between porosity

and elastic properties is approximately linear; however, in unconsolidated sand-

stone, the relation is generally nonlinear. For the saturation effect, generally,

P-wave velocity in water-filled rocks is higher than hydrocarbon rocks as well as

the density and this relation can be described by physical models such as

Gassmann’s equations [3]. In many studies, we can observe that many changes in

rock properties are coupled with other petrophysical variations: for example if clay

content increases, porosity generally decreases. Furthermore, because porous rocks

are deformable, rock properties such as porosity, permeability, as well as elastic

moduli and seismic velocities, are sensitive to applied stresses and pore pressure.

The physical model that links all these properties together is the so-called rock

physics model and generally depends on the geological scenario under study. For

example, different rock physics models should be applied in different lithologies. In

the following, we analyze the most common rock physics models in conventional

hydrocarbon reservoirs.

4.2 Empirical Relations

Well log data and core measurements collected in rock physics show a number of

general trends. In this section, we use the dataset measured by Han [6]. This dataset

includes more than 50 samples of consolidated sands with clay content between

0 and 50%, measured in dry and brine-saturated conditions. The dataset includes

measurements of porosity, clay content, density, P-wave, and S-wave velocity at

4 Rock Physics Modeling in Conventional Reservoirs 139



different effective pressures. In this section, we illustrate some of the general trends

between rock and elastic properties.

As shown in Fig. 4.1, in general, porosity and velocity are anti-correlated,

meaning that if porosity increases, P-wave velocity decreases. Therefore, the

relation between porosity and P-wave velocity can be expressed by a linear

regression. However, the slope of the curve and the intercept of the curve depend

on other properties, such as saturation and clay content. In the example in Fig. 4.1,

an increase in clay content causes a decrease in P-wave velocity. Han [6] proposed

an empirical relation to link P-wave and S-wave velocity to rock properties:

VP ¼ 5:6� 2:1Cð Þ � 6:9ϕ
VS ¼ 3:5� 1:9Cð Þ � 4:9ϕ;

ð4:5Þ

where C is the clay content and ϕ is the porosity of the rock. The expressions in

Eq. 4.5 are multilinear regressions, and the coefficients depend on the fluid condi-

tions, mineral content, rock texture, and pressure and they can vary from one dataset

to another one.

Other empirical relations are available in literature. Wyllie et al. [4] proposed the

time-average model for P-wave velocity:

VP ¼ 1� ϕ

VPmat

þ ϕ

VPfl

� ��1

; ð4:6Þ

Fig. 4.1 P-wave velocity versus porosity measured for a set of sand and shaly-sand rocks [6]. Data

are color coded by clay content. Each solid line represents a linear relation between P-wave

velocity and porosity (clay content varies from 0.05 to 0.5 from top to bottom)
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where VPmat
and VPfl are the P-wave velocity of the solid and fluid phase,

respectively. Similarly, Raymer et al. [5] proposed a quadratic model for P-wave

velocity for porosities lower than 0.37:

VP ¼ 1� ϕð Þ2VPmat
þ ϕVPfl : ð4:7Þ

In general, VPmat
is a function of the mineralogical volumes of the solid phase of the

rock and VPfl is a function of the fluid saturations. Raymer’s model was extended to

S-wave velocity by Dvorkin [11]:

VS ¼ 1� ϕð Þ2VSmat

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ϕð Þρmat

1� ϕð Þρmat þ ϕρfl

s
; ð4:8Þ

where VSmat
is the S-wave velocity of the solid phase, ρmat is the density of the solid

phase, and ρfl is the density of the fluid.

In Fig. 4.2, we imposed Wyllie and Raymer’s equations to Han’s dataset. The
model predictions have been computed for two different rock types: 100% quartz

and a mixture of 40% clay and 60% quartz.

Most of these relations are valid for P-wave velocity. Castagna [12] and

Greenberg and Castagna [13] proposed empirical relations to estimate VS from VP

in multi-mineralic, brine-saturated rocks based on empirical polynomial relations in

different lithologies. The shear wave velocity in brine-saturated composite

Fig. 4.2 P-wave velocity versus porosity measured for a set of sand and shaley-sand rocks

[6]. Data are color coded by clay content. Dashed lines represent Wyllie’s model for two values

of clay content (0 and 0.4 for top and bottom line, respectively); solid lines represent Raymer’s
model for two values of clay content (0 and 0.4 for top and bottom line, respectively)
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lithologies is approximated by the average of the arithmetic and harmonic means of

the constituent lithology velocities:

VS ¼ 1

2

XN
i¼1

f i
XNd

j¼1

aijV
j
p

 !
þ

XN
i¼1

f iXNd

j¼1

aijV
j
p

0
BBBB@

1
CCCCA

�1
2
666664

3
777775; ð4:9Þ

where N is the number of mineralogical components; fi are the mineralogical

fractions; aij are empirical coefficients; and Nd is the order of polynomial. The

coefficients are given in Greenberg and Castagna [13], but in general should be

calibrated using real data. Vernik et al. [14] modified this model for soft sediments.

An example of S-wave velocity prediction from P-wave velocity is shown in

Fig. 4.3.

4.3 Solid Phase

A porous rock is generally a mixture of a number of mineralogical components. For

example, a porous sandstone can contain quartz, feldspar, and clay. Clay can be

made by various minerals such as illite, kaolinite, or smectite. From core samples

and well log, we can generally estimate the mineralogical fractions of the various

Fig. 4.3 P-wave velocity versus S-wave velocity, measured for a set of sand and shaley-sand

rocks [6]. Data are color coded by porosity. The solid line represents Greenberg-Castagna relation
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minerals within the solid phase. The elastic moduli and densities of minerals range

from low values for water-rich clays to high values for limestone and dolomite.

Mavko et al. [3] and Dvorkin et al. [11] provide a set of tables with these properties

measured in the laboratory. We report the values of the most common rock types in

Table 4.1.

In many applications, however, rather than the elastic properties of each single

mineral we want to estimate the elastic properties of the solid phase (the matrix) as

an effective medium.

The density of the solid phase can be computed as a linear average of the

densities of the mineralogical fractions. If we assume that the solid phase is made

by N mineralogical constituents, then the density of the matrix is

ρmat ¼
XN
i¼1

f iρi; ð4:10Þ

where fi is the mineral fraction of the ith constituent, and ρi is the corresponding

density. For example, if the rock is a mixture of 70% quartz ρquartz ¼ 2:65g=cm3
� �

and 30% illite ρillite ¼ 2:55g=cm3ð Þ, then the density of the matrix is

ρmat ¼ 0:7� 2:65þ 0:3� 2:55 ¼ 2:62g=cm3: ð4:11Þ

The computation of the elastic moduli is generally more complex. Indeed the exact

estimation of the bulk and shear moduli of the solid phase would require the

knowledge of the mineralogical fractions, the elastic moduli of each constituent,

and the geometrical description of the rock texture. For example, in a mixture of

quartz and clay, the effective elastic moduli would depend on the proportions of the

two minerals, their elastic moduli and the geometry of the mixture. For instance,

clay could be mixed to quartz in a dispersed model, where clay grains fill the pore

space of the sandstone, or in a laminar model where clay is organized into thin

layers within the sand. The derivation of a mathematical model to describe these

geometrical features is generally complex; therefore, the exact estimation of the

elastic moduli of the solid material is not possible. However, rock physics provides

a set of physical bounds to approximate the elastic behavior of the solid phase.

The upper bound is the so-called Voigt average, and it is a linear average of the

elastic moduli of the constituents:

Table 4.1 Elastic moduli and densities of minerals used in this book

Mineral Bulk modulus (GPa) Shear modulus (GPa) Density (g/cm3)

Quartz 36.6 45.0 2.65

Clay (illite) 21.0 7.0 2.55

Calcite 76.8 32.0 2.71

Dolomite 94.9 45.0 2.87
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KVoigt ¼
XN
i¼1

f iKi

GVoigt ¼
XN
i¼1

f iGi;

ð4:12Þ

where Ki and Gi are the bulk and shear moduli of the ith constituent, respectively.
The Voigt bound corresponds to a mixing law that provides the ratio of the average

stress to the average strain when all constituents are assumed to have the same

strain. The lower bound is the so-called Reuss average, and it is a harmonic average

of the elastic moduli of the constituents:

KReuss ¼ 1XN
i¼1

f i
Ki

GReuss ¼ 1XN
i¼1

f i
Gi

: ð4:13Þ

The Reuss bound corresponds to a mixing law that provides the ratio of the average

stress to the average strain when all constituents are assumed to have the same

stress. The Voigt and Reuss averages are the most general bounds in rock physics.

In a mixture of two minerals, if the two end-members are very different, the elastic

responses obtained by applying Voigt and Reuss averages can be significantly

different. In order to approximate the elastic behavior of the solid medium, it is

common to average these two bounds. This average is often called Hill average, or

Reuss-Voigt-Hill average:

KHill ¼ KVoigt þ KReuss

2

GHill ¼ GVoigt þ GReuss

2
:

ð4:14Þ

In our previous example of the mixture of quartz-clay, we can compute the effective

bulk and shear moduli of the solid phase as follows:

KHill ¼KVoigtþKReuss

2
¼ 1

2
0:7�36þ0:3�21þ 1

0:7=36þ0:3=21

� �
¼ 30:5GPa

GHill ¼GVoigtþGReuss

2
¼ 1

2
0:7�45þ0:3�7þ 1

0:7=45þ0:3=7

� �
¼ 25:3GPa:

ð4:15Þ

More accurate approximations are given by Hashin-Shtrikman upper and lower

bounds. The upper bound is computed as follows:
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KHSþ ¼
XN
i¼1

f i

Kiþ 4
3
Gmax

 !�1

� 4

3
Gmax

GHSþ ¼
XN
i¼1

f i

Giþ Gmax

6
9Kmaxþ8Gmax

Kmaxþ2Gmax

 !�1

� Gmax

6

9Kmax þ 8Gmax

Kmax þ 2Gmax

;

ð4:16Þ

where Kmax and Gmax represent the maximum of the bulk and shear moduli of the

constituents, respectively. The lower bound is

KHS� ¼
XN
i¼1

f i

Kiþ 4
3
Gmin

 !�1

� 4

3
Gmin

GHS� ¼
XN
i¼1

f i

Giþ Gmin

6
9Kminþ8Gmin

Kminþ2Gmin

 !�1

� Gmin

6

9Kmin þ 8Gmin

Kmin þ 2Gmin

:

ð4:17Þ

In Fig. 4.4, we compare the elastic bounds for a mixture of quartz and clay, as a

function of the clay content.

4.4 Fluid Phase

Similarly to the solid phase, the fluid phase can contain different constituents:

typically water, oil, and gas. However, the elastic properties of water, oil, and gas

depend on a number of factors: temperature, pressure, water salinity, gas-oil ratio,

Fig. 4.4 Elastic bounds for a mixture of quartz and clay as a function of clay volume: bulk

modulus (left) and shear modulus (right) of solid rock versus clay content. Solid lines represent
Voigt-Reuss-Hill averages; black dotted lines represent Voigt averages; grey dotted lines represent
Hashin–Shtrikman (HS) upper bounds; black dashed lines represent Reuss averages; grey dashed
lines represent Hashin–Shtrikman (HS) lower bounds

4 Rock Physics Modeling in Conventional Reservoirs 145



gas gravity, and oil gravity. Batzle and Wang [15] derived a set of empirical models

to link these variables to bulk moduli and density for different fluid types. For a

complete mathematical formulation of these equations, we refer the reader to the

original paper [15]. In Fig. 4.5, we show a sensitivity analysis to show the effects of

the reservoir and fluid conditions on the bulk moduli and densities of the three main

fluid types.

The properties of the effective fluid mixture can be computed using mixing laws.

The density of a fluid mixture is computed as a linear average of the densities of the

fluid components:

Fig. 4.5 Elastic properties of fluids: left plots show bulk modulus versus fluid pressure; right plots

show density versus fluid pressure; top row shows brine properties; mid row shows oil properties;

and bottom row shows gas properties. Brine (top plots): solid lines represent salinity of

100,000 ppm and temperature of 100 �C; grey dashed lines represent salinity of 50,000 ppm and

temperature of 100 �C; grey dotted lines represent salinity of 150,000 ppm and temperature of

100 �C; black dashed lines represent salinity of 50,000 ppm and temperature of 200 �C; black
dotted lines represent salinity of 150,000 ppm and temperature of 200 �C. Oil (mid plots): solid
lines represent gas-oil ratio of 200 l/l and temperature of 100 �C; grey dashed lines represent

gas-oil ratio of 100 l/l and temperature of 100 �C; grey dotted lines represent gas-oil ratio of 300 l/l
and temperature of 100 �C; black dashed lines represent gas-oil ratio of 100 l/l and temperature of

200 �C; black dotted lines represent gas-oil ratio of 300 l/l and temperature of 200 �C. Gas (bottom
plots): solid lines represent gas gravity of 0.6 and temperature of 100 �C; grey dashed lines
represent gas gravity of 0.5 and temperature of 100 �C; grey dotted lines represent gas gravity of

0.7 and temperature of 100 �C; black dashed lines represent gas gravity of 0.5 and temperature of

200 �C; black dotted lines represent gas gravity of 0.7 and temperature of 200 �C
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ρfl ¼ swρw þ soρo þ sgρg; ð4:18Þ

where sw, so, and sg are, respectively, the saturation of water, oil, and gas, and ρw,
ρo, and ρg are respectively the density of water, oil, and gas. For example, for a fluid

mixture of 80% oil ρo ¼ 0:7g=cm3ð Þ and 20% water ρw ¼ 1:05g=cm3ð Þ, the
density of the fluid phase is

ρfl ¼ 0:2� 1:05þ 0:8� 0:7 ¼ 0:77g=cm3: ð4:19Þ

Generally, the bulk modulus of the fluid is computed using Reuss average:

Kfl ¼ 1
sw
Kw

þ so
Ko

þ sg
Kg

: ð4:20Þ

Reuss average is often used for fluid in which the fluid constituents are uniformly

mixed. In the previous example, a fluid mixture of 80% oil Ko ¼ 0:8GPað Þ and

20% water Kw ¼ 2:25GPað Þ, the effective bulk modulus is

Kfl ¼ 1
0:2
2:25 þ 0:8

0:8

¼ 0:91 GPa: ð4:21Þ

However, especially in a fluid mixture with gas, the two fluid components can be

distributed in isolated patches. For this scenario, often called patchy saturation, the

Voigt average provides a more accurate estimation. The bulk modulus of a patchy-

saturated fluid mixture is then

Kfl ¼ swKw þ soKo þ sgKg: ð4:22Þ

Another common law for fluid mixtures is given by Brie’s equation [16]:

Kfl ¼ Kw � Kg

� �
1� sg
� �e þ Kg; ð4:23Þ

where e is an empirical constant, typically equal to about 3. A comparison of these

three mixing law is given in Fig. 4.6. The shear modulus of water, oil and gas, as

well as the shear modulus of the fluid mixture is 0 by definition.

4.5 Dry Rock Properties

In order to compute the elastic properties, bulk and shear moduli, of the dry rock,

i.e., a porous rock with no fluid in the pore space, several equations have been

proposed for a number of lithologies [3].
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Nur et al. [9, 17] showed that the elastic properties (velocities and impedances)

of dry rocks decrease as a function of porosity and that this relation is approxi-

mately linear. According to Nur et al. [9, 17], for most porous materials, there is a

critical porosity value that separates their elastic behavior into two domains. In

particular, the critical porosity separates the phase in which the rock grains are load-

bearing, from the phase in which the fluid phase is load-bearing and the porous rock

becomes a suspension. In the suspension domain, the bulk and shear moduli can be

estimated using the Reuss average (Sects. 4.3 and 4.4). In the porous rock domain,

in well-consolidated rocks, the bulk and shear moduli decrease, approximately

linearly, from the mineral values (zero porosity) to the suspension values (critical

porosity). Nur et al. [9, 17] approximated this behavior with linear relations in the

elastic moduli of the dry rock Kdry and Gdry domain:

Kdry ¼ Kmat 1� ϕ

ϕc

� �

Gdry ¼ Gmat 1� ϕ

ϕc

� �
;

ð4:24Þ

where ϕc is the critical porosity of the rock. More sophisticated models have been

later developed by introducing a geometrical description of the pore space. In the

following, we divide these equations into two main categories: granular media

models and inclusion models.

Fig. 4.6 Mixing laws for the bulk modulus of a fluid mixture as a function of water saturation: the

solid line represents Voigt average (patchy saturation); the dashed line represents Reuss average
(homogeneous saturation); the dashed-dotted line represents Brie’s equation (with exponent

e equal to 3)
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4.5.1 Granular Media Models

To account for the porosity effect in the estimation of the elastic properties of a

porous rock, we must account for the volume of the porous space as well as its

geometry. The geometrical description of the pore space must be idealized in order

to be included in a mathematical model. In rock physics, a common assumption for

sandstones is a spherical shape for the rock grains. Spheres provide an analytical

description of the pore space geometry and simplify the mathematical-physical

models for the description of the grain interactions. Generally, a porous sandstone is

assumed to be made by a random pack of spherical grains. The average number of

contacts between grains is named the coordination number. From laboratory mea-

surements, we can observe that the coordination number varies throughout different

sample, from 4 to 12, and it increases with decreasing porosity due to tighter

packing.

Hertz-Mindlin grain-contact theory provides estimations for the effective bulk

KHM and shear GHM moduli of a dry rock, assuming that the sand frame is a dense

random pack of identical spherical grains subject to an effective pressure P (in GPa)

with a given porosity ϕc (critical porosity) and an average number of contacts per

grain n (coordination number):

KHM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 1� ϕcð Þ2G2

mat

18π2 1� νð Þ2 P
3

s
GHM ¼ 5� 4ν

5 2� νð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3n2 1� ϕcð Þ2G2

mat

2π2 1� νð Þ2 P
3

s
; ð4:25Þ

where ν is the Poisson ratio. This model assumes frictionless spheres; for an

extension of the model to include the friction coefficient in the shear modulus

estimation we refer to Mavko et al. [3]. A number of rock physics models has been

built based on Hertz-Mindlin grain-contact theory. Dvorkin et al. [18], Dvorkin and

Nur [19], and Gal et al. [20] proposed a set of models for unconsolidated (soft) sand,

consolidated (stiff) sand, and cemented sand.

Soft and stiff sand models are based on the modified Hashin–Shtrikman bounds

in which the end members are represented by a mineral mixed with a fluid–solid

suspension. The soft sand model [11] includes mixing laws for the solid phase and

Hertz-Mindlin grain-contact theory at the critical porosity ϕc. For effective porosity

values between zero and the critical porosity, the soft sand model connects the

elastic moduli Kmat and Gmat of the solid phase to the elastic moduli KHM and GHM

of the dry rock at porosity ϕc, by interpolating these two end members at the

intermediate porosity values by means of the modified Hashin-Shtrikman lower

bound:
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Kdry ¼
ϕ
ϕc

KHMþ 4
3
GHM

þ 1� ϕ
ϕc

Kmatþ 4
3
GHM

� ��1

� 4

3
GHM

Gdry ¼
ϕ
ϕc

GHMþ 1
6
ξGHM

þ 1� ϕ
ϕc

Gmatþ 1
6
ξGHM

� ��1

� 1

6
ξGHM, ξ ¼ 9KHM þ 8GHM

KHM þ 2GHM

:

ð4:26Þ

Similarly, the stiff sand model includes mixing laws for the solid phase and Hertz-

Mindlin grain contact theory at the critical porosity, but the interpolation between

zero and the critical porosity ϕc is done using the modified Hashin-Shtrikman upper

bound:

Kdry ¼
ϕ
ϕc

KHMþ 4
3
Gmat

þ 1� ϕ
ϕc

Kmatþ 4
3
Gmat

� ��1

� 4

3
Gmat

Gdry ¼
ϕ
ϕc

GHMþ 1
6
ξGmat

þ 1� ϕ
ϕc

Gmatþ 1
6
ξGmat

� ��1

� 1

6
ξGmat, ξ ¼ 9Kmat þ 8Gmat

Kmat þ 2Gmat

:

ð4:27Þ

Elastic properties computed using the soft and stiff sand models (Eqs. 4.26 and

4.27, respectively) can be fitted to real data by varying the critical porosity and the

coordination number.

The cemented sand model [19] estimates the dry rock bulk and shear moduli of

cemented sandstones with mid-high-porosity values. The sand framework is

assumed to be made by a random pack of spherical grains and the cement is

deposited at grain contacts. For the model equations, we refer to Dvorkin and Nur

[19] and Dvorkin et al. [11]. A comparison of granular media models is shown in

Fig. 4.7. Other models based on granular media theory include Walton, Digby,

Jenkins, Brandt, and Johnson relations; see [3].

4.5.2 Inclusion Models

In rock physics, the estimation of elastic properties of a porous rock can be

expressed in terms of the elastic behavior of cavities and inclusions. A detailed

description of cavity deformation and pore compressibility is given in

Zimmerman [8].

In inclusion models, the dry rock is built by placing inclusions into the solid

matrix [3]. Inclusions can be in the solid phase (for example clay in sand) or in the

fluid phase (fluid in solid structures). These models are suitable, for instance, for

carbonate rocks where the pores appear as inclusions in calcite or dolomite matrix.

Examples of these models are the differential effective medium model, Kuster-

Toks€oz, Xu-White, and Berryman [3]. These models are generally more complex

than granular media and can include systems of ordinary differential equations. In
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general, the input parameters of these models include the elastic moduli of the

matrix; the elastic moduli of the inclusions; the volumetric fractions of the inclu-

sions (porosity, volume of minerals, and/or fluid saturations); and the aspect ratio of

the inclusions. The aspect ratio is the quotient of the minimum and maximum axis

of the inclusion shape. Inclusion models allow modeling different inclusion shapes,

such as spheres, penny-shaped cracks, and needle-shaped pores; however, the

estimation and calibration of the aspect ratio of these shapes generally require a

large number of data. If the inclusions are filled by fluids, the inclusion model might

overestimate the actual elastic property values as it provides results comparable to

ultrasonic velocity measurements. For a detailed description of inclusion models,

we refer the reader to Mavko et al. [3]. A common strategy to mitigate this issue is

to assume that the inclusion is not saturated, use the inclusion model to estimate the

dry rock properties and combine the model with Gassmann’s equations (see

Sect. 4.6).

Kuster and Toks€oz [21] proposed a model to estimate the elastic properties of

dry and saturated rocks by using a long-wavelength first-order scattering theory.

The effective moduli KKT and GKT for a number of inclusion shapes can be

written as

Fig. 4.7 Comparison of granular media models for a mixture of 80% quartz and 20% clay: left

plot shows bulk modulus versus porosity; right plot shows shear modulus versus porosity. Solid
lines represent the soft sand model predictions; the dashed lines represent the stiff sand model

predictions; the dashed-dotted lines represent the cemented sand model predictions for porosity

higher than 0.15 (assuming that the cement is quartz). The coordination number is 6; the critical

porosity is 0.4

4 Rock Physics Modeling in Conventional Reservoirs 151



KKT � Kmatð Þ
Kmat þ 4

3
Gmat

KKT þ 4

3
Gmat

¼
XNi

i¼1

f i Ki � Kmatð ÞPi

GKT � Gmatð Þ
Gmat þ Gmat

6
ξ

GKT þ Gmat

6
ξ
¼
XNi

i¼1

f i Gi � Gmatð ÞQi, ξ ¼ 9Kmat þ 8Gmat

Kmat þ 2Gmat

:

ð4:28Þ

The coefficients Pi and Qi describe the geometry of Ni inclusions in the background

matrix. For example, for a solid material with a pore space filled by hydrocarbon,

the summation in Eq. 4.28 consists of a single term where the volumetric fraction fi
is the porosity, and the elastic moduli Ki and Gi are the elastic moduli of the fluid

phase (with the inclusion shear modulus equal to zero). For spherical inclusions, for

example, the coefficients are

Pi ¼
Kmat þ 4

3
Gmat

Ki þ 4

3
Gmat

Qi ¼
Gmat þ Gmat

6
ξ

Gi þ Gmat

6
ξ
:

ð4:29Þ

Other common inclusion shapes are needles, disks, and penny cracks.

Non-spherical shapes contain an additional parameter, the aspect ratio. For the

analytical expressions of the geometrical coefficients, we refer the reader to Mavko

et al. [3]. Inclusions with different material properties or different shapes require

separate terms in the summation. Dry inclusions can be modeled by setting the

inclusion moduli Ki and Gi to zero.

Wu’s self-consistent approximation allows computing the elastic moduli KSC

and GSC for a single-inclusion model as

KSC ¼ Kmat þ f i Ki � Kmatð ÞPi

GSC ¼ Gmat þ f i Gi � Gmatð ÞQi:
ð4:30Þ

Berryman [22] provided a generalization of the model in Eq. 4.30 for a composite of

Ni inclusions:
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XNi

i¼1

f i Ki � KSCð ÞPi ¼ 0

XNi

i¼1

f i Gi � GSCð ÞQi ¼ 0:

ð4:31Þ

A comparison of inclusion models with different values of aspect ratio is shown in

Fig. 4.8. In the differential effective medium models, infinitesimal increments of

inclusion volumes are added to the background matrix until the total volume

fraction of the inclusion is reached. This model calls for ordinary differential

equations to explicitly solve for the elastic moduli of the porous rock [3].

4.6 Saturated Rock Properties

In Sects. 4.3 and 4.4, we reviewed a set of mixing laws for the solid and fluid phases

respectively; Sect. 4.5 contains an overview of the most common rock physics

models to describe the porosity effect. The final component of the rock physics

model is the description of the fluid effect. This task is achieved by combining dry

rock properties with the fluid properties through Gassmann’s equations:

Fig. 4.8 Comparison of inclusion models for dry sandstone: left plot shows bulk modulus versus

porosity; right plot shows shear modulus versus porosity. Solid lines represent Berryman’s model

predictions with aspect ratio equal to 1 (spherical pores); the dashed lines represent Berryman’s
model predictions with aspect ratio equal to 0.2 (oblate spheroids); the dashed-dotted lines
represent Berryman’s model predictions with aspect ratio equal to 2 (prolate spheroids)
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Ksat ¼ Kdry þ
1� Kdry

Kmat

� �2
ϕ

Kfl

þ 1� ϕð Þ
Kmat

� Kdry

Kmat
2 Gsat ¼ Gdry: ð4:32Þ

These equations were derived to link the dry rock moduli to the saturated rock

moduli. Gassmann’s model for the saturated bulk modulus is based on three main

assumptions: the rock is isotropic; the mineral moduli are homogeneous; and the

pore pressure changes induced in the fluid by seismic waves can rapidly equilibrate

throughout the pore space. The last assumption is generally verified when the

measurement frequency is low enough. The shear modulus equation is based on

the assumption that fluids do not affect the shear moduli; therefore, the saturated

rock shear modulus equals the dry rock shear modulus. Gassmann’s equations are
generally valid at the seismic and well log scale. Dry rock properties can be

estimated from saturated rock properties by using the inverse equations:

Kdry ¼
Ksat

ϕKmat

Kfl

þ 1� ϕ

� �
� Kmat

ϕKmat

Kfl

þ Ksat

Kmat

� 1� ϕ

Gdry ¼ Gsat:

ð4:33Þ

In many practical applications, the computation of the dry rock bulk modulus is still

challenging for the lack of calibration data or the complexity of the geological

scenario; however, a sensitivity analysis on the fluid effect is possible even if there

is no explicit model for the dry rock bulk modulus. This process is called fluid

substitution [3]. In the fluid substitution method, we first extract the saturated rock

elastic moduli from P-wave and S-wave velocities, with the initial fluid (fluid 1); we

compute the dry rock properties using Eq. 4.33; we apply Gassmann’s transforma-

tion using Eq. 4.32 to compute the saturated rock elastic moduli, with the new fluid

(fluid 2); we compute the densities with the new fluid (fluid 2); and finally compute

the new P-wave and S-wave velocities with the new fluid. In Fig. 4.9, we show an

example of fluid substitution applied to a subset of samples (with low clay content)

extracted from Han’s dataset. Three fluid conditions are compared: 100% brine

(measured data), 100% oil and 100% gas simulated data based on Gassmann’s
equations. Bulk moduli in gas-saturated rocks are lower than moduli in oil-saturated

rocks and bulk moduli in oil-saturated rocks are lower than moduli in brine-

saturated rocks. The difference in the bulk moduli increases for high-porosity

values (Fig. 4.9, right plot). We point out that Gassmann’s fluid substitution does

not require the knowledge of S-wave velocity. Indeed, an approximation of fluid

substitution can be formulated in terms of the compressional moduliMsat andMdry,

as presented in [23].
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4.7 Example

In this section, we show an example of application of rock physics modeling to a

well log dataset extracted from a real case study. A rock physics model and the fluid

substitution method are applied to an oil-saturated clastic reservoir in the North Sea.

Input data for the rock physics model are well log data (density, P-wave, and

S-wave velocities) and petrophysical curves obtained in formation evaluation

analysis (effective porosity, clay content, and water saturation). The complete

dataset is shown in Fig. 4.10. The interval of interest is between 2320 and

2370 m; the main reservoir has a maximum porosity of 0.32 and oil saturation

reaches a maximum value of 0.9.

The adopted rock-physics model is the stiff-sand model that combines Hertz-

Mindlin contact theory and the modified Hashin–Shtrikman upper bound

(Sect. 4.5.1). The critical porosity used in the model application is 0.4 and the

coordination number is 7 (Fig. 4.11, left plot). Effective pressure in the reservoir is

62 MPa. For the solid phase, we used a matrix model made by two components:

quartz and illite. Matrix parameters have been selected to match well log measure-

ments. A fluid substitution study has been performed to study the effect of water

injection during production. In Fig. 4.11 (right plot), we show rock physics model

predictions of P-wave velocity in brine conditions according to Gassmann’s model

(Sect. 4.6). Rock physics model predictions (in situ conditions) of density, P-wave,

and S-wave velocities are shown in Fig. 4.10 (grey dashed lines).

Fig. 4.9 Application of Gassmann’s fluid substitution to a subset of Han’s dataset. Left plot shows
Han’s measurements in brine conditions (square symbols, color coded by clay content) and dry

measurements (black crosses). Right plot shows data in brine conditions (white squares), oil
conditions (grey circles), and gas conditions (black triangles). Bulk moduli of oil- and

gas-saturated samples have been estimated using Gassmann’s fluid substitution
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4.8 Other Rock Physics Models

Rock physics models also include relations between porosity and permeability (for

example, Kozeny-Carman relation), velocity and pressure (such as Eberhart-

Phillips equations), clay content and porosity (such as Marion’s model), and

saturation and resistivity (for example, Archie’s laws).

Fig. 4.10 Well log dataset of a well in the North Sea. From left to right: effective porosity; clay
content; water saturation, density, P-wave velocity, and S-wave velocity. Black solid lines
represent well log measurements and estimated petrophysical curves; grey dashed lines represent
rock physics model predictions

Fig. 4.11 Rock physics model applied to well log data in the North Sea shown in Fig. 4.10. Left

plot shows P-wave velocity versus porosity and the calibrated rock physics model (solid lines
represent the stiff sand model for clay content equal to 0.1, 0.3, and 0.5, from top to bottom); right
plot shows Gassmann’s fluid substitution (black crosses represent in situ measurements; color-
coded dots represent rock physics model predictions in brine conditions). Data are color coded by

clay content
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Several empirical models have been proposed to include the pressure effect.

Experimental data in Han [6], Eberhart-Phillips et al. [44], Prasad and Manghnani

[24], and MacBeth [25] show that velocity rapidly increases with effective pressure

at low-pressure conditions, and tends to converge to asymptotical values for highly

effective pressure values. Eberhart-Phillips et al. [44] presented a multivariate

analysis to investigate the combined effects of effective pressure, porosity, and

clay content on Han’s measurements of velocities in water-saturated shaly

sandstones:

VP ¼ 5:77� 6:94ϕ� 1:73
ffiffiffiffi
C

p þ 0:446 Pe � e�16:7Pe
� �

VS ¼ 3:70� 4:94ϕ� 1:57
ffiffiffiffi
C

p þ 0:361 Pe � e�16:7Pe
� �

:
ð4:34Þ

Other rock physics transformations have been proposed to empirically describe the

pressure–velocity relation and are generally based on exponential laws [3].

We then focus on saturation-porosity-resistivity relations. These models are

mostly common in petrophysics, and are applied in formation evaluation analysis

to compute well-log based estimates of saturation from resistivity and porosity logs

[26, 27]. Furthermore, these models can be integrated in joint rock physics studies

including seismic and electromagnetic data.

The most popular saturation-resistivity relation is Archie’s law [3]. This model

allows computing the resistivity of a sandstone partially saturated with water when

porosity and saturation are known:

R ¼ a
Rw

ϕmsnw
¼ a

Rw

ϕm�nvnw
; ð4:35Þ

where a is a multiplicative constant (often assumed to be 1), Rw is the resistivity of

water, and m and n are the cementation and saturation exponents, respectively, that

must be calibrated with lab measurements. Archie’s law can be expressed as a

function of porosity and saturation sw or porosity and water volume vw. The
cementation exponent m is close to 2 for sandstones and varies between approxi-

mately 1.3 and 2.5 for most sedimentary rocks (for example, for unconsolidated

spherical grains it is close to 1.3, and for thin disk-like grains it is close to 1.9).

However, the cementation exponent in carbonate rocks can reach values close to

5 [3]. The saturation exponent n depends on the fluid type and it is empirically

around 2.

Raiga and Clemenceau proposed a relation between permeability and the cemen-

tation exponent m:

m ¼ 1:28þ 2

log kð Þ þ 2
; ð4:36Þ

where k is permeability in mD. For mid- to high-permeability sandstones, Eq. 4.36

provides cementation exponents consistent with the previously discussed values. In
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general, permeability is unknown but can be computed using porosity-permeability

relations such as Kozeny-Carman [3]. Experimental data and the corresponding

fitted models are shown in Gomez [28].

Archie’s law provides accurate results in sand but often fails in shaly sand

because it does not account for clay conductivity. A number of formulations have

been proposed to model conductivity in shaly sands [29]. Most of the available

models modify Archie’s relation to introduce a shale conductivity term. These

models include Waxman-Smits, the dual-water model, Simandoux, and Poupon-

Leveaux (commonly called Indonesia model). Simandoux equation is

R ¼ 1

snw
ϕm

Rw
þ C

Rclay

� � ; ð4:37Þ

where Rclay is the resistivity of clay and C is the clay content. Poupon-Leveaux

equation (or Indonesia equation) is often used in sand-shale environments in

petrophysics:

R ¼ 1

snw
ϕm

Rw

� �1
2 þ Cα�C

Rclay

� �1
2

	 
2 ; ð4:38Þ

where α is an empirical constant that depends on the clay type.

Typically, resistivity models are mostly used in quantitative log interpretation to

estimate saturation from resistivity measurements. In formation evaluation analy-

sis, the deep resistivity log is generally used to avoid the mud filtration effect, and

resistivity models are applied to the log measurements after the calibration of the

empirical parameters using core samples.

4.9 Rock Physics Inversion

Geophysical datasets (seismic and electromagnetic data) do not provide direct

measurements of rock and fluid properties. Seismic data, for example, only provide

information about the elastic contrasts at layer interfaces in the subsurface. Elec-

tromagnetic data provide information about the resistivity of the reservoir rocks.

Elastic attributes (velocity and density) and resistivity depend on the rock and fluid

properties, such as porosity, lithology, and saturations. In order to interpret these

measurements, we must combine physical relations and mathematical methods to

link the measurements to the properties of interest. From a mathematical point of

view, the estimation of rock and fluid properties from geophysical measurements is

an inverse problem [30]. Indeed, rock physics models (Sects. 4.2–4.6) allow

computing the elastic response when the reservoir properties are known. However,
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the geophysical response is known but the reservoir properties are unknown; hence

the modeling problem is an inverse problem.

In reservoir characterization, the input dataset generally consists of seismic data

(amplitudes and travel time) and electromagnetic data, and the goal of the modeling

study is to estimate rock and fluid properties, such as porosity, saturation, miner-

alogical content, and rock-type (or facies) classification. In this section, we focus on

the rock physics component of the inverse problem. Therefore, we assume that

seismic and electromagnetic inversions have been previously performed and the

available input dataset consists of elastic properties inverted from seismic data (for

example inverted seismic velocities or impedances) and resistivity estimated from

electromagnetic data.

Several methods have been proposed to solve the reservoir characterization

problem. For a detailed overview of the available methods, we refer to Doyen

[31]. These methods can be deterministic, probabilistic, or stochastic. Deterministic

methods are generally easier to implement, provide a single solution to the problem

but could lead to local minima of the inverse problem, which means that the

proposed estimated model is not necessarily the one that best fits the data. Proba-

bilistic methods provide a statistical solution to the problem, therefore rather than

obtaining a deterministic model, we obtain a model of probability distributions;

from the probabilistic model, we can then extract a deterministic model using

statistical estimators, such as the mean, the median or the mode, or sample a set

of realizations using geostatistical algorithms. Stochastic methods provide a set of

realizations that honor the geophysical dataset; however, the computational cost of

stochastic methods is generally large because of the computational time of the

optimization algorithm. In this section, we work in a probabilistic setting to assess

the uncertainty estimated model of rock and fluid properties.

If d represents the measured geophysical data, and m represents the rock and

fluid properties of interest, then we can link the model properties to the measured

data, through a set of geophysical equations F:

d ¼ F mð Þ þ ε; ð4:39Þ

where ε represents the noise in the data. In a general reservoir characterization

problem, F is a set of equations including the rock physics model and seismic (and

potentially electromagnetic) modeling. The rock physics relations link the set of

rock properties, such as porosity, lithology, and saturations, to elastic and electric

attributes, such as P- and S-wave velocities or impedances and resistivity. Seismic

modeling allows estimating the seismic response from the set of elastic attributes.

Electromagnetic modeling allows computing the electromagnetic field from resis-

tivity. Mathematically, the estimation of the rock properties m is an inverse

problem. Because one of the main goals in seismic reservoir characterization is to

assess the uncertainty associated to reservoir property predictions, we operate in a

probabilistic framework. In this section, we focus only on the rock physics com-

ponent of the problem. For a review of seismic inversion, we refer to Aki and

Richards [1] for the physical model, Buland and Omre [32] for the probabilistic
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approach to seismic inversion, and Sen and Stoffa [33] for stochastic optimization

algorithms. For a review of electromagnetic inversion, we refer to Chen et al. [34],

MacGregor [35] and to Buland and Kolbjørnsen [36]. In this section, we assume

that only seismic data are available and that seismic amplitudes and travel times

have been previously inverted to estimate the corresponding elastic properties.

From a probabilistic point of view, the solution of the inversion problem

corresponds to the estimation of the conditional probability P m
��d� �

. The assess-

ment of the conditional distribution m
��d can be made by Bayesian inversion:

P mjdð Þ ¼ PðdjmÞP mð Þ
P dð Þ ¼ PðdjmÞP mð ÞZ

PðdjmÞP mð Þdm
ð4:40Þ

where P d
��m� �

is the likelihood function, P(m) is the prior model, and P(d) is a

normalizing constant ensuring thatP m
��d� �

is a valid probability density function. In

Bayesian inversion, we often assume that the physical relation F is linear and that

the prior distribution P(m) is Gaussian [30]. These two assumptions are not

necessarily required to solve the Bayesian inversion problem, but under these

assumptions, the inverse solution can be analytically derived [30].

In many applications, the Gaussian assumption does not necessarily provide a

realistic description of the model. For multimodal distributions, Grana and Della

Rossa [37] proposed a Gaussian mixture model, i.e., a linear combination of

Gaussian distribution, whereas Rimstad and Omre [38] proposed skewed distribu-

tions. However, the most general statistical assumption is based on non-parametric

distributions [31]. Differently from Gaussian distributions, non-parametric distri-

butions cannot be described by a finite set of parameters, therefore the solution of

the Bayesian inverse problem must be numerically computed, i.e. the value of the

posterior distribution must be evaluated for each value of the model properties.

Grana and Della Rossa [37] used the kernel density estimation approach for

non-parametric distributions in rock physics inversion and compared it with the

Bayesian Gaussian mixture inversion approach.

Rock physics models shown in Sects. 4.2–4.6 combined with mathematical

inversion can be used in probabilistic inversion to estimate reservoir properties

from geophysical attributes. Mukerji et al. [39] and Eidsvik et al. [40] introduced

statistical rock physics to estimate reservoir parameters from seismic attributes and

to evaluate the associated uncertainty. Stochastic rock physics models are used by

Bachrach [41] for a joint estimation of porosity and saturation and by Sengupta and

Bachrach [42] for pay-volume uncertainty evaluation. Spikes et al. [43] developed a

probabilistic seismic inversion to constrain reservoir properties estimation with

well data and seismic attributes.

Statistical rock physics modeling combines rock physics models with Monte

Carlo simulations to simulate the variability of the physical model and the uncer-

tainty of the input data and to mimic different geological scenarios in addition to

those sampled by well log data. By using statistical rock physics in a Bayesian
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inversion setting, we aim to estimate the rock and fluid properties in the reservoir

conditioned by the geophysical measurements and to assess the uncertainty asso-

ciated to the model. For the prior distribution, Grana and Della Rossa [37] proposed

to use a multivariate Gaussian mixture model with a fixed number of components

corresponding to the different reservoir facies. From the prior distribution, different

scenarios can be generated by Monte Carlo simulation: petrophysical variables can

be sampled from the prior distribution and the elastic response can be computed

through the rock-physics model. The spatial correlation of petrophysical properties

can then be modelled by means of a variogram to obtain realistic spatial correlation

[31]. This approach allows accounting for uncertainty associated with rock physics

model predictions.

In general, more advanced mathematical methods can be applied to solve the

rock physics inverse problem and estimate rock and fluid properties from geophys-

ical data [31]. In this section, we apply a Bayesian linearized inversion to a 2D

section extracted from a reservoir model in the North Sea (Sect. 4.7). The seismic

dataset consists of four angle gathers and contains about 300,000 traces in a time

window corresponding to an average depth interval of approximately 250 m. We

first applied a Bayesian linearized AVO inversion [32] to estimate P-wave and

S-wave velocity and density. A 2D section passing through the calibration well

(Sect. 4.7) is shown in Fig. 4.12.

The second step of the seismic reservoir characterization workflow is the

Bayesian rock physics inversion. The inversion is based on the Gaussian mixture

model assumption, as in Grana and Della Rossa [37]. The input data are the inverted

seismic attributes shown in Fig. 4.12. By combining the rock physics model

calibrated in Sect. 4.7 (stiff sand model) with Bayesian inversion methods, we

can estimate the rock and fluid properties in the reservoir grid. In Fig. 4.13 we show

a 2D section of porosity and clay content. The top of the reservoir is clearly visible

in the 2D sections, even though the resolution of the dataset is fairly low.

For a complete illustration of the application of rock physics inversion methods

to real data, we refer the reader to Avseth et al. [10], Bachrach [41], Doyen [31],

Spikes et al. [43], Grana and Della Rossa [37], and Rimstad and Omre [38]. For

rock physics inversion methods including electromagnetic data we refer the reader

to Chen et al. [34] and MacGregor [35].

Fig. 4.12 Inverted seismic attributes along a 2D section of a North Sea reservoir: left plot shows
P-wave velocity; right plot shows density
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Chapter 5

Geomechanics and Elastic Anisotropy
of Shale Formations

Mehdi Ostadhassan

Abstract Deep shales are the most abundant yet least characterized sedimentary

rocks in petroleum industry while they have become significant sources of hydro-

carbon unconventional resources. This chapter aims to fulfill an investigation of

anisotropy in this rock type in several different facets through integration of field

and lab data. I seek to generate key information to better understand elastic

anisotropy as well as in situ stresses to better perform drilling, well completion,

perforating, and hydraulic fracturing for the purpose of geomechanical modeling.

The first step was to study the anisotropic behavior of shale formations. For such

a purpose three necessary independent shear moduli, elastic stiffness coefficients,

and principal stresses are calculated and measured. The parameters then are used to

generate shear radial profiles and slowness-frequency plots to analyze formation

anisotropy, type, and origin.

The next step was to evaluate direction and magnitude of the minimum and

maximum anisotropic principal horizontal stresses as the governing element in

geomechanical modeling. I also analyzed wellbore behavior and predicted wellbore

failure under stress alteration caused by drilling. Elastic anisotropy of the formation

is considered in 3D numerical models and calculations, which has improved the

results considerably.

5.1 Introduction

Significant activities are underway in the USA to explore and develop America’s
shale oil plays. The shale oil plays contain “fine grained, organic rich, sedimentary

rocks.” The shales are both the source of and the reservoir for oil. They are also

defined by the extremely small pore sizes which make them relatively impermeable

to fluid flow, unless natural or artificial fractures occur.

To gain a better understanding of the potential US domestic shale oil resources,

Energy Information Administration (EIA) developed an assessment of onshore
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Lower 48 States technically recoverable shale oil resources [1]. This report esti-

mates shale oil resources for the undeveloped portions of 20 shale plays that have

been discovered. Eight of those shale plays are subdivided into 2 or 3 areas,

resulting in a total of 29 separate resource assessments. The map in Fig. 5.1

shows the location of the shale plays in the Lower 48 States [2].

According to the shale report’s assessment there are 23.9 billion barrels of

recoverable of shale oil in the onshore Lower 48 States. The largest shale oil

formation is the Monterey/Santos play in southern California, which is estimated

to hold 15.4 billion barrels or 64% of the total shale oil resources. The Monterey

shale play is the primary source rock for the conventional oil reservoirs found in the

Santa Maria and San Joaquin Basins in southern California. The next largest shale

oil plays are the Bakken and the Eagle Ford, which are assessed to hold approxi-

mately 3.6 billion barrels and 3.4 billion barrels of oil, respectively. Bakken which

is comprised of upper and lower shale section and carbonate-clastic middle member

with high clay contents was used as the case study for this chapter

Table 5.1 summarizes the amount of revocable resources in Billion Barrels of

Oil (BBO) of major US shale oil plays with the area of extension in square miles

[2]. The Estimated Ultimate Recovery (EUR) in Thousands Barrels (MBO) per well

is denoted in the last column.

Fig. 5.1 Map of major US shale plays including the Bakken in Williston Basin, ND, [1]
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5.2 Theory of Anisotropy

5.2.1 Elastic Anisotropy

Variation of an elastic properties in a medium such as: different moduli and wave

velocity propagation with respect to the direction of measurement is called anisot-

ropy [3]. A medium that displays this directional dependence is referred to an

anisotropic medium.

Sedimentary rocks are often found to be anisotropic. In sedimentary rocks there

are many sources of elastic anisotropy; some of them are as follows [4]:

• Aligned crystals,

• Direct stress-induced anisotropy,

• Lithologic anisotropy (i.e., aligned grains),

• Aligned fractures, cracks and pores, subsequently the nature of their infilling

material (clays, hydrocarbons, water, etc.)

• Structural anisotropy (i.e., fine layering)

New advancements in sonic logging have made us capable of quantifying

anisotropy and the origins azimuthally and radially around the borehole [5].

5.2.2 Classification of Anisotropic Media

Transverse isotropy is defined as having the same properties (e.g., velocity, stiff-

ness, permeability, resistively) in a medium when measured within a plane that is

normal to an axis, but having different values when measuring those properties at

other angles to that axis normal to the plane of measurement [4, 6]. This axis is

Table 5.1 Technically recoverable shale oil recourses summary in the USA

Play

Technically recoverable

resource

Area

(sq. miles) Average EUR

Oil (BBO)

Oil

(MBO/well)

Eagle Ford 3.35 3323 300

Total Gulf Coast 3.35 3323 300

Avalon and Bone

Springs

1.58 1313 300

Total Southwest 1.58 1313 300

Bakken 3.59 6522 550

Total Rocky Mountain 3.59 6522 550

Monterey/Santos 15.42 1752 550

Total West Cost 15.42 1752 550

Total Lower 48 USA 23.94 12,910 460
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called the symmetry axis and is normal to the alignment direction of different

properties.

There are two styles of property alignment in mediums: horizontal alignment of

properties with vertical axis of symmetry and vertical alignment of properties with

horizontal axis of symmetry. These two types of alignments (symmetries) make two

types of anisotropies: transversely isotropic with vertical axis of symmetry (VTI)

and transversely isotropic with horizontal axis of symmetry (HTI). These are two

oversimplified but convenient models that have been created to describe how elastic

properties, such as velocity or elasticity, vary in anisotropic media [4, 7] (Fig. 5.2).

Elastic anisotropy is a key parameter for geomechanical modeling. Most of the

rock constituents of the earth’s crust exhibit some degree of anisotropy. Shales are a

major component of sedimentary basins [9] that exhibit a high degree of intrinsic

anisotropy due to their microstructures and platy shape clay minerals [10]. As a

matter of fact, the anisotropic behavior of shales could be simplified by making the

assumption that they are Vertically Transverse Isotropic (VTI) [11, 12]. This has

made transverse isotropy the most common anisotropy model to be acquired in

modeling and various analyses.

5.2.3 VTI Medium

Vertical transverse isotropy, also known as polar anisotropy [13], can be quantified

in the manner of including transverse isotropic planes with a vertical axis of

rotational symmetry. A VTI medium can be characterized by having five indepen-

dent elastic stiffness coefficients. Considering X3 as the axis of rotational symmetry

in the conventional two index notation [14, 15] and applying general Hook’s law
(Eq. 5.1), the non-vanishing elastic stiffness coefficients (Eqs. 5.2 and 5.3) of the

elasticity matrix (Eq. 5.2) reads as follows:

Fig. 5.2 VTI and HTI mediums, [8]
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σij ¼ Cijklεkl � αPp ð5:1Þ

Where σij: Stress tensor, Cijkl: Fourth rank stiffness tensor, εkl: Strain tensor, α:
Biot’s constant and Pp: Pore pressure, and the conventional two index notation [15]

of the stiffness tensor will be:

Cij ¼

C11 C12 C13

C21 C22 C23

C31 C32 C33

0 0 0

0 0 0

0 0 0
0 0 0

0 0 0

0 0 0

C44 0 0

0 C55 0

0 0 C66

0
BBBBB@

1
CCCCCA; ð5:2Þ

Hence a VTI medium the five non-vanishing elastic stiffness coefficients along with

C66 are as follows:

C11 ¼ C22,C33,C12 ¼ C21,C13 ¼ C23 ¼ C32 ¼ C31,

C44 ¼ C55,C66 ¼ C11 � C12

2

ð5:3Þ

Elastic anisotropy and stiffness tensor components can be quantified with wave

propagation through an elastic medium. Considering the velocity υij of an elastic

wave traveling along the Xi axis and polarizing along the Xj, the relationship

between υij and Cij for a TI medium will become:

υ11 ¼ υ22 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11

ρ
, υ33 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C33

ρ
, υ12 ¼ υ21 ¼

ffiffiffiffiffiffiffiffiffi
C66

ρ
;

svuut
vuuut ð5:4Þ

υ13 ¼ υ31 ¼ υ23 ¼ υ32 ¼
ffiffiffiffiffiffiffi
C55

ρ

s
ð5:5Þ

Where ρ is the bulk density, υ12 is the velocity of a shear wave propagating along

the axis (X1) and polarized along the axis (X2), υ33 is the velocity of a compressional

wave traveling along the axis of symmetry (X3) and polarized along the same axis.

5.2.4 Shale Anisotropy

Shales are known to be anisotropic [16, 17]. In addition to the mineralogy, the

mechanical anisotropy of shales are related to the organic richness of kerogen

content. A series of publications [12, 18, 19] discussed shale anisotropy in the lab

on a variety of shales, with different clay and kerogen content, clay mineralogy and

porosity at different effective pressures. They found that black, kerogen-rich shales
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are transversely isotropic, and anisotropy of shales increases substantially with

compaction and kerogen content. Vernik and Nur [18] pointed out that the anisot-

ropy of shales is enhanced by bedding-parallel microcracks, especially at the high

pore pressure. Prasad and Mukerji [20], and Mukerji and Prasad [21, 22] analyzed

scanning acoustic microscope (SAM) images of the Bakken shale and found that

the textural heterogeneity, P wave impedance and velocity, and density increase

with increasing maturity (decreasing kerogen content), while textural anisotropy

decreases with maturity.

In order to determine the type of anisotropy in the field to better plan further,

field operations such as hydraulic fracturing, dispersion analysis, and sonic logging

are widely used [23–25]. Dispersion plots are graphical representations of fre-

quency versus slowness for different wave types gathered through advanced sonic

logging. In such graphs, slowness in high frequency represents the near wellbore,

while far field slowness is related to the low frequency region. A dispersion plot

enables us to determine whether the formation is isotropic or anisotropic, homoge-

neous or inhomogeneous as well as the cause of the anisotropy. In this regard, four

different cases can be expected as follows:

1. Homogeneous–isotropic,

2. Inhomogeneous–isotropic,

3. Homogeneous–anisotropic,

4. Inhomogeneous–anisotropic,

In this regard radial slowness variation profiles (RSVP) are beneficial for

formation characterization [26, 27]. Figures 5.3, 5.4, 5.5, 5.6, 5.7, and 5.8 represents

data processed from two different wells through three different members of the

Bakken Formation [28, 29]. Compressional, shear, and Stoneley wave slowness

variations in a deep penetration into the formation provide valuable information of

true formation dynamic properties.

5.2.5 Case Study

Figure 5.3 displays the dispersion plot of a depth representative of the Upper

Bakken (UB) in well 1, where the fast and slow shear flexural modes overlay

each other, but do not match the modeled curves. This validates the assumption

that the Bakken Formation is more likely to be homogeneous and vertically

transverse isotropic. This elastic anisotropy originates from the platy shape clay

particles as the major constituent minerals of the shaley UB. Lower Bakken

demonstrates similar behavior, whereas the dispersion plot of middle member

(Fig. 5.4) exhibits a perfect match between the flexural modes and the modeled

curves, indicating homogeneous isotropic medium.

Figures 5.6 and 5.8 show the dispersion and SRP plots at depths 9720 and 9808 ft

in well 2. They represent perfect VTI caused by clay minerals in UB and LB. In

Figs. 5.6 and 5.8, flexural modes overlay each other and do not match the modeled

curves in dispersion plots. On the SRP plots, flexural modes slowness does not
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separate and are slower than the Stoneley waves. Dispersion and SRP plots of MB

shown in Fig. 5.7 have the characteristics of an isotropic medium. Finally, com-

paring the SRP plots from Middle Bakken (MB) in well 1 and 2, the mismatch of

Stoneley slowness with the overlaying flexural modes (slower Stoneley compared

to faster shear dipoles) in Well 1, confirms the idea of a quiet permeable Middle

Bakken due to the presence of vertical fractures which should be considered in

stimulation design.

Fig. 5.3 Dispersion plot (a) and radial slowness variation profile (b) for Upper Bakken, well 1, [28]

Fig. 5.4 Dispersion plot (a) and radial slowness variation profile (b) for Middle Bakken, well 1, [28]
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Fig. 5.5 Dispersion plot (a) and radial slowness variation profile (b) for Lower Bakken, well 1,
[28]

Fig. 5.6 Dispersion plot (a) and radial slowness variation profile (b) for Upper Bakken in well 2,

[28]
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Fig. 5.7 Dispersion plot (a) and radial slowness variation profile (b) for Middle Bakken in well 2,

[28]

Fig. 5.8 Dispersion plot (a) and radial slowness variation profile (b) for Lower Bakken in well 2,
[28]
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5.3 Fundamentals of Geomechanical Modeling
for Wellbore Instability

Wellbore instability can be induced chemically or mechanically, or a combination

of both, either way, the mechanical anisotropy of the shales if not considered can

result in failed operations and financial losses.

5.3.1 Chemically Induced Instability

Chemically induced instability usually takes place in shale bearing zones when

shales water absorption and swelling leads to hole enlargement, or in salt layers

when the salt is dissolved by the drilling fluid and causes a reduction in the

hole size.

5.3.2 Mechanically Induced Instability

Formations at depth are under a state of compressive in situ stresses. When a well is

drilled through the formation, a significant amount of rock volume is removed

which causes stress alteration. As a result, the surrounding rocks at the borehole

must compensate for the eliminated load. Stress concentration around the borehole

is the direct result of this process. Thus, in cases of weak formations such as

unsolicited sands or shales, the formation may fail. The failures could be catego-

rized under three main classes, as shown in Fig. 5.9:

1. Formation breakdown, or unintended hydraulic fracturing that will result in loss

of drilling fluid circulation.

2. Hole enlargement due to brittle rock fracture or rupture.

3. Hole size reduction, which can happen due to ductile yield of the rock.

5.3.3 Factors Influencing Wellbore Stability

To obtain a good prediction of wellbore stability and geomechanical behavior of the

reservoir, we should try to recognize the governing parameters and various possible

conditions occurring around the borehole. There is a comprehensive list of factors

encountered in wellbore stability analysis and geomechanical modeling, but the

major ones that are controllable, predictable and measurable are rock strength,

stiffness, permeability, temperature, pore pressure and concentration (Fig. 5.10).
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5.3.4 In Situ Stress Field

Formation stresses play an important role in geomechanical modeling and devel-

opment of oil and gas reservoirs. Both the direction and magnitude of these stresses

are required in (a) planning for borehole stability, (b) hydraulic fracturing for

enhanced production, and (c) selective perforation for sand control. The formation

stress state is characterized by the magnitude and direction of the three principal

Tensile failure:
Hydraulic fracturir
Lost circulation

a

b

Shear failure:
Overgauge hole
Breakouts

SALT

BRITTLE
SHALE

FRIABLE
SANDSTONE

Wellbore
Pressure

Shear failure:
Borchole collapse

Fig. 5.9 Three main

classes of wellbore failure

(modified from ref. [30])
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Permeability

Tw
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Cw
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Fig. 5.10 Alteration of different parameters around the borehole (modified from ref. [30])
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stresses, one vertical and two horizontal. In this regard formations could be either

normally stressed or tectonically stressed. In a normally stressed formation, the

maximum principal stress is the vertical effective stress (σv), equal to the overbur-

den stress. The other two principal in situ stresses (σH, σh) are located in a horizontal
plane. For well-compacted and cemented formations, the overburden stress varies

linearly with depth. In tectonically stressed regions which may contain active faults,

salt domes or severe folding and fracturing, the principal in situ stresses are not

necessarily oriented in vertical or horizontal directions that have led into structural

deformations.

Observations show that changes of in situ stresses can cause major borehole

instability problems associated with drilling specifically in tectonically active areas.

In addition to in situ stresses, pore pressure plays an important role in wellbore

stability. Pore pressure, or reservoir pressure, is the amount of pressure exerted by

the in situ pore fluid to the internal pore walls [3]. For normally pressured forma-

tions, the pore pressure gradient is constant at approximately 10.4 kPa/m. In

geo-pressured (overpressured) formations such as the Bakken, pore pressure gra-

dient can exceed 20.4 kPa/m.

5.3.5 Wellbore Pressure

Drilling wellbore pressure, which is maintained by drilling mud, tries to protect the

wellbore from failure. On one hand, excess mud pressure will prevent blow-outs; on

the other hand, it can cause pipe sticking problems, washouts or unintended

fractures and lead into wellbore failure. It is important to maintain an appropriate

and safe mud pressure window to avoid such problems. In general, the safe mud

weight window needs to be determined through modeling [31–33].

5.3.6 Fractures and Damages in the Formation

Discontinuities, such as bedding planes, fractures, and damages in the formation

which are considered as weak planes, can cause wellbore instability problems as a

source of anisotropy. Mud can infiltrate into either natural or drilling-induced open

fractures that cross the wellbore wall, increasing tensile stresses and resulting in

wellbore instability problems.

Formation damage, which means the invasion of the mud filtrate into the

formation and reducing formation permeability, can reduce the wellbore stability.

Figure 5.11 explains that the effective radial stress near the wellbore has been

reduced due to high pore pressure gradients set up in the damaged zone. In certain

conditions, the pore pressure may be high enough to induce tensile effective radial

stresses [31, 34].
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5.3.7 Thermal Effect

Temperature can affect borehole stability, and should be considered in stress

analysis [35]. Cooling the wellbore wall, which is one of the main roles of the

drilling fluid, can cause an increase in mud weight and result in the increase of

tangential stresses, causing shear failures [36]. Thermal effects become more

important when drilling in naturally fractured reservoirs.

5.3.8 Fluid Flow into the Wellbore

Permeability of the formation should also be included for more accurate

geomechanical modeling. In high permeable formations, an effective mud cake

will form around the wellbore wall, preventing mud losses and wellbore failures.

This mud cake is beneficial in borehole stability, and its characteristic is partially

dependent on the formation permeability. Mud cakes will only develop on the edge

of sufficiently permeable formations. In impermeable (tight) rocks like shales, the

mud cake is negligible. Flow of the formation fluid in to the wellbore drops

formation pressure, thus the mud pressure remains greater than the pore pressure

[32, 37].

5.3.9 Chemical Effects (in Shales)

One of the main causes of shale instability is believed to be the unfavorable

interactions between the shale and drilling mud [38]. This is primarily due to the

shale acting as an osmosis membrane, helping the movement of water/ions into or
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Fig. 5.11 Reduced radial effective stress due to formation damage (modified from ref. [31])
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out of shale. This movement causes alterations in mechanical and physiochemical

properties of the shale, and can lead to wellbore instability problems. As previously

mentioned water absorption by clay minerals in shale will increase pore pressure,

thus decreasing the effective in situ stresses and resulting in wellbore failures. Shale

swelling which happens by clay minerals absorbing water will result in clay bond

strength loss, thus ending in wellbore failure [34, 39].

5.3.10 Numerical Modeling of Wellbore Stability

There are number of input parameters that influence wellbore stability and impact

the accuracy of numerical models. However it is necessary to validate the models

with laboratory experiments, but typical laboratory work cannot meet the condi-

tions under which the numerical models were run. Thus, all numerical modeling

projects should generally be considered as theoretical until proven under

laboratory-controlled conditions. There are an abundance of numerical models

developed for analyzing wellbore instability, among which elastic and elastoplastic

models are the most common used in the industry [34].

5.3.10.1 Elastic Models

The first elastic solution to predict wellbore stability was developed by Hubbert and

Willis [40] in a vertical borehole under non-hydrostatic far field stresses and

constant borehole fluid pressure conditions. Fairhurst [41] developed a solution

for the stress distribution around an inclined borehole. The equations derived by

Fairhurst [41] were used by Bradley [42] to model the stresses around a circular

opening in a general case for the inclined well and not parallel to the principal

stresses’ directions. It should be mentioned that all these solutions were simple, and

did not take temperature or pore pressure gradients, mud cake effectiveness,

material anisotropy or time dependency into account. Santareli and Brown [43]

derived a stress-dependent elastic modulus solution for borehole stability. Aadnoy

and Chenevert [44] included the influence of rock anisotropy in inclined boreholes

in further stability models to solve for stresses at the borehole wall. This model was

later improved by Ong and Roegiers [45], accounting for the stress as a function of

borehole radius and also adding an anisotropic shear failure criterion. Roegiers and

Detournay [46] developed a model that was able to predict stresses, displacements

and fracture initiations at inclined borehole walls. Mody and Hale [47] presented a

model taking into account the chemical effects of drilling fluid and the formation.

Sherwood and Bailey [48] modified Biot’s [49] linear theory of poroelasticity for

shale swelling around a cylindrical borehole. Linear elastic solutions are the most

widely used models in the industry for mud weight design and borehole stability

analyses due to their ease of use and less dependency on input parameters [34].
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5.3.10.2 Elastoplastic and Poro-elastoplastic Models

An elastoplastic model suggests that even after the borehole might be stressed

beyond its elastic limit to undergo a reversible deformation, the non-elastic region

remains intact and load-bearing. A number of elastoplastic and nonlinear analytical

and semi-analytical models for borehole stability include the work of Gnirk [50]

and Papamichos and Vardoulakis [51]. More recently, poro-elastoplastic models

have been developed, which take the effects of the fluid flow and elastoplastic

behavior of the rock into consideration [3].

5.3.10.3 Stress Distribution Around the Wellbore

A schematic diagram (Fig. 5.12) and solutions of a vertical borehole in a linear

elastic formation with horizontal in situ stresses, and on its internal boundary by a

wellbore pressure Pw (known as the plane strain problem), is as follows [34, 52]:

σr ¼ P0

2
1þ Kð Þ 1� a2

r2

� �
� 1� Kð Þ 1� 4a2

r2
þ 3a4

r4

� �
cos 2θ

� �
þ Pwa

2

r2
ð5:6Þ

σθ ¼ P0

2
1þ Kð Þ 1þ a2

r2

� �
þ 1� Kð Þ 1þ 3a4

r4

� �
cos 2θ

� �
� Pwa

2

r2
ð5:7Þ

σz ¼ σv � μ
4a2

r2
1� Kð ÞP0

2
ð5:8Þ

τrθ ¼ P0

2
1� Kð Þ 1þ 2a2

r2
� 3a4

r4

� �
sin 2θ

� �
ð5:9Þ

τrz ¼ τθz ¼ 0 ð5:10Þ

Where μ is the Poisson’s ratio, K is at rest earth pressure coefficient, a is borehole

radius, and P0 is the external pressure of the borehole.

A more general solution would be a deviated borehole in an elastic formation

(Fig. 5.13) which is solved in a local coordinate system whose z axis is parallel to
the wellbore axis and x axis is chosen to be parallel to the lowermost radial direction

of the wellbore. The global coordinate (virgin formation stress coordinate, x’, y’, z’)
can be then converted into the local coordinate (borehole coordinate, x, y, and z)
system [32]:
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Fig. 5.12 A vertical borehole in an anisotropic in situ stress with internal wellbore pressure

(modified from ref. [34])

Fig. 5.13 Schematic

diagram for an inclined

wellbore subjected to in situ

stresses (modified from

ref. [34])
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σH, σh, and σv are the far-field stresses, σx
0, σy

0, σz
0, τxy

0 τyz
0, and τxz

0 are the local

wellbore coordinate stresses. ϕx is the azimuth angle, and is the counterclockwise

angle between the projection of the wellbore axis on the horizontal plane and the

direction of the maximum horizontal in situ stress. ϕz is the wellbore inclination,

the angle between the wellbore axis and the vertical direction. After the conversion,

the analysis can be worked out in the local coordinate system. Then the complete

stress solutions are:
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Where σθ, σr, and σz are tangential stress, radial stress, and axial stress, respectively,
and τrθ, τθz, τrz are three components of the shear stress. θ is the angle from the

maximum principal horizontal stress and a is the borehole radius [34].

5.3.10.4 Mohr–Coulomb Failure Criterion

The analysis begins with a simple case: a vertical borehole in a linear elastic

formation with horizontal in situ stresses, and the mud weight Pw on its internal

boundary exerted by the fluid pressure. In this case, the largest stress difference

occurs at the borehole wall, r¼ a. According to Eqs. (5.19–5.22), the stresses at the
borehole wall are:

σr ¼ Pw ð5:19Þ
σθ ¼ P0 1þ K þ 2 1� Kð Þ cos 2θ½ � � Pw ð5:20Þ

σz ¼ σv � 2μ 1� Kð ÞP0 cos 2θ ð5:21Þ
τrθ ¼ τrz ¼ τθz ¼ 0 ð5:22Þ

Since all shear stresses vanish, σθ (tangential stress), σr (radial stress), and σz (axial
stress) are principal stresses, and can be used directly in the failure criterion. The

Mohr–Coulomb criterion is given as follows:

σ1 � ασ3 ¼ Y ð5:23Þ

Where

α ¼ 1þ sinφ

1� sinφ
,Y ¼ 2C cosφ

1� sinφ
ð5:24Þ

And φ and C are the friction angle and cohesion respectively.

The Minimum Wellbore Pressure

To prevent wellbore collapse when wellbore pressure is decreasing, the minimum

wellbore pressure should be calculated. In this situation, two cases are considered

[32, 37]:

Case I: σθ> σz> σr

Therefore, the Mohr–Coulomb criterion can be written as follows according to

Eq. (5.25):

σθ � ασr ¼ Y ð5:25Þ
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So the minimum wellbore pressure which can initiate the shear failure can be

obtained:

Pw ¼ 1þ Kð Þ þ 2 1� Kð Þ cos 2θ½ �P0 � Y

1þ α
ð5:26Þ

Case II: σz> σθ> σr

The minimum wellbore pressure in this case can be obtained:

Pw ¼ σv � 2μ 1� Kð ÞP0 cos 2θ½ � � Y

α
lim
x!1 ð5:27Þ

The Maximum Wellbore Pressure

If the wellbore pressure is increased significantly, the tensile failure can occur at the

borehole wall when the smallest principal stress becomes tensile and equal to the

tensile strength of the rock around the borehole:

σ3 þ Tr ¼ 0 ð5:28Þ

Where T0 is the tensile strength of the rock around the borehole.

It is likely assumed that the tangential stress is the minor principal stress.

Therefore, the maximum wellbore pressure is:

Pw ¼ P0 1þ K þ 2 1� Kð Þ cos 2θ½ � þ T0 ð5:29Þ

Elastoplastic Stress Analysis

After initial yielding takes place with the decrease of the borehole pressure at the

borehole wall, a plastic zone within the region a � r � Rp forms around the inner

wall of the borehole. The stresses in the plastic zone must satisfy the equilibrium

equation:

∂σr
∂σ

þ σr � σθ
r

¼ 0 ð5:30Þ

Also, the stresses in the plastic region must satisfy the yield conditions:
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σθ � ασr ¼ Y ð5:31Þ

Substituting Eq. (5.31) into Eq. (5.30) and equating, one obtains:

σr ¼ C

α� 1
rα�1 � Y

α� 1
ð5:32Þ

Using the boundary conditions for r¼ a, σr¼Pw, a value for C can be obtained:

C ¼ α� 1

aα�1
Pw þ Y

aα�1
ð5:33Þ

Therefore, the radial stress above the crown in the plastic zone can then be written

as:

σ p
r ¼ r

a

� �α�1

Pw þ Y
α�1

� �
� Y

α�1
ð5:34Þ

The radial stress should be continuous across the elastoplastic boundary, and so the

following condition must be satisfied:

σ p
r ¼ σ e

r atr ¼ Rp, θ ¼ 90
� ð5:35Þ

Where the superscripts e and p denote the elastic and plastic zones, the borehole

pressure Pw can then be expressed as:

Pw ¼ 3K � 1

αþ 1
P0 � 2Y

1� α2

� �
a

Rp

� �α�1

þ Y

1� α
ð5:36Þ

An axisymmetric cavity contraction theory is used to represent stresses at point

(r¼Rp, θ¼ 90�) for the asymmetric problem (where K 6¼ 1), therefore the following
assumptions can be made:

• The plastic region, where its radius is the distance between the center of the

borehole and the furthest yield point, is axisymmetric.

• The displacement for each point on the elastoplastic zone boundary is the same.

• Displacement depends on the maximum plastic radius and not the position angle

θ.

With the above assumptions, the displacement at the interface between the

elastic and plastic zone is given by the elasticity solution [52]:
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u r¼Rp
¼ P1y � P0

2G

Rp

r

� �				
2

r ¼
1� 3K�1

αþ1

� �
P0 þ Y

1þα

h i
2G

Rp ð5:37Þ

Where G is the shear modulus of the rock around the borehole, G ¼ E=2 1þ μð Þ.
For unloading cavity contraction, the following solution can be derived [52]:

R1þβ
0 � a1þβ ¼ Rp � u


 �1þβ � R1þβ
p ð5:38Þ

Where

β ¼ 1þ sinψ

1� sinψ
ð5:39Þ

Where ψ denotes the dilation angle of the rock.

Since soft rocks have a small dilation angle, it can be assumed that the rock

volume does not change within the plastic zone. Therefore sinψ ¼ 0 can be

achieved, which leads to:

R2
0 � a2 ¼ Rp � u


 �2 � R2
p ð5:40Þ

It has been found that the dilation angle has relatively little influence on the

solutions.

Substituting Eq. (5.37) into Eq. (5.40) and neglecting the higher-order terms

gives:

a
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R2
p

�
1� 3K�1

1þα
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1þα

G

0
@

1
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ð5:41Þ

And substituting Eq. (5.41) into Eq. (5.36) yields:

Pw ¼ 3K � 1

1þ α
P0 � 2Y

1� α2

� �
R2
0

R2
p

�
1� 3K�1

1þα

� �
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@

1
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0:5

þ Y

1þ α
ð5:42Þ

If K< 1 then, the initial yield and the furthest points are at the spring-line of the

borehole, i.e., θ¼ 0�.
The critical borehole pressure P2y for initial yield at the spring-line of the

borehole is:
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P2y ¼ 3K � 1

1þ α
P0 � Y

1þ α
ð5:43Þ

A similar approach can be used to obtain the equivalent limiting borehole pressure

equation:

Pw ¼ 3� K

1þ α
P0 � 2Y
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5.3.10.5 Wellbore Stability in Laminated (VTI) Formations

We discussed that the strength anisotropy, which exists due to the presence of weak

planes, is one of the unique properties of laminated shales. Therefore, both the

stress state around the wellbore and the variable strength properties of laminated

formations should be considered in wellbore stability calculations.

Anisotropic Strength Model

In this model, it is assumed that under triaxial compressive strength the pore

pressure within the shale sample is zero (drained-test conditions). A shale sample,

as shown in Fig. 5.14, is subjected to a typical compressive strength test. Based on

the operation angle (β), which is defined as the angle between the bedding plane and
the axial stress, two possibilities for laminated rock failure may exist: either across

or along the bedding plane.

• If the sample fails across the bedding plane, then the strength is defined as

“normal strength,” σ
0
1n
.

• If the sample fails along the bedding plane, then the strength is defined as the

“bedding plane strength,” σ
0
1b
at that operation angle.

According to Mohr–Coulomb failure criterion, the normal strength can be

calculated using the following equation [54]:

σ
0
1n
¼ σ

0
3 þ 2 C0 þ μσ

0
3

� � ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ μ2

p� �
þ μ

h i
ð5:45Þ

Similarly, the bedding plane strength can be calculated using the following equa-

tion [54]:
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σ
0
1b
¼ σ

0
3 þ

2 C0w þ μwσ
0
3


 �
1þ tan βμwð Þ sin 2β ð5:46Þ

Differentiating Eq. (5.46) with respect to β shows that σ
0
bs has a minimum value

when: tan 2βw ¼ 1
μw

(βw is special operation angle at which the bedding strength

becomes minimum), this minimal value of σbs,min is:

σ
0
1b,min

¼ σ
0
3 þ 2 C0w þ μwσ

0
3

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ μw2

p� �
þ μw

h i
ð5:47Þ

By equating Eqs. (5.46) and (5.47), two values of operation angle, denoted as

β1 andβ2, β1 � β2, can be calculated as:

β1, β2 ¼ tan �1 a�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2 � 2abμw

p
bþ 2aμw

 !
ð5:48Þ

Where μw is the weak plane coefficient of friction and

a ¼ C0 þ μσ
0
3


 � ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ μ2

p� �
þ μ

h i
and b ¼ C0w þ μwσ

0
3.

Where μ is the intrinsic coefficient of friction. The cohesion (C0) can be

determined through uniaxial compressive strength (UCS) test, geophysical well

logs or from correlations.

Sigma 1

Sigma 3 Sigma 3

Bedding
Plane

Failure
Plain

Sigma 1

Beta

Fig. 5.14 Shale sample

under triaxial stress

(modified from ref. [53])
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5.4 Anisotropic Geomechanical Modeling Case Study-
Bakken Formation

To carry out a complete geomechanical study, a mechanical earth model (MEM)

should be generated. MEM is a numerical representation of reservoir properties in

1D, 2D, or even 3D style. A MEM contains data related to the rock failure

mechanisms, in situ stress, stratigraphy and geologic structure of the reservoir

[55–58]. MEM should be made any time before the drilling. It will be updated

when new information during drilling and later during the production is obtained

(Fig. 5.15).

Incorporating elastic anisotropy in to constructing a more precise MEM for

geomechanical modeling is crucial [28, 29, 59] (Fig. 5.16).

5.4.1 Anisotropy in Geomechanical Modeling

Anisotropy has been neglected in constructing MEM and geomechanical (numer-

ical) modeling for decades. In the petroleum industry, isotropy assumptions have

been frequently applied to geomechanical modeling not because they are good

approximations, but since anisotropic measurements were not available and rele-

vant models were sophisticated. Moreover, isotropy assumptions have led to inac-

curate results [14, 60]. Mechanical anisotropy, in particular, means elastic

properties of the rock, such as Young’s modulus, Poisson’s ratio and shear modulus,

Fig. 5.15 Mechanical earth model (MEM) flowchart, [29]
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change due to the direction of the measurement. As stated earlier sonic logging

technology have made the three dimensional (3D) analysis of mechanical anisot-

ropy possible around the wellbore with high levels of precision [5, 13].

5.4.1.1 Vertical Stress

Total vertical stress is defined as the combination of the weight of the rock matrix

which is the vertical effective stress and the pressure exerted by the fluids in the

pore spaces overlying the depth of interest, as shown in Eq. (5.49).

S hð Þ ¼
Zh
0

ρ zð Þgdz ð5:49Þ

Where S(h) is the total vertical stress at depth h, ρ(z) is the density at depth z below
the surface, and g is the acceleration due to gravity. Equation (5.49) can be

rearranged in the form of Eq. (5.50):

σv ¼ S hð Þ � Pp ð5:50Þ

Where σv is the vertical effective stress and Pp is the pore pressure which is caused

by the fluid in the pore spaces, S(h) can be computed by integrating bulk densities

from the density log data. It should be noted that if water column exists above the

surface, ρwgzw should be added to Eq. (5.49); ρw is the water density and zw is water

depth.

Fig. 5.16 Anisotropic MEM flowchart, [29]
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5.4.1.2 Pore Pressure

Pore pressure (Pp) can be measured directly from repeated formation test (RFT) and

drill stem test (DST) with high accuracy during drilling. When these data are not

available, qualitative pore pressure estimation from velocity data can be utilized.

Several methods for velocity-based pore pressure estimation have been proposed

[61, 62]. The most widely used method in the petroleum industry is the Eaton

method [57, 63]. This approach is based on the fact that the relationship between the

ratio of the observed sonic log value (or slowness) to the normal velocity value

(or slowness) and the pore pressure follows Eq. (5.51), [64, 65]:

Pp ¼ S� S� Pp


 � Δtnormal

Δtobserved

� �3

ð5:51Þ

Where Pp is pore pressure (MPa), Ph is the hydrostatic pressure (MPa), S is total

vertical stress (MPa) and Δt is slowness (μs/ft).

5.4.1.3 Horizontal Stress

Isotropic horizontal stresses for an various types of medium have been extensively

used in the industry and was derived from the solution of the linear poroelastic

equation [54]. Horizontal stresses for an isotropic poroelastic medium under uni-

form tectonic horizontal strain can be expressed as follows, Eqs. (5.52) and (5.53),

[60]:

σh � αPp ¼ ν

1� ν
σv � αPp


 �þ E

1� ν2
εh þ Eν

1� ν2
εH ð5:52Þ

σH � αPp ¼ ν

1� ν
σv � αPp


 �þ E

1� ν2
εH þ Eν

1� ν2
εh ð5:53Þ

where E is Young’s modulus, ν is Poisson’s ratio, σh is the minimum horizontal

principal stress, σH is the maximum horizontal principal stress, σv is the vertical

(overburden) stress, α is Biot’s constant, εh is the minimum horizontal strain and εH
is the maximum horizontal strain.

It was made clear that shales are transversely isotropic, thus using isotropic

models for horizontal stress calculations is not acceptable. Horizontal stresses for a

transversely isotropic medium with a vertical axis of symmetry under uniform

tectonic horizontal strain can be developed as [60, 66]
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σh � αPp ¼ Ehorzνvert
Evert 1� νhorzð Þ σv � α 1� ξð ÞPp


 �
þ Ehorz

1� νhorz2
εh þ Ehorzνhorz

1� νhorz2
εH

ð5:54Þ

σH � αPp ¼ Ehorzνvert
Evert 1� νhorzð Þ σv � α 1� ξð ÞPp


 �
þ Ehorz

1� νhorz2
εh þ Ehorzνhorz

1� νhorz2
εh

ð5:55Þ

Where Ehorz is Young’s modulus in the plane of isotropy, Evert is Young’s modulus

along the axis of symmetry, which is the direction of anisotropy, νhorz is Poisson’s
ratio in the plane of isotropy, νvert is Poisson’s ratio along the axis of symmetry. α is

Biot’s constant and ξ is the poroelastic constant. It is clear that the components of

Eqs. (5.52) and (5.53) are very well improved from isotropic E and ν to anisotropic
ones in Eqs. (5.54) and (5.55).

5.4.1.4 Anisotropic Elastic Parameters

For an anisotropic elastic medium assuming vertical transverse isotropy (VTI), by

applying linear Hook’s law expressed in Eq. (5.56) and taking X3 as the axis of

rotational symmetry, the stiffness matrix becomes Eq. (5.57) in the conventional

two index Voigt notation [15]

σij ¼ Cijklεkl ð5:56Þ

where σij is the stress tensor, Cijkl is the fourth rank stiffness tensor and εkl is the
strain tensor.

Cij ¼

C11 C12 C13

C21 C22 C23

C31 C32 C33

0 0 0

0 0 0

0 0 0
0 0 0

0 0 0

0 0 0

C44 0 0

0 C55 0

0 0 C66

0
BBBBB@

1
CCCCCA ð5:57Þ

The inverse of Eq. (5.57) in which the strain tensor is expressed as a linear function

of the stress for a linear elastic transverse isotropic medium can be written as εkl
¼ Sijklσij where S ¼ C�1. Thus the non-vanishing elastic compliance coefficients

become S11 ¼ S22 , S33 , S12 ¼ S21 , S13 ¼ S23 ¼ S32 ¼ S31 , S44 ¼ S55
and S66 ¼ 2 S11 � S12ð Þ in the two index notation.

The compliance tensor Sij of a vertical transverse isotropic medium can be

expressed in terms of Young’s modulus and Poisson’s ratio [54, 67]:
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Cij ¼

1

E1

�ν21
E1

�ν31
E1�ν12

E1

1

E1

�ν31
E3�ν13

E3

�ν31
E3

1

E3

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

1

μ13
0 0

0
1

μ13
0

0 0
1

μ12

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

ð5:58Þ

If X3 is taken as the axis of vertical rotational symmetry and X1 � X2 the plane of

symmetry, then E1 ¼ Ehorz is the horizontal Young’s modulus in the plane of

symmetry,E3 ¼ Evert is the vertical Young’s modulus along the axis of symmetry,

ν12 ¼ ν21 ¼ νhorz is the horizontal Poisson’s ration in the plane of symmetry

(isotropy) and ν31 ¼ ν13 ¼ νvert is the vertical Poisson’s ratio along the vertical

axis of symmetry. The anisotropic Young’s modulus and Poisson’s ratio for a

vertically transverse isotropic medium in terms of elastic stiffness coefficients

(Cij), Eqs. (5.59)–(5.62), will be obtained by mathematical calculations after

re-inversing the compliance tensor, Eq. (5.58), C ¼ S�1. Thus, the horizontal and

vertical E and ν will be [14, 68]:

Ehorz ¼
C11 � C12ð Þ C11C33 � 2C2

13 þ C12C13


 �
C11C13 � C2

13

ð5:59Þ

Evert ¼ C33 � 2C2
13

C11 þ C12

ð5:60Þ

νhorz ¼ C12C33 � C2
13

C11C33 � C2
13

ð5:61Þ

νvert ¼ C13

C11 þ C33

ð5:62Þ

To evaluate the anisotropic elastic parameters from Eqs. (5.59)–(5.62), elastic

stiffness coefficients (Cij) are needed. Advanced sonic logging has made capturing

the relevant elastic stiffness coefficients (Cij) azimuthally and radially deep in the

intact formation, and in the area around the well [69] possible with high accuracy.

5.4.1.5 Stress Profile

To following figures shows the calculated stress profile and the pore pressure as an

input to the MEM (Fig. 5.17).
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The decrease in the effective stress normally takes place due to an increase in the

pore pressure in a specific interval [70]. Considering the petroleum system

governing the Bakken, this overpressure behavior can be explained by the conver-

sion of kerogen to hydrocarbon in the upper and lower shale members. Addition-

ally, the high clay volume content of the middle member in the vicinity of clastic

and carbonate facies has caused a high degree of heterogeneity. Consequently,

migration of the generated and expelled hydrocarbon from the upper and lower

members into the middle section through the vertical fractures can explain the

abnormal overpressure characteristics of the Middle Bakken. Ultimately, the highly

compacted shales of UB and LB, along with high clay volume content of MB, are

the primary reasons for the high overpressure nature of these intervals.

Comparing the two minimum horizontal stress profiles (anisotropic and isotro-

pic), better results when anisotropy assumptions are included in calculations can be

achieved. In order to evaluate the horizontal stress magnitude from Eqs. (5.52)–

(5.55), lateral tectonic strains, εh, εH should be evaluated. It is often assumed that

after fluid is withdrawn from a reservoir where the vertical stress is the major acting

principal stress, lateral strain is inhibited by the rock adjacent to the reservoir, thus

uniaxial strain assumptions maybe acceptable [3]. To approximate the minimum

10290
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Overberdun Stress MPa

Pore pressure MPa

Isotropic Min. Horz. Stress MPa
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Fig. 5.17 Stress profile through the Bakken formation (left), compressional wave slowness trend-

deflection from the normal velocity is observed in the Bakken (red oval) due to the overpressure

nature of this formation (right), [29]
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horizontal stress, uniaxial strain assumption was taken into account. This means

that the only strain is in the vertical direction thus the lateral tectonic strains, εh, εH
in Eqs. (5.52)–(5.55), were assumed zero [60]. Since Williston Basin is considered

an intracratonic basin and is currently under tectonic equilibrium, setting the lateral

strains, εh, εH equal to zero is reasonable. To calculate horizontal stress from

Eq. (5.52) and Eq. (5.54) Biot’s constant α � 1 from laboratory experiments, and

poroelastic constant ξ ¼ 0 were applied.

5.4.1.6 Maximum Horizontal Principal Stress (Second Approach)

In order to calculate horizontal principal stresses, C44, C55, and C66 (major stiffness

matrix components for a TI medium) should be calculated from the slow shear, fast

shear and Stoneley wave velocities or measured in the lab along with the formation

density. The calculations are shown in Fig. 5.18.

In addition, a better estimation of anisotropic maximum principal horizontal

stress is to take the effect of the elastic properties of the formation in the horizontal

and vertical directions (mechanical anisotropy) and three formation moduli

(TI medium) into consideration. The results are depicted in the following figure.

The black star in the figure shows the measured pore pressure in the Middle Bakken

obtained from DST (Drill Stem Test) (Fig. 5.19).

A new approach to calculate maximum principal horizontal stress was devel-

oped by Sinha et al. [71] and adapted here. In this method, the minimum principal

horizontal and overburden stress’s magnitude as a function of depth are used as

input to estimate the magnitude of maximum horizontal principal stress. The value

of minimum principal horizontal stress is input from previous calculations. To

perform this task, acousto-elastic parameter AE in terms of the far-field shear

moduli C55 and C66 is defined as:

AE ¼ C55 � C66

σv � σh
ð5:63Þ

In this equation it is assumed that the effects of permeability on the shear moduli

(C55 and C66) are similar and negligible [69].

Once the acousto-elastic parameter (AE) has been determined for a given lithol-

ogy interval, we can calculate the maximum horizontal principal stress magnitude

(σHmax) as a function of depth from the following equation:

σH ¼ σh þ C55 � C44

AE

ð5:64Þ

Clay minerals have a huge impact on the difference between the Stoneley shear

modulus C66 and the dipole shear moduli C44 or C55. This generally makes shear

modulus C66 in the isotropic plane of shale (along the clay minerals surfaces) to

become larger than shear modulus C44 or C55 in the orthogonal planes; therefore
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C66 needed to be reduced by 40% before combining it with the shear moduli C44

and C55 for stress magnitude estimation [71] in the upper and lower shale members.

5.4.1.7 Maximum Principal Horizontal Stress Orientation

The direction of maximum principal horizontal stress is found to be N65E by

counting and recording the orientation of the fractures which have caused slowness

or time based shear anisotropy greater than 20% around the well. The results are

plotted in a rose diagram showing the orientation of fracture planes with their

frequencies through the Bakken interval (Fig. 5.20).
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Fig. 5.18 Three shear moduli measured through the Bakken formation, [53]
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5.4.2 3D Numerical Modeling

The numerical modeling of the inclined and vertical section of the wellbore through

the VTI UB and isotropic MB is carried out by a series of 3D finite difference codes

using FLAC3D (Fast Lagrangian Analysis of Continua in three dimensions).

5.4.2.1 Vertical Well (0� Deviation Angle)

The average elastic anisotropic mechanical properties that are assigned to the model

were measured through integration of triaxial geomechanical testing and field data,

summarized in Tables 5.2 and 5.3. The model was set under elastoplastic

conditions.
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Fig. 5.19 Anisotropic horizontal principal stresses and overburden stress through the Bakken

formation—the black star shows the DST measurement, [53]

196 M. Ostadhassan



The following figure shows the total displacement magnitude in a 3D view for

the Upper and Lower Bakken. From Fig. 5.21 it can be concluded that a higher

degree of displacement takes place in the region adjacent to the wellbore in the

Fig. 5.20 Rose diagram of natural fractures that have caused more than 20% shear anisotropy,

frequency, and fracture plane orientation are presented, [53]

Table 5.2 Anisotropic

elastic properties for the

Bakken formation, [28]

Evert (GPa) Gvert (GPa) νvert
UB 5.01 2.53 0.18

MB 19.93 7.94 0.24

LB 5.83 2.77 0.16

EHorz (GPa) GHorz (GPa) νHorz
UB 8.44 3.62 0.16

MB 19.92 7.97 0.24

LB 10.09 4.08 0.15

Table 5.3 Isotropic elastic

parameters of the Bakken

formation, [28]

G (GPa) E (GPa) ν

UB 1.84 4.67 0.26

MB 8.02 19.90 0.24

LB 2.07 5.46 0.24
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Upper Bakken, whereas in the middle member the displacement at the borehole

wall is more moderate.

It can be observed that the displacements around the borehole in the Upper

Bakken are much more severe than the displacement which takes place in the

middle member. This difference is partially due to the lithology of the Upper

Bakken compared to the Middle Bakken. Regarding the fact that shale is the

main constituent of the upper member and deforms easier than carbonates and

clastics with higher stiffness values (the main constituent of middle member) it was

expected to see higher degrees of displacement in the upper member than the lower

member.

The final step in geomechanical modeling was to run the elastoplastic Mohr–

Coulomb failure criterion. To recall Mohr–Coulomb formulation: [3, 72]:

T ¼ S0 þ σ tanφ ð5:65Þ
σ1 ¼ C0 þ σ3 tan

2 45þ φ

2

� �
ð5:66Þ

In Eq. (5.65), σ is the normal stress, T is the shear stress, S0 is cohesion, and φ is the

angle of internal friction. In Eq. (5.66), σ1 is the maximum principal stress and σ3 is
the minimum principal stress. C0, the unconfined compressive strength, given by

[3, 54, 57]:

C0 ¼ 2S0 tan 45þ φ

2

� �
ð5:67Þ

Fig. 5.21 Displacement around the borehole in the upper and lower Bakken under anisotropic

assumptions, [53]
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Figures 5.22 and 5.23 depict the variation of principal horizontal stresses (Mpa)

(maximum and minimum principal horizontal stress) around the well in UB, MB,

and UB-MB interface in the X�Z plane under anisotropic assumptions.

Comparing two diagrams in Fig. 5.23 (right and left), which denotes the max-

imum horizontal principal stress magnitude in X�Y plane, under anisotropic and

isotropic assumptions, it was found that modeling the Upper Bakken under aniso-

tropic assumptions can better define the stresses (hoop stress) around the borehole

compared to the isotropic models. It can be seen in Fig. 5.23 that the hoop stress is

more configured around the borehole. Hoop stress is compressive in the direction of

minimum principal horizontal stress and tensile in the direction of maximum

principal horizontal stress. This phenomenon is more visible when closer investi-

gation is carried out in the vicinity of the wellbore wall (the blue contours). Hoop

stress, if exceeds rock strength, will cause the formation to fail or tensile fractures to

form. The concentration of hoop stress is a good indication of maximum and

minimum principal horizontal stresses in nature. In the borehole, breakouts will

occur where the hoop stress is concentrated, and reveals the direction of the

minimum principal horizontal stress (Fig. 5.24).

Running the model under elastoplastic Mohr–Coulomb failure criterion will lead

to the creation of plastic regions around the borehole. The following figures

represent the position of various elastic and plastic regions which are developed

around the borehole in a vertical well under anisotropic UB and isotropic MB,

(Fig. 5.25).

Figure 5.25 (right) is generated when anisotropic parameters such as elastic

mechanical properties and the stresses are incorporated in the geomechanical

models for UB. This has caused the formation to behave elastically right after the

Fig. 5.22 (3D) view contours of maximum horizontal principal stress in UB under anisotropic

assumptions, [53]
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formation is undergone a shear failure in the vicinity of the borehole (brown region)

with better defined plastic areas matching the direction of principal horizontal stress

(purple blocks).

5.4.2.2 InclinedWell (45� Attack Angle) (Figs. 5.26, 5.27, 5.28, and 5.29)

The following figure depicts how maximum total displacement versus well devia-

tion angle decreases from a vertical well to a horizontal well in anisotropic

conditions in the UB and isotropic MB (from 90� to 0� attack angle) (Fig. 5.30).

Fig. 5.23 Top view of maximum horizontal principal stress magnitude contours in UB under

anisotropic assumptions (left), Top view of maximum horizontal principal stress magnitude

contours in UB under isotropic assumptions (right), [53]

Fig. 5.24 Contours of maximum principal horizontal stress in a 3D view under anisotropic

assumptions for the interface of UB-MB, [53]
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As expected and perceived, maximum displacement happens in a vertical well

and decreases versus well deviation angle until a horizontal well is achieved. A

horizontal well indicates the minimum value of total maximum displacement; at

least half of which takes place in a vertical well.

Considering anisotropic behavior of upper member, the cohesion and internal

friction angle plays an important role in the geomechanical modeling and they

should be very well defined in vertical and horizontal directions (different planes of

weakness or anisotropy) with respect to the well deviation angle. Thus, cohesion

and internal friction angle vary along Z axis (the axis of symmetry). These two

components can be defined through the following equations in two different

directions, vertical and horizontal orientations or a combination of both in deviated

wells. In the following relations, h denotes horizontal and v vertical directions. C is

cohesion and φ is internal friction angle.

Fig. 5.25 Plastic regions around the borehole in isotropic MB (left). Plastic regions around the

borehole in UB under anisotropic assumptions (right), [28]

Fig. 5.26 Total displacement contours along the well in the UB, [53]

5 Geomechanics and Elastic Anisotropy of Shale Formations 201



C ¼ Ch cos
2θ þ Cv sin

2θ ð5:68Þ
φ ¼ φh cos

2θ þ φv sin
2θ ð5:69Þ

Table 5.4 summarizes the values for cohesion and internal friction angles used as

input in the modeling of different well deviation angles in the Upper Bakken from

laboratory measurements.

Fig. 5.27 Contours of maximum principal horizontal stress, [53]

Fig. 5.28 Contours of minimum principal horizontal stress, [53]
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Fig. 5.29 Development of elastic and plastic regions of shear and tensile failures around the

borehole, [53]
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Fig. 5.30 Observed maximum total displacement versus well deviation angle, [53]

Table 5.4 Anisotropic internal friction angle (Φ) and cohesion (C) values used as input for

geomechanical modeling in UB, [53]

Degree Ch (Mpa) Cv (Mpa) Φh Φv θ C Φ
90 12 10 35 30 0 12.000 35.000

45 12 10 35 30 45 11.000 32.500

0 12 10 35 30 90 10.000 30.000
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5.5 Summary and Recommendations

The anisotropic Mechanical Earth Model (MEM) for the Bakken Formation was

generated. This task was performed by calculating the elastic parameters as well as

the effective stresses in the UB (anisotropic) and MB (isotropic). Anisotropic

behavior of the shale was determined through advanced sonic logging using

dispersion analysis and radial profiling. The mechanical parameters to be input in

the numerical models were generated through integration of field and lab data.

These values were measured and calculated under isotropic and anisotropic formu-

lae. It was found that UB is VTI with Ehoriz > Evert and νvert > νhoriz and MB to be

mechanically isotropic.

In situ stress and pore pressure profiles were generated under isotropic and

anisotropic conditions. It is found that UB-LB is highly overpressured due to the

kerogen to hydrocarbon transformation in low porosity-permeability shales. The

Middle Bakken was found to be less overpressured due to the migration of hydro-

carbon from UB and LB into the middle member. In addition, anisotropic stress

model was found to better describe the stress conditions in the layers.

Geomechanical (numerical) modeling was performed under isotropic and aniso-

tropic conditions in three main steps to evaluate the deformations and horizontal

stress variations around the borehole. In the final step, the Mohr–Coulomb failure

criterion was applied to the models and it was found that in anisotropic UB, the

formation would undergo a shear failure followed by an elastic deformation.

In addition to conventional horizontal stress calculations, I introduced and

applied a new approach to estimate the magnitude of anisotropic maximum hori-

zontal principal stress. This method calculates the magnitude of maximum principal

horizontal stress was through the measurement of three shear moduli of the

formation and using the acousto-elastic parameter. The direction of maximum

principal horizontal stress was found to be ~N65E from the direction of the fast

shear azimuth (FSA). The direction of the fast shear azimuth was obtained by

analyzing existing tensile fractures around the borehole that have caused shear

anisotropy more than 20%.

Biot’s coefficient is an important parameter for poro-elastic geomechanical

modeling and stress magnitude determination which should be measured with

high precision. Elastic parameters such as Poisson’s ratio, Young’s modulus, and

shear modulus in vertical and horizontal directions are better to be measured on

preserved samples to better represent the formation mechanical properties. It is also

important to understand how anisotropy parameters can be a function the TOC and

kerogen content of the shale; Using X-ray diffraction (XRD) analysis can expand

our knowledge regarding the chemical and elemental composition of the Bakken

Formation and how they affect the anisotropy of the samples. Finally, it would be

highly beneficial to run geomechanical models under different failure criterions

rather than Mohr–Coulomb and compare the results in the lab.
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Chapter 6

Nano-Scale Characterization
of Organic-Rich Shale via Indentation
Methods

Ange-Therese Akono and Pooyan Kabir

Abstract Gas shale or organic-rich shale is a porous multi-scale material that

consists essentially of clay, silt inclusions, air voids, and kerogen, which is gaseous

organic matter. Assessing the mechanical behavior of gas shale across several

length scales is a challenging task due to the complex nature of the material.

Therefore, the aim of this investigation is to introduce a novel framework based

on nano-mechanics to characterize the elastic and plastic properties of gas shale

using advanced techniques such as scanning electron microscopy (SEM), statistical

nano-indentation, and micromechanical modeling. An indentation consists in press-

ing a diamond stylus against a soft material and measuring both the Young’s
modulus and hardness from the force and penetration depth measurements. Mean-

while, the grid indentation technique consists in carrying out a large array of

indentation tests and applying statistical analysis so as to represent the overall

behavior as the convolute response of several individual mechanical phases. The

specimens analyzed in this study were extracted from major gas shale plays in the

USA—Antrim shale from the Michigan Basin in Michigan State and Barnett shale

from the Bend Arch-Fort Worth Basin in Texas—and in France—Toarcian shale

from the Paris Basin. SEM reveals a heterogeneous granular microstructure with

the grain size ranging from 30 to 100 μm; meanwhile, statistical indentation enables

to identify the basic micro-constituents. Finally, micromechanics theory makes it

possible to bridge the nanometer and macroscopic length scales. The field of

applications is vast including major energy-related schemes such as hydrocarbon
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recovery for oil and gas wells, carbon dioxide geological sequestration, or nuclear

waste store in depleted wells.

6.1 Introduction

Shale gas has radically transformed the energetic outlook of the USA. In 2011,

shale gas shale represented 34% of the domestic natural gas production compared

to 1% in 2000 [1]. Shale gas is expected to rise to 67% of the overall production by

2035, generating lower natural gas prices [2]. Furthermore, the development of

shale gas resources will also generate significant economic wealth as well as over

1.6 million jobs over the next 20 years [3]. Organic-rich shale, called black shale or

unconventional shale, is a low permeability source rock in comparison to conven-

tional reservoir source rock which exhibits a higher porosity and a higher perme-

ability. The intrinsically porous and heterogeneous nature of the rock results in a

challenge and makes it difficult to generate a well-connected network of fracture

surfaces so as to be able to extract hydrocarbon.

On the other hand, natural gas harvesting from source rock is a complex

operation that spans multiple length scales. The reservoir should be drilled both

vertically and horizontally to be able to access an acceptable area for hydraulic

fracturing. The directional drilling happens at depths of 5000–20,000 feet below the

surface [4]. Next, lateral extensions ranging from 1000 to 10,000 feet are drilled

horizontally so as to access a wider portion of the subsurface [5]. The basics of the

hydraulic fracturing consists of injecting a mix of water, sand and chemical at a

high pressure to propagate cracks in the source rock to extract the hydrocarbons. In

order to optimize hydraulic fracturing schemes in unconventional reservoirs, it is

imperative to get a fundamental understanding of the mechanical behavior of gas

shale at both the nano/micrometer as well as the macroscopic length scales.

6.2 Multi-scale Thought Model for Shale

Shale is a highly complex and heterogeneous material with up to seven levels of

hierarchy [6, 7] as illustrated on Fig. 6.1. At the macroscopic scale, levels 0–2, and

mesoscopic levels, scales 3–4, it exists as a layered fabric resulting from the

geological process of sedimentation. Conventional rock mechanical characteriza-

tion using laboratory experiments has focused on scales 3–4 so far. Very recently,

nano- and micro-indentation techniques have made it possible to probe the mechan-

ical properties at the microscopic and nanometer length scales, respectively levels

5 and 6. At the microscopic level, scale 5, the microstructure is that of a porous

clay composite with organic matter and quartz and feldspar grains. Advanced

observational methods such as scanning electron microscopy or environmental
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scanning electron microscopy are used to study the structure at this scale. At level

6 it exists as a porous clay/organic matter composite. Finally, the nanometer length

level, scale 7, is the fundamental building unit consisting of elementary clay

particles bonded to kerogen molecules. This scale is the smallest scale present in

the intrinsic nature of the material. Electron transmission microscopy should be

used to reach this level of resolution [8].

Figure 6.2 illustrates an alternative thought model employed to connect the

scales 7 to 4 and that was introduced by Bennett et al. [9]. This thought model

postulates the existence of four phases at the fundamental scale: quartz, feldspar,

organic matter, and clay. In particular, the microscopic examination of several

Fig. 6.1 Multi-scale structure thought model for unconventional shale spanning four levels,

macroscopic (scale 0–2), mesoscopic (scale 3–4), microscopic level (scale 5–6), and nanometer

level (scale 7). Source [7, 13]

Fig. 6.2 Alternative thought model bridging scales 4–7. Courtesy of Bennet et al. [9]
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specimens revealed that clay particles could be visualized using high-resolution

SEM [10]. It was also found that the mineral particles and pockets of organic did

not form a supporting skeleton with inter-granular contacts, which led to the

introduction of the organic/clay micro-constituent [11, 12]. Although this model

does not account for anisotropy, it will serve as a stepping stone to apply

micromechanics in the later part of this chapter.

6.3 Experimental Procedure

6.3.1 Materials

Our research objective is to craft a novel characterization procedure anchored

in nano-mechanics principles. We then implement our framework to gas shale

specimens so as to obtain a fundamental understanding of the interplay between

composition, microstructure and performance in gas shale. The specimens come

from three gas shale plays: Antrim, Barnett, and Toarcian. Both Antrim shale and

Barnett shale are major gas shale plays, respectively, in the Michigan state and in

Texas in the USA, whereas the Toarcian shale is from the Paris Basin in France.

Chemical characterization carried out using powder X-ray diffraction analysis and

Leco TOC and rock evaluation revealed the presence of organic matter, clay

minerals, and inorganic phases. Whereas Barnett and Antrim exhibit a high total

organic content (TOC), respectively, 12.2 and 9.6%, the TOC for Toarcian shale is

only 1%. Meanwhile for Toarcian shale, the volume fraction of quartz calculated

using powder X-ray diffraction was found to be 78% and the fraction of illite/

smectite, 10.2%. Other trace elements include chlorite, albite, microcline, pyrite,

and kaolinite. The first step before applying small scale characterization method is

to develop an adequate material preparation routine. This is the focus of the next

paragraph.

6.3.2 Grinding and Polishing

A proper grinding and polishing procedure is the stepping stone to obtain flat and

perfectly polished surfaces for microscopic observation as well as subsequent

mechanical testing. Prior to grinding and polishing, a diamond saw, IsoMet®

5000 Linear Precision Saw (Buehler, Lake Bluff, IL), was used to machine flat

cylindrical specimens. Various techniques were then designed and tested on both

Toarcian B and Toarcian T specimens.

Protocol No. 1 consists in mounting the specimen onto aluminum disk followed

by manual grinding and semi-automated wet polishing using an Ecomet

300/Automet 250 grinder/polisher. Manual grinding is carried out using a bubble
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level on top of the aluminum disk so as to maintain a flat top surface. Three grit

sizes of Carbimet abrasive paper are employed: consecutively 240, 400, and 600 for

8 min each and using ethanol as a lubricant. Between each grit size, the specimen is

rinsed in an ultrasonic bath for two minutes to prevent cross-contamination. For

polishing, Trident cloths are used along with diamond oil suspension, MetaDi®

(Buehler, Lake Bluff, IL). The following solutions are used: 9, 3, 1, and 0.25 μm
consecutively for 40 min each. This procedure works well on Toarcian B specimens

and yields a mirror-like surface. Optical microscopy and scanning electron micros-

copy (SEM) images of the final result are shown in Fig. 6.3. The SEM image was

obtained using a JOEL 6060 LV at low vacuum with uncoated specimens. The

lubrication and ultrasonic baths are done at ethanol to prevent hydration and

intermixing of water with the micro-constituents of organic-rich shale. Finally,

after completing the protocol, the samples are air-dried and stored in a vacuum

desiccator.

Protocol No. 2 was designed to correct the observed tilt of the final specimens. In

fact, a major issue detected was the presence of a steep slope on the final polished

surface, which results from the current design of the AutoMet 250 power head. To

circumvent this problem, we embedded the specimens in epoxy resin, EpoThin

2. The specimens were wrapped in plastic before impregnation to prevent epoxy

from reaching the pores. In other words, as shown in Fig. 6.4, the epoxy works as a

support media for the samples to redistribute the applied load during grinding and

polishing and thus prevent tilting.

We used EpoThin 2 which requires 9 h of curing at room temperature. The

grinding and polishing steps described above were repeated on epoxy-embedded

specimens. Grinding was performed using consecutively 240, 400 and 600 grit size

for 8 min each. Meanwhile, ultrasonic baths were conducted in between each grit

size for two minutes. Afterward, polishing ensued with consecutively the 9, 3,

1, and 0.25 μm diamond suspensions for 40 min each, the polishing cloth being the

TriDent. The result can be seen in the optical microscopy image displayed in

Fig. 6.3 (Left) Optical microscopy at 5�magnification of Toarcian B specimen with three steps of

8 min grinding using the grit sizes 240, 400, 600 and polishing in four steps with oil suspensions of

9, 3, 1, 0.25 μm for 40 min each step. (Right) SEM image under low vacuum with JOEL 6060LV
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Fig. 6.4. The result for Toarcian B specimen was satisfactory but not as good as the

previous method using an aluminum disk and no epoxy. The method did not yield a

good result for Toarcian T specimens. Overall, casting the specimens in epoxy

improved the flatness of the final surface. This approach also removes the need for

manual grinding and as a result the whole process can be done in a semi-automated

fashion. However, it leads to a poorer surface finish and significant cross-

contamination of the specimens.

Protocol No. 3 was tested that consisted of manual grinding and manual

polishing. It was found that the amount of relief could be significantly reduced by

shortening the polishing time and using a different polishing cloth. Thus manual

grinding was carried out using ethanol as a lubricant and with three grit sizes for

2 min each: 240, 400 and 600 consecutively. Afterward, polishing is carried out

manually on a glass plate using a diamond oil suspension for 2 min per diamond

particle size: 9, 3, 1, and 0.25 μm. The result of optical microscopy is shown in

Fig. 6.5. Another variation of the same protocol consists in using FiberMet cloths

with embedded abrasives, during the manual polishing phase. In order to ensure a

flat polished surface, the polishing cloth was placed on a rigorously flat glass

surface.

Protocol No. 3 was conducted on a virgin Toarcian T specimen that had not been

mounted on any disc nor set in epoxy resin. The Toarcian T specimen cracked

considerably during the semi-automated grinding intervals, crumbling apart into

three pieces after the first polishing interval. The polishing was completed using

one of the broken pieces but its top surface looked identical to the surface of the

Toarcian T specimen that had undergone the long polishing times. In summary,

Toarcian T specimens proved to be very difficult to polish as neither shorter

polishing times nor different polishing media had led to a better surface finish.

A breakthrough was made by introducing two additional grinding steps: using

the grit size 800 and 1200, leading to protocol No. 4. A considerable improvement

Fig. 6.4 (Left) Epoxy embedding of Toarcian B specimens while grinding with three steps of

240, 400, 600 grit size each for 8 min, and polishing in four steps with oil suspension of 9, 3,

1, 0.25 μm for 40 min for each step. (Right) Optical microscopy of the specimen with 20�
magnification
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in smoothness was finally achieved when a dry grinding and polishing procedure

was tested, in which no ethanol or diamond suspension was used. In the first

variation, the dry grinding was completed automatically with the base and head

set at low revolution speeds of 200 rpm and 40 rpm, respectively. A minimal force

of 1 lb. was applied to the specimen to prevent cracks from propagating while still

providing enough force to hold it securely against the sanding papers. In the most

recent variations, a dry, semi-automated grinding and polishing procedure and a

dry, manual grinding and polishing procedures, both with time intervals varying

from 2 to 5 min and minimal force, have been tried. Instead of moving to polishing

with diamond abrasives after the 600 grit size paper, two additional grinding steps

using 800 grit size and 1200 grit size paper were added. The resulting surface of this

procedure was reflective under the light and no scratches were present when

observed under the microscope.

As demonstrated through the use of up to four grinding and polishing protocols,

there is not a unique protocol that will be applicable to all gas shale specimens in

order to yield a flat and mirror-like surface. Instead, the protocol must be tailored to

the specimen and typically results from several trials. Yet some principles remain.

A longer polishing time will result in a better and smother finish. Moreover,

cleaning the surface more often either with an ultrasonic bath and proper cleaning

solution or using compressed air will reduce cross contamination.

Scanning Electron Microscopy was utilized to investigate the microstructure of

organic-rich shale. Protocol No. 1 was applied to Toarcian B shale yielding a low

level of magnification, 100�, as shown in Fig. 6.3. Meanwhile, protocol

No. 4 was applied to Toarcian B shale, Antrim shale and Barnett shale as displayed

in Figs. 6.6 and 6.7. A granular microstructure is revealed in Fig. 6.3 with the grain

size ranging from 30 to 100 μm. In all SEM images, the composition is very

heterogeneous where the quartz/feldspar inclusions are in white, the porous clay

composite is in dark gray and the organic matter as well as the pores are in black.

Finally, in Fig. 6.6 at a high level of magnification, 1700�, we observe a flaky

Fig. 6.5 (Left) SEM image of shale Toarcian T specimen. (Right) Optical microscopy of shale

Toarcian T1 specimen with grinding with three steps of 240, 400, 600 grit size each for 2 min, and

polishing four steps with oil suspension of 9, 3, 1, 0.25 μm for 2 min each step
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microstructure which is characteristic of clay-rich materials. At the highest magni-

fication reached, 2000�, the image is slightly blurred. In order to increase the

resolution, we recommend coating the specimens using gold or carbon. An alter-

native method is to use focused ion beam milling.

6.3.3 Roughness Characterization

After grinding and polishing, it is important to assess the roughness of surface so as

to quantitatively evaluate the quality of the surface polish. Moreover, the surface

roughness can be used to design the nano-indentation testing by selecting the

appropriate penetration depth and load levels. In a study by Miller et al. [13] the

effect of different polishing times for surface roughness and criteria for cement

paste nano-indentation was investigated. The criteria established in their study for

cement paste was that the indentation depth should be higher than five times the

Fig. 6.7 The scanning electron microscopy of a Barnett shale specimen at different magnifica-

tions, 37�, 500�, respectively

Fig. 6.6 Scanning electron microscopy of left image, Toarcian B specimen 1700�magnification,

right image Antrim specimen 2000� magnification
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root-mean-squared average roughness of the surface. The root-mean-squared aver-

age roughness of the specimens can be characterized by performing atomic force

microscopy (AFM) on the samples. The topography images were obtained using the

tapping mode imaging, non-contact mode, to minimize the effect of the imaging on

the polished specimen for further investigation.

An AFM image of the surface of Toarcian B specimen is shown in Fig. 6.8, in this

figure, the 3-D reconstruction of the surface also can be seen. The topography was

recorded on a 50� 50 μmarea on the specimen. Atomic forcemicroscopy topography

images were obtained by using an Asylum Research MFP-3D instrument in the

Frederick Seitz material research laboratory at University of Illinois at Urbana-

Champaign. The average roughness is 30 nm. Therefore, in indentation testing, the

normal load must be chosen so that the penetration depth exceeds 150 nm.

6.4 Mechanical Properties

6.4.1 Elastic Properties

Awide array of methods are commonly used to characterize the elastic properties of

shale materials. These methods include uniaxial compressive tests, Brazilian tensile

tests, and ultra-pulse velocity measurements. Yet, due to the intrinsically multi

scale nature of shale, the mechanical behavior needs to be explored even at smaller

scales: microscopic and nanometer length-scales. Some conventional methods to

measure the elasticity of rocks are the Brazilian tensile tests, uniaxial compressive

tests, as well as the ultrasonic pulse velocity (UPV) [14]. UPV testing has been

reported as a useful reliable nondestructive tool for assessing the mechanical

characteristics of concrete material [15, 16] as well as rocks. Another way to

measure the mechanical properties is using a P-wave amplitude to obtain the

parameters that fully describe the elastic behavior of shale. This method was used

Fig. 6.8 (Left) Atomic force microscopy of polished Toarcian B specimen. (Right) 3-D represen-

tation topography of the Toarcian B specimen surface
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to calculate the elastic properties of Marcellus shale [17]. Nano-indentation tech-

niques were used to explore the mechanical properties of multi-scale organic-rich

shale at the micrometer and nanometer scales [6, 18]. The elastic modulus and

Poisson’s ratio estimates for the rock source from different reservoirs throughout

the USA are shown in Table 6.1.

6.4.2 Indentation Equipment

Nano-indentation experiments were performed on an Anton Paar TriTech multi-

scale testing platform (Anton Paar, Ashland, VA). A schematic of the key compo-

nents of the nano-indentation tester is provided in Fig. 6.9. The indentation load is

applied electromagnetically by passing a current through a coil mechanically

Table 6.1 Elastic properties

of different shale reservoirs
Sample group E (GPa) N

Barnett 33.0 [18] 0.2–0.3 [19]

Antrim 15.17 [20] 0.20 [20]

Marcellus 27.74 [16] 0.33 [21]

Allenwood 30.40 [22] 0.161 [22]

Elimsport 15.99 [22] 0.283 [22]

Mancos 15.17 [23] 0.35 [23]

New Albany 15.17–31.03 [24] 0.2 [24]

Fig. 6.9 A schematic of the

nano-indentation head.

Source [26]
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connected to the tip. The indentation depth with respect to the thermal calibrating

ring is measured via the change in voltage of a parallel plate capacitor. The testing

platform also houses an optical microscope that is used to select the location of the

test and visualize the residual indent. Both the sample and the indenter are housed in

an acoustic-emission enclosure to minimize the noise as well as thermal drift. The

apparatus is extremely precise with a resolution on the prescribed load of 20 nN and

a resolution on the penetration depth of 0.04 nm.

We applied the Oliver & Pharr method in indentation testing. Herein, the

projected area of contact used in Eqs. (6.2) and (6.3) is a crucial parameter to

ensure that subsequent data analysis provides meaningful results. As seen in these

equations, the value of the projected area is crucial to calculate the indentation

modulus and hardness. For a perfectly sharp Berkovich tip, the area function is well

defined. In practice, however, the indenter probe exhibits some bluntness or imper-

fections that can significantly alter the area function. Therefore, it is imperative to

accurately calibrate the area function. The calibration of the area function is

typically performed indirectly by indentation on a reference material, usually

fused silica. Using an inverse approach based on Eq. (6.3) and assuming a func-

tional shape of Ac given by Eq. (6.1), one can compute the coefficients Ci. C1 is

representative of the ideal probe. Meanwhile, the remaining coefficients capture the

bluntness of the tip:

Ac hcð Þ ¼ C1hc
2 þ C2hc þ C3hc

1
2 þ C4hc

1
4 þ . . . ð6:1Þ

6.4.3 Indentation Experiment

The indentation technique consists of establishing contact between an indenter of

known geometry, mechanical property and the indented material for which the

mechanical properties must be determined. In turn, the response of the material

upon unloading provides access to the elastic properties of the indented material. A

continuous load displacement measurement are carried out to extract the elastic

material properties. Typically, the extraction of mechanical properties is achieved

by applying a continuum scale mechanical model to derive the indentation modulus

and indentation hardness. Equation (6.2) shows the definition of the hardness of a

material with respect to the load applied and area affected by the load. The

definition of material indentation modulus is shown in Eq. (6.3):

H ¼def P

Ac

ð6:2Þ

M ¼def
ffiffiffi
π

p
2

Sffiffiffiffiffi
Ac

p ð6:3Þ
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The indentation modulus is related to the elastic properties of the material and

indenter with Eq. (6.4), where Ei, υi are elastic modulus and Poisson’s ratio of

indenter:

1

M
¼ 1� υ2ð Þ

E
þ 1� υi2ð Þ

Ei
ð6:4Þ

To determine the indentation hardnessH and the indentation modulusM, we analyze

the load-penetration depth curves, P� h curves. Figure 6.10 shows the method

developed by Oliver & Pharr for extracting the information needed to calculate the

elastic properties of the tested material based on the experimental data [27].

The area function Ac is determined by the calibration of the tip with a material of

known elastic constants (mostly fused silica), which is a function of hc. Where hc is
the vertical distance along which contact is made, which is shown in Fig. 6.10.

Figure 6.11 illustrates a typical indentation response measured for the shale

Loading

S

Indentation depth, h

L
oa

d,
 P

Pmax

Unloading

Holding

INDENTER

SURFACE PROFILE
AFTER LOAD REMOVAL

P

h
hc

INITIAL
SUFACE

SURFACE PROFILE
UNDER LOAD

hs

Fig. 6.10 A schematic representation of load versus indenter displacement showing quantities

used in the analysis

Fig. 6.11 Representative indentation responses measured in the indentation experiments for two

different phase with 5 mN load threshold for both experiments
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material for the loading pattern shown herein. The experiment consists of a loading

part of 10 s with a 30 mN/min approach speed and 5 s of holding and 10 s of

unloading with a 40 mN/min unloading rate. The magnitude of the load was 5mN

with maximum indentation depth of 700 and 100 nm for two phases. The indenta-

tion modulus ad hardness inferred from these experimental curves are M ¼ 16:49
GPa,H ¼ 0:36GPa for organic phase, M ¼ 105:22GPa,H ¼ 11:99GPa for the

quartz phase.

6.4.4 Statistical Nano-Indentation

The concept of the statistical indentation (grid indentation) was used by Ulm and

coworkers [28–30] to address the heterogeneous nature of the microstructure by

expanding the use of the classical indentation technique. The grid indentation

technique consists in conducting a large grid of indentations over the surface of

the heterogeneous medium of interest. Each indentation experiment could be

regarded as statistically independent, which makes it feasible to apply statistical

techniques. In turn, statistical analysis makes it possible to interpret the indentation

results in terms of the mechanical properties of the individual material phases.

The concept of statistical indentation was developed based on the Gedanken

experiment. Consider a material composed of two phases with different mechanical

properties. The grid indentation principle can be introduced by considering an

indentation test on an infinite half-space composed of two different material phases

with contrasting properties, as shown in Fig. 6.12. Assume that the characteristic

length of the phase are D and the indentation depth is much smaller than the

characteristic size of the phases, h << D. In these conditions, a single indentation

gives access to the material properties of either phase 1 or phase 2. In contrast,

consider an indentation performed at a maximum indentation depth that is much

larger than the characteristic size of the individual phases, h >> D. Such a test

measures the response of the composite material, and the properties obtained from

such an indentation experiment are representative of the average properties of the

composite material. The grid indentation methods requires performing a large array

of indentations as displayed in Fig. 6.12. As a result of the scale separability

condition, most indentations will capture the properties of either one of the primary

phases. For example, in the two-phase material two peaks are present in the

frequency diagram, and those mean values represent the mechanical properties of

the phases.

Figure 6.13 shows an indentation experiment of shale material with the thermal

ring resting on the specimen during an indentation experiment. The right picture in

Fig. 6.13 shows an optical microscopy of a grid of indentation performed on the

surface of the shale specimen. The optical microscopy images of indentation

provide information on the location of the indents on different phases.

The implementation of the deconvolution technique for the indentation analysis

begins with the generation of the experimental probability density function (PDF)

or cumulative distribution function (CDF) [18, 30, 31]. An assumption should be
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Fig. 6.13 Indentation experiments on gas shale. (Left) Digital photography of experimental setup.

(Right) Optical microscopy image of the residual indentation grid on shale specimen

Fig. 6.12 (Top) Schematic of statistical indentation analysis performed on a two-phase hetero-

geneous material. (Bottom) Characterization of intrinsic phase properties from indentation at

shallow depths, characterization of homogenized properties of two-phase material
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made on the form and shape of the distributions associated with the properties of

each material phase. It is assumed that in statistical modeling of the heterogeneous

material, each phase has its own mechanical (indentation) value for that phase. A

spread of experimental measurement is expected because of the noise and inhomo-

geneity nature of phases. The second assumption is that the distribution obeys a

Gaussian distribution, which assumes the variability is distributed evenly around

the mean value. The application of the grid indentation on the heterogeneous

material will always result in some measurements probing the composite response

of two or more material phase at some location.

Each indentation test is considered as a single statistical event, with both

extracted indentation modulus, hardness. The purpose of deconvolution is to deter-

mine the number of mechanical phases as well as their mean mechanical properties.

Let N be the number of indentation test performed, Mi,Hi i ¼ 1,Nð Þ are the sorted
values of the measured indentation modulus and harness. The N points of the

experimental CDF for indentation modulus and hardness shown in Eq. (6.5):

FM Mið Þ ¼ i

N
� 1

2N

FH Hið Þ ¼ i

N
� 1

2N

9>>=
>>; for i2 1;N½ � ð6:5Þ

After constructing the experimental CDFs, we need to construct the model CDFs.

Consider the material to be composed of j ¼ 1, n material phases with sufficient

contrast in mechanical phase properties. Each phase occupies a surface fraction of

fj, of the indented surface. The distribution of the mechanical properties of each

phase is assumed to be approximated by Gaussian distributions, described by the

means of μj
M, μj

H and standard deviations of sj
M, sj

H. The CDF for each phase is

given by Eq. (6.6):

F Xi; μj
X; sj

X
� � ¼ 1

sjX

ðXi

�1
exp

� u� μj
X

� �2
2 sjX
� �2

 !
du

X ¼ M;Hð Þ

ð6:6Þ

The n� 5 unknowns f i; μj
M; sj

M; μj
H; sj

H
� �

, j ¼ 1, n are determined by minimizing

the difference between the experimental and weighted sum of CDFs of different

phases as shown in Eq. (6.7):

min
XN
i¼1

Xn
j¼1

f jF Mi; μj
M; sj

M
� �� FM Mið Þ

 !2

þ
XN
i¼1

f jF Hi; μj
H; sj

H
� �� FH Hið Þ

� �22
4

3
5

s:t:
Xn
j¼1

f j ¼ 1

ð6:7Þ
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where the constraint of the minimization problem requires that the surface fractions

of the different phase sim to one. To ensure that individual phases exhibit sufficient

contrast in properties, and avoid neighboring phases to overlap, the problem is

additionally constrained with Eq. (6.8):

μj
X þ sj

X � μjþ1
X � sjþ1

X,X ¼ M;Hð Þ ð6:8Þ

The approach of statistical deconvolution works based on minimizing the error

between the experimental data (M,H ) and the model response. The principle is to

compute the total error and find a set of parameters to minimize this error while

satisfying other constraints. For a given set of data the error is due to the difference

between the values of predicted modulus Mpred and hardness Hpred, and the exper-

imental values of Mexp,Hexp. The error minimization can be carried out based on

different definitions of the nominal error: absolute error, relative error, and normal-

ized absolute error.

Absolute error: The absolute error is defined by Eq. (6.9) for each point:

S ¼ Mexp �Mpred μ; sð Þ� �2 þ Hexp � Hpred μ; sð Þ� �2 ð6:9Þ

The problem with this error is that it will give more dominance to points with high

values compared to points with lower values. Since, in general the indentation

modulus is much larger than the hardness (expressed in same units), the absolute

error will lead to a good representation only for M and not of H.
Relative error: This error is defined by

S ¼ Mexp �Mpred μ; sð Þ
Mexp

	 
2

þ Hexp � Hpred μ; sð Þ
Hexp

	 
2

ð6:10Þ

This error has the advantage of not favoring high values of M and H. However, it
will give somewhat more importance to points with low values of M,H.

Normalized absolute error: This error uses the same normalization factor except

that the denominator is M0,H0 for the entire data set:

S ¼ Mexp �Mpred μ; sð Þ
M0

	 
2

þ Hexp � Hpred μ; sð Þ
H0

	 
2

ð6:11Þ

This definition of error helps to get the best minimization value, while fitting

both M,H experimental data best.

One option to model the grid indentation is the expectation-maximization algo-

rithm [32–34]. This methodology is well suited for the analysis of grid indentation

data. In particular, normal mixture models are used to model multi-variate data

based on efficient iterative solutions by maximum likelihood via the expectation–

maximization algorithm. The mixture model for grid indentation data begins with

considering each indentation event by a realization of a random two dimensional
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vector. The two dimensions correspond to the indentation modulus and hardness

attributes. Mixture models are usually faced with the problem if multiple roots. The

application of the maximum likelihood algorithm for the analysis of grid indentation

data on shale can be done with the use of EEMIX algorithm developed byMclachlan

et al. [35]. The EMMIX algorithm automatically fits a range of normal mixture

distributions with unrestricted variance-covariancematrices. The optimal number of

mixture components is determined using the Bayesian information criterion. Ortega

[6] has used the EMMIX algorithm to analyze the indentation modulus and hardness

obtained from grid indentation experiments on shale specimens.

A second option for statistical analysis of grid indentation is cluster analysis.

Cluster analysis is the automated identification of groups of related observations in a

data set. The strength of this technique stems from its ability to determine the

number of clusters in a data set and the uncertainty of experiments belonging to a

cluster based on statistical criteria. The technique has been implemented in the R

package Mclust, a contributed package for normal mixture modeling and

model-based clustering [36]. The package provides functions for model based

approaches assuming different data models and implement maximum likelihood

estimation and Bayesian criteria to identify the most likely model and the number of

clusters. The initialization of the model is done by hierarchical clustering for various

parameterization of the Gaussian model [36–38]. The best model can be identified

by fitting model with different parametrization and number of components to the

data by maximum likelihood determined by the EM algorithm, while implementing

a statistical criterion for model selection. Deirieh [8] used the Mclust package in R

software to process the data obtained from wave dispersive spectroscopy for chem-

ical assessment of shale by means of statistical grid spectroscopy on shale specimen.

The deconvolution is performed by a nonlinear least square solver using the

computer programming software Matlab. The results of the deconvolution tech-

nique are estimates of the mean and standard deviation of indentation modulus and

hardness for each mechanical phase. The result of deconvolution for a 20� 20 grid

indentation of a Toarcian B specimen is shown in Fig. 6.14. The load level in the

experiment was 5 mN with loading time of 10 s, 5 s of holding and 10 s of

unloading. The 400 data points yield three distinctive phases with different mean

values for indentation modulus and hardness. The theoretical and experimental

probability density function of both modulus and hardness are shown in Fig. 6.14,

with an excellent agreement. To visualize the grid of indentation performed on the

specimen a map of indentation hardness or indentation modulus can be made.

DeJong et al. [39] used this visualization technique to understand the location of

different phases with respect to other phases in cement paste.

The result of the deconvolution algorithm is presented in Table 6.2. The three

phases presented in this study can be assigned to different phases by comparing the

values of the Young’s modulus estimates for the micro-constituents of organic-rich

shale (clay, quartz/feldspar and organic matter) that are shown in Table 6.3. For

instance, the Young’s modulus of Phase 3, 90.60 GPa, is in the range of values

expected for quartz. Therefore, it is reasonable to assume that Phase 3 represents

quartz. Estimates of the Young’s modulus for kerogen/organic matter are in the
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range 7–16 GPa, slightly lower than the value for Phase 1, 20.43 GPa. One

explanation is that Phase 1 is a composite made of clay, air voids and organic

matter. Finally, the remaining phase can be interpreted as the clay phase in the

material, based on the value of the modulus. Thus, statistical nano-indentation

enables us to identify the micro-constituents of organic-rich shale. Furthermore,

our findings agree with SEM observations and XRD analysis.

The maps created in Fig. 6.15 are the results of deconvolution technique plotted

based on their X and Y positions in the grid. As discussed earlier the three-phase

Fig. 6.14 (Top) Deconvolution graph of E, H for a Toarcian B specimen. (Bottom) PDF graphs

of E, H for the three-phase material presented in the phase deconvolution graph

Table 6.2 Mean values and standard deviation for elastic mechanical properties of different

phases from grid indentation

Phase E (GPa) Sd_E (GPa) H (GPa) Sd_H (GPa) Volume fraction (percent)

Phase 1 20.43 5.02 2.04 0.21 7

Phase 2 60.68 12.92 4.3 0.44 45

Phase 3 90.60 10.61 9.4 0.29 48
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material can be observed in Fig. 6.15, while each phase corresponding to a distinct

mechanical phase. The mechanical map can be overlapped with the microstructural

observation obtained from optical microscopy to obtain useful information

regarding microstructure. Moreover a continuous map of mechanical properties

can be drawn to have a continuous mechanical map as opposed to a dotted map. The

Fig. 6.15 Map of different phases for indentation modulus and hardness, also contour plot of

indentation modulus and hardness, data of a 20-by-20 grid indentation experiment for Toarcian B

specimen with spacing of 20 μm, the continuous map is drawn by linearly interpolating the discrete

data over the whole surface

Table 6.3 Reported elastic

stiffness values of shale

constituents

Material E1, Stiffness (GPa) Source

Kaolinite 30.3 [45, 46]

Illite 73.9–84.3 [47]

Smectite/illite 51.5 [47]

Montmorillonite 44.7–85.5 [47]

Muscovite 118.1 [48]

Chlorite 82.2–214.0 [47]

Quartz 80–100 [7]

Pyrite 264–330 [49]

Feldspar 0.22 [50]

Organic phase/kerogen 7–16 [51]
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continuous map is constructed by averaging neighboring points, either indentation

modulus or indentation hardness while the spacing from the points was chosen in

the experiment, based on the load level, indentation depth, and characteristic size

of different features in material.

6.4.5 Elastic Mechanical Homogenization

Having connected the mechanical response to constituents at the nanometer

length-scale, the last step is to bridge scales 4–7 and predict the macroscopic

behavior. To this end, we recall the thought model of Bennet et al. displayed in

Fig. 6.2. Herein, we apply micromechanics theory to estimate the mechanical

properties of the shale material at the macroscopic scale with the use of the

information gained from nano-indentation results. Budiansky [47] developed a

model to determine the elastic moduli of a composite material made of several

constituents which are isotropic and elastic. The model is intended for heteroge-

neous materials composed of contiguous and spherical grains.

The model is developed by defining the effective shear modulus of the compos-

ite material in terms of a uniform macroscopic shear applied to the boundary and

the average shear strain of the material as described in Eq. (6.12):

G* ¼ τ0
γ

ð6:12Þ

Then with the use of the Hill’s Lemma [48] the elastic strain energy can be

described as Eq. (6.13):

U ¼ 1

2

ð
V

τ0γxydV ¼ V τ0ð Þ2
2G*

ð6:13Þ

where V is the volume of the material being considered. However, the equation for

the elastic strain energy can be written in terms of individual constituent phases as

Eq. (6.14):

U ¼ 1

2

ð
V

τ0τxy
GN

dV þ 1

2

ð
V

τ0 γxy �
τxy
GN

	 

dV ¼ V τ0ð Þ2

2

1

GN
þ
Xn
i¼1

ci 1� Gi

GN

	 

γi
τ0

	 
" #

ð6:14Þ

where ci is defined as the volume fraction of each phase. Solving for the composite

shear modulus yields Eq. (6.15):
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1

G*
¼ 1

GN
þ
Xn
i¼1

ci 1� Gi

GN

	 

γi
τ0

	 

ð6:15Þ

The next step is to assume a strain concentrations around spherical inclusion, which

is obtained from Eshelby’s inclusion derivations [49]. The final implicit expression

of effective shear modulus can be obtained by use of Eq. (6.16):

1

G∗ ¼ 1

GN
þ
XN�1

i¼1

1� Gi

GN

	 

ci

G∗ þ β∗ Gi � G∗ð Þ

β∗ ¼ 2 4� 5υ∗ð Þ
15 1� υ∗ð Þ

2
66664 ð6:16Þ

where υ∗ is the composite Poisson’s ratio. Following the same derivation the bulk

modulus is derived and presented in Eq. (6.17):

1

K∗ ¼ 1

KN
þ
XN�1

i¼1

1� Ki

KN

	 

ci

K∗ þ α∗ Ki � K∗ð Þ

α∗ ¼ 1þ υ∗

3 1� υ∗ð Þ

2
66664 ð6:17Þ

The composite Poisson’s ratio, υ∗, can be found from Eq. (6.18) using elastic

theory:

υ∗ ¼ 3K∗ � 2G∗

6K∗ þ 2G∗ ð6:18Þ

An insight to the shale material and its composition will help the modeling scheme

presented herein. We adopt the Bennet et al. thought model displayed in Fig. 6.2.

Organic-rich shale material consists of clay minerals, quartz and feldspar inclusions

and an organic phase. The clay minerals are mostly kaolinite, illite, smectite/illite,

montmorillonite, muscovite, and chlorite. The inclusions are mostly quartz, pyrite,

feldspar, and calcite. Table 6.3 shows some literature values for the elastic modulus

of these primary constituents. The deformation and fracture properties of shale

depend on the mechanical properties of its basic constituents. This suggests that an

understanding of the overall macroscopic mechanical properties of shale can be

obtained by studying the deformation and properties of these constituents and how

they upscale to the overall behavior of the composite material [50, 51].

The thought model is borrowed from the study by Bennett et al. [9]. They carried

out indentation tests with a maximum indentation depth of 200 nm to probe the

mechanical behavior of individual phases. The four-phase thought model was used

herein. The mechanical values tabulated in Table 6.4 are the results of a statistical

deconvolution of Toarcian B specimens with a loading force of 5 mN, loading time
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of 10 s, holding time of 5 s, and unloading time of 10 s a well. The volume fractions

are also calculated from the statistical indentation tests performed on specimens of

Toarcian B, while the Poisson’s ratio for all phases assumed to be 0.3. The QFP

phase consists of quartz, feldspar, and pyrite because they have similar mechanical

properties and they can be considered as one phase. The clay phase consists of

different type of clays in the medium of shale. Furthermore, the organic matter

phase appears in all of the organic-rich shale materials and typically exhibits very

low stiffness values. Finally, there is a fourth phase consisting of both organic and

clay phase, which is called the O/C phase.

The concept of the thought model used for elastic homogenization is

demonstrated in Fig. 6.2. The interpretation of different phases shown in Table 6.4

are based on assumption of quartz having an indentation modulus value around

100 GPa, organic phase having the lowest elastic properties, and the dominant

phase of the material being O/C matrix. This reasoning leads to phase 1, phase

2, phase 3, and phase 4 to be the quartz, clay, organic, and O/C matrix respectively.

The homogenization approach based on the Budiansky’s model was implemented

in an implicit algorithm written using Matlab. The theoretical model predicts a

macroscopic elastic modulus of shale material of 24 GPa. This theoretical value is

in the range of the values of elastic modulus reported for gas shale materials

and measured using macroscopic scale testing techniques, as shown in Table 6.1.

Thus we have demonstrated the power of both nano-indentation methods and

micromechanics in yielding a fundamental understanding of the mechanical

response from the nanometer up to the macroscopic length-scales.

6.5 Conclusion and Future Perspectives

In this chapter, we provided a theoretico-experimental framework for the micro-

structural and mechanical characterization of gas shale at the nanometer and

micrometer length-scales. The starting point is to recognize the hierarchical nature

of shale which calls for a thought model. Although organic-rich shale is composed

of four basic elements, quartz/feldspar, gaseous kerogen, clay, and air voids, the

exact composition and the local arrangement depend on the scale of observation. In

turn this has strong influence on the mechanical performance as expressed in terms

of elasticity, strength or fracture properties.

Accurate and precise small scale characterization relies on a rigorous material

preparation technique. The basic preparation routine involves cutting with a

Table 6.4 Measured mechanical properties of different phases from indentation

Different phase Phase 1 Phase 2 Phase 3 Phase 4

E (GPa) 108.28 33.48 10.12 20.38

υ 0.3 0.3 0.3 0.3

Volume fraction (percent) 16 10 18 56
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diamond saw, grinding using a set of abrasive papers, and polishing using polishing

solutions and/or polishing cloths. However, the exact sequence of steps must be

tailored to each specific material. Nevertheless, we provided some samples of

grinding and polishing routines using advanced methods such as optical micros-

copy, scanning electron microscopy and atomic force microscopy to quantitatively

assess their efficiency on select gas shale specimens.

Nano-indentation consists in pushing a hard pyramidal probe into a soft material

and it is an accurate means to measure the elastic-plastic properties and at the

nanometer length-scale. Moreover, the grid indentation technique makes it possible

to draw a compositional map based on the values of the indentation modulus and

hardness. Applying statistical deconvolution methods to a large array of indentation

tests enables to decompose the response and identify the primary constituents of the

materials. The findings of the nano-indentation technique agreed with SEM obser-

vation and powder X-ray diffraction analysis.

Micromechanics hold the key to a bottom-up approach where the behavior at the

larger scale is predicted from the composition and microstructure at a smaller scale.

Herein we applied a 3D model using the phase decomposition results from statis-

tical nano-indentation. The predicted macroscopic stiffness value agrees with

macroscopic measurements reported in the scientific literature.

Thus we have demonstrated the power of nano-mechanics and micromechanics

to shed light on the origin of the mechanical performance of gas shale by bridging

the nanometer and macroscopic length scales. This an important development that

will pave the way towards optimum hydraulic plant schemes for energy-harvesting

from unconventional reservoir.
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Chapter 7

On the Production Analysis
of a Multi-Fractured Horizontal Well

Erfan Sarvaramini and Dmitry I. Garagash

Abstract This paper investigates the post fracture transient analysis of multi-

fractured horizontal wells under the assumption of infinitely large fracture conduc-

tivity. Most of the existing studies of multi-fractured wells have considered finite

fracture conductivity, when the dynamic fluid pressure drop in the flow within

fractures is a part of the solution. This led to computationally intensive solution

methods, particularly when a reasonably large number of fractures representative of

current field applications is considered. In this work, we limit our consideration to

low-permeability, tight (e.g., shale) reservoirs, when pressure losses in propped

fractures can be neglected. This assumption allows to develop a rigorous, accurate,

and computationally efficient solution method based on the fundamental problem of

a unit step pressure decline in an array of identically sized and equally spaced

fractures. The study of this fundamental problem is analogous to the well testing

analysis of a fractured well produced at constant bottom-hole pressure conditions.

The solution for a unit step pressure decline is used within the Green’s function
framework to formulate and solve for the transient pressure response of a multi-

fracture array produced at a constant volumetric flow rate. We also explore two

simplified approaches to the production analysis of multi-fractured wells based on

(1) the infinite fracture array approximation for finite arrays, and (2) an extension of

the ad hoc method of Gringarten et al. (Soc Pet En J 14(04):347–360), respectively.

We show that both methods lead to very good approximations of the rigorous

solution for a finite fracture array problem, thus allowing to further simplify the

transient analysis of multi-fracture wells.
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7.1 Introduction

Hydraulic fracturing is the primary technology used in petroleum industry to

extract hydrocarbon from unconventional reservoirs (e.g., shale gas, tight gas

sandstone, oil shale) [1]. In this technique, a fluid is pumped from a borehole

under high pressure to create and propagate fractures in rock formation. The

preferred method of completion during the hydraulic fracturing treatment is mul-

tistage fracturing in which an array of fractures is created from a horizontal

borehole.

The performance of horizontal wells is usually monitored using production well

tests, such as pressure drawdown or build-up tests. In a horizontal, multi-fractured

producing well, the interaction between fractures through the reservoir pore fluid

flow and fluid-solid mechanical coupling may result in multiple flow regimes [2]. In

order to accurately characterize the reservoir, it is important to identify each of the

flow regimes and time-dependent transition between them. The latter can be done

using the pressure transient data analysis.

Boundary element problem of distributed sources/sinks of fluid along a fracture

is a common way to analyze the pressure transient data. It appears that this

approach was first used in the context of fluid production from a fractured well

by Gringarten et al. [3], who identified the various flow regimes developing during

production from a single, infinite-conductivity fracture in a homogenous reservoir.

Gringarten et al. [3] carried out a rigorous numerical analysis of the boundary

element problem and evaluated fluid pressure response p(t) in the fracture (uniform
along the fracture due its infinite conductivity) and the point-wise fluid exchange

flux between the fracture and the rock �gðx, tÞ. It was shown that the flux distribution
is approximately uniform along the fracture only at early times, when the pore

pressure diffusion in the surrounding rock is essentially one-dimensional, while the

flux distribution becomes strongly nonuniform along the fracture at some extended

production times coincidental with pore pressure diffusion in the surrounding rock

on a scale comparable to the fracture length or larger. Furthermore the flux

distribution is essentially singular at the fracture tips [4, 5]. Although an accurate

evaluation of the pressure response in an infinitely conductive fracture requires the

rigorous analysis of the governing equations, Gringarten et al. [3] proposed an

alternative, approximate approach which considerably simplifies the pressure

transient analysis of a single fracture. In this approach, the fluid-exchange flux

distribution is assumed to be uniform along the fracture at all times (i.e., �gappðtÞ,
where “app” refers to the approximate nature of the assumption). This assumption

results in a now nonuniform pressure distribution along the fracture papp(x, t). The
latter is then evaluated at an intermediate location (x¼ 0. 732‘) selected by

Gringarten et al. [3] to best approximate the uniform pressure p(t) in the rigorous

solution.

The pressure transient analysis of a fractured well was later extended to the case

of a single finite-conductivity hydraulic fracture by Cinco et al. [6]. They combined

the Green’s function technique with Laplace transform to calculate the transient
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pressure response. This combination then became a powerful tool in analyzing the

pressure transient data, allowing to extend the previous seminal studies [3, 6] to the

case of a heterogeneous reservoir (e.g., naturally fractured formations) intersected

by a hydraulic fracture.

With advances in horizontal drilling and multistage hydraulic fracturing tech-

nologies, the well testing of multi-fractured wells have also attracted a great

attention. Raghavan et al. [7] carried out a rigorous study of the behavior of an

array of multiple finite-conductivity fractures produced at a constant volumetric

flow rate. They investigated the effects of fracture conductivity, number and

location of fractures in the array on the pressure response in homogeneous reser-

voirs with relatively high permeability. Although the analysis of Raghavan et al. is

comprehensive, the numerical solution method can be computationally intensive

even for small number of fractures. This issue necessitated further investigations

attempting to simplify the analysis of finite conductivity fracture arrays. For

instance, Al-Ahmadi et al. [8] considered production from multi-fractured wells

at their early life when the interaction between the fractures is negligible. Brown

et al. [9] and Ozkan et al. [10] presented mathematical models which only consid-

ered the pore fluid flow in the region intermediate to hydraulic fractures and a linear

flow was assumed at all times.

The pressure transient analysis of a finite-conductivity hydraulic fracture can be

of great interests in a number of practical reservoir applications. For example, it can

be used in well testing analysis of a fractured well characterized by a poor fracture

conductivity (e.g., un-propped fracture). Another application is the analysis of the

short time transient data of a fractured well when the fluid pressure has not yet

equilibrated along the crack. Cinco et al. [6] established a parametric range when an

approximate pressure uniformity condition holds along a crack, expressed as a

condition that the dimensionless fracture conductivity defined by CfD ¼ kf �w=k‘
is large enough, CfD� 300. Here kf and k are the fracture and formation values of

permeability, �w and ‘ are average fracture aperture and half-length, respectively.

A more universal criterion of pressure uniformity assumption was recently

established in [11]. Based on the latter criteria, the condition of pressure uniformity

is likely to be reached for hydraulic fractures in the low-permeability, tight reser-

voirs, particularly in shale formations. For example, for a typical hydraulic fracture

of half-length ‘¼ 50 m and average fracture conductivity kf �w ¼ 0:5d.m (e.g., [12])

in the Bakken shale formation characterized by the representative value of the

formation permeability k¼ 0. 01md, the dimensionless fracture conductivity is

CfD¼ 1000. The condition of pressure uniformity or, conversely, infinite fracture

conductivity allows for a simpler and more accurate solution method for multiple-

fracture arrays.

In this study, the pressure transient analysis of infinite-conductivity, multiple-

fracture arrays is investigated. Section 7.2 summarizes the mathematical model and

underlying assumptions. In Sect. 7.3, we formulate and solve an auxiliary problem

in which all fractures in the array are subjected to a unit step pressure decline. This

solution is an extension of an auxiliary problem for a single fracture studied by
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Detournay and Cheng [4] and Sarvaramini and Garagash [5] in the injection context

(i.e., for a unit pressure rise). The auxiliary problem solution can be applied to well

testing analysis of multi-fractured horizontal wells producing at constant pressure

conditions. The latter has not received enough attention despite its importance in

reservoir applications. For example, production from a hydrocarbon reservoir

during production decline period normally takes place under the constant pressure

conditions. Other applications of constant pressure production are in geothermal

reservoirs and water artisan wells [13]. In Sect. 7.4, the auxiliary solution is used

within the Green’s function framework to formulate the transient response of a

multiple fracture array producing at a constant volumetric flow rate. Finally, we

examine the validity of the uniform leak-in method of Gringarten et al. [3]

when applied to a multiple-fracture array. This approximation can considerably

improve the computational time involved in calculations of the fracture response

of the multi-fractured horizontal wells. The summary of this study is presented

in Sect. 7.5.

7.2 Mathematical Formulation

We consider a problem of a horizontal borehole fractured with a linear array of

equally spaced cracks of the Perkins–Kern–Nordgren (PKN) geometry. Reservoir

rock is characterized by permeability k, bulk compressibility ct, porosity ϕ, and
initial pore pressure p0. Fractures in the array are characterized by the half-length ‘,
height h, and uniform spacing d along the well (Fig. 7.1). Pore fluid with viscosity

μ is produced from the borehole under either constant volumetric flow rate Q0 or

constant pressure decline p � p0< 0 conditions.

We make use of the following assumptions. (1) Hydraulic fractures are propped,

i.e., filled with proppant during placement (the multistage hydraulic fracturing

treatment) in order to prevent/minimize the fracture closure during production

pressure decline period. (2) Changes of the fracture volume during the pressure

decline period (i.e., fracture storage effects) are neglected. This assumption is valid

in the transient analysis of propped hydraulic fractures characterized by negligible

2�

d

V1 V2 V3 VnVn−1
σ0σ0

y

x
wellbore

fracture

Fig. 7.1 Horizontal well with a multiple (n) fracture array
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compressibility in the reservoir applications [14]. (3) The fluid pressure along each

propped fracture is assumed to be spatially uniform (infinite fracture conductivity

assumption). (4) Fractures are confined between two horizontal impermeable

(cap-rock) layers, which, together with the assumption of pressure equilibrium

within a vertical crack cross-section, suggests a 2-D fluid diffusion (in the hori-

zontal x-y plane) within the permeable (reservoir) rock layer. (5) A single phase

flow is assumed at all times. (6) Reservoir properties are assumed to be

homogenous.

To aid the transient pressure analysis of multiple hydraulic fractures, we first

consider the fundamental solution to an auxiliary problem of a unit step pressure

decline in a fracture array. The latter was previously developed for a single fracture

in the injection context (i.e., unit step pressure rise) in [4, 5]. We extend this single

fracture solution to the case of a multi-fracture array, now in the production context

(i.e., unit step pressure decline). The auxiliary solution is used to formulate and

solve a convolution integral equation governing the transient pressure decline in a

multi-fracture array for a given production rate history. Moreover, the auxiliary

problem can be applied directly to the analysis of wells producing at constant

pressure conditions. [In this case, the constant pressure conditions have to be

maintained from t¼ 0 (beginning of the production) for the auxiliary problem to

be directly applicable.]

7.3 Auxiliary Problem (Unit Step Pressure Decline)

Consider that each fracture in a multi-fracture array is subjected to a unit step

pressure decline

p� p0 ¼ �1, ð xj j < ‘, y ¼ yi ði ¼ 1, . . . , nÞ, t > 0Þ, ð7:1Þ

where yi is the ith crack position along the well.

Pore pressure diffusivity equation together with the leak-in boundary condition

∂p
∂t

¼ α∇2p, � k

μ

∂p
∂y

����
y¼yþ

i

� ∂p
∂y

����
y¼y�

i

" #
¼ �gi xj j < ‘, tð Þ, ði ¼ 1, . . . , nÞ, ð7:2Þ

can be used to obtain the pore pressure distribution surrounding producing frac-

tures. Here α ¼ k=ðμϕctÞ is the diffusivity coefficient, and �gi is the ith fracture fluid
leak-in rate (positive for fluid production from a fracture). The solution of (7.2) can

be obtained by superposition of distributed point-sinks [7, 15], which yields along

the ith fracture
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pð xj j < ‘, yi, tÞ � p0 ¼
Xn
j¼1

ðt
0

ð‘
�‘

��gjðx0, t0Þ
4πSα t� t0ð Þ

� exp � x� x0j j2 þ yi � yj
�� ��2

4α t� t0ð Þ

 !
dx0dt0, ði ¼ 1, . . . , nÞ,

ð7:3Þ

where S¼ϕ ct is the fluid storage coefficient.

In the following, we solve the set of equations (7.3) for the rates of fluid leak-in

for each fracture in the array (�giðx, tÞ, i¼ 1, . . ., n) subjected to a unit step pressure

decline (7.1). The corresponding cumulative produced volumes from each fracture

in the array can be obtained by integration

ViðtÞ ¼ h

ðt
0

ð‘
�‘

�giðx0, t0Þdx0dt0 i ¼ 1, . . . , nð Þ: ð7:4Þ

To facilitate the numerical solution of (7.3) with (7.1), we introduce the

following normalized parameters: the non-dimensional time (τ), x coordinate

(ξ), y coordinate (η), leak-in rate (ψ), and cumulative leak-in volume (Φ):

τ ¼ t

t∗
, ξ ¼ x

‘
, η ¼ y

‘
, ψ ¼ �g

�g∗
, Φ ¼ V

V∗
, ð7:5Þ

defined in terms of the respective scales,

t∗ ¼ ‘2

4α
, ‘, ‘, �g∗ ¼ 4αS

‘
, V∗ ¼ Sh‘2: ð7:6Þ

The normalized form of (7.3) with (7.1) is expressed as

1 ¼ 1

π

Xn
j¼1

ðτ
0

ð1
�1

ψ jðξ0, τ0Þexp � ξ� ξ0j j2 þ ηi � ηj
�� ��2

τ � τ0

 !
dξ0dτ0

τ � τ0
, i ¼ 1, . . . , nð Þ:

ð7:7Þ

The corresponding normalized form of the cumulative fracture leak-in volume (7.4)

is given by

ΦiðτÞ ¼
ðτ
0

ð1
�1

ψ iðξ0, τ0Þdξ0dτ0, i ¼ 1, . . . , nð Þ: ð7:8Þ
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Applying Laplace transform to (7.7) results in

1

s
¼ 2

π

Xn
j¼1

ð1
�1

ψ jðξ0, sÞK0 2
ffiffi
s

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jξ� ξ0j2 þ ηi � ηj

�� ��2q� �
dξ0, i ¼ 1, . . . , nð Þ, ð7:9Þ

where s is the transform variable, ψðξ, sÞ is the Laplace image of ψðξ, τÞ, K0 is the

modified Bessel function of the second kind. We use the Gauss–Chebyshev method

to discretize the integral for ψ jðξ, sÞ, ( j¼ 1, . . ., n) along each fracture (see Appen-

dix D of [5] for details of integral discretization). The resulting system of linear

equations is solved for ψ jðξ, sÞ, ( j¼ 1, . . ., n) using the Newton–Raphson method

and then numerically inverted to the time domain using the Stehfest algorithm [16].

Before we carry out the numerical analysis of the auxiliary problem for partic-

ular examples of production from a finite fracture array, we first consider the

limiting cases corresponding to the production from a single fracture (n¼ 1) and

an infinite fracture array (n ¼ 1) due to a unit step pressure decline.

7.3.1 Single Fracture

The solution of the auxiliary problem of a single crack subjected to a unit step

pressure rise (i.e., in the injection context) was developed in [4, 5]. The transient

solution for the production problem can be obtained from that for the injection

problem by reversing the direction (sign) of the flow rate.

Evolution of the crack-average of the fluid leak-in rate ψh i τð Þ ¼ ð1=2Þ Ð 1�1

ψ ξ0, τð Þdξ0 with normalized time τ ¼ t=t∗ for a single fracture is shown by a black

dotted line in Fig. 7.3a. Note that the solution of the fluid leak-in rate ψðξ, τÞ was

numerically tabulated in [5]. The cumulative produced volume is reproduced in

Fig. 7.3b after [5].

7.3.2 Infinite Fracture Array (n ¼ 1)

We define a problem in which an infinite linear array of fractures is hydraulically

connected to a horizontal borehole (Fig. 7.1 with n ¼ 1 ). The solution of fluid

leak-in rate ψ j, ðj ¼ 1, ::,1Þ in the infinite array problem due to a unit step pressure

decline can be obtained from (7.3) with n ¼ 1. Note that since number of fractures

are assumed to be infinite, the rate of fluid leak-in for each fracture is identical

(i.e., ψ i¼ψ for all integer i’s). A good approximation of the solution of the infinite

array problem is afforded by truncating the series to a finite odd number of terms

m (i.e., effectively approximating infinite array by a finite one) and solving trun-

cated (7.3) for the central crack, i ¼ ðmþ 1Þ=2, (i.e., at yi¼ 0). The truncation

number m in this approximate solution would have to scale with production time,
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such that the influence of the first (i¼ 1) and last (i¼m) cracks in the truncated

array on the central crack ( i ¼ ðmþ 1Þ=2 ) can be reasonably neglected; i.e.,ffiffiffiffiffiffiffi
4αt

p � ðm� 1Þd=2.
Alternatively, we can define a problem of fluid production from a strip (infinite

in the fracture length direction x) of thickness d from two line sinks of length 2‘
located on each side of the strip (Fig. 7.2). The rest of the strip boundary is a no-flow

boundary. The pressure depletion solutions of the permeable strip and the infinite

linear array of fractures are identical. For the strip problem, we can explicitly

discretize the diffusivity equation and leak-in boundary conditions (7.2) to obtain

the fluid leak-in rate.

In this study, we use the truncated series approximation of (7.3) to obtain the fluid

production rate and cumulative production volume for the infinite fracture array.

Since the spacing between fractures is assumed to be equal, the normalized solution

of (7.9) with n¼m, ψ j¼ψ , and i ¼ ðmþ 1Þ=2 depends on a single parameter, the

non-dimensional crack spacing d/‘ (note that ðηi � ηjÞ ¼ ði� jÞd=‘ for equally

spaced fractures). Figure 7.3 illustrates the evolution of the crack-averaged normal-

ized leak-in rate for various values of normalized crack spacing d/‘. As shown in

Fig. 7.3a, the solution of the fluid leak-in rate for the infinite fracture array is well

approximated by that of a single fracture at early production time, before the

interference effects between fractures become significant. The latter causes the

departure of the interacting infinite array solution from the single fracture solution

with the onset of the interaction dependent upon the fracture spacing.

The large-time asymptote of the crack-averaged-leak-in rate can be approxi-

mated by the solution to 1-D diffusion in the along-crack direction (x) due to a unit
pressure decline [15]:

ψh iðτÞ ¼ �gh iðtÞ
�g∗

¼ d

‘

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
16t=t∗

p : ð7:10Þ

This asymptote is shown by dashed line on Fig. 7.3a.

The cumulative produced volume from a fracture within an infinite fracture

array is shown in Fig. 7.3b for various values of normalized crack spacing d/‘.

2�

d

x
y 2�

VVi

Fig. 7.2 Problem of a

partially permeable strip

equivalent to the infinite

fracture array problem

(Fig. 7.1 with n ¼ 1)
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7.3.3 Finite Fracture Array Problem

The analysis of the auxiliary problem of a unit step pressure decline in a finite

fracture array is carried out for a particular example of production from a typical

multi-fractured horizontal well in Bakken shale formation.

infinite fracture array

d 0.1

1

10large time
asymptote

0.001 1 1000
10 4

01

1

single fracture

d 0.1

1

10

large time
asymptote

0.001 1 1000

0.1

1

10

100

〈ψ
i〉

=
〈ḡ i

〉/
ḡ ∗

t/t∗

Φ
i
=

V
i/

V
∗

single fracture

a

b

Fig. 7.3 Auxiliary problem of a unit step pressure decline in an infinite fracture array: Evolution

of (a) the crack-averaged normalized leak-in rate, and (b) the cumulative produced volume from a

fracture within the array with the normalized time and for various values of fracture spacing d∕‘.
The solution of a single fracture is shown by a black dotted line after [5]. The large-time

asymptotic solution is shown by a red dashed line [Eq. (7.10)]. Time, leak-in rate, and cumulative

volume scales are t∗ ¼ ‘2=4α, �g∗ ¼ 4Sα=‘, and V∗¼ Sh ‘2, respectively
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Hydrocarbon with viscosity μ¼ 0. 64 cP is produced from 1 km long interval of a

horizontal well aligned in the direction of the minimum confining stress. The

horizontal well has been stimulated with 21 hydraulic fractures (Fig. 7.1 with

n¼ 21) oriented perpendicular to the direction of the minimum confining stress

(and, hence, the well axis). Hydraulic fractures of length 2‘¼ 100 m and height

h¼ 10 m are uniformly distributed with spacing d¼ 50 m in a reservoir formation

characterized by the formation permeability k¼ 0. 01md, bulk compressibility

ct ¼ 2� 10�9 Pa�1, and porosity ϕ¼ 0. 12 [17].

The calculated values of relevant problem parameters are S ¼ 2:4� 10�10 Pa�1

(storage parameter), α ¼ 6:5� 10�5 m2=s (diffusivity coefficient), t∗¼ 111. 1 days

(diffusion time scale), �g∗ ¼ 1:33� 10�15 m3=m2 s=unit of pressure decline (leak-

in scale), V∗ ¼ 6� 10�6 m3=unit of pressure decline (volume scale), and dimen-

sionless fracture spacing d=‘ ¼ 1.

7.3.3.1 Production Rate

Figure 7.4 illustrates the evolution of the averaged-normalized leak-in rate

ψ ih iðτÞ ¼ ð1=2Þ Ð 1�1
ψ iðξ0, τÞdξ0 with normalized time for outer (i¼ 1), intermediate

(i¼ 2, i¼ 5), and central (i¼ 11) fractures in the array. The rate of production in the

single fracture
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#5
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infinite array
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n = 21 array d/� = 1

Fig. 7.4 Auxiliary problem of a unit step pressure decline: Evolution of the crack-average

normalized leak-in rate with normalized time for crack 1 (outer), 2, 5 (intermediate), and 11

(central). The solutions of limiting cases of a single fracture and infinite fracture array are

shown for comparison. The time and leak-in rate scales are t∗ ¼ ‘2=4α ¼ 111:1 days and �g∗ ¼ 4

Sα=‘ ¼ 1:33� 10�15 m3=m2s=unit of pressure decline, respectively
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single fracture and the infinite fracture array solutions are shown on the same graph

for comparison.

As shown in Fig. 7.4, the production rates from different fractures in the finite

array are approximately the same at early production times (when the hydraulic

interference effects between fractures are negligible), and are approximated equally

well by that of the single fracture and the infinite fracture array solutions. However,

the contribution of each fracture to the total flow rate in the finite fracture array is no

longer equal at later production times. As expected, the outer crack produces at the

highest rate, while the central crack produces at the lowest rate.

We also notice that the production rate from the outer crack cannot be described
by the single fracture solution nor the infinite array solution after the interference

effects between fractures become important. However, the production rate from

inner fractures are well approximated by the infinite fracture array solution up to

t=t∗ � 30, which corresponds to entire range of realistic production times up to

t � 10 years for the considered example (t∗¼ 111 days). Note that the rate of

production from individual fractures in the finite fracture array always remains in

between the single fracture solution (upper bound) and infinite array solution (lower

bound) at any given time.

An example of the numerical solution for the leak-in distribution along the outer

(i¼ 1) and central (i¼ 11) cracks in the finite fracture array at various normalized

time is shown in Fig. 7.5. The comparison with the single fracture [5] and infinite

fracture array solutions (shown by dashed line) reinforces the previous observation

that the infinite array solution provides an excellent approximation for the inner

cracks in a finite array for normalize time up to � 100.

7.3.3.2 Cumulative Production

The cumulative produced volumes from the crack #1 (outer), #2, #5 (intermediate),

and #11 (central) are shown in Fig. 7.6a. We also plot the total cumulative produc-

tion from the finite fracture array in Fig. 7.6b.

As illustrated in Fig. 7.6b, the interference effects between fractures result in

significant departure of the cumulative produced volume solution from the single

fracture solution. However, the cumulative produced volume from the array is

closely approximated by the infinite fracture array solution until t¼ 3. 6 years

(or, t=t∗ ¼ 12) when the latter under-predicts the cumulative production by 10%.

7.3.4 Uniform Leak-in Approximation

Calculation of the fracture responses such as fluid leak-in rate and cumulative leak-

in volume for a finite fracture array in the auxiliary problem requires the rigorous

solution of (7.7). As we showed in Fig. 7.5, the distribution of the fluid leak-in rate

is only approximately uniform along the fracture at early times. The objective of
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this section is to investigate if the uniform leak-in assumption applied indiscrimi-

nately at all times can still provide an acceptable approximation for the fracture

responses as obtained in the complete (rigorous) solution. This approach was

originally introduced by Gringarten et al. [3] for the case of a single fracture

produced at a constant volumetric rate. They showed that a simple, yet accurate

approximate solution for the fluid pressure p(t) can be obtained by assuming

uniform leak-in distribution along the crack (i.e., �gappðtÞ) and evaluating the now

ψ
1

=
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/ḡ
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ψ
11

=
ḡ 1

1
/
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Fig. 7.5 Auxiliary problem of a unit step pressure decline: Comparison of the numerical solutions

of the leak-in rate distribution for (a) the #1 (outer) crack with that of a single (after [5]) fracture

solution shown by the dashed line, and (b) the #11 (central) crack with that of an infinite fracture

array solution shown by the dashed line. Time and leak-in rate scales are t∗ ¼ ‘2=4α ¼ 111:1 days

and �g∗ ¼ 4Sα=‘ ¼ 1:33� 10�15 m3=m2s=unit of pressure decline, respectively
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nonuniform pressure distribution papp(x, t) at an ad hoc intermediate location

x¼ 0. 732‘ along the crack. In this approach papp(x¼ 0. 732‘, t) is used to approx-

imate the evolution of the uniform pressure p(t) in the original problem. Here we

extend this ad hoc approximation approach to the case of multiple fractures

subjected to a unit step pressure decline. In this case, set of equations (7.3)

with (7.1) is solved for the individual fracture leak-in rates assuming �giðx, tÞ �
�gappi ðtÞ (i¼ 1, . . ., n) while the integral in (7.3) is evaluated at x¼ 0. 732‘.
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Fig. 7.6 Auxiliary problem of a unit step pressure decline: Evolution of (a) the cumulative leak-in

volume for crack #1 (outer), #2, #5 (intermediate), and #11 (central), and (b) the total cumulative

leak-in volume from the finite fracture array with normalized time. Time and cumulative leak-in

volume scales are t∗ ¼ ‘2=4α ¼ 111:1 days, and V∗ ¼ 6� 10�6 m3=unit of pressure decline,

respectively
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Figure 7.7 shows a comparison between the values of the fluid-leak-in rates and

cumulative leak-in volumes for #1 (outer), #2, #5 (intermediate), and #11 (central)

cracks obtained using the uniform leak-in approximate solution and the rigorous

solution. As evidenced by Fig. 7.7, the uniform leak-in solution provides an excel-

lent (within 5%) approximation for the crack-averaged-fluid-leak-in rates and

cumulative produced volumes.
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Fig. 7.7 Auxiliary problem of a unit step pressure decline: Comparison between (a) fracture fluid-
leak-in rates and (b) fracture cumulative leak-in volumes obtained by using the Gringarten’s-like
uniform leak-in approximation (superscript “app”) and the rigorous solution for #1 (outer), #2, #5

(intermediate), and #11 (central) cracks. Diffusion time scale is t∗ ¼ ‘2=4α ¼ 111:1 days
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7.4 Transient Pressure Decline: Constant Rate
of Production from Fractured Well

The cumulative production from an individual crack (Vi) for a given pressure

history p(t) can be obtained by application of the Duhamel’s theorem [15]

Vi tð Þ ¼
ðt
0

Vaux
i ðt� t0Þ � dp t0ð Þ

dt0

� �
dt0, i ¼ 1, . . . , nð Þ, ð7:11Þ

where Vaux
i ðtÞ ¼ ‘2hSΦaux

i ð4αt=‘2Þ is the cumulative produced volume for the ith
fracture in the auxiliary problem of a unit step pressure decline, with Φaux

i given

by (7.8). Global cumulative volume balance equation for a finite fracture array

produced at a total constant production rate Q0,

Xn
i¼1

Vi ¼ Q0t, ð7:12Þ

and system of equations (7.11) are simultaneously solved for pressure evolution p(t)
and fracture cumulative production volumes Vi(t) (i¼ 1, . . ., n).

We introduce the non-dimensional time τ ¼ t=t2, pressure change

π ¼ ðp� p0Þ=p2, and volume Φ ¼ V=V2 defined in terms of the respective “2-D

leak-in” time, pressure, and volume scales of [5]

t2 ¼ t∗, p2 ¼ �QI0t2

‘2hS
, V2 ¼ ‘2hSp2, ð7:13Þ

where QI0 ¼ Q0=n is the nominal fracture production rate. The normalized forms

of (7.11) and (7.12) in terms of non-dimensional scales (7.13) are given by

Φi τð Þ ¼
ðτ
0

Φaux
i ðτ � τ0Þ dπ

dτ0
dτ0 i ¼ 1, . . . , nð Þ,

Xn
i¼1

Φi τð Þ ¼ nτ, ð7:14Þ

respectively.

After applying Laplace transform, (7.14) becomes

Φi sð Þ ¼ sπðsÞΦaux
i ðsÞ,

Xn
i¼1

Φi sð Þ ¼ n

s2
: ð7:15Þ

In the following, we first consider the end member cases of production from a

single fracture (n¼ 1) and an infinite fracture array ðn ¼ 1Þ, respectively, followed
by an example of a finite fracture array solution.
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7.4.1 Single Fracture

The pressure evolution in a single fracture produced at the nominal rate QI0 is

shown in Fig. 7.8 after [5]. This solution corresponds to the early-time,

non-interacting regime for the n-fracture array when QI0 ¼ Q0=n.

7.4.2 Infinite Fracture Array

Figure 7.8 illustrates the evolution of the normalized pressure with normalized time

in an infinite fracture array characterized by the individual fracture production rate

of QI0. We use (7.11) to obtain the pressure evolution in the infinite array problem

where Vaux
i ðtÞ ¼ ‘2hSΦaux

i ð4αt=‘2Þ is given in Fig. 7.3b.

Similar to the step pressure decline (auxiliary) problem, the large-time asymp-

totic solution of the pressure response can be obtained from the 1-D diffusion (in the

along-fracture direction) solution for a continuous sink,

p� p0
p2

� ‘

d

ffiffiffiffi
t

t2

r
: ð7:16Þ

This asymptote is shown by a dashed line in Fig. 7.8.
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Fig. 7.8 Evolution of the normalized pressure with time in an infinite fracture array characterized

by the individual fracture production rate of QI0 and various fracture spacing d/‘. The single

fracture solution is reproduced after [3, 5] (black dotted line). The large time asymptotic solution

for the infinite fracture array [Eq. (7.16)] is shown by a red dashed line. Time and pressure scales

are t2 ¼ ‘2=4α and p2 ¼ �QI0t2=‘
2hS, respectively
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7.4.3 Finite Fracture Array

We investigate the pressure evolution and production from individual fractures in

the n¼ 21 fracture array, previously considered in the context of step pressure

decline (Sect. 7.3), and now considered to be produced at a constant volumetric

flow rate of Q0 ¼ 10�4 m3=s. The additional data (beyond that provided in

Sect. 7.3) are p0¼ 15. 6MPa (initial reservoir pressure), and pb¼ 10. 81MPa

(pore fluid bubble point pressure) [17].

The calculated values of the relevant problem parameters are t2 ¼ t∗ ¼ 111:1

days (diffusion time scale), p2 ¼ �7:14 MPa (pressure scale), V2 ¼ 6� 10�8 m3

(cumulative produced volume scale), and ðpb � p0Þ=p2 ¼ 0:67 (pressure change at

the fluid bubble point).

7.4.3.1 Pressure Evolution

The evolution of the fracture pressure in the finite fracture array problem is

illustrated in Fig. 7.9. The solutions for a single fracture and an infinite fracture

array produced at the nominal rate QI0 ¼ Q0=n per fracture are also shown for

comparison. We locate the point with ðpb � p0Þ=p2 ¼ 0:032 on Fig. 7.9 (point A)

when the fluid pressure declined to the bubble point value. At this point the

two-phase flow begins to develop, therefore invalidating the single phase flow

assumption used in this study.

The onset of the two phase flow is forecasted at tb=t2 ¼ 1:45, or in tb¼ 161. 1

days from the beginning of the production. As shown in Fig. 7.9a, the pressure

evolution in the infinite and finite fracture array solutions is identical throughout the

one-phase flow window.

7.4.3.2 Cumulative Produced Volume

Cumulative produced volumes from #1 (outer), #2, #5 (intermediates), and #11

(central) cracks are shown in Fig. 7.9b. Note that the outer and central cracks

produce the largest and the smallest fractions of the total produced volume,

respectively.

7.4.4 Uniform Leak-in Approximation

In this section, we investigate the applicability of the Gringarten et al. [3] approx-

imate method, described earlier in Sect. 7.3.4 in the context of step pressure decline

production, to the case of a constant global rate of production. The approximate

solution method is essentially the same as described in the beginning of this section
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when solving global volume balance (7.12) together with convolution integral

expressions for volume produced from individual fractures, (7.11), with the only

change corresponding to the replacement of the set of convolution kernels Vi
aux(t)

(corresponding to the fracture produced volumes in the auxiliary, step pressure

decline problem) with the ones obtained through Gringarten’s-like method in

Sect. 7.3.4, denoted here by Vi
app. aux(t). (Recall that the ratios of the approximate

and the rigorous solutions, Vi
app. aux(t)/Vi

aux(t), have been evaluated in Fig. 7.7b).
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Fig. 7.9 Evolution of (a) the fracture pressure and (b) the cumulative leak-in volume for #1

(outer), #2, #5 (intermediate), and #11 (central) cracks in the n¼ 21 finite fracture array problem

produced at a constant global production rate Q0. The fracture pressure solutions for a single

fracture and infinite fracture array produced at QI0 ¼ Q0=n per fracture are also shown. Time,

pressure, and volume scales are t2 ¼ ‘2=4α ¼ 111:1 days, p2 ¼ �Q0It2=‘
2hS ¼ �7:14MPa, and

V2 ¼ ‘2hSp2 ¼ 6� 10�8 m3, respectively
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Figure 7.10a compares the pressure response of the finite fracture array

evaluated by using the full rigorous solution and the Gringarten’s-like approxima-

tion. A similar comparison is also carried out for the fracture cumulative leak-in

volumes for fractures #1, #2, #5, and #11 in Fig. 7.10b. As evident from Fig. 7.10,

the uniform leak-in (Gringarten’s) assumption provides a very good approximation

of the pressure response (within 4%) and of the fracture cumulative produced

volumes (within 10%) for the particular example of a finite fracture array

considered here.
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Fig. 7.10 Comparison between the approximate solution using the Gringarten’s-like method and

the rigorous solution for a finite fracture array produced at a constant volumetric rate: (a) the
pressure evolution comparison and (b) fracture cumulative produced volumes comparison [cracks

#1 (outer), #2, #5 (intermediate), and 11 (central)]. Time scale is t2 ¼ ‘2=4α ¼ 111:1 days
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7.5 Summary

In this study, we addressed the pressure transient analysis of a multi-fractured

horizontal well in the limit of large fracture hydraulic conductivity, corresponding

to reasonably negligible fluid pressure drop in the flow within a fracture. This

condition, leading to the uniform fluid pressure along a fracture, is representative of

low-permeability, tight reservoirs (e.g., shale, tight sandstone). This, in turn, allows

for a simpler and more accurate solution methods for reservoir fluid flow to a multi-

fracture array.

We begun this study by presenting the solution for an auxiliary problem in which

each individual fracture in a finite fracture array undergoes a unit step pressure

decline (e.g., production at a constant bottom-hole pressure conditions). The gen-

eral method of solution for the production rates and the cumulative produced

volumes from fractures within the array due to a step pressure decline was

presented and used to evaluate a particular example representative of the oil field.

It was shown that in the finite number fracture array, the fluid production rates from

individual fractures are approximately identical only at early production times

when the effects of hydraulic interference between fractures are insignificant. An

unequal partition of the produced fluid volume between the fractures in the array

becomes noticeable at some extended production time, with the two outer, array-

bounding fractures producing at ever increasing rate relative to the inner fractures

in the array. The solutions to the limiting cases of production from a single fracture

and an infinite fracture array were also presented. We showed that the total and

individual fracture cumulative production volumes in the finite fracture array

cannot be described by that of a single fracture past the onset of hydraulic inter-

ference effects between fractures. However, the infinite fracture array solution

provides an excellent approximation for the total and individual fracture cumulative

production volumes (with the exception of the two outer cracks) over realistic

production times, i.e., up to 10 years.

The auxiliary solution for a step pressure decline was then used within the

Green’s function framework to formulate the pressure transient analysis of a

multi-fractured well produced at a constant volumetric flow rate. We applied the

analysis to a particular field example, and showed how it can be used to quantify the

onset of the two-phase flow in the reservoir. We also showed that the corresponding

infinite fracture array solution can be confidently used to approximate the production

from a finite fracture array at least until the onset of the two-phase reservoir flow.

Finally, we considered an ad hoc simplification of the rigorous analysis of

production from a multi-fractured well described in the above, following the

framework previously studied by Gringarten et al. [3] in the case of a single

crack. In this approach, the potentially intensive numerical treatment of the rigorous

solution of a coupled system of convolution integral equations governing the time

evolution of the spatially nonuniform rates of fluid exchange between the fractures

and the surrounding rock (local fracture leak-in rates) are circumvented by ad hoc

assumptions of a uniform leak-in along a fracture and of a particular choice for the
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evaluation of the fracture fluid pressure, as described in the main text. We show that

the Gringarten et al. approach applied to finite fracture arrays provides an excellent

alternative to the rigorous solution method, allowing to considerably simplify the

transient analysis of multi-fractured horizontal wells at least within the considered

geometrical constraints of identically sized, equally spaced fractures.
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Chapter 8

Interfacial Engineering for Oil and Gas
Applications: Role of Modeling
and Simulation

Kshitij C. Jha, Vikram Singh, and Mesfin Tsige

Abstract Interfaces control the functional performance of advanced materials

used in the oil and natural gas industry for applications ranging from oil recovery,

and flow assurance to gas separation, and carbon capture and utilization. The

interactions that govern such functional performance are extremely challenging to

obtain empirically. This is partly because of the instability at fluid interfaces, but

also due to the intrinsic complexity in quantification of the behavior of a large

number of components and interactions. Molecular modeling offers a pathway to

examine confined wettability, specific adsorption, and cooperative network forma-

tion with changes in chemical structure that act as a design platform for custom

functional performance. This is especially important in oil and natural gas

processing because of the large number of variations introduced through changes

in environment from one location to another. This chapter highlights the iterative

design of injection fluids, kinetic inhibitors, separation membranes, and conversion

technologies through mechanistic insight gained from simulations primarily based

on molecular dynamics and density functional theory approaches.

8.1 Introduction

Innovative material design to improve process efficiencies and integration common

in the oil and natural gas industry, such as separation, purification, extraction,

transport, capture, and conversion, requires a mechanistic overview of the

physico-chemical factors contributing to functional performance. Numerical
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models and process simulation approaches have existed for decades, while material

design through molecular modeling is gaining increasing importance in recent years

[1–36]. For example, gas separation processes are being refined for improvements

in permeability and selectivity, through rational design of robust hybrid membranes

that incorporates insight from molecular modeling [37–49].

In key areas of oil recovery, flow assurance, carbon capture, conversion, and

CO2 utilization, controlled interaction at interfaces (fluid–fluid, membrane–gas

mixture, hydrate-inhibitor, etc.) can only be achieved with insight into the molec-

ular mechanisms driving key behaviors. Mechanisms that influence these

behaviors include confined wettability, selective adsorption, adhesion, and coop-

erative network formation, all of which can be related to differentials in affinity

(Fig. 8.1).

Molecular dynamics (MD) based approaches, because of their ability to access

nanoscale regimes and buried interfaces, that are experimentally challenging

to characterize, afford quantification that both aids design of experiments and

leads innovation through discovery of novel materials and hybrids. Density func-

tional theory (DFT) is commonly used in conjunction with MD for chemically

accurate information on binding and activation energies that feed into facilitated

transport and catalytic design. Differentials in affinity can especially be approached

through relative breakdown of interactions, which has led to the recent increase in

interests in molecular modeling approaches for oil and gas applications.

We highlight such approaches for the specific areas of enhanced oil recovery,

hydrate formation and disruption, CO2 capture, separation, and utilization in the

following sections.

Fig. 8.1 Affinity controls

adhesion, wettability, and

adsorption which in turn

guide design of materials

for Carbon Capture and

Separation (CCS),

Enhanced Oil Recovery

(EOR), and Hydrate

Inhibition (KHI)
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8.2 Enhanced Oil Recovery

In enhanced oil recovery, typically a fluid is injected to improve the recovery of oil.

The overall effort through chemical injection is to reduce interfacial tension

(between oil and water) and increase mobility of oil to reduce viscous fingering.

In a conventional reservoir, large amount of oil is trapped in micropores. It is

estimated that such trapping leads to a 50% under-utilization in reservoir

extraction.

Surfactants and their behavior in emulsions (oil-in-water, water-in-oil) have

been studied extensively and are the most common chemical injection methods.

Additionally, supercritical CO2 approaches rival the brine/surfactant traditional

processes, due to advantages of process integration and efficiencies due to amphi-

philic behavior of CO2, that has been hypothesized as acting like a surfactant. Both

approaches are discussed in the following sections. Post recovery, the utilization of

produced water is a concern that is being addressed through design of innovative

membranes, discussed in the last subsection (Sect. 8.2.3).

8.2.1 Surfactants and Additives

Surfactant flooding has been a traditional means of enhanced oil recovery [50–53],

due to the tunability offered by moiety design and solution concentration. There has

been considerable research interest in both design of surfactants [54–63] and

modeling of the flooding process [64–71] to optimize oil recovery.

While macroscopic models exist, a micro- or atomistic view of surfactant aided

oil recovery is hindered by the plethora of interactions at play at the buried fluid

interfaces. Understanding the molecular mechanism behind surfactant aided oil

recovery entails quantifying the effect of two factors: hydrophobicity and confined

wettability. Tail matching between the surfactant and oil molecules allows for

greater miscibility and adsorption at the oil–water interface [73, 74]. The surfactant

tail-oil molecule hydrophobic interactions initiate the process of recovery, which

involves formation of a water gate [72] (Fig. 8.2). The mechanism illustrated in

Fig. 8.2 shows a system of alkanes (dodecane) deposited on a silica surface that was

penetrated by water molecules through long-range interactions aided by surfactants.

It was shown that the hydrogen bond of the water molecules with silica surface and

between themselves allowed formation and penetration of “water channel” through

relative affinity [72].

Further investigation of the water gate mechanism through a Lattice Monte

Carlo (LMC) approach [75] that takes into account surfactant shape and charge

proposed three regimes of surfactant aided carrying, stripping, and diffusion of oil

molecules from the substrate. It is to be noted that the recovery process would be

greatly aided by an atomistic view since the changes in environment and
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geographies need mechanistic insight that feeds into the designed composition of

injected fluids.

Reservoir wettability is also being explored as an additional parameter that can

be affected by choice of surfactants and additives [76–83]. The effect of additives

such as nano-silica [84–89] and metal oxide nanoparticles [90–98] have been

observed to aid oil recovery, and been the subject of renewed research interest

[99]. Nanoscale wettability needs statistical models that take into account the effect

of confinement, as well as interactions resulting from cooperative affinity, charge

screening, and dispersion forces. Efforts to compute line tension on chemically

modified surfaces for multiscale models need careful calibration of long range

interactions, especially when computing contact angles. Validated models would

provide a path to controlled wettability alterations sought through introduction of

functional nanoparticles and mesoporous materials [100–103].

Fig. 8.2 Snapshots

showing water gate

formation at (a) 150 ps,
(b) 700 ps, and (c) 1.5 ns.
Water molecules in the

channel have been

highlighted and shown in

ball-and-stick display

mode, while the dodecane

(C12) molecules are shown

in CPK display mode. (d)
Highlights the H-bonding

between the water

molecules and the -OH

group of the silica surface.

The snapshot in (d) has been
taken at 4 ns, post

detachment of the oil

molecules from the silica

surface. O- is shown in red,
Si- in yellow, H- in white,
CH2- in gray, and N- in

blue. Adapted with

permission from [72]
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8.2.2 Supercritical CO2

The excellent solubility of CO2 in oil and its ability to maintain reservoir pressure

has made it a popular choice for oil recovery. At higher pressures, above 50 atm, the

solubility increases and CO2 is said to be in a supercritical phase. Utilizing all-atom

molecular dynamics (MD), de Lara et al. [104] probed the interface of CO2-crude

oil and found that in the supercritical phase, CO2 (scCO2) becomes so miscible that

it is hard to demarcate the interface. There is preferred interfacial accumulation of

aromatics and the orientational order of various components at the interface can

differ sharply (Fig. 8.3). With increase in alkane chain length (component of crude

oil), there was an exhibited increase in the order parameter (Fig. 8.3b). Twin

orientation peaks are observed for CO2 in the supercritical state. The high mobility

coupled with miscibility of both CO2 and scCO2 was found to exceed the perfor-

mance of gases such as N2 and CH4, as well as the traditional usage of brine

solutions.

Analysis of orientational order, diffusion dynamics, and interaction energies

provides information that is hard to glean at the nanoscale level for fluid interfaces.

Specifically, the diffusion of “like” species (molecules with similar molecular

structure or solubility) in the oil-reagent mixture can be obtained through monitor-

ing validated MD trajectories. It is important to understand the cooperative motion

in such mixtures to gain insight into recovery solutions that would work for a given

oil composition, and a given environmental (temperature, pressure, humidity, salt

concentration, etc.) regime. Further, quantification of minimum miscible pressure

(MMP), through trends in diffusion and solubility, would provide valuable opera-

tional guidelines.

The mechanism behind reduction of interfacial tension due to scCO2 was

examined by Liu et al. [105] for a water-decane(oil) system. They concluded that

comparable affinities of water–CO2 and oil–CO2, due to amphiphilic nature of CO2,

causes accumulation and reorientation of oil moieties at the water-oil interface. The

reduction in interfacial tension through this mechanism favors EOR. Amphiphilic

behavior of CO2 was also observed by Zhao et al. [106] in systems of CO2–hexane/

water–NaCl. In these ternary (hexane–CO2–brine) systems, the roughness of the

interface, and CO2 diffusion increased with increase in CO2 concentration, both of

which contribute to reduction in interfacial tension. Interestingly, a maximum

concentration of 46% by weight fraction leads to surface excess of CO2, with its

behavior approaching that of a surfactant.

8.2.3 Produced Water Demulsification and Treatment

Industrial waste water generated from injecting mixtures of alkane–water–surfac-

tant in various proportions in oil wells for enhanced recovery needs to be treated to

reduce the environmental footprint. It can also be re-injected if the oil has been
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remedied from the effluent. Micro-, ultra, and nano-filtration membranes have been

developed over the decades [108, 109] with ceramic materials such as SiC

[110, 111], which are both more expensive and durable when compared to polymer

membranes such as PVDF.

Fig. 8.3 The behavior of the crude oil interface in the presence of CO2 (330K, 150 atm). (a)
Shows accumulation of the aromatics at the interface. (b) Shows the average orientational order of
components, measured with respect to the Z-axis (surface normal). The broken line near 0.32

represents the Gibbs dividing surface. Insets in (b) also show the orientation of CO2, toluene, and

benzene molecules with respect to the Z-axis. The Z-axis has been scaled by varying amounts for

individual components (factor fi). Abbreviations are: HEX hexane, HEP heptane, OCT octane,

NON nonane, CHEX cyclohexane, CHEP cycloheptane, TOL toluene, BEN benzene. Adapted with

permission from [104]
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Switchability and super-wettability allow for a high degree of discrimination in

separation of oil-in-water and water-in-oil emulsions [112–118]. To control the

wettability of oil and water on the membrane surface, Tuteja and co-workers [119]

deployed a novel approach wherein the membranes were hygro-responsive through

incorporation of POSS functionalized nanoparticles. Control of “surface porosity”

and “breakthrough pressure” (defined as maximum pressure below which the

second phase does not permeate), led to continuous flow membrane design with

larger than 99.9% separation efficiency. Varanasi and co-workers proposed a more

scalable version [120], based on the same principle of superhydrophilicity and

superoleophobicity through a cold spray coat method of TiO2. Various mesh

[121, 122] and nanofiber [123, 124] based approaches that take advantage of

hierarchy and chemistry towards designed wettability have also been proposed.

For example, pH [125] and temperature responsive [107] (Fig. 8.4) membranes

were synthesized, with near surface morphology varying with change in external

stimuli [126–129]. Sensitive changes, with external stimuli, of modified surfaces

such as self-assembled monolayers, have been quantified by work in the Tsige lab

[130] through validated models that track tilt angle differentials, which are difficult

to probe empirically. Such an approach provides an additional tool towards design

of responsive wettable surfaces.

Incorporation of membranes and meshes along-with design of novel magnetic

sorbents [131, 132] that take into account a large number of pollutants presents the

next step in the evolution of EOR with reduced footprint and increased processing

efficiency (through injection of treated water). Problems of flux, selectivity, robust-

ness, and fouling are being addressed for oil-in-water and water-in-oil emulsion

separation membranes through hybrid materials [123, 133, 134], hierarchical

design [135], and biomimicry [136, 137].

Fig. 8.4 Temperature dependent response of a PMMA-b-PNIPAAm membrane. (a) Shows an
oleophobic/hydrophilic which switches to (b), an oleophilic/hydrophobic state upon heating.

Adapted with permission from [107]
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8.3 Flow Assurance

The large methane concentration in pipelines is ideal for hydrate formation. Clog-

ging of pipelines through hydrates leads to downtime and/or replacement, which are

both expensive propositions. Additionally, it is a safety hazard. Methane hydrates

on seabeds and in sediments constitute untapped energy, which by most estimates

amount to more than twice all current traditional reserves. Controlled disruption of

hydrate formation is industrially important and needs mechanistic insights that

would feed into inhibitor design and possible alternate dissociation routes.

8.3.1 Hydrate Formation Mechanisms

A typical structure of gas hydrate constitutes molecules that are non-polar (gas)

trapped (enclathrated) within polar water molecules with frozen, cage like, struc-

ture. Of particular interest is methane hydrate, which contains large amounts of

untapped energy, and is present as sediments in oceans and deep lakes and on

seabeds. Decomposition of methane hydrate is also a concern because of the

potential release of CH4, a more potent greenhouse gas than CO2. Accelerated

decomposition of methane hydrate may lead to geohazards. Thus the interest in the

mechanism of methane hydrate formation is not only a scientific issue, with

implications in understanding phobic–philic interactions and order–disorder tran-

sitions, but a compelling technical challenge.

Empirically, the spatial and temporal regimes of methane hydrate nucleation

present a difficulty in quantification as they are on the nano-scale. Since MD

trajectories can access such scales, considerable research has been done in model-

ing of methane hydrate formation and dissociation. Particularly, for gas pipelines,

prevention of hydrate agglomeration would need a clear molecular scale under-

standing of the drivers behind hydrate formation. The hydrate nucleation itself

qualifies as a rare event, which means to capture the mechanism, either independent

dynamic runs for different starting configurations have to be done for large time

periods (orders of μs) or sampling methods such as “transition path” and “forward

flux” have to be employed [139–146].

Utilizing classical MD trajectories of μs, Walsh et al. [147] were able to show

that the cooperative nature of bonding is a key driver for hydrate formation. They

also found that while there was initial formation of the kinetically favored sII

structure (51264 cage with face sharing), the mechanism eventually directed towards

an increase in the thermodynamically favored sI structure (51262 cage without face

sharing), through linkage from the uncommon 51263 cages. The unusual occurrence

of 51263 cages was first reported by Vatamanu et al. [148] using atomistic simula-

tions and shows the probative value of modeling in determining unpredictable

structural formations and molecular ordering. For supersaturated mixtures of
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water–methane at moderate temperatures, it was found that the two crystalline

structures coexist (Fig. 8.5).

The Dhinojwala research group at The University of Akron has found that the

behavior of cations at the interface regulates formation of hydrates [149, 150].

To shed light on this behavior, ongoing collaborative research in the Tsige lab

examines the modulation in interfacial water structure through change in surface

charge and nature of cation [151]. Knowledge of hydrate structure and formation

mechanism is key to their disruption, and the design of hydrate inhibitors.

8.3.2 Kinetic Inhibitor Design

Usage of inhibitors has traditionally been of the thermodynamic type, with a recent

shift in interest towards kinetic hydrate inhibitors (KHIs) that allow for biodegrad-

ability while also utilizing lower quantities. The mechanism of hydrate formation

disruption revolves around strengthening and weakening of local water structure

around the inhibitor. Sa et al. [152] examined the disruption behavior of amino

acids and correlated their inhibition efficacy to hydrophobicity. It was found that

decrease in hydrophobicity of the amino acid disrupts the hydrogen bond network

while an increase in hydrophobicity serves to strengthen it (Fig. 8.6). Hence, amino

acids with lower hydrophobicity are better KHIs. The design principles from local

disruption could lead to scalable synthesis of biodegradable, high efficiency KHIs.

One such approach through peptidomimetic structures, with modular incorpo-

ration of amino acid mimics as pendant groups that have been synthesized by our

Fig. 8.5 Two crystalline

structures of methane

hydrate coexist for a

supersaturated water–

methane mixture. Adapted

with permission from [138]
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collaborators [153, 154], is currently under investigation in the Tsige lab, to

examine their hydrophobic behavior and transient properties as a function of

framework design. Computational screening for a range of inhibitors, with classical

MD, has shown statistically significant variations in hydrate formation even for

small explorative runs of less than 10 ns [155].

8.4 Carbon Capture and Separation

Large amounts of CO2 produced from gas powered plants, and also purification

needs of natural gas, make capture and separation of CO2 a key area for materials

development. Hybrid and novel material design has taken off exponentially, and

ranges from hierarchical to enzymatic design. In the following sections, some

approaches to design of adsorbents and membranes, and the challenges to field

applications are discussed.

8.4.1 Adsorbents

Novel adsorbents and hierarchies for carbon capture and sequestration are con-

stantly being developed with increased adsorption efficacy and high discrimination

for enhanced selectivity [157–167]. The focus has shifted from amine based

chemistries that have large energetic footprint for adsorption–desorption cycle to

affinity directed, and porosity controlled covalent organic frameworks (COFs),

Fig. 8.6 Local water structure for less hydrophobic amino acids (glycine and L-alanine) showing

disruption, and more hydrophobic amino acids (L-valine, L-leucine, and L-isoleucine) showing

network formation. Adapted with permission from [152]

266 K.C. Jha et al.



covalent organic polymers (COPs) [156, 168–171], and metal organic frameworks

(MOFs).

Control in affinity, through change in interaction with the aromatic moiety

bridged by azo groups, has allowed synthesis of COPs with the highest CO2/N2

selectivity reported to date [156, 168]. These COPs have the additional advantage

of increase in selectivity with temperature increase, a key to post-combustion

applications. Scalability and low-cost of azo-bridged COPs are afforded through

catalyst free coupling reactions. The binding energy through DFT calculations

show a mechanism of N2 phobicity (Fig. 8.7). Monte Carlo simulations showed

that the azo-bridge enthalpically favors CO2 adsorption, but binding brings an

entropic loss. Changes in chemistry (bridge groups and moieties) lead to different

porosities, CO2 uptake and selectivity [169–171] and points to molecular under-

standing being critical to adsorbent design and functionality.

8.4.2 Membranes

Polymeric membranes have a long history of utilization as gas separation media, with

hollow fiber membranes being the most commonly deployed solution [172–175].

The desired properties of permeability and selectivity for a mixture of gases have

been advanced through molecular engineering of backbones and pendant functional

groups. For example, it was shown that for microporous organic polymers (MOPs),

introducing rigidity in the backbone through a class of compounds classified as

polymers with intrinsic microporosity (PIMs) [176–182], allowed greater control

Fig. 8.7 Binding energy and optimized structures using DFT-D2 and a PBE functional for:

(a) benzene, (b) naphthalene, (c) azo-benzene, and (d) azo-naphthalene. Adapted with permission

from [156]
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over pore size and hence permeability. A similar design principle was applied to

thermally rearranged polybenzoxazoles, where differentials in flexibility and rigidity

led to increased robustness of the gas separation membrane (Fig. 8.8).

The formation of scalable MOF thin films and membranes [184–189], due to

their high discrimination and CO2 uptake would lead to advanced functional

separation hierarchies that provide degrees of improvement in energetics. Robust-

ness of MOFs is a concern that limits post-combustion applications. To overcome

this limitation, mixed matrix membranes that incorporate MOFs have been fabri-

cated and show promise in industrial application. Affinity based computational

screening has been applied to both MOFs [190–200] and supported ionic liquid

membranes (SILMs) [201–206].

An additional effort has been to electrospin membranes for carbon capture that

incorporate functional moieties, such as adsorbents discussed in Sect. 8.4.1. Crucial

to such design is the need for control over hierarchies. The Jana research group in

the College of Polymer Science and Polymer Engineering at The University of

Akron has developed a scalable method (gas jet nanofiber—GJF) [207] to morpho-

logically controlled (side by side, encapsulated) nanofibers that are being explored

in a collaborative effort with Tsige’s research group as a possible means for

functional nanofiber mat fabrication. Crucial amongst the design principles for

such mats would be understanding the surface migration in common polymers,

which has been extensively studied by the Tsige lab for stereoregular PMMA in a

series of papers [208–210]. Stereocomplexation, coupled with functional incorpo-

ration, provides a polymeric design space that has also sparked increasing interest

from a number of research groups. We believe that applications in selective

separation membranes is a specific area that would benefit from stereocomplexation

aided functional fabrication.

Fig. 8.8 Modification of thermally rearranged membranes with controlled ratios of

polybenzoxazoles and polyimide leads to increase in mechanical strength and fractional free

volume. The modified membranes show both high permeability and selectivity for CO2/N2

separations. Adapted with permission from [183]
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8.5 CO2 Conversion and Utilization

The large amount of CO2 available through capture, separation, and sequestration

means pathways to utilization and conversion have been topics of vigorous scien-

tific interest. While conversion to urea has been the industrially most relevant

process, along-with use in EOR in the supercritical state outlined in Sect. 8.2.2,

innovative routes to conversion towards polymers have emerged in recent years.

Among the compounds, green-methanol synthesis and conversion to pharmaceuti-

cal compounds such as salicylic acid through the Kolbe–Schmitt reaction are

significant in terms of current organochemical syntheses. The utilization for mate-

rial manufacturing with research timescales is shown in Fig. 8.9.

Conversion of CO2 to polycarbonates, linear and cyclic, is a viable economic

pathway. Figure 8.10 shows the general conversion scheme, the free energies for

which have been computed through chemically accurate DFT based computations

[212]. CO2 based polymers are currently an under-utilized industrial process under

rapid development. Use of innovative chemistries and frameworks such as outlined

in Fig. 8.11, which combine capture and conversion, would advance material

science towards streamlined utilization. Catalytic efficiency would depend both

on selective adsorption and consequent catalytic conversion-quantification on

which can be obtained through dual employment of classical MD and DFT with

validated force fields and functionals.

Fig. 8.9 Technologies for CO2 utilization and their potential gauged through a qualitative

assessment. Adapted with permission from [211]
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8.6 Conclusion and Outlook

Interfacial processes, such as wettability, diffusion, specific adsorption, and recog-

nition, and cooperative network formation are the drivers behind advances in

enhanced oil recovery, flow assurance, and CO2 capture, sequestration, conversion,

and utilization. Process integration such as between EOR and CCS needs bespoke

design of materials for multifarious environments and locales. Insight from molec-

ular modeling and simulation is critical to custom performance. Additionally, for

applications such as methane sensors for detecting natural gas leakage, water

remediation from contaminants such as TCE, material design benefits from atom-

istic understanding of interfacial interactions.

The need for robustness and scalability of advanced materials that offer degrees

of improvement in selectivity or catalytic activity involves knowledge of parame-

ters that would allow for layered, composite, or matrix based designs. Here the

development of force fields that accurately predict the behavior of conjugated

organics as well as organic–inorganic interactions would be keys to in silico
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Fig. 8.10 CO2 reaction with cyclic ethers to produce polycarbonate and cyclic carbonate.

Adapted with permission from [212]

Fig. 8.11 Carbene based nanoporous polymer that combines CO2 capture and conversion to

cyclic carbonates. Adapted with permission from [213]
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development of functionality. Rapid prototyping, such as through additive

manufacturing or roll to roll processes, typically involves extrusion or coating of

gels under stress, where understanding of the role of functional fillers and their

shear alignment, surface migration, and molecular ordering would be increasingly

important. Statistical models that take into account both host–matrix interactions

and external fields would need careful iterative development in conjunction with

empirical results.

Through examples discussed above we have shown that advanced functional

materials for a number of oil and gas applications have the need for understanding

of molecular mechanisms not only for improvements in efficiency but also robust-

ness in performance and scalability in manufacturing. A broader impact of interfa-

cial engineering principles gained from the efforts outlined above has found use in

the fields of thin film, membrane, coatings, and device design for separation,

sensing, and catalysis.
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Chapter 9

Petroleum Geomechanics: A Computational
Perspective

Maurice B. Dusseault, Robert Gracie, Dipanjan Basu, Leo Rothenburg,

and Shunde Yin

Abstracts Petroleum geomechanics is concerned with rock and fracture behavior

in reservoir, drilling, completion, and production engineering. Typical problems in

petroleum geomechanics include subsidence, borehole stability, and hydraulic

fracturing. All are coupled problems that involve heat transfer, fluid flow, rock/

fracture deformation, and/or solute transport. Numerical solutions through model-

ing are desired for such complicated systems. In this chapter, we present the

mathematical descriptions of these typical problems in petroleum geomechanics,

point out the challenges in solving these problems, and address those challenges by

a variety of classical and emerging numerical techniques.

9.1 Introduction

Petroleum geomechanics is concerned with rock and fracture behavior in reservoir,

drilling, completion, and production engineering. Typical problems in petroleum

geomechanics include subsidence, borehole stability, and hydraulic fracturing. All

are coupled problems that involve heat transfer, fluid flow, rock/fracture deforma-

tion, and/or solute transport. Numerical solutions through modeling are desired for

such complicated systems. In this chapter, we present the mathematical descriptions

of these typical problems in petroleum geomechanics, point out the challenges in

solving these problems, and address those challenges by a variety of classical and

emerging numerical techniques.
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9.2 Subsidence

In thick, high-porosity reservoirs, compaction during pressure depletion can lead to

surface subsidence great enough to cause increased risk to facilities. In the case of

the Ekofisk Field, over 9 m of reservoir compaction has led to 8 m of seafloor

subsidence. The economic consequences were vast: inserting additional 6 m leg

sections in the platforms at a cost of $485� 106 in 1988–1990, abandonment of all

the seafloor storage that made Ekofisk the hub of the southern North Sea, and a total

field redevelopment in 1999–2001 at a cost of $2� 109 (OGJ) [1]. The real

technical shock of Ekofisk on the petroleum geomechanics community is that

despite many signs of high compaction potential before decisions were made

about platform installation in the 1970s, engineers failed to predict and mitigate

the consequences of subsidence. One hopes that geomechanics has since progressed

enough that subsidence can be accurately predicted and misinterpretations do not

recur. Geertsma [2] developed an analytical solution of subsidence in half-space in

response to certain pressure depletion in disc-shaped reservoirs. To deal with

scenarios of more complicated boundary conditions, numerical models have proved

more practical. However, most models failed to relate pressure depletion to subsi-

dence in a half-space domain, which has been suggested necessary.

Field observations suggest that while pressure depletion is a local process that

occurs mainly inside aquifers or reservoirs, through induced volume changes it

triggers a redistribution of effective stress in a more extensive domain that may

involve not just the surrounding strata, but the entire overburden and surrounding

rocks out to considerable distances. In an analytical solution presented by

Rothenburg et al. [3] for transient two-dimensional radial flow of a compressible

fluid into a fully penetrating line well, it is shown that the stiffness of the overbur-

den is an essential coupling element; that is, redistribution of stresses depends on

the relative stiffness of the reservoir surroundings. Hettema et al. [4] also show that

depletion-induced subsidence modeling requires incorporating the surrounding

strata mechanical response.

To simulate the subsidence in half-space, we developed a 3D fully-coupled

single-multiphase model of a reservoir and surrounding rocks (referred later to as

the DDFEM model). In this model, the displacement discontinuity method (DDM)

from seam mining simulation [5] is introduced for the surrounding rocks and

combined with the finite element method (FEM) approach for the reservoir. A

3-D, large-scale reservoir is thereby simulated to exist in a vastly larger semi-

infinite poroelastic domain through a 3-D FEM model accounting for the reservoir

(based on poroelasticity) and a 3-D DDM model to incorporate the semi-infinite

outer domain (based on elasticity).

The DDM—displacement discontinuity method—is an indirect boundary ele-

ment method for solving problems in solid mechanics. This method proved espe-

cially useful for simulating large-scale mining activity in tabular ore bodies which

extend at most a few meters in one direction and hundreds or thousands of meters in

the other two [5, 6]. It is also used for analyzing other geomechanical cases
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involving displacements along faults or joints, and in fracture mechanics [7]. An

advantage of the DDM for problems in geomechanics, like any boundary element

method, is that the boundary conditions at infinity are automatically satisfied.

Hence, full domain discretization and stipulation of boundary conditions on

non-infinite boundaries can be avoided, reducing computation time in dealing

with elastic rocks surrounding an opening or a reservoir.

In mining problems, the displacement discontinuity is defined as the relative

displacement between the roof and floor of a small area of a seam-like deposit.

Similarly, for a petroleum reservoir, the displacement discontinuity components

can be defined as the relative displacement components between the top and bottom

of a small area of a tabular reservoir, inclined or horizontal.

Consider a displacement discontinuity as a plane crack with a normal in the x3
direction; its two faces can be distinguished by specifying one in the positive side

(x3¼ 0+) and the other is in the negative side (x3¼ 0�). In crossing from one side to

the other, the displacements undergo a specified change in value Di¼ (D1, D2, D3)

given by

D1 x1; x2; 0ð Þ ¼ u1 x1; x2; 0
�ð Þ � u1 x1; x2; 0

þð Þ ð9:1Þ
D2 x1; x2; 0ð Þ ¼ u2 x1; x2; 0

�ð Þ � u2 x1; x2; 0
þð Þ ð9:2Þ

D3 x1; x2; 0ð Þ ¼ u3 x1; x2; 0
�ð Þ � u3 x1; x2; 0

þð Þ ð9:3Þ

The general form solution for a displacement discontinuity element in an

isotropically elastic space can be expressed as [5, 7]

u1 ¼ 2 1� vð Þϕ1,2 � x3ϕ1,13

� �� x3ϕ2,12 � 1� 2vð Þϕ3,1 þ x3ϕ1,13

� �� � ð9:4Þ
u2 ¼ 2 1� vð Þϕ2,3 � x3ϕ2,22

� �� x3ϕ1,12 � 1� 2vð Þϕ3,2 þ x3ϕ3,23

� �� � ð9:5Þ
u3 ¼ 2 1� vð Þϕ3,3 � x3ϕ3,33

� �þ 1� 2vð Þϕ1,1 � x3ϕ1,13

� �� 1� 2vð Þϕ2,2 � x3ϕ2,23

� �� �
ð9:6Þ

σ11 ¼ 2G 2ϕ1,13 � x3ϕ1,111

� �þ 2vϕ2,23 � x3ϕ2,112

� �þ ϕ3,33 þ 1� 2vð Þϕ3,22 � x3ϕ3,113

� �� �
ð9:7Þ

σ22 ¼ 2G 2vϕ1,13 � x3ϕ1,122

� �þ 2ϕ2,23 � x3ϕ2,222

� �þ ϕ3,33 þ 1� 2vð Þϕ3,11 � x3ϕ3,223

� �� �
ð9:8Þ

σ33 ¼ 2G �x3ϕ1,133 � x3ϕ2,233 þ ϕ2,33 � x3ϕ2,333

� �� � ð9:9Þ
σ12 ¼ 2G 1� vð Þϕ1,23 � x3ϕ1,112

� �þ 1� vð Þϕ2,13 � x3ϕ2,122

� ��
� 1� 2vð Þϕ3,12 þ x3ϕ3,123

� �� ð9:10Þ
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σ23 ¼ 2G �vϕ1,12 � x3ϕ1,123

� �þ ϕ2,23 þ vϕ2,11 � x3ϕ2,223

� �� x3ϕ3,123

� �
ð9:11Þ

σ13 ¼ 2G ϕ1,33 þ vϕ1,22 � x3ϕ1,113

� �þ �vϕ2,12 � x3ϕ2,123

� �� x3ϕ3,133

� �
ð9:12Þ

where φi, j,φi, jk,φi, jkl j, k, l ¼ 1, 2, 3ð Þ are the derivatives of the kernel function

φi x1; x2; x3ð Þ ¼ 1

8π 1� vð Þ
ZZ
ℜ

Di x1 � ξð Þ2 þ x2 � ηð Þ2 þ x23

h i�1=2
dξdη ð9:13Þ

in which ℜ is the area of the element, Di (i¼ 1, 2, 3) are the displacement

discontinuities, (x1, x2, x3) is the coordinate system originated at the element, and

(ξ, η, 0) are the coordinates of the loading point. For the most commonly used

constant displacement discontinuity element, the displacement discontinuities can

be taken out of the integration formula. The last equation is in terms of the basic

kernel function:

I x1; x2; x3ð Þ ¼
ZZ
ℜ

x1 � ξð Þ2 þ x2 � ηð Þ2 þ x23

h i�1=2
dξdη ð9:14Þ

which depends on the geometry of the element. The kernel functions were derived

for the rectangular element by Salamon [5] for an isotropic elastic case.

Poroelastic theory [8, 9] is the basis for the simulation and prediction of reservoir

compaction and the induced surface subsidence. Using Biot’s poroelastic theory

and Darcy’s law [10] for a compressible fluid flowing through a saturated porous

medium, the governing equations for the problem of oil flow in deforming reservoir

rock can be described as (the body force is ignored)

G∇2uþ Gþ λð Þ∇divu� 1� K

Km

� �
∇p ¼ 0 ð9:15Þ

1� K

Km

� �
divut þ 1� ϕ

Km

þ ϕ

Kf

� 1

3Kmð Þ2i
TDi

 !
pt þ

k

μ
∇2p ¼ 0 ð9:16Þ

where G and λ are Lamé constants. k is the permeability of the porous medium; μ is

the viscosity of the fluid; u and p denote the displacement of the porous medium and

the pore pressure, respectively; the subscript t denotes time derivative; φ is the

porosity of the porous medium (assumed constant hereafter as a first-order approx-

imation); and K, Kf, and Km are the bulk modulus of the skeleton, fluid, and matrix,

respectively. Furthermore, iT ¼ 1, 1, 1, 0, 0, 0½ �, and D is the elastic stiffness

matrix expressed using Young’s modulus E and Poisson’s ratio ν:
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D ¼ E 1� vð Þ
1þ vð Þ 1� 2vð Þ

1
v

1� v

v

1� v
0 0 0

v

1� v
1

v

1� v
0 0 0

v

1� v

v

1� v
1 0 0 0

0 0 0
1� 2v

2 1� vð Þ 0 0

0 0 0 0
1� 2v

2 1� vð Þ 0

0 0 0 0 0
1� 2v

2 1� vð Þ

26666666666666664

37777777777777775
ð9:17Þ

To mathematically describe multiphase fluid flow through a deformable porous

medium, it is necessary to determine functional expressions that best define the

relationship among the hydraulic properties of the porous medium, i.e., saturation,

relative permeability, and capillary pressure. The capillary pressure relationship is

required to couple phase pressures, and relative permeability values are required to

calculate phase velocity. The porous medium voids are assumed to be filled with

water, gas, and oil; thus the sum of their saturations will be unity, i.e.,

So þ Sw þ Sg ¼ 1 ð9:18Þ

where Sπ is the saturation of the fluid phase π, with o, w, and g representing oil,

water, and gas phases, respectively. When more than one fluid exists in a porous

medium, the pressure exerted by the fluids may be evaluated using the effective

average pore pressure, p, which is calculated from

p ¼ SoPo þ SwPwþwSgPg ð9:19Þ

The water pressure Pw, gas pressure Pg, and oil pressure Po are related through

the capillary pressure, and the three capillary terms are defined as

Pcow So; Swð Þ ¼ Po � Pw ð9:20Þ
Pcgo Sg; So

� 	 ¼ Pg � Po ð9:21Þ
Pcgw Sg; Sw

� 	 ¼ Pg � Pw ð9:22Þ

where Pcgw is the capillary pressure between the gas and water phases, Pcow is the

capillary pressure between the oil and the water phases, and Pcgo is the capillary

pressure between the gas and oil phases. In general, for a multiphase system, the

saturation of any of the three phases is a function of three capillary pressure

relationships, i.e., oil-water, gas-oil, and gas-water, respectively:
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Sp ¼ f Pcgw;Pcow;Pcgo

� 	 ð9:23Þ

The gas-water capillary pressure, expressed in terms of the other two capillary

pressures, yields the following:

Pcgo ¼ Pcgw � Pcow ð9:24Þ

and we can rewrite the equation as

Sπ ¼ f Pcgw;Pcow

� 	 ð9:25Þ

In a multiphase flow model of a porous medium, the simultaneous flow of the

fluid phases, water, oil, and gas, depends primarily on the pressure gradient,

the gravitational force and the capillary pressures between the multiphase fluids.

The fluid pressures and the displacement values are used as the primary dependent

variables.

A general equilibrium equation incorporating the concept of effective stress can

be written as follows:

G∇2uþ Gþ λð Þ∇divu� 1� K

Km

� �
∇p ¼ 0 ð9:26Þ

A general form of the continuity equation for each flowing phase π, incorporat-
ing Darcy’s law, can be expressed as follows:

�∇T kkrπρπ
μπBπ

∇ Pπ þ ρπghð Þ

 �

þ ϕ
∂
∂t

ρπSπ
Bπ

� �

þ ρπ
Sπ
Bπ

iT � iTD

3Km

� �
∂ε
∂t
þ iTDc

3Km

þ 1� ϕ

Km

� iTDi

3Kmð Þ2
 !

∂p
∂t

" #
þ ρπQπ

¼ 0 ð9:27Þ

where Qπ represents external sinks and sources, k is the absolute permeability, krπ is
the relative permeability, and Bπ is the formation volume factor.

The FEM has been effectively used to solve the above equations for the Biot

poroelastic formulation since Sandhu and Wilson [11] first applied the FEM to

single-phase poroelasticity; later, refinements and more extensive applications were

achieved [12–14].

We emphasize that because the reservoir is discretized with finite elements,

various types of nonlinearity can be incorporated, although each additional degree

of nonlinearity requires additional iterations of the FEM zone to achieve

convergence.

The relationship between the DD element and the FE element is shown in

Fig. 9.1. From experience in mining problems, the interface shear stress is of a
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(Brick Element)
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Top Surface
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Rectangular DD Element

Top Surface

Bottom Surface

Fig. 9.1 Sketch of relationship between finite element and displacement discontinuity element
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lower order of importance compared to the normal stresses, and is generally

ignored. In the present reservoir problem, for simplicity we provide only for the

continuity of vertical displacements and do not match other components. In other

words, we assume that the shear displacements along the coupling interface

between DD and FE elements are unimportant (this may not always be the case,

and can be accounted for in more complex formulations).

An exchange of information between the reservoir FE model and the DD model

is necessary. The information that the FEM model provides is the deformation of

the reservoir, which is then converted into a displacement discontinuity provided to

the DD model; the information that the DD model provides is the stress distribution

acting upon the reservoir, which is then converted into overburden loads provided

to the FEM model. We use an iterative method to implement data exchange

between the DD and FEM models; the procedure is as follows (shown in Fig. 9.2):

1. Start with the FEM (reservoir) model to calculate the displacement and pressure

under prescribed external loads and fluid discharge conditions within a specified

time period.

2. Convert displacements obtained from the FEM model into displacement discon-

tinuities which are applied to the DD elements defining the surrounding strata.

3. Execute the DD model, from which the local stresses can be computed.

4. Apply the induced stresses calculated from the DD model, along with the

difference between the stresses in FEM and DDM, into the external loadings

n = 0

k = 0

FE Model
u, p

DD Model
s

Update Overburden

Convergence

k = k + 1

tn >=tmax

Yes No

No

Yes

Stop

k  >=kmax

n = n + 1

Update DD

No

Yes

Fig. 9.2 Flowchart of the iterative calculations to couple the DD and FE models
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to be applied to the FEM model in the next iteration. This ensures that the

stresses retain continuity across the coupling interface:

q kþ1ð Þ ¼ q kð Þ þ σ kð Þ
33 � σ kð Þ

v

� 
ð9:28Þ

where k denotes the iteration number, σðkÞ33 is the vertical stress calculated from the

DDMmodel in last step, and σðkÞv is the vertical total stress calculated from the FEM

model by

σ kð Þ
v ¼ σ

0 kð Þ
v � p kð Þ ð9:29Þ

where σ
0 ðkÞ
v is the effective stress (sign convention: compression as negative in FE

model), and p is the pore water pressure.

Based on our experience, to accelerate the convergence, we introduce a constant,

χ, to multiply the stress difference between the two models:

q kþ1ð Þ ¼ q kð Þ þ χ σ kð Þ
33 � σ kð Þ

v

� 
ð9:30Þ

The formulation for χ is recommended as

χ ¼ Er

Er þ Eo

ð9:31Þ

where Er represents the Young’s modulus of the reservoir, and Eo represents the

Young’s modulus of the surroundings.

To examine the computational efficiency of the DDFEM method mentioned

above, we consider a 25m� 25m� 4m reservoir at depth of 300 m with the

following parameters (Fig. 9.3): E ¼ 2:0� 104kPa, v¼ 0.25, ϕ¼ 0.30,

Kf ¼ 1� 106kPa, Km ¼ 1� 108kPa, and k¼ 1.0 D, μ¼ 22.0 cP.

The elastic deformation parameters for the surrounding rock are E ¼ 2:0� 105

kPa and v¼ 0.25. The reservoir has an impermeable boundary, and is subjected to a

production rate of Q¼ 720.0 m3/day with uniform pumping. The time step is set as

Δt¼ 0.1 days. We want to predict the subsidence with time.

When we use the DDFEM model to solve this problem, in the FEM mesh, the

domain is discretized into 50 elements, 360 nodes; in DDM mesh, the domain is

discretized into 25 DD elements.

Execution time of 2 min was noted for the DDFEM program to finish the

problem. The ground surface subsidence evolution curves produced by the

DDFEM model along the diagonal direction are shown in Fig. 9.4. The lateral

ground surface movement curves produced by DDFEM model along the diagonal

direction are shown in Fig. 9.5. It should be noted that we did not put the complete

solution provided by the DDFEM model into these two figures. Clearly, values are

approaching zero with increasing distance from the center.
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When we use a FEM approach alone to solve the problem, the outer boundary of

the domain must be extended reasonably far from the reservoir, and it needs to be

meshed inside the entire domain. If we still use 5� 5� 2 finite elements to account

for the reservoir domain, there are in total 35� 35� 14 finite elements for the

reservoir and its surroundings (Fig. 9.3) in a typical discretization. The reservoir is

in layers 5 and 6 in the vertical direction, and from grid blocks 16–20 in the

horizontal directions. The sideburden, underburden, and overburden are obtained

by extending 75, 40, and 300 m from the side, bottom, and top of the reservoir,

respectively, and discretized uniformly in each zone. To solve the same problem,

the full finite element model took 241 min, ~120 times as long as the DDFEM

model.

The ground surface subsidence evolution curves produced by FEM model along

the diagonal direction are shown in Fig. 9.4. The lateral ground surface movement

curves produced by FEM model along the diagonal direction are shown in Fig. 9.5.

The DDFEM model is excellent in computing efficiency compared to the full FEM

model, and furthermore we can see significant differences between the outcomes of

the two models from Figs. 9.4 and 9.5. It was calculated that the subsidence

‘volume’ taking place at the ground surface produced by the DDFEM model and

FEMmodel are close. Obviously, the limited reservoir outer domain included in the

FEM model led to inaccuracies which may be called “wrong predictions.” How-

ever, if the outer domain of the FEM model is made extremely large, leading to

Ground surface

Reservoir

Ground surface

Reservoir

Fig. 9.3 Fine finite element discretization of the reservoir and surroundings
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“correct predictions,” the computing efforts will be accordingly larger, even with

elements of different size.

In the second numerical experiment, two-phase flow is considered in a

production-induced compaction/subsidence problem. Scenarios including reser-

voirs with different sets of reservoir surrounding stiffness and reservoir depth are

studied.

Assume a 1000 m� 1000 m� 20 m reservoir (Fig. 9.6) with E¼ 1.0� 105 kPa,

v¼ 0.3, ϕ¼ 0.35, Km¼ 1.4� 108 kPa, k¼ 10.0 D, μw¼ 1 cP, μoil¼ 1 cP,

-1.6E-02

-1.4E-02

-1.2E-02

-1.0E-02

-8.0E-03

-6.0E-03

-4.0E-03

-2.0E-03

0.0E+00
-250 -150 -50 50 150 250

r (m)

Z
(m

)

t = 0.1 days @DDFEM

t = 0.2 days @DDFEM

t = 0.3 days @DDFEM

t = 0.4 days @DDFEM

t = 0.5 days @DDFEM

t = 0.1 days @FEM

t = 0.2 days @FEM

t = 0.3 days @FEM

t = 0.4 days @FEM

t = 0.5 days @FEM

Fig. 9.4 Comparison of ground surface subsidence profiles predicted by DDFEMmodel and FEM

model
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ρw¼ 1.0� 103 kg/m3, ρo¼ 1.0� 103 kg/m3, Bo¼ 1.0, Bw¼ 1.0. The relative

permeability-saturation functions are

krw ¼ 0:4
Sw � Swc

1� Sor � Swc

� �2

ð9:32Þ

-2.0E-03

-1.5E-03

-1.0E-03

-5.0E-04

0.0E+00

5.0E-04

1.0E-03

1.5E-03

2.0E-03

-250 -150 -50 50 150 250

r (m)

u
x(

m
)

t = 0.1 days @DDFEM

t = 0.2 days  @DDFEM

t = 0.3 days  @DDFEM

t = 0.4 days  @DDFEM

t = 0.5 days  @DDFEM

t = 0.1 days  @FEM

t = 0.2 days  @FEM

t = 0.3 days  @FEM

t = 0.4 days  @FEM

t = 0.5 days  @FEM

Fig. 9.5 Comparison of lateral ground surface movements predicted by DDFEMmodel and FEM

model
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kro ¼ 1� Sw � Sor
1� Sor � Swc

� �2

ð9:33Þ

The capillary curve is

Pc ¼ 0:016ln
1� S

0

S
0

 !
ð9:34Þ

S
0 ¼ Sw � Swc

1� Swc � Sor
ð9:35Þ

where the units of Pc are MPa. Swc¼ 0.10 and Sor¼ 0.20 are assumed, as well as an

initial water saturation of Sw¼ 0.20. The reservoir is subjected to a no-flow

boundary and a production well is established in the center with a pumping rate

of 1000 m3/day.

In the first case, a softer surrounding rock mass with E¼ 1.0� 104 kPa and

v¼ 0.30 is assumed, and the reservoir is located at a depth of Z¼ 300 m from the

ground surface. The subsidence and compaction profiles at t¼ 300 days are shown

in Fig. 9.7.

In the second case, a softer surrounding rock mass with E¼ 1.0� 104 kPa and

v¼ 0.30 is assumed, and the reservoir is located at a depth of Z¼ 3000 m. The

subsidence and compaction profiles at t¼ 300 days are shown in Fig. 9.8.

In the third case, a stiffer surrounding rock mass with E¼ 1.0� 106 kPa and

v¼ 0.30 is assumed, and reservoir is located at a depth of Z¼ 300 m. The subsi-

dence and compaction profiles at t¼ 300 days are shown in Fig. 9.9.

In the fourth case, a stiffer surrounding rock mass with E¼ 1.0� 106 kPa and

v¼ 0.30 is assumed, and the reservoir is at a depth of Z¼ 3000 m. The subsidence

and compaction profiles at t¼ 300 days are shown in Fig. 9.10.

Figure 9.7 shows more extensive subsidence in the area adjacent to the reservoir

center, compared with Fig. 9.8; the deeper reservoir is located, the larger the area of

surface subsidence. The same effect is seen in comparing Figs. 9.9 and 9.10, which

also show a more concave compaction profile compared with Figs. 9.7 and 9.8.

Thus, the constraining effect from the sideburden is more significant with stiffer

surroundings. Figures 9.8 and 9.10 show that Δz at x¼�2500 m (reservoir area

Fig. 9.6 FEM mesh for a 1000 m� 1000 m� 20 m reservoir in numerical examples
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from �500 to +500) is still significant compared to the center, showing that the

discretized domain has to be large to obtain a locally accurate solution at the

surface. With the DDFEM model, this is handled naturally.
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Fig. 9.7 Subsidence and compaction profiles at t¼ 300 days for a shallow reservoir with softer

surrounding
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Fig. 9.8 Subsidence and compaction profiles at t¼ 300 days for a deep reservoir with softer

surrounding
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Fig. 9.9 Subsidence and compaction profiles at t¼ 300 days for a shallow reservoir with stiffer

surrounding
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9.3 Borehole Stability

Development of oil, gas, and geothermal energy, as well as deep geological storage

of CO2 and disposal of liquid and slurried solid wastes, requires access boreholes

[15, 16]. Massive sloughing and borehole wall fracturing are frequently observed

instability phenomena arising from removal of the original supporting rock and the

interaction between the drilling fluids and shale formations. Strong predictive

models for these processes are of great practical value to drilling planning, as

well as to postmortem analysis of problem cases.

Analysis of wellbore instability issues is a basic subject in petroleum

geomechanics and engineering [17–19]. Mechanical behavior, pore pressure evo-

lution, heat flux, and chemical changes all influence wellbore stability. Analysis

involves studying the interactions among changes of pore pressure (Δp), tempera-

ture (ΔT ), effective stress (Δσ0ij), and geochemistry (ΔC) during drilling shale

formations, a typical coupled thermal-hydraulic-mechanics-chemical (THMC) pro-

cess in geomechanics [20]. Analytical and numerical analyses of wellbore stability

issues have focused more and more on coupling mechanisms [17, 20–28]. Most of

these studies focused on extremely low permeability shale in which thermal and

solute convection are not included. However, for porous media with intermediate to

high permeability, the accuracy of analysis could be impaired if advective pro-

cesses are neglected [29]. Analytical solutions considering thermal and chemical

convection factors have been occasionally proposed [27], but in general, complex

coupling implies mathematical simulation.

The basis for fully coupled THMC modeling of wellbore stability is the combi-

nation of theories of poroelasticity, thermoelasticity, elastoplasticity, and chemo-

thermoporoelasticity [8–10, 30, 31]. This combination allows us to address

situations of strong coupling among thermal flux, solute flux, fluid flow, and the

deformations of the porous media.

Based on chemo-thermoporoelastic theory for non-isothermal fluid flow and

solute transport through a deformable wellbore region, a general equilibrium

equation incorporating the concept of effective stress can be written (for simplicity,

body forces are ignored):
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Fig. 9.10 Subsidence and compaction profiles at t¼ 300 days for a deep reservoir with stiffer
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G∇2uþ Gþ λð Þ∇divu� 1� K

Km

� �
∇pþ ξRT

M
∇C� Kβs∇T ¼ 0 ð9:36Þ

The symbolsG and λ denote the Lamé elastic constants, and u, p, C, and T represent

displacement, pore pressure, solute concentration, and temperature, respectively. ξ
is the ratio of the coefficients of volume change due to chemical consolidation and

mechanical consolidation, R is the universal gas constant, andM is the solute molar

mass. βs is the volumetric thermal expansion coefficient of the skeleton, and K and

Km are bulk moduli for the rock skeleton and for the matrix mineral, respectively. In

this version of the general equilibrium equation, issues such as non-isotropic elastic

properties or nonlinearities are not addressed explicitly; these can be included

through a more general tensorial formulation to account for fabric, and through

use of iterative solutions to solve nonlinear cases.

Equations representing mass conservation and energy conservation are

expressed below. The general form of the continuity equation for fluid flow,

incorporating Darcy’s Law, can be expressed as follows:

∇T k

μ
∇p

� �
þ α� ϕ

Km

þ ϕ

Kw

� �
∂p
∂t
�∇T k

μ

ηRT

M
∇C

� �
þ ϕβc þ

ω

Km

� �
∂C
∂t
þ α

∂ε
∂t
� α� ϕð Þβs þ ϕβw½ �∂T

∂t
¼ 0

ð9:37Þ

where α is Biot’s coefficient, equal to 1.0�K/Km, k is the permeability of the porous

media, ϕ is the porosity, and μ is the viscosity of the fluid. The membrane efficiency

of the shale formation is η, and ω is the swelling coefficient. βc is the coefficient that
relates the density to the solute mass concentration in the fluid, and βw is the

volumetric thermal expansion coefficient of the fluid.

Next, the general form of the continuity equation for solute transport, including

both the solute diffusion and convection terms, is written as follows:

∇T De∇Cð Þ þ ϕRd

∂C
∂t
þ k

μ
pi �

k

μ

ηRT

M
Ci

� �
∇C ¼ 0 ð9:38Þ

where De is the coefficient of molecular diffusion, and Rd is the retardation

coefficient. The term with the concentration gradient is the Darcy velocity, v,
which is related to both the pressure gradient and the solute concentration gradient.

Finally, the general form of the energy balance equation, including the thermal

convection and thermal conduction terms, can be expressed as follows:
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∇T λT∇T½ � þ ρwcwv∇Tþ T 1� ϕð Þcs ρs
Km

þ ϕcw
ρw
Kw


 �
∂p
∂t

þ �ϕcwρwβwT � 1� ϕð ÞρscsβsT þ 1� ϕð Þρscs þ ϕρwcw½ �∂T
∂t
þ Qh ¼ 0

ð9:39Þ

Here, λT is the porous medium thermal conductivity, cl is the specific heat capacity
(the subscript l represents the solid, s, and water, w), ρl is the density, Qh is an

external sink or source, and, as before, v is the Darcy velocity.

Because of its power and flexibility, the FEM has been widely applied in

numerical modeling in geomechanics and reservoir simulations [32–34]. The final

matrix form of the Galerkin FEM solution for the above equations after finite

element discretization is expressed as follows:

M �Csw �Csc �CsT

0 Hww Hwc 0

0 0 Hcc 0

0 0 0 HTT

2664
3775

u

p

C

T

8>><>>:
9>>=>>;þ

0 0 0 0

Cws Rww Cwc CwT

0 0 Rcc 0

0 CTw 0 RTT

2664
3775

ut
pt
Ct

Tt

8>><>>:
9>>=>>; ¼

fu

fw

fc

fT

8>><>>:
9>>=>>;

ð9:40Þ

where [u, p, C, T]T and [ut, Pt, Ct, Tt]
T are the vectors of unknown variables and

corresponding time derivatives. [fu, fw, fc, fT]T is the vector for the nodal loads (fu),

the flow source (fw), the solute source (fc), and the heat source. The explicit

expressions of the above matrices can be found in Yin et al. [34].

To integrate the above equations with respect to time, linear interpolation in time

using a finite difference method is introduced, so the equations can be written as

θM �θCsw �θCsc �θCsT

Cws Rww þ θΔtHww Cwc þ θΔtHwc CwT

0 0 Rcc þ θΔtHcc 0

0 CTw 0 RTT þ θΔtHTT

2664
3775

Δu
Δp
ΔC
ΔT

8>><>>:
9>>=>>;

¼
Δfu

Δtfw � ΔtHwwp� ΔtHwcC

Δtfc � ΔtHccC

ΔtfT � ΔtHTTT

8>><>>:
9>>=>>;
ð9:41Þ

Standard FE approximations are based upon the Galerkin formulation of the

method of weighted residuals. This formulation has proven highly successful for

problems in solid/structural mechanics and in other situations, such as heat con-

duction, governed by diffusion-type equations. The reason for this success is that,

when applied to problems governed by self-adjoint elliptic or parabolic partial

differential equations, the Galerkin FE method leads to symmetric stiffness
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matrices. In this case the difference between the FE solution and the exact solution

is minimized with respect to the energy norm (e.g., [35]).

The success of the Galerkin FEM in solid/structural mechanics and heat con-

duction problems is not replicated for the case of fluid flow simulations, especially

for modeling convection-dominated transport phenomena. The main difficulty is

due to the presence of convection operators in the formulation of flow problems

based on non-Lagrangian kinematical descriptions. Convection operators are in fact

non-symmetric; thus the best approximation property in the energy norm of the

Galerkin method, which is the basis for success in symmetric cases, is lost when

convection dominates transport [36].

The energy conservation equation and the chemical solute transport equation

mentioned above are essentially transient advection-diffusion equations. When the

equation is diffusion dominated, the traditional Galerkin FEM is adequate to handle

it; however, in advection-dominated cases, this usually leads to spurious

oscillations.

These features are common with central-difference-type finite difference

methods. In the finite difference field, upstream weighting has been employed to

mitigate the oscillations, but this may also severely degrade accuracy because of

excessive numerical diffusion [37].

Solving the steady-state advection-diffusion problem by FE methods has been

extensively studied, and many stabilized methods, such as the streamline upwind

Petrov-Galerkin (SUPG) and the Galerkin/least-squares (GLS) methods, have

helped make FE modeling suitable for such flow problems. These approaches

stabilize the numerical scheme by adding an additional stabilization term to the

original Galerkin formulation. The magnitude of the stabilization parameters in the

additional term can be determined by the dimensionless Peclet number (Pe), which

describes the rate of advective flux to the rate of diffusive flux. When it comes to the

unsteady advection-diffusion problem, additional numerical oscillations take place

at small time steps, and this problem is much less tractable.

In time-dependent advection-diffusion equations, after the FEM approximation,

a mass matrix containing the time derivative terms is formed. If the mass matrix

were diagonal-dominant (or diagonalized), one could consider the use of explicit

techniques for integrating the system in time, whereas the consistent mass

(non-diagonal dominant) matrix essentially demands the use of implicit methods.

The relative speed and simplicity of explicit methods has led to the sometimes

compromising and always ad hoc concept of ‘mass lumping’ wherein the mass

matrix is converted to a diagonal form. Mass lumping is known to add significant

numerical diffusion, so if it is employed, the FE method accuracy can be severely

compromised, although the FEM solution to the advection-diffusion equation can

nevertheless be more accurate than solutions generated via conventional finite

difference methods [38]. Therefore, mass lumping is not an ideal technique in

FEM modeling of advection-diffusion flow problems.

Next, the performance of different FE methods in dealing with the transient

advection-diffusion problem will be discussed through some examples.
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First let us observe the performance of the traditional Galerkin FEM. Consider a

1-D problem seeking a numerical solution for the equation:

φ t þ uφx � κφxx ¼ 0

φ 0; tð Þ ¼ 1, φ x; 0ð Þ ¼ 0
ð9:42Þ

where u is the convective velocity and k is the diffusion coefficient. φ can refer to

temperature, concentration, saturation, etc. in different physical processes and

applications. One hundred equal-size linear elements are used for spatial

discretization between x¼ 0 and x¼ 5, where an adiabatic boundary condition

exists, and the generalized trapezoidal method (or θ-method) in direct time-

integration is used.

Assume k¼ 1, and u¼ 60, noting that the spurious oscillations appear at small

time steps and disappear at later, larger time steps (see Fig. 9.11).

For a multidimensional case, suppose a 2-D problem where a numerical solution

is sought for the equation:
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Fig. 9.11 1-D advection-diffusion problem solved by a classic Galerkin method
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φt þ u �∇φ�∇ � κ∇φð Þ ¼ 0

φ 0; 0; tð Þ ¼ 1, φ x; y; 0ð Þ ¼ 0
ð9:43Þ

where u is the convective velocity vector and k is the diffusion coefficient. We

assume k¼ 1 and uk k ¼ 60 at a direction of (cos 45�, sin 45�). We find phenomena

similar (see Fig. 9.12) to those observed in the 1-D case.

Harari [39] gives a solution that can incorporate the time-dependent factor

naturally into the determination of the stabilizing parameters. He suggests that

one may transform the transient term into the reaction term by first discretizing

the time domain, instead of the conventional method of first discretizing the spatial

domain. For example, a transient diffusion problem can thus be converted to a

steady diffusion-reaction problem. This suggested the conversion of the transient

advection-diffusion problem to a steady advection-diffusion-reaction problem.

Once a transient diffusion-convection problem is converted to a steady

diffusion-convection-reaction problem, the latter can be addressed by the subgrid

scale/gradient subgrid scale (SGS/GSGS) method [40]. The SGS/GSGS method

combines two types of stabilization integrals and presents appealing traits for

accurately solving the steady diffusion-convection-reaction equation.
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Fig. 9.12 2-D advection-diffusion problem solved by a classic Galerkin method
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Consider a steady diffusion-convection-reaction equation such as

u �∇φ�∇ � κ∇φð Þ � sφ ¼ 0 in Ω,

φ ¼ g on Γ;
ð9:44Þ

where u is the velocity field, k is the diffusion coefficient (k> 0), and s is the source

parameter where s> 0 for production and s< 0 for injection (or dissipation or

absorption. . .). The function g is the Dirichlet datum on the boundary Γ. Of

particular interest for this problem are the advective-diffusive-reactive operator

and its adjoint, which are, respectively,

Lφ ¼ u �∇φ�∇ � κ∇φð Þ � sφ,
L∗φ ¼ �u �∇φ�∇ � κ∇φð Þ � sφ:

ð9:45Þ

Now one may apply the combined SGS/GSGS method. Consider a mesh formed

by nel non-overlapping elements Ωe, so that Ω ¼ [nele¼1Ω
e. Let Sh be the associated

FE solution space and Vh be the weighting space. The integral form of the stabilized

FEM is defined as follows: find φh2Sh such that for all wh2Vh:Z
Ω

whu �∇φh þ∇wh � κ∇φh
� 	� whsφh

� 	
dΩ

þ
Xnel
e¼1

Z
Ωe

� L *whτ e00Lφ
hdΩ

þ
Xnel
e¼1

Z
Ωe

∇ �L *wh
� 	 � τ e11∇LφhdΩ ¼ 0;

ð9:46Þ

where the stabilization parameters are defined as

τ e00 ¼
h

u
�2DK þ DK

2 sin h Peð Þ
� cos h Peð Þ þ cos h γð Þ þ DK sin h Peð Þ

� ��1
,

τ e11 ¼
h3

6uDK
3
�3� DK

2 þ 3DK

Pe

�
þ DK 3DK cos h γð Þ þ �3þ DK

2
� 	

sin h Peð Þ� �
�2 cos h Peð Þ þ 2 cos h γð Þ þ DK sin h Peð Þ

�
;

ð9:47Þ

in which

Pe ¼ uh=2κ Peclet number,

DK ¼ sh=u Damk€ohler number,

γ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pe �2DK þ Peð Þp

:

ð9:48Þ
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For the transient advection-diffusion Eq. (9.42), based on the Rothe approach

[39], time discretization is performed before the space discretization, and this leads

to the following by generalized trapezoidal method (θ-method):

θΔtuð Þφnþ1
x
� θΔtκð Þφnþ1

xx
� �1ð Þφnþ1

¼ � 1� θð ÞΔtuφn
x
þ 1� θð ÞΔtκφn

xx
þ φn ð9:49Þ

where the superscripts n and n+ 1 represent the evaluation at the nth and n+ 1th
time step, respectively.

Now the link between the semi-discretized Eqs. (9.49) and (9.44) can be seen to

be as follows:

κ inEq: 9:44ð Þ e θΔtκ inEq: 9:49ð Þ
u inEq: 9:44ð Þ e θΔtu inEq: 9:49ð Þ
s inEq: 9:44ð Þ e � 1 inEq: 9:49ð Þ

ð9:50Þ

and the stabilizing parameters can be calculated according to Eq. (9.47). Thence,

solution procedures can just follow Eq. (9.46) to incorporate the stabilizing terms.

The transient advection-diffusion problem has now been converted into a steady

advection-diffusion-reaction problem framework, the time factor is taken into

account naturally for determining the stabilizing parameters, and the transition

between the advection-dominant, diffusion-dominant, and small time step-

dominant situations is determined naturally through the stabilizing parameters.

The numerical solution of the SGS/GSGS method is shown in Fig. 9.13; the

spurious oscillations at small time are successfully circumvented. To compare the

accuracy of the SGS/GSGS method, a comparison of the results with the analytical

solution is also provided (Fig. 9.13). The analytical solution [41] for the specific

problem is as follows:

φ ¼ 1

2
erfc

x� ut

2 κtð Þ1=2
þ eux=κerfc

xþ ut

2 κtð Þ1=2
" #

ð9:51Þ

In the 2-D case, spurious oscillations at small time steps are also successfully

circumvented (Fig. 9.14).

Comparing the solute transport Eq. (9.38) after first applying discretization in

time, we can find the following links to Eq. (9.48) to calculate the stabilization

parameters for our problem:

Pe 
k

μ
pi �

k

μ

σRT

M
Ci

���� ����h
2De

,

DK  ϕRd

k

μ
pi �

k

μ

σRT

M
Ci

���� ����Δt :
ð9:52Þ
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Similarly, comparing the energy conservation Eq. (9.39) after first applying

discretization in time, we can find the following links to Eq. (9.48) to calculate

the stabilization parameters for our problem:

Pe 
ρwcw

k

μ
pi �

k

μ

σRT

M
Ci

� ����� ����h
2λT

,

DK  �ϕcwρwβwT � 1� ϕð ÞρscsβsT þ ϕρwcw þ 1� ϕð Þρscs
ρwcwvj jΔt :

ð9:53Þ

After the stabilizing parameters are determined by Eq. (9.47), the solution

procedure is just to follow Eq. (9.46) to append the stabilizing terms.

A numerical experiment is performed here based on the abovementioned model.

We suppose a vertical wellbore (Fig. 9.15) of radius 0.127 m drilled in shale in an

anisotropic stress field: σx¼ 2.8� 104 kPa, σy¼ 3.2� 104 kPa, σz¼ 4.0� 104 kPa.

The initial pore pressure is p0¼ 2.0� 104 kPa, maintained constant at the far-field

boundary. The initial solute concentration is zero and is also maintained constant at
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Fig. 9.13 1-D advection-diffusion problem solved by the SGS/GSGS method
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the far-field boundary, as is the initial temperature of the shale formation, 77 �C. In
the wellbore, the water-based drilling fluid is maintained at a pressure of

pi¼ 2.2� 104 kPa, a temperature Ti¼ 32 �C, and a solute concentration (NaCl) of

Ci¼ 200 kg/m3. Values of the other parameters are E¼ 1.5� 106 kPa, v¼ 0.30,

ϕ¼ 0.30, Km¼ 1.4� 106 kPa, Kw¼ 1.0� 106 kPa, k¼ 9.87� 10�18 m2, and

μ¼ 1 cP. Also, the membrane efficiency parameter η¼ 0.5, the gas constant

R¼ 8.314 J/mol K, the solute molar mass M¼ 0.0585 kg/mol, and the coefficient

of molecular diffusion De¼ 1.5� 10�10 m2/s.

9.3.1 Case 1: Impact of the FEM Schemes (SGS/GSGS
and Galerkin FEM)

In this case, we want to explore the impact of the stabilized FEM scheme on the

results. The basic parameters of the system are the same as mentioned above.
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Fig. 9.14 2-D advection-diffusion problem solved by the SGS/GSGS method
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Figure 9.16 shows the solute concentration profiles (all the profiles in this section

are along the X-axis as shown in Fig. 9.15) at 0.024 h computed by the stabilized

SGS/GSGS FEM and the traditional Galerkin FEM. It can be seen that the Galerkin

FEM leads to numerical oscillations whereas our stabilized FEM approach avoids

such oscillations. Figure 9.17 shows the pore pressure profiles at 0.024 h by

SGS/GSGS FEM and Galerkin FEM; the Galerkin FEM solution again evidences

oscillations, whereas the SGS/GSGS FEM solution does not.

9.3.2 Case 2: Impact of Thermal and Solute Convection
in Lower Permeability Formations

In this case, we want to explore the effect of thermal and solute convection on the

pressure change in formations with lower permeability.
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Fig. 9.16 Concentration profiles by SGS/GSGS FEM and Galerkin FEM
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Figure 9.18 shows the solute concentration profiles at 2.4 h using the models

with and without considering thermal and solute convection (i.e., the second term in

Eq. (9.39) and the third term in Eq. (9.38)). Figure 9.19 shows temperature profiles

and Fig. 9.17 shows pressure profiles, also at 2.4 h, and also with and without

considering thermal and solute convection. As expected, the cooler drilling fluid

with a higher solute concentration will reduce the pore pressure in the formation

and contribute to wellbore stability enhancement. However, the solute concentra-

tion in the case with advective terms propagates more slowly than in the case

without advective terms, leading to the difference in the pore pressure evolution

profiles shown in Fig. 9.20. From Figs. 9.18 and 9.19, we conclude that temperature

propagation is less influenced than solute concentration propagation in cases

including advective terms.
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Fig. 9.17 Pore pressure profiles by SGS/GSGS FEM and Galerkin FEM
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310 M.B. Dusseault et al.



9.3.3 Case 3: Impact of Thermal and Solute Convection
in Higher Permeability Formations

For this case, we want to explore the effects of thermal and solute convection on the

pressure change in formations with higher permeability (keep the value of other

parameters the same as those in case 2).

Figures 9.21, 9.22, and 9.23 show the solute concentration profiles, temperature,

and pore pressure profiles of a case with a higher permeability of 9.87� 10�16 m2,

corresponding to the profiles of case 2 with the lower permeability of 9.87� 10�18

m2. The effect of thermal and solute convection is more significant in the case with

higher permeability than that in the case with lower permeability, as expected. The

fact that the temperature and solute concentration propagate more slowly in the case

including thermal and solute convection shows that the Darcy velocity that appears

in Eqs. (9.38) and (9.39) is mostly directed toward the wellbore.
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Fig. 9.20 Pore pressure profiles with and without thermal and solute convection
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Fig. 9.21 Solute concentration profiles with and without thermal and solute convection
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9.3.4 Case 4: Impact of the Membrane Efficiency

The effect of membrane efficiency on the pressure change at formations is now

explored with a lower membrane efficiency (keep the value of other parameters the

same as case 3).

Figures 9.24, 9.25, and 9.26 show the solute concentration profiles, temperature,

and pore pressure profiles with lower membrane efficiency of 0.05, as well as for

the higher membrane efficiency of 0.5 (Case 3). When the membrane efficiency is

very low, the pore pressure gradient dominates the Darcy flow velocity, and

therefore the temperature and solute concentration propagate more rapidly in the

case considering advective terms than in the case that does not consider advective

terms; when the membrane efficiency is very high, the Darcy flow velocity will be

significantly reduced by the counter-acting osmotic pressure gradient, and this leads

to less advection, and therefore the temperature and solute concentration propagate
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Fig. 9.25 Temperature profiles with and without thermal and solute convection
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more slowly in the situation considering advective terms than in the situation that

does not consider advective terms.

Figure 9.27 shows the total tangential and radial stresses around the borehole

with and without plasticity being considered. It can be seen that the geomechanics

constitutive relationship of the rock (i.e., the elastoplastic behavioral law) also

plays an important role on the stresses redistribution during the drilling process.

The cases presented show that the effect of thermal and solute convection is an

essential element to be considered in fully coupled THMC wellbore modeling, at

least for drilling formations of a particular intermediate permeability range. Fur-

thermore, a stabilized FEM approach is necessary to obtain a stable solution. The

numerical experiments demonstrate that that the permeability and membrane effi-

ciency both play an important role in the impact of thermal and solute convection

on pressure change, and thus are key elements for wellbore stability modeling in a

range of circumstances.
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9.4 Hydraulic Fracturing

Along with hydraulic fracture applications in areas such as conventional well

stimulation, acid injection into carbonates, and restressing unconsolidated sand-

stones to reduce the risk of sand influx, other emerging activities associated with

hydraulic fracturing include massive slurried solid waste disposal (including bio-

solids), produced-water reinjection, CO2 geo-sequestration, injectivity enhance-

ment in compressed air energy storage systems, geothermal energy exploitation,

and shale gas development. All these activities involve injection of fluid at lower

temperature into deep subsurface porous media at a significantly higher tempera-

ture, where hydraulic fracture might not be induced without contribution of signif-

icant temperature differences. Accumulation of cold fluid around an injection well

leads to formation contraction and induced thermal stresses reduce effective

stresses substantially. When the reduced effective stresses become tensile with

magnitude exceeding the tensile strength of the formation rock, hydraulic fractures

are initiated at the wellbore in the plane mostly perpendicular to the minimum

horizontal in situ stress. The induced fractures provide higher injectivity for fluid

flow, make cooled regions larger through convection-dominated heat transfer, and

thus result in continuing propagation of the fractures. Thermal contribution to

hydraulic fracturing mostly is beneficial in these activities in enhancing the

injectivity, whereas it may be detrimental when fractures develop excessively

into undesired zones. Therefore hydraulic fracturing modeling with thermal con-

tribution considered is important for accurate estimation of fracture length, width,

and height to avoid potential environmental risks. The model involves the coupling

of heat transfer, mass transport, stress change as well as the fracture propagation.

Researchers have been making efforts to simulate the coupled system by different

tools, including analytical methods, finite element methods, finite difference

methods, and boundary element methods [42–45].

Among these methods, the extended finite element method (XFEM) enables the

fracturing problem to be simulated in a continuous fashion by introducing addi-

tional degrees of freedom to the existing nodes of the traditional finite elements

when containing discontinuity [46]. This leads to the advantage that the finite

element mesh does not need to be aligned with the fracture path and remeshing is

not needed. Extended finite element method has been widely applied in modeling

fracturing processes in solid, and it has also been used to model the fracturing

processes in porous media in recent years by introducing different techniques in

treating the fluid exchange between the fracture and the matrix [47]. These tech-

niques include a regularized Delta Dirac function added for a discontinuous fluid

field [48], a moisturizing model without enhancing the fluid phase [49], a weak

discontinuity model for the fluid phase with Couette flow in the crack [50], and a

double-porosity model [51]. Among these techniques, the double-porosity model

seems to be convenient to be combined with XFEM and recently has been applied

to the displacement and pressure analysis in fractured porous media [52]. The other

advantage of this technique is that thermal fracturing in porous media can be
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modeled naturally based on the existing double porosity model of deformable

porous media with temperature coupled [53]. XFEM combined with double-

porosity model to simulate non-isothermal fluid flow in fracturing and fractured

porous media can be described as follows.

The general equilibrium equation for non-isothermal single phase water flow

through deformable porous medium incorporating the concept of effective stress

can be written as

∇ � Dε� αipw � KβsiTð Þ ¼ 0 ð9:54Þ

where D is the tangential stiffness matrix, ε is the strain of the matrix, i is the

identity vector, and pw and T denote pore pressure and temperature, respectively. α
is Biot’s coefficient, βs is the volumetric thermal expansion coefficient of solid

phase, and K is bulk modulus for the skeleton. It’s straightforward to extended to

multiphase flow system with pw replaced by average pore pressure, p¼ Snpn + Swpw
where Sn, Sw, pn, and pw are the saturation and pore pressure with respect to

non-wetting and wetting phases, respectively.

The general form of the continuity equation for single phase water flow in the

matrix and fractured zone according to the double-porosity model can be expressed

as equations below:

∇T �k1
μ
∇pw

� �
þ αk1

μ
pw � pfð Þ þ α� ϕ1

Ks

þ ϕ1

Kw

� �
∂pw
∂t

þ α
∂ε
∂t
� α� ϕTð Þβs þ ϕ1βw½ �∂T

∂t
þ Q1 ¼ 0

ð9:55Þ

∇T �k2
μ
∇pf

� �
� αk1

μ
pw � pfð Þ þ ϕ2

Kw

� �
∂pf
∂t
� ϕ2βw

∂T
∂t
þ Q2 ¼ 0 ð9:56Þ

where k1 and k2 are the permeability of the matrix and fractured zone, μ is the

viscosity of water, ϕ1 and ϕ2 are the porosity of matrix and fractured zone, ϕT is the

sum of ϕ1 and ϕ2, pf is the pressure of the fractured zone, Ks and Kw are the bulk

moduli of solid grains and water, α is a coefficient depending on the fracture width

and geometry, and Q1 and Q2 are the flow source/sink terms.

Here only one thermodynamic continuum is assumed to be representative of

both the matrix and fractured zone rather than a double temperature approach,

considering that it is difficult to arrive at an appropriate external entropy supply for

the matrix and fractured zone and it is also an extremely difficult experimental

procedure to determine the heat transfer coefficient in a fractured porous material.

Then the general form of the energy balance equation, including the thermal

convection and thermal conduction terms, can be expressed as follows:
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∇T �λ∇T½ � þ ρwcw v1 þ v2ð Þ∇T þ T 1� ϕTð Þcs ρs
Ks

þ ϕ1cw
ρw
Kw


 �
∂pw
∂t

þ Tϕ2cw
ρw
Kw

� �
∂pf
∂t
þ 1� ϕTð Þρscs½ þ ϕTρwcw

� 1� ϕTð ÞρscsβsT�ϕTρwcwβwT�
∂T
∂t
þ Qh ¼ 0

ð9:57Þ

where λ is the porous medium thermal conductivity, cw and cs are the specific heat
capacity of water and solid phase, ρs is the density of solid phase, Qh is heat source/

sink, and vl and v2 are the velocity of flow in matrix and fractured zone,

respectively.

To simulate the fracturing process in aforementioned double porosity system,

the strong discontinuity will be introduced in displacement field by employing the

extended finite element method with remeshing avoided. In addition, the formation

rock is considered as quasi-brittle material and discrete traction-displacement

constitutive model based on the cohesive crack concept can be employed [54]. Fur-

ther, modeling of the fracture propagation in extended finite elements is carried out

by applying elements that are entirely cut by fracture. Therefore, in the extended

finite element method described below, no fracture tip enhancement is needed, and

the discontinuous displacement field can be decomposed into a continuous part

represented by degrees of freedom in traditional finite element framework, a, and an

enhanced part represented by extra degrees of freedom, b, and Heaviside function H

(x) (H¼ 1 if x 2Ω+, H¼�1 if x2Ω�, whereΩ+ andΩ� are the sub-bodies of whole
body Ω separated by the discontinuity Γd):

u xð Þ ¼ N xð Þaþ H xð ÞNb xð Þb ð9:58Þ

where N and Nb are the conventional shape functions for the regular displacement

and displacement jump. The strain field in terms of nodal displacements can be

written as

ε ¼ Baþ H Bbbþ 2 δΓdnð ÞNb ð9:59Þ

where B and Bb are the conventional strain-displacement matrices for the regular

displacement and displacement jump, δΓd is the Dirac-delta distribution centered

on the discontinuity, and n is the unit normal vector to the discontinuity.

Pressures and temperature fields in the double-porosity model framework are

approximated in the traditional way by Nppw, Nppf, and NpT, respectively. After
applying Galerkin’s FEM of weighted residual to the abovementioned system

equations, the finite element formulations for the above equations after

discretization can be expressed as follows:Z
Ω
BTDBdΩaþ

Z
Ωþ�

H BTDBbdΩb�
Z
Ω

BTi � BTD
i

3Ks

� �
NpdΩpw

�
Z
Ω
BTDi

βs
3
NpdΩT ¼ fa ð9:60Þ
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Z
Ωþ�

H BT
b DBdΩaþ

Z
Ωþ�

H BT
b DBbH dΩbþ 2

Z
Γd
Nb

TTdNbdΓb

�
Z
Ωþ�

H BT
b i� BT

b D
i

3Ks

� �
NpdΩpw � 2

Z
Γd
Nb

TnsNpdΓpf

�
Z
Ωþ�

H BT
b Di

βs
3
NpdΩT ¼ fb

ð9:61Þ

Z
Ω
NT

p
iT � iTD

3Ks

� �
BdΩ _a þ

Z
Ωþ�

H NT
p iT � iTD

3Ks

� �
BbdΩ _b

þ
Z
Ω1

∇Np

� 	Tk1
μ
∇NpdΩpw þ

Z
Ω2

NT
p α

k1

μ
NpdΩpw þ

Z
Ω1

NT
p

α� ϕ1

Ks

þ ϕ1

Kw

� �
NpdΩ _p w

�
Z
Ω2

NT
p α

k1

μ
NpdΩpf þ

Z
Ω1

NT
p α� ϕTð Þβs þ ϕ1βw½ �NpdΩ _T ¼ fw

ð9:62Þ

�
Z
Ω2

NT
p α

k1

μ
NpdΩpw þ

Z
Ω2

∇Np

� 	Tk2
μ
∇NpdΩpf þ

Z
Ω2

NT
p α

k1

μ
NpdΩpf

þ
Z
Ω2

NT
p

ϕ2

Kw

NpdΩ _p f þ
Z
Ω2

NT
p ϕ2βwNpdΩ _T ¼ ff

ð9:63Þ

Z
Ω
NT

p T 1� ϕTð Þcs ρs
Ks

þ ϕ1cw
ρw
Kw


 �
NpdΩ _p w þ

Z
Ω
NT

p Tϕ2cw
ρw
Kw

Npd
pΩ _p f

þ
Z
Ω

∇Np

� 	T
λT∇Np þ NT

p ρwcw
k1

μ
Pw, i þ k2

μ
Pf, i

� �
∇Np

� �
dΩT

þ
Z
Ω
NT

p 1� ϕTð Þρscs½ þ ϕTρwcw

� 1� ϕTð ÞρscsβsT�ϕTρwcwβwT�NpdΩ _T

¼ fT ð9:64Þ

The final matrix form for the above equations can be expressed as

Maa Mab �Caw 0 �CaT

Mba Mbb �Cbw 0 �CbT

0 0 Hww �Hwf 0

0 0 �Hfw Hff 0

0 0 0 0 HTT

266664
377775

a

b

pw
pf
T

8>>>><>>>>:

9>>>>=>>>>;þ
0 0 0 0 0

0 0 0 0 0

Cwa Cwb Rww 0 CwT

0 0 0 Rff CfT

0 0 CTw CTf RTT

266664
377775

at
bt
pwt

pf t
Tt

8>>>><>>>>:

9>>>>=>>>>; ¼
fa

fb

fw

ff

fT

8>>>><>>>>:

9>>>>=>>>>;
ð9:65Þ
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where [a, b, pw, pf, T]
T and [at, bt, pwt, pft, Tt]

T are the vectors of unknown

variables and corresponding time derivatives. [fa, fb, fw, ff, fT]T is the vector for

the nodal loads, the flow source, the heat source, and the solute source. The explicit

expressions of the above matrices can be found in Yin [45].

To integrate the above equations with respect to time, linear interpolation in time

using a finite difference method is needed. For example, in the classic theta method,

θ¼ 0 reflects the explicit Euler method, θ¼ 1 implies the implicit Euler method,

whereas setting θ¼ 0.5 results in Crank-Nicolson method. Using the general theta

method, the equations can be written as

θMaa θMab �θCaw 0 �θCaT

θMba θMbb �θCbw 0 �θCbT

Cwa Cwb Rww þ θΔtHww �θΔtHwf CwT

0 0 �θΔtHfw Rff þ θΔtHff CfT

0 0 CTw CTf RTT þ θΔtHTT

266666664

377777775

Δa

Δb

Δpw
Δpf
ΔT

8>>>>>>><>>>>>>>:

9>>>>>>>=>>>>>>>;

¼

Δfa

Δfb

Δtfw � ΔtHwwpw þ ΔtHwfpf

Δtff � ΔtHffpf þ ΔtHfwpw

ΔtfT � ΔtHTTT

8>>>>>>><>>>>>>>:

9>>>>>>>=>>>>>>>;
ð9:66Þ

The implementation of the three-dimensional finite element model is based on

20-node brick elements. All degrees of freedom are solved on the corner nodes of

the brick element, whereas the degree of freedom a are solved on the midside nodes

as well in order to make its shape function one order higher than the rest of the

degrees of freedom and thus to ensure no spurious oscillations occurring in the

numerical solution. The fracture is assumed to fully propagate through an element if

the minor principal stress (tensile) in the element exceeds the tensile strength of the

material, and the fracture plane is normal to the direction of the minor principal

stress. The extent of success of the assumption may be subject to mesh size but it

has proven satisfactory for 3D fracturing problem [55]. For a fractured element, the

hexahedron is decomposed into tetrahedra (see Fig. 9.28), and the fracture may

separate a tetrahedron into two sub-elements in shape of either tetrahedron or

prismatic by a triangular or quadrilateral plane. Both sub-elements need to be

considered in numerical integration for each tetrahedron separated by a fracture

[56]. The volume integral of the fractured element takes account into the contribu-

tion from all the sub-elements. The surface integral of the fracture plane in the

fracture element takes account into the contribution from all the sub-elements that

are separated by the fracture.
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The discrete traction-displacement constitutive model adopted is an exponential

softening curve focusing on mode-I fracture opening. The normal traction tn relates
the history parameter k (equal to the largest crack opening,〚u〛n, reached in

loading history) as

tn ¼ f texp �
f t
Gf

κ

� �
ð9:67Þ

where ft is the tensile strength and Gf is the fracture energy of the material. This

equation can be differentiated with respect to time to form a consistently linearized

tangent [54]:

_t n ¼ � f 2t
Gf

exp � f t
Gf

κ

� �
_u n ð9:68Þ

Following the approach in works [57] concerning the fracture permeability of

double-porosity model, the permeability for an element in fractured zone can be

determined by

k2 ¼ Vf

Ve

k
0
2 ð9:69Þ

Fig. 9.28 The

decomposition of a

hexahedron into tetrahedral

and the possible fracture

planes crossing the

tetrahedral
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where Vf and Ve are the volume of the fracture and element, and k2
0 is the effective

fracture permeability and its absolute value can be determined based on the parallel

plate model:

k
0
2

�� �� ¼ w2

12
ð9:70Þ

where w is the width of the fracture.

The energy balance equation of heat transfer is a transient diffusion-advection

equation. Traditional finite element method has difficulty overcoming the numer-

ical oscillation in solving in this type of equation. The stabilized finite element

scheme, the subgrid scale/gradient subgrid scale (SGS/GSGS) method, needs to be

employed to address the problem based on its previous success [33, 34].

Based on the abovementioned numerical model, numerical experiments are

conducted for scenarios of cold-water injection into a hypothetical deep warm aquifer.

Suppose a 180 m� 180 m� 4 m aquifer (see Fig. 9.29), 2000 m deep, with

E¼ 1.5� 107 kPa, v¼ 0.3, ϕ¼ 0.3, Ks¼ 1.4� 108 kPa, k1¼ 100 mD,

μ¼ 1 cP, ρs¼ 2.5� 103 kg/m3, ρw¼ 1.0� 103 kg/m3, βs¼ 2.5� 10�5 K�1,
βw¼ 2.0� 10�4 K�1, cs¼ 2.5 kJ/kg K, cw¼ 4.2 kJ/kg K, and λ¼ 2.65 J/m s K.

The tensile strength of the formation rock is 1.0� 103 kPa, and the fracture energy is

0.1 N/mm. A Cartesian coordinate system is used where the top and bottom of the

aquifer are normal to the Z-axis, and all sides are vertical and normal to theX�Y plane.
Extending 4 m from the outer aquifer boundary in vertical directions are the overlying

and underlying formations. In these formations, the following properties apply:

E¼ 1.0� 107 kPa, v¼ 0.30, φ¼ 0.30, k¼ 1.0 mD, μ¼ 1.0 cP, βs¼ 1.0� 10�6 K�1,
ρs¼ 2.5� 103 kg/m3, cs¼ 1.25 kJ/kg K, and λ¼ 2.3 J/m s K. The tensile strength and

the fracture energy are the same as those of the aquifer formation rock.

The aquifer in situ stresses consist of a vertical stress σv¼ 6.0� 104 kPa

and horizontal far-field stresses of σhx¼ 5.0� 104 kPa, σhy¼ 3.0� 104 kPa,

aligned with Z, X, and Y coordinates, respectively. The initial pore pressure is

p0¼ 2.0� 104 kPa. Initial temperature of the aquifer is 100 �C. The in situ stresses

Injection well

Production well

Production well Production well

Production well

Fig. 9.29 Geometry of the problem domain
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overlying and underlying formation consist of vertical stress σv¼ 6.0� 104 kPa and

horizontal far-field stresses of σhx¼ 5.0� 104 kPa, σhy¼ 4.5� 104 kPa, aligned

with Z, X, and Y coordinates, respectively. The initial pressure and temperature

are the same as those of the aquifer formation.

Water at 20 �C is centrally injected at a rate of 240 m3/day, and initial pressure

is maintained as constant at production wells at the four corners of the aquifer

zone. The outer boundary of the aquifer, overlying and underlying forms system is

a no heat or mass flux boundary. In the numerical model, finite element mesh is

shown in Fig. 9.30, and implicit Euler method has been chosen for time

integration.

9.4.1 Case 1: Fully Coupled XFEM Solution

In this section, fully coupled XFEM solution is presented including pore pressure,

temperature changes, as well as fracture development.

Results show that vertical fracture perpendicular to minimum horizontal in situ

stress, σhy, is initiated from the injection well and propagates along the X direction,

as expected. Due to the large stress contrast between the aquifer formation and its

overlying and underlying formations, the fracture is contained within the aquifer

formation, with height equal to 4 m.

Figure 9.31 shows the matrix pressure profiles along X direction from the

injection well at different time. Figure 9.32 shows the fracture pressure profiles

along X direction from the injection well at different time. It can be seen that

relatively little variance exists in matrix pressure in the area penetrated by fracture,

Injection well

Production well

Production well

Fig. 9.30 Finite element mesh of the half domain
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while greater pressure gradient exists in intact area. This can be explained by the

double porosity model in which there is fluid exchange between the matrix and

fracture. Because the permeability of the fracture is much higher, the pressure

difference within the fracture is much smaller at given injection rate. Hence the

pressure difference within the matrix in the area close to the two opposing surfaces

of the fracture is insignificant because of the fluid exchange between the fractured

zone and matrix in the double porosity model. While in the intact zone, there is no

such mechanism existing, and the pressure difference displays as usual depending

on the flow rate, formation permeability and diffusion process. Figure 9.33 shows

the temperature change profiles along X direction from the injection well at

different time. It can be seen that the thermal front is ahead of the fracture front,

which makes the fracture more likely to continue to propagate further. Figure 9.34

shows the fracture width profiles along X direction from the injection well at

different time which indicates clearly the growth of the fracture.
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9.4.2 Case 2: Impact of Injection Rate

To investigate the impact of injection rate, a comparison numerical experiment in

which the injection rate is reduced from 240 to 220 m3/day is performed to explore

the effect of injection rate on pressure change and fracture development.

Figure 9.35 shows matrix pressure profile along X direction from the injection

well at 35 days, comparedwith profilewith higher injection rate. It can be seen that as

the flow rate is reduced, the matrix pressure declines. Figure 9.36 shows the com-

parison of fracture width profiles alongX direction from the injectionwell at 35 days.

It can be seen that the fracture width is getting smaller as injection rate declines.
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9.4.3 Case 3: Impact of Injection Temperature

In this section, a comparison numerical experiment in which the injection temper-

ature is increased from 20 to 30 �C is conducted to explore the effect of injection

temperature on pressure change and fracture development.

Matrix pressure profile along X direction from the injection well at 35 days is

shown in Fig. 9.37, compared with profile with lower injection temperature. It can

be seen that as the injection temperature is increased, the matrix pressure increases.

This can be explained by the narrower induced fracture with higher injection

temperature which can be seen in Fig. 9.38. Figure 9.38 shows the comparison of

fracture width profile along X direction from the injection well at 35 days. It can be

seen that the fracture width is getting smaller as injection temperature increases

because the temperature difference between the injection temperature and forma-

tion temperature is smaller.
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9.4.4 Case 4: Impact of Aquifer Stiffness

In this section, a comparison numerical experiment in which the Young’s modulus

of the aquifer formation is reduced from 1.5� 107 to 1.4� 107 kPa is conducted to

explore the impact of aquifer stiffness on pressure change and fracture

development.

Figure 9.39 shows matrix pressure profile along X direction from the injection

well at 35 days, compared with profile of stiffer aquifer. It can be seen that as the

aquifer stiffness is reduced, the matrix pressure may increase due to the narrower

induced fracture as can be seen in Fig. 9.40, which shows the comparison of fracture

width profiles along X direction from the injection well at 35 days.

22

23

24

25

26

0 5 10 15 20 25 30

X(m)

P
re

ss
u

re
 (

M
P

a
)

lower injection temperature

higher injection temperature

Fig. 9.37 Matrix pressure profiles at 35 days

0.E+00

2.E-04

4.E-04

6.E-04

8.E-04

1.E-03

0.0 2.5 5.0 7.5 10.0 12.5 15.0

X(m)

F
ra

ct
ur

e 
W

id
th

(m
)

higher injection temperature

lower injection temperature

Fig. 9.38 Fracture width profiles at 35 days

326 M.B. Dusseault et al.



9.4.5 Case 5: Impact of Aquifer Permeability

In this section, a comparison numerical experiment in which the aquifer perme-

ability is reduced from 100 to 80 mD is conducted to explore the effect of aquifer

permeability on pressure change and fracture development.

Figure 9.41 shows matrix pressure profile along fracture in X direction at

35 days, compared with profile with higher aquifer permeability. It can be seen

that as the aquifer permeability is reduced, the matrix pressure is higher. Figure 9.42

shows the comparison of fracture width profiles along X direction from the injection

well at 35 days. It can be seen that the permeability has little impact on the fracture

width at this particular boundary condition.
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9.4.6 Case 6: Impact of the Stabilized FEM Scheme

The impact of the stabilized FEM scheme on the results is explored with the initial

data set (keeping the value of all parameters unchanged).

Figure 9.43 shows the temperature change profiles at 0.001 days computed by

the stabilized SGS/GSGS FEM scheme [2] and the traditional Galerkin FEM

scheme. It can be seen that the Galerkin FEM scheme leads to numerical oscilla-

tions whereas the stabilized FEM scheme avoids such oscillations. These numerical

oscillations also result in subsequent instability of the solution in terms of pressures

and displacements. This demonstrates the effectiveness of the stabilized finite

element model in reducing the numerical oscillations in transient advection-

diffusion problems.
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9.4.7 Case 7: Impact of the FEM Mesh Size

The impact of the mesh size on the results is lastly explored with the initial data set.

Figure 9.44 shows the fracture width at 70 days computed on the initial mesh

(100 elements in X direction in Fig. 9.30) and on a finer mesh with 150 elements in

X direction. It can be seen that the result based on the initial finite element mesh is

very close to the result based on the finer finite element mesh.

9.5 Conclusions

Petroleum geomechanics mostly deals with coupled THMC problems in subsurface

energy resources extraction and waste disposal activities. A computational per-

spective is provided and proves effective and efficient in solving problems: a

combination of boundary element and finite element methods is used to predict

the subsidence in half-space; stabilized finite element and traditional finite element
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methods were employed to allow for more general cases of borehole stability

analysis; extended finite element and stabilized finite element methods were used

to simulate hydraulic fracture propagation with nonnegligible thermal contribution

considered.

Petroleum geomechanics is far younger than its geoengineering sisters, and

because of its nature, has followed a direction based far more on physics, analysis

and field observations than on laboratory testing and empirical models. Other than

the shared computational analysis, the greatest challenges are:

• Full integration of deformation and microseismic monitoring into numerical

modeling

• Improving mathematical models based on correct physics to achieve better

THMC coupling so that various processes can be more robustly simulated

• Achieving numerical simulation that can secure zero waste discharge through

geomechanics principles and surveillance

• Improving predictability in cases of shale instability, sand influx, reservoir stress

path, subsidence, casing shear, amongst others
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Chapter 10

Insights on the REV of Source Shale from
Nano- and Micromechanics

Katherine L. Hull and Younane N. Abousleiman

Abstract Nano. In the past decade, chemical, physical, and mechanical character-

ization of source rock reservoirs has moved towards micro- and nano-scale ana-

lyses. This is primarily driven by the fact that the representative elementary volume

(REV) for characterizing shales is at the nanometer scale. Nanoindentation is now

used in many industrial and university laboratories to measure both stiffness and

strength and other mechanical properties of materials, such as anisotropic Young’s
moduli and plastic yielding parameters. However, standardized methods of testing

and analysis are yet to be developed.

Micro. The shale matrix, composed of nano-granular clay and microscale

non-clay minerals, also includes the hydrocarbon source material kerogen. This

biopolymer is interbedded and intertwined with the clay and non-clay minerals at

almost all scales. Kerogen not only has a Young’s modulus in compression but also

has a substantial Young’s modulus value in tension and much higher tensile

strength than rocks in general. This fact has now been observed at the micro- and

nanoscale during nanoindentation while monitoring in situ via scanning electron

microscopy (SEM). Load and unload experiments with micro-Newton forces (μN)
and nanometer (nm) displacements have clearly shown the elastic nature of kerogen

in the shale gas matrix.

Macro. Given that the organic matter has an elastic Young’s moduli in tension,

and viscoelastic characteristics, it is therefore capable of re-healing the hydraulic

fracture. This is a major reason for our more or less unsuccessful gas shale

stimulations. Keeping the fracture open even after proppant placement has proven

to not be enough for gas and oil shale optimal well productivity. New macro-scale

testing techniques are needed to evaluate the mechanical properties of shales that

have not been possible to imagine outside of recent advances in nano- and micro-

scale analyses.
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10.1 Introduction

Granular cohesionless earth materials with compaction histories, “memory” and

compacted densities, have undergone complex geological processes and are still

poorly understood when it comes to their mechanical properties [1, 2]. Clay-bearing

sedimentary rocks, such as shale, formed under even more complex geological

processes, are even less understood mechanistically. For example, the role of

mineral composition in the overall mechanical property characterization has been

the subject of many studies [3, 4]. For more than a decade, shale has been the

subject of micro- and nano-mechanical characterization using the advances of

nanotechnology [5, 6]. Kerogen-free shale (KFS) was found to be strongly trans-

versely isotropic at the nano- and micro-scales while estimating the normal and

transverse Young’s moduli [7]. These early nanoindentation studies [7, 8] were

attempts to measure shale mechanics at the smallest possible “porous unit” of a

mudstone rock, i.e., attempting to identify the scale of the representative elementary

volume (REV) [9], of fluid-saturated porous composites.

Shale anisotropy has been well known and documented in our mechanistic

approaches, in late 1960s [10], as a dry or fluid-saturated porous media exhibiting

transverse isotropy. These TI characteristics are likely due to mode of deposition,

bedding planes, micro-fractures, and/or micro- and nano-clay grain shape and

packing porosity. The findings of the mechanistic TI nature of shale were also

modeled analytically and implemented for many field applications [11–13]. Exper-

imental results, particularly acoustic measurements, provided the early evidence of

organic shale transverse anisotropy [10]. However, later studies on source rock or

kerogen-rich shale, KRS, with the acoustic measurements, have attributed shale

anisotropy not only to fractures and bedding planes but also to the presence of

kerogen interlayered with illite clay minerals [14]. Podio et al. [10] and Vernik and

Nur [14], among many others, have paved the way for geomechanics anisotropy

modeling of shale in wellbore stability analysis [13, 15], reservoir compaction

simulation [11], hydraulic fracturing [12], and tiny shale sample laboratory testing

characterization [16]. However, kerogen could not be definitively pinned as the

culprit for anisotropy at all these scales. KFS has shown intrinsic anisotropy, and in

many instances even higher than KRS anisotropy, at micro- and macro-scales

[17, 18] and re-confirmed recently [19].

The shale samples used in early nano- and micro-scale experiments contained

only “trace” levels of organic material [7], which means the organic matter had

little effect on the overall mechanical response (the total clay content was more than

75 wt%). Therefore, the tested KFS, with in-bedding and perpendicular to bedding

indentations, is granular in nature with anisotropic nano- and micro-mechanical

properties which depend upon porosity, packing density, and the stiffnesses of its

corresponding minerals. Not surprisingly, the KFS properties varied from one

sample to the next, and the clay and other mineral composition varied along with

their respective porosities. These micromechanical responses confirmed the
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anisotropic nature of KFS at the micro- and macro-scales [3, 7]. A multiscale model

of KRS [21] is shown in Fig. 10.1.

All shale source rocks have the major components of non-clay minerals like

quartz, feldspar and pyrite (QFP), clays such as illite, mica, and smectite, and finally

organic matter such as kerogen and bitumen where the generated oil and gas reside

[22]. An unconventional reservoir with 5–6 wt% kerogen (~10–12 vol.%) is

considered to be kerogen-rich shale (KRS) [23]. In this discussion, we will not

differentiate between the various types of organic matter and rather group them

with kerogen. The complexity of KRS, such as for Woodford shale, is strongly

enhanced by the presence of the string-like kerogen intertwined with the rock

matrix. In compiling this micro- to macro-structure with micro-bedding planes

and micro-fractures shown under the SEM from level I to Level III, in the above

figure, you could imagine that the failure mechanisms of such composite could be

very complex [21].

Recently, an extensive campaign of nanoindentation was conducted on organic-

rich Woodford shale (�30% clay; 10–18% kerogen) demonstrating the effects that

the kerogen matrix has on the overall mechanical properties of KRS, including the

elastic and plastic behavior [24–26]. The upscaling of the poromechanical aniso-

tropic parameters of KRS from nanoindenter testing and characterization, to

Fig. 10.1 After [21]; Level III—the lenticular dark colors kerogen; Level II—kerogen occupy

15–20% of the surface area; Level I—kerogen and matrix intertwined, quartz grains, pyrites,

micro fractures network; Level 0—atomistic scale
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macro-scale rock mechanics laboratory measurements, all the way to field-scale

logging tools has also been the subject of further studies [18, 25, 27]. However, it

was found that the kerogen stiffness and the higher percent volume of kerogen,

reduced the degree of anisotropy of the mechanical parameters [18]. The isotropic

stiffness characteristics of the kerogen in the Woodford shale was confirmed using

the nanoindenter while measuring Young’s moduli, both normal and perpendicular

to bedding [6].

In all these previous studies on the KRS, very little light has been shed on how

the KRS fails in tension (such as in hydraulic fracturing) or in compression (such as

in drilling) at the micro- and nano-scales. Also, missing in our literature, is how the

polymer nature of kerogen and its spatial intertwined structure within the shale

mineral matrix affects the overall mechanical failure. Classical macro-scale rock

mechanics testing on KRS in both tension and compression has been performed

with respect to deposition modes both parallel and perpendicular to the bedding

planes of the Woodford shale [25, 28, 29]. However, the American Society for

Testing and Materials (ASTM) and the International Society for Rock Mechanics

(ISRM) standard test methods practiced did not reveal any novelties about the

failure mechanisms of the Woodford KRS. Moreover, recently designed rock

testing instrumentation for tiny shale samples under confining pressures (inclined

direct shear testing device, IDSTD) [16] also showed results for compression and

tension tests for the Woodford shale, that turned out to be very similar to the

classical ISRM and ASTM methods.

10.2 Sample Preparation for Nano- and Micro-Scale Shale
Characterization

Preparing shale samples for nano- and micro-scale mechanical characterization is

tedious, challenging and requires multistage methods, since the surface roughness

and the multi-phase components play very critical role in the measurement inter-

pretation. Small samples (dimensions in the 100 range) were first cut from larger

shale preserved Woodford core [24]. These samples were then subdivided into

smaller specimen to be used for various analyses including compositional methods

and mechanical measurements, from the same geological stratigraphy [29]. Speci-

men used for averaged compositional studies such as X-ray diffraction (XRD), total

organic carbon (TOC) analysis, and X-ray fluorescence (XRF) were milled with a

Retsch Mixer Mill MM400 to obtain a powder. Other specimen used for mechanical

measurements such as nano-indentation and energy-dispersive X-ray spectroscopy

(EDS) characterization required surface preparation in order to achieve highly

polished, smooth surfaces. These specimen were cut with precision saws and/or

Dremel tools to obtain samples <1 cm in all dimensions. They were then polished

either parallel or perpendicular to their bedding planes. These samples were

mechanically polished first using 600 and 1200 grit silicon carbide paper then
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with progressively finer diamond suspensions beginning at 3 μm and continuing

until reaching 0.05 μm. The polished samples were subsequently imaged via SEM

in pre-indentation analysis, to estimate topography accepted roughness. In an effort

to isolate the effects of the KRS samples surface roughness, Argon ion-milled

samples were also prepared and tested.

Samples for in situ indentation/loading, as micro-beams and micro-pillars,

where prepared in slightly different procedures. After the small shale specimen

(<1 cm in all dimensions) was obtained, it was mechanically polished to obtain a

sharp 90� edge using progressively finer standard silicon carbide paper until

reaching 4000 grit then polished with a 1 μm diamond suspension. The sample

was subsequently placed inside an SEM and milled with a FIB in order to prepare

micro-cantilever beam and micro-pillar geometries. Micro-beam sample prepara-

tion was performed with a Quanta 3D field emission gun (FEG) FIB-SEM. First,

FIB surface milling was used to clean the surface for better sample imaging as well

as to prepare the desired microgeometries. Four micro-cantilevers (Tests A–D)

were manufactured using the following procedures utilized in previously tested

materials [20, 30]. Each bend bar was shaped by cutting trenches on all three sides

with widths of 20 μm and depths of 10 μm using a 15 nA beam current, resulting in a

U-shaped trench. The geometry was then refined by applying a 1 nA beam current.

Afterwards, the sample was tilted to 45� along the length axis to shape the

cantilever. The base of the cantilever was undercut from both sides using a 3 nA

beam current. The resulting cantilever geometry is shown schematically in

Fig. 10.2a, with the corresponding SEM image of one of the micro-beams shown

in Fig. 10.2b. EDS was performed on the front surfaces of the beams using an

Oxford EDS attached to the FIB-SEM.

Fig. 10.2 The micro-cantilever beam is (a) represented as a schematic showing the regions of

shale material which were removed during the milling process with the FIB. (b) Micro-beam Test

A is also shown in the SEM image
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10.3 Test Methods

10.3.1 Compositional Analysis

Powder samples obtained from crushing the shale were analyzed via X-ray diffrac-

tion (XRD) with a Bruker D8 Advance Eco powder diffractometer and then

analyzed using Rietveld refinement to determine the mineral constituents. A portion

of the powder sample was also tested by a Shimadzu SSM-5000 total organic

carbon (TOC) analyzer to determine the percent weight of organic matter. Further-

more, polished samples prepared for nanoindentation were first imaged via SEM to

understand the distribution of minerals in the matrix and identify areas for phase

mechanical analysis. Post-indentation, the indented areas were located under the

SEM and high-resolution images were obtained. Similarly, cantilever beams pre-

pared via FIB-SEM were imaged before testing and were also scanned with EDS to

determine the distribution of components. The post-testing procedure utilized the

same methods, with additional analysis of the broken areas.

10.3.2 Nanoindentation

Instrumented indentation methods are well established by now for determining

mechanical properties of materials such as hardness and elastic moduli. The

experiment is performed by pressing a tip with known geometry and mechanical

properties into the surface of a material. The applied load P and the depth of the tip

h are recorded while the indenter loads, holds for a period of time, then unloads. The

resulting load-displacement curve, as shown in Fig. 10.3, can be analyzed to

determine the unloading stiffness S from the initial elastic unloading curve after

reaching the maximum load Pmax [32].

The projected contact area Ac can also be estimated based on hmax, the maximum

indentation depth [31]. From these values, the indentation hardness H and inden-

tation modulus M are determined [32]:

H ¼ Pmax

Ac

ð10:1Þ

M ¼
ffiffiffi
π

p
2

Sffiffiffiffiffi
Ac

p ð10:2Þ

For materials such as shale which are characterized by transverse isotropic elastic-

ity, the indentation moduli M1 and M3 measured normal and parallel to bedding,

respectively, can be related to the five elastic stiffness constants Cij of the shale

[7, 33]:
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M3 ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11C33 � C13ð Þ2

C11

1

C44

þ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11C33

p þ C13

� ��1
s

ð10:3Þ

M1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C11

C33

C11ð Þ2 � C12ð Þ2
C11

M3

svuut ð10:4Þ

Nanoindentation was performed on the polished shale samples using a Micro

Materials NanoTest Vantage system. Samples were indented with a Berkovich

indenter whose tip contact area had been calibrated by indenting into fused silica.

Each shale specimen was indented under load control over a wide range of loads

with the resulting depths ranging from 200 to 4000 nm. A typical series of

indentations performed on the shale samples is shown in Fig. 10.4. Indentations

were typically performed in sets of 10 at loads of 100, 50, 20, 10, 5, and 1 mN. A

few experiments were also performed at 200 and 400 mN, although the hardness

and moduli results were not substantively different from 100 mN experiments.

Following the indentation experiments, pyramidal analysis was performed on

the load-displacement curves and the hardnessH and indentation moduliM1 andM3

were determined as previously described. SEM imaging was conducted on the

indented shale samples, and the resulting images were analyzed in detail for

features such as minerals indented as well as surface delamination and breakage.

10.3.3 Micro-Cantilever Beams

A Hysitron Pi-85 Picoindenter was used to load the micro-cantilever beams under

displacement control mode at 10 nm/s using a 5 μm diamond flat punch indenter tip

geometry. All experiments were performed in situ under the SEM, and loading of

the micro-beam shale samples continued until failure was observed. For the loading

experiment, the indenter tip was placed at the end of the micro-cantilever beam,

Fig. 10.3 Typical load-displacement curve generated by indenting into shale
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centered along the y-axis. Figure 10.5 provides a schematic of the micro-beam

geometry with dimensions of length L, width, b, and height, h. When a load P is

applied to the end of the beam, the cantilever tip is displaced by distance w(x).
When a solid metallic beam with dimensions in the micron range is subjected to

loading, there is a strong evidence of size effects [34]. The effects of an intrinsic

length lFE on the overall deflection of a solid micro-cantilever beam has been

formulated. Although expressions for micro-cantilever beams with various loading

conditions have been derived, the expression for concentrated load is relevant to our

experiments [34]:

Fig. 10.4 Typical array of

indentations performed on

normal and parallel oriented

shale samples

Fig. 10.5 The micro-

cantilever beam is represented

as a schematic showing the

labeled dimensions L, b, and
h as well as the deformation,
w(x), and applied force, P
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w ¼ Px2 3L� xð Þ
6E I þ bhl2FE

� � ð10:5Þ

However, for a granular material with polymer-like strands connected and inter-

spersed throughout the structure, it is not clear what Eq. (10.5) should look like for

our KRS micro-cantilever experiments. However, when we assumed lFE¼ 0, the

above expression turns into the classical theory of beams equation, and the expres-

sion for Young’s modulus, E, in Eq. (10.5) becomes

E ¼ PL3

3wI
ð10:6Þ

where I is the prismatic beam moment of inertia.

10.4 Nano- and Micro-Measurements

10.4.1 Compositional Analysis

TheWoodford shale formation, deposited during the lower Mississippian and upper

Devonian period in an anaerobic marine environment, is found throughout the

central part of the US Midwest. The formation has long been known to be one of

the major source rocks of the region, and for the past decade, it has been a great

source of energy in gas and oil. The Woodford shale has high quartz content as

revealed by X-ray diffraction (XRD) analysis, greater than 20% in total porosity,

and permeability ranging from 40 to 80 nano-Darcy. The composition of the

Woodford shale sample used in the current study was determined by a number of

methods including XRD, EDS, and TOC analyses. A full suite of Woodford shale

characterization has been provided and can be used as a point of comparison

[24]. The mineralogical matrix of the shale horizon of the present study, as

determined by XRD, is composed of 64% quartz, 4% feldspar, 12% illite, 12%

smectite, 3% carbonate (primarily dolomite), 2% plagioclase, 1% mica, 1%

pyrite, and <1% trace minerals such as chlorite and anatase. The material also

includes within its matrix approximately 9.9 wt% total organic carbon, which is

nearly 20 vol% organic matter.

The composition and distribution of minerals and organic matters in these

samples are highly complex and vary widely from one shale source to the next.

Surface preparation of these heterogeneous samples can be difficult due to large

differences in hardness between non-clay and clay minerals, in addition to the soft

kerogen, for example. Polishing these materials can result in various issues such as

grooves in the surface due to hardness differences as well as grains pop-outs or

smearing. For the Woodford shale of the present study, SEM images of polished

surfaces are shown in Fig. 10.6a, b. In the left image (a), the specimen has been
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ground and polished mechanically according to the procedure described earlier. In

the right image (b), a specimen from the same geological horizon and in the same

orientation (viewing parallel to bedding), the surface was polished identically but

then further polished via argon ion milling. The two surfaces are clearly quite

different, with many uneven surface features in (a). The argon ion-milled surface is

much smoother, and the various components are much more evident including

pores, minerals, and organics. However, the very near surface, 10 of nano-meters

could be mechanically altered due to the heat level generated in the argon ion

milling process. The gray matrix contains both the non-clay and clay minerals in

addition to the kerogen (dark gray), with higher resolution images providing clear

distinctions. The bright white inclusions are iron sulfide (pyrite) including both

framboids which are clusters of small crystallites as well as larger euhedral pyrite

minerals. Dark gray regions dispersed among the minerals and within the pyrite

Fig. 10.6 SEM images of Woodford shale, viewed parallel to bedding of (a) mechanically

polished and (b) argon ion-milled specimen, their nanoindentation footprints for 100 mN are

captured in (c) and (d), respectively
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framboids are composed of kerogen which is the organic hydrocarbon source

material. While it is typical of source rock shale to have kerogen dispersed in its

structures, the Woodford shows pronounced intertwined kerogen strings shown in

two-dimensions when compared to the overall granular mineral matrix [23].

10.4.2 Nanoindentation

The micron-sized quartz and pyrite inclusions within the nanogranular clay matrix

interwoven with kerogen polymer-like strings necessitate an approach to mechan-

ical characterization which incorporates micro- and nanoscale measurements.

However, interpretation of such tests requires careful analysis due to the sample

complexity. Examples of micro- and nanoindentation performed on the Woodford

shale specimen are provided here with the indenter oriented parallel to bedding.

These are provided in order to illustrate some of the challenges as well as some of

the key findings of shale indentation. A series of maximum loads including

100, 50, 20, 10, 5, and 1 mN were tested in multiples of 10 each. Indentations

were performed on the two polished samples—mechanically polished and argon

ion milled. Two sets of ten indentations collected during experiments performed at

maximum loads of 100 and 50 mN into the mechanically polished specimen are

shown in Fig. 10.7.

Furthermore, six sets of indentations collected during experiments performed at

maximum loads of 100 mN down to 1 mN into the argon ion milled specimen are

shown in Fig. 10.8. Direct comparison of Fig. 10.7a, b with Fig. 10.8a, b demon-

strates that indentation into two specimen of the same shale from the same horizon

produce different results. Average displacements per maximum load are similar

across the two specimen, but the statistical spread is quite different. The difference

likely stems from the differences in surface preparation, as the mechanically

polished specimen with the rougher surface results in indentation data with a larger

spread.

The load-displacement curves were analyzed post-indentation to determine the

hardness H and moduli M. Figure 10.9 provides plots of the hardness versus the

maximum depth for each experiment. At low indentation depths, the scatter in the

hardness values is high while the hardness is much more uniform at high indenta-

tion depths. The average hardness values also decrease mildly as the maximum

depth increases, as previously observed in other materials. Similarly, indentation

moduli were determined from each of the indentations. Figure 10.9 shows the plots

of moduli versus the maximum depth in the two orientations. As in the hardness

values, the moduli values are spread over a wide distribution at low indentation

depth, while they converge to the same value when the indentations are deep. For

both hardness and moduli, it is expected that sampling homogeneity improves with

deeper indentations whereas shallow indentations are likely to come in contact with

fewer minerals/components. In the latter case, the response of the material will be

much different than in the former (bulk) type of measurement.
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10.4.3 Micro-Cantilever Beams loading

EDS was performed on the front face of the micro-beams prior to the loading tests

in order to approximate the local concentrations of each mineral. Figure 10.10

shows the EDS data collected on the front faces of Test A and Test C. The

combined map containing each of the elements analyzed is superimposed on an

SEM image of the micro-beam. To the right of the image is a set of 2-D maps of the

elements, which allows the reader to more easily distinguish between the various

minerals included in the structure. Both beams contain calcium/magnesium features

far back in the support region corresponding to dolomite, but only micro-beam Test

B shows a small amount of dolomite within the beam itself. Also, both beams

contain iron sulfide framboids close to the middle of the analyzed area, which fall

near the interface between the beam and the support. Finally, when comparing the

two beams, it is apparent that there is more carbon in micro-beam A than in

B. These features will again appear and be explored after the loading experiment.

Following the compositional analyses, shale micro-beam Tests A–D were

loaded and failed. As demonstrated above, this composite geomaterial is highly

heterogeneous in terms of type and distribution of minerals and organic matter. The

loading tests of the shale samples were performed at the micro-scale, which is still

larger than the representative elementary volume (REV). The four tests were

performed inside the SEM with the small-scale nanoindenter, and movies of the

loading and failure were captured in real time. This unique experimental setup

provides not only the ability to load and fail micro- and nanoscale shale structures

but also the advantage of visualizing the crack initiation, propagation, and ultimate

failure of the beams. Subsequent high-resolution imaging of the support and beam

fracture faces as well as complementary EDS allows us to analyze the minerals and

organic matter that are associated with the fracture.

Four frames captured while Test A was in the loading configuration are shown in

Fig. 10.11. Approximately 2200 μN of applied force was required to fail the beam.

Fig. 10.7 Load-displacement curves obtained from indentation into a mechanically polished

Woodford shale sample. The indenter was oriented parallel to bedding and brought to maximum

loads of (a) 100 mN and (b) 50 mN
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Frame (a) was collected during linear elastic loading. After reaching an applied load

of 2000 μN (corresponding to 650 nm of deflection), the cantilever beam undergoes

a small amount of plastic deformation before ultimate failure at w¼ 900 nm shown

in Fig. 10.11d. During the entire course of the experiment, it is very difficult to

visually detect the changes in this micro-beam because the total deflection

pre-failure is very small—on the order of hundreds of nanometers. It is interesting

to note that the failure mode exhibited is largely brittle, whereas subsequent beams

will exhibit more ductility.

Fig. 10.8 Load-displacement curves obtained from indentation into an argon ion-milled

Woodford shale sample. The indenter was oriented parallel to bedding and brought to maximum

loads of (a) 100 mN, (b) 50 mN (c) 20 mN, (d) 10 mN, (e) 5 mN, and (f) 1 mN
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SEM images of micro-cantilever beam Test A are shown in Fig. 10.12a–c. Panel

(a) shows Test A immediately after fracturing the micro-beam, as a transversal

crack can be seen near the support region to the left. The face of the broken micro-

beam is shown in panel (b) where an iron sulfide inclusion can be seen. The fracture

face of the support for Test B was also analyzed by EDS as shown in panel (c), and

the iron sulfide cluster is not observed there. This indicates that the fracture

propagated entirely around the inclusion and not through it. The EDS of the broken

support face furthermore shows the presence of only a small amount of carbon,

indicative of a small quantity of organic matter.

Four frames captured while Test B was in the loading configuration are shown in

Fig. 10.13. Approximately 1200 μN of applied force were required to fail the beam,

which is significantly less than required to fail Test A. Figure 10.13a was collected

during linear elastic loading. In this test, the cantilever beams reaches an applied

load of ~1200 μN (corresponding to ~800 nm of deflection) then fails abruptly with

little or no plastic deformation. During the entire course of the experiment, it is very

difficult to visually detect the changes in this micro-beam because the total deflec-

tion pre-failure is very small—on the order of hundreds of nanometers. It is

interesting to note that the failure mode exhibited is largely brittle, whereas

subsequent beams will exhibit more ductility.

Figure 10.14 provides load-displacement curves collected during beam Test C

with frame (a) captured at a force of 2500 μN in the linear elastic region of the

loading curve. As the loading continues, a dip is observed at 3800 μN while a small

crack appears on the beam. Then the micro-beam recovered shortly to a load value

close to 4050 μN before the noticeable failure shown where the load decreased to

almost 3000 μN. As the loading continues beyond this point, clear strain hardening

behavior is observed, while a major fracture develops. However, the micro-beam

continues to gain energy before total failure is observed in frame (d). The maximum

force achieved corresponds to the ultimate tensile stress, UTS, while the area under

the force-displacement curve corresponds to the amount of energy required to fail

this micro-beam.

Fig. 10.9 (a) Hardness and (b) indentation moduli for indentations performed on the argon

ion-milled Woodford shale with the indenter oriented parallel to the bedding planes

348 K.L. Hull and Y.N. Abousleiman



The chemical composition of the micro-beam in Test B was also examined using

SEM and EDS. A number of observations can be made from the SEM images of

Test B shown in Fig. 10.15a–c. First, panel (a) shows the beam pre-failure from the

top view. Panels (b) and (c) show the broken sample from different orientations. In

(b), only the beam is shown, whereas (c) shows only the support region where the

beam originated. The green rectangles in panels (a) and (b) highlight an inclusion

through which the fracture propagated. The identity of this inclusion was deter-

mined by EDS as shown in panel (c). The SEM image in (c) is looking directly at

the fracture face of the broken beam and has been rotated such that the inclusion is

in the upper right hand corner, and the image is furthermore overlaid with EDS data.

Fig. 10.10 EDS data is shown for micro-beam (a) Test A and (b) Test C. Maps with all of the

elements are overlaid with the SEM images of each of the micro-beams. The individual elemental

maps are also shown to the right
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Fig. 10.11 The plots of load versus displacement for the micro-cantilever testing are shown for

Test A with frames (a)–(d) provided at different stages of testing. Frame (d) was collected just

before beam failure
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To the right, the EDS maps for various elements analyzed are shown and clearly

demonstrate that the inclusion is iron sulfide.

A second important observation from Test C is the manner in which the micro-

beam crack forms and propagates through the structure. First, as the fracture

initiates as seen in Fig. 10.14c, the crack moves transversally from the top of the

cantilever near the support towards the bottom of the cantilever. However, as

the load continues to increase, the crack eventually takes a turn and moves along

the length of the cantilever, propagating horizontally. After the beam has

completely failed, the failure pathway becomes quite transparent. In Fig. 10.16a,

there is a large piece of shale sticking out from the bottom of the support region, and

a large piece is missing in the broken micro-beam as seen in Fig. 10.16b. The

broken piece of the support was further analyzed by EDS from the front side as

shown in Fig. 10.16c. From the individual element maps, it can be seen that there is

a prominent vane of carbon (kerogen) running through the broken piece of shale all

the way out to the tip of the broken structure. Similarly, the presence of a large

Fig. 10.12 Several views of Test A post-failure are shown including (a) the beam and the support

together just after failure; (b) the failure face of the broken beam highlighting an iron sulfide

inclusion; and (c) the broken face of the support where the beam was previously attached
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Fig. 10.13 The plots of load versus displacement for the micro-cantilever testing are shown for

Test B with frames (a)–(d) provided at different stages of testing. Frame (d) was collected just

before beam failure [21]
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Fig. 10.14 The plots of load versus displacement for the micro-cantilever testing are shown for

Test B with frames (a)–(d) provided at different stages of testing. Frame (d) was collected just

before beam failure [21]
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amount of organic matter in the failure region is supported by the EDS of the failure

face in Fig. 10.15c, where a large amount of carbon is present. As will be described

in the proceeding section, the organic matter that was near the support region for

this particular cantilever test plays a significant role in influencing the tensile

strength characteristics of composite shales such as the Woodford.

Figure 10.17a–d shows four stages of Test D, with the load-displacement

correlated to the in situ real-time SEM pictures of the micro-cantilever beam

progressive loading to failure. In Fig. 10.17a the beam has been continuously

loaded up to P¼ 809 μN with a displacement w1¼ 697 nm, in a linear elastic

load deformation curve. A sudden drop in stress occurs, as shown in frame (b) just

after point 1, and a crack is observed close to the top of the beam. However, the

beam continues to deflect and soften as the indenter continuously loads the tip of the

micro-beam to point 2 in frame (b). A complex strain softening post yield is

developing, and the fracture continues to propagate towards the bottom of the

micro-beam as shown in frame (c) at 3. In this frame, observe that the micro-

Fig. 10.15 SEM images are shown of Test C from various orientations: (a) the top of the beam

pre-failure; (b) the side of the broken beam post-failure; and (c) the face of the broken support

post-failure
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cantilever beam has totally failed, and it is “almost” detached from its support with

a maximum deflection, w3¼ 4499 nm.

Finally, in frame (d), an elastic rebound is observed between point 3 and 4 and

the final deformation when the indenter is lifted, and the deflection w3>w4 is

shown in dotted lines, evidenced by the displacement elastic recovery from frame

(c) to frame (d). Interpreting this behavior is extremely interesting. A polymer-

based rod linking the failed beam to the support can be seen moving from frame

(b) to (c). SEM images showing the string-like kerogen are displayed in Figs. 10.1

and 10.6 of the Woodford under the same horizon of the micro-beam. Notice the

beam in Fig. 10.17c, d with total length of 22 μm and the white kerogen string

holding the beam to the support. It is easily imagined that this polymer-like kerogen

can be embedded in the total length of the beam and way further into the micro-

cantilever beam fixed support.

In contrast to granular material failure, obviously we can notice that the

polymer-like string keeps the beam attached to the support after a total tensile

Fig. 10.16 SEM images are shown of Test C from various orientations: (a) the broken support

with a large piece protruding to the right as outlined by the red line; (b) both the broken support

and failed beam; and (c) the front of the broken support overlaid with 2-D maps of EDS data
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Fig. 10.17 The plots of load versus displacement for the Test D micro-cantilever testing are

shown for with frames (a) through (d) given in chronological order [21]
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failure of the micro-beam. The shale matrix granular failure is clearly broken as

shown below in Fig. 10.17 yet the micro-cantilever beam is still hanging on after the

nanoindenter load was released! This behavior is typical of composite beams such

as reinforced concrete beam [35] or in geogrid reinforced site constructions

[36]. Post failure analysis shows strain softening behavior that can be easily

reproduced using numerical simulation. Since the organic content in these shales,

that is kerogen, was never observed in tensile loading or tensile failure to have any

effects, the constitutive model for mechanical behavior of the kerogen matrix

intertwined with other shale minerals is nonexistent. To feel comfortable with our

explanation of the observed strain softening behavior of the micro-beam, we built a

simple two dimensional numerical model mimicking the micro-beam response in

this one test. This is an attempt to explore the potential constitutive model for the

micro-cantilever beam mechanical behavior, through matching the force-

displacement curve by placing a percent of volume of organic matter with sustain-

able tensile strength characteristics at the support.

10.5 Micro-Measurement Cantilever-Beam Overview

Tests A–D are not only from the same horizon of theWoodford shale formation, but

were also milled within ~100 μm of each other. Their different mechanical

responses to loading require a deeper understanding of how the heterogeneous

shale matrix is influencing the mechanical characteristics. Before complete failure,

beam Tests C and D exhibited significant ductile behavior while Tests A and B

underwent only a small degree of plastic deformation. Furthermore, the amount of

force and the resulting displacement required to fail each micro-beam varied

significantly from the most brittle case of Test B to the toughest case of Test

C. Determining the reason for these differences is important for us to be able to

upscale and convert this information into reservoir scale models.

The dimensions of each of the micro-beams that were tested are summarized in

Table 10.1. The beams are similar in size and the corresponding moments of inertia

(I) were calculated. For each beam, the applied force P was captured at the halfway

point in the linear elastic region. These values were used to calculate Young’s
modulus (E, in GPa). Tests A and B have an E that is ~14 GPa, whereas Test A

resulted in a much higher value of E at ~30 GPa. The former value is within 10% of

the Young’s moduli determined in other studies of Woodford shale [24, 26]. The

ultimate tensile load is proportional to the ultimate tensile stress, UTS, which is a

value that carries much significance in fracturing source shales. In fact, the UTS is

much more important than the unconfined compressive strength (UCS) since

hydraulic fracturing is Mode I tensile crack failure rather than a compressive or

shear failure.

The differences observed when failing the two beams are best captured by

viewing them plotted together. Figure 10.18 shows Tests A–D plotted as load

versus displacement with the areas under each curve corresponding to the energy
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require to fail the beams [21]. These plots plainly demonstrate that approximately

ten times more energy is needed to fail beam C than beam B. The ability to identify

and capture the true tensile mechanical characteristics and failure strength of

unconventional source rocks on the nano- and micro-scales is expected to have a

profound effect upon the way we understand the macro-mechanics of kerogen-rich

shales.

The reason for the large difference in tensile strength between two specimens

from the same sample is easily described by Figs. 10.1 and 10.6. The organic matter

(kerogen, bitumen, etc.) is interwoven with the mineral matrix in a complex manner

that spans across nano-, micro-, and macro-scales. The Woodford shale used in the

present study contains almost 10 wt% organic matter which corresponds to roughly

20 vol.%. This organic matter has rubber- or polymer-like elastomeric qualities,

including low compressive strength but high tensile strength. Because the kerogen

is interwoven with the clay and non-clay minerals at nano- and micro-scales,

determining the tensile strength of the composite material requires testing on the

nano- and micro-scales.

Beams A and B exhibited largely brittle failure, characteristic of their mineral

constituents, and contained very little kerogen in the support/fracture region. In

Test C the amount of kerogen was significantly higher and even overwhelming at

Table 10.1 The dimensions of each of the cantilever beams are given along with their respective

moments of inertia

Symbol Unit Description Test A Test B Test C Test D

L μm Beam length 23.18 24.12 21.37 21.69

b μm Beam width 7.95 7.25 7.36 9.49

h μm Beam height 9.94 9.47 9.23 8.80

I μm4 Moment of inertia 651 514 483 539

P μN Force (elastic regime) 478 353 1016 290

E FPa Young’s modulus 13.5 14.2 30.4 9.1

The forces were obtained from the linear loading curve at the halfway point [21]

Fig. 10.18 Plots of load

versus displacement for

micro-beam Tests A–D are

superimposed on each other

[21]

358 K.L. Hull and Y.N. Abousleiman



the support with little volume of the clay or non-clay granular material. The volume

of the organic matter that stayed behind at the support is evident by the large cavity

left on the micro-beam after total collapse shown in Fig. 10.16a, b as well as by the

corresponding EDS data shown in Figs. 10.15c and 10.16c. The volume of the

kerogen was large enough and strong enough to carry the micro-beam into a strain

hardening behavior at the post-yield stage, with a large modulus of toughness

contributing to the overall shale micro-beam behavior at failure. The progress of

failure in Test C reinforced our early hypothesis that the cross-linked polymer

nature of kerogen and its intertwined structure with the non-clay and clay mineral

matrix is the one holding the granular shale matrix together, resulting in large and

unexpected values for granular material in tensile failures. Also from Fig. 10.14c,

the fracture has developed almost entirely across the depth of the beam, yet the

beam continued taking more load and exhibiting strain hardening until complete

failure.

10.5.1 Macro-Measurements of Kerogen-Rich Shale
Following ASTM and ISRM Methods

In this section we address the macro-scale classical measurement of tensile strength

and tensile resistance of rocks [24, 28, 29]. However, efforts were made to mini-

mize the size of the Woodford shale used in these tests [24, 37], given the

prohibitive cost to retrieve as much as we need of core preserved shale samples.

Shale rock preservations, at the rig, were very costly in drilling and non-productive

time, NPT, and in many instances impossible.

10.5.1.1 Brazilian Tensile Test

The Woodford shale samples were sectioned into halves for the Brazilian and

Chevron notch semicircular bending, CNSCB, tensile strength tests as shown in

Figs. 10.19 and 10.21. Only, 2 cm diameter cores with longitudinal axis parallel to

sample bedding planes were extracted from the 5.0 cm diameter cores as demon-

strated in Fig. 10.19, with 1 cm in thickness. The two samples obtained from the

2 cm diameter core and polished to 1 cm thickness to achieve a length to diameter

ratio of 0.5 according to the ASTM specifications [37].

An Axial-Torsion MTS 319 loading frame was used to compress the samples

diametrically. The schematic of the experiment setup and aWoodford sample under

the Brazilian test are shown in Fig. 10.20. For each depth, a sample was loaded with

the loading line parallel to the bedding plane (θb¼ 90�) while the other sample was

loaded with the loading line orthogonal to the bedding plane (θb¼ 0�). The loading
rate was set at 8.9 N/s (2 lb/s) so that the total testing time for each sample was less

than 1 min according to ASTM standards [37].
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10.5.2 Three-Point Chevron Notch Semicircular Bending
Shale Sample (CNSCB)

Fracture toughness describes the resistance of the material to the propagation of a

preexisting crack. Also, mode-I fracture was chosen to simulate wellbore hydraulic

fracturing failure and propagation [21, 38]. Table 10.2 gives the dimensions of the

prepared CNSCB samples.

The Chevron notch was chosen as it can produce a stable crack growth and

guarantee self-pre-cracking during the test [39]. The notch was formed by two cuts,

as illustrated in Fig. 10.21, using a Diamond-Laser saw with thickness of 0.3 mm,

outer diameter of 10.2 cm, and inner diameter of 1.3 cm. The initial crack length a0
was designed to be approximately 6 mm.

The schematic of the experimental setup and a prepared Woodford sample is

shown in Fig. 10.22. The notch was cut at 90o with respect to the base of the

Fig. 10.19 Schematic for sample preparation for the Brazilian test [28]

Fig. 10.20 Schematic and picture of Brazilian test setup
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specimen for mode-I fracture toughness test. Following Chang et al. [38], the

loading span (2S) was fixed at 4.06 cm which results in a span-to-diameter ratio

(S/D) of 0.8. During the test, the lateral base displacement of the crack was recorded

using an MTS clip gage. The gage was mounted to the Plexiglas pads glued on the

base of the sample as shown in Fig. 10.22.

Axial load was applied to the CNSCB samples by Axial-Torsion MTS 319 load-

ing frame. Displacement controlled instead of load control was chosen to provide a

better control of fracture growth. Displacement rate was set constant at 0.0005 mm/

s so that total test time is within 5 min. Figure 10.22 shows a CNSCB sample ready

for testing. The values of the fracture toughness varied 100 % between the upper

Woodford to the Lower Woodford shale [28].

10.5.2.1 Anisotropic Tensile Strength

Pictures of tested Woodford samples with loading directions normal and parallel to

bedding planes are shown in Fig. 10.23.

Summarized in Table 10.3 is the maximum applied load at which the tensile

strength Brazilian test samples failed and from which the sample tensile strength

(value of tensile stress at center of the core) can be obtained following [39, 40]:

Table 10.2 CNSCB test

samples’ dimensions
Depth (m) Radius (cm) Thickness (cm)

33.81 2.31 2.01

36.85 2.56 2.36

41.36 2.46 2.67

44.28 2.46 2.49

50.59 2.41 2.49

Fig. 10.21 Schematic of Chevron-notch preparation and picture of a Chevron-notch on a tested

Woodford sample
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Fig. 10.22 CNSCB test and Chevron notch specifications

Fig. 10.23 Tested Woodford samples with the transverse isotropy assumption

Table 10.3 Brazilian tensile strength [28]

Depth (m) Load direction (rel. to bedding) Max. Load (N) Tensile strength (MPa)

33.81 ┴ 3747 12.8

// 2351 6.2

36.85 ┴ 3556 12.7

// 1989 7.4

41.36 ┴ 3347 11.4

// 1956 5.0

44.28 ┴ 3140 11.2

// 1920 5.1

50.59 ┴ 3276 11.7

// 1609 4.4
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where T is sample tensile strength. E1 and ν1 are Young’s modulus and Poisson’s
ratio, respectively, in the plane of isotropy; E3, ν3, and G3 are Young’s modulus,

Poisson’s ratio, and shear modulus along the transverse axis. R and L represent the

sample radius and thickness respectively. The calculated Woodford tensile

strengths in directions perpendicular to bedding planes, denoted as T┴, and parallel
to bedding planes, denoted as T//, are summarized in Table 10.3.

The tensile strength anisotropy ratio (T┴/T//) exhibits an increasing trend with

increase clay packing density as shown in Fig. 10.24 [7, 28]. The effects of

carbonate on tensile strength were also investigated for tested samples (samples

36.85–50.59 m) with relatively constant quartz content (36–39%). An increase of

tensile strength in both loading direction with carbonate content is observed as

shown in Fig. 10.25, and that may be a pure coincidence. The proportional behavior

of tensile strengths with carbonate content suggests that the Woodford Shale

carbonate minerals can be precipitations in addition to detrital shell fragments as

observed with the thin sections [28].

10.6 Summary and Future Direction (Macro-Scale)

The macro-scale rock mechanics testing methods were used to characterize source

rocks such as shales as discussed in the previous section. These existing mechanical

testing methods cannot account for the properties of the polymer-like kerogen

Fig. 10.24 Variation of tensile strength ratio, T┴/T//, with clay packing density [28]
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material which is interbedded and interwoven within the mineral matrix. While

these ASTM and ISRM methods failed to pick up the tensile attributes of kerogen

on the Woodford shale the nano- and micro-cantilever beams testing methods were

very successful. The reason is that the tensile characteristics of polymers are easily

masked in the ISRM and ASTM standard testing methods such as the Brazilian test

and other approved tensile strength measurements for rocks, as well as the fracture

toughness. These tests were never designed to isolate or measure the tensile

strength of polymer-like composite porous materials. This natural cross-linked

polymer component, kerogen, with its tensile characteristics, was not known

previously to contribute to the tensile strength of any known rock loaded in tension.

Now that the organic rich source shale formations are loaded under tensile forces at

the micro- and nano-scales, the implications for this discovery are far-reaching.

Kerogen, once thought a weak and compliant material under compression loads, is

now understood as very strong in tensile loading configurations. In fact, the tensile

strength of the organic matter far exceeds that of the surrounding rock matrix. It

remains to be seen how this challenge will be addressed in the laboratory in terms of

revising our current tensile testing methods as well as in hydraulic fracturing

applications.
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Fig. 10.25 Variation of tensile strengths, T┴ and T//, with carbonate content [28]
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Chapter 11

Experimental and Numerical Investigation
of Mechanical Interactions of Proppant
and Hydraulic Fractures

Congrui Jin

Abstract Hydraulic fracturing has recently received a great amount of attention

not only for its economic importance but also for its potential environmental

impact. The basic intention of the hydraulic fracturing process is to increase the

productivity of the stimulated well by maximizing the reservoir’s permeability, but

the permeability of the fractured reservoir is strongly affected by the apertures of

the fractures. Proppants are often utilized during hydraulic fracturing to aid the

retention of the fracture aperture, and laboratory experiments and field observations

have shown a strong correlation between the volume of proppant deployed in

hydraulic fracturing operations and reservoir productivity. However, the factors

controlling proppant performance in real rock fractures are still poorly understood.

Considering the high cost of a hydraulic fracturing treatment, a more informed

selection of design parameters, such as proppant size, shape, concentration and

properties, fracture fluid viscosity, and pumping schedule is needed. A better

understanding of the behavior of fluid and proppant within a fracture and their

relationship to fracture conductivity is of great practical interest. The goal of this

chapter is to provide a summary of recent experimental and numerical investiga-

tions on the interactions of proppant and hydraulic fractures.

11.1 Introduction

A well’s ability to produce hydrocarbons or receive injection fluids is limited by the

reservoir’s natural permeability and near-wellbore changes resulting from drilling

or other operations. Hydraulic fracturing, or fracking, is the process of initiation,

propagation, and branching of cracks by pumping fluids at relatively high flow rate
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and pressure. It is a widespread stimulation technique extensively used since 1947

for oil and natural gas production [39, 41–43, 52, 54, 65]. About 40% of today’s
wells are hydraulically fractured, which has made 25–30% of US oil reserves

economically producible. The role of this technique is expected only to become

more important in the years to come as the formations with increasingly lower

permeability will be involved in oil and gas production.

The basic intention of the hydraulic fracturing is to increase the productivity of

the stimulated well by maximizing the reservoir’s permeability, but the permeabil-

ity of a fractured formation is strongly affected by the aperture of the tensile

fractures. However, the created fractures tend to close and rapidly heal due to

overburden pressure on the reservoir once the well is depressurized, and therefore

the fracture usually needs to be propped by a suitable agent [42, 78]. This agent,

called proppant, which ranges from natural sands to synthetic materials, blended in

a certain ratio with the fracturing fluid, prevents the fracture from closing after the

injection has stopped by counteracting the reservoir’s compressive stresses, and

creates a filling with relatively high permeability inside the fracture to sustain the

flow long after the treatment [41, 114]. The residual fracture openings are the main

outcome of such hydraulic stimulations as these openings significantly affect the

permeability of the reservoirs and, subsequently, well productivity [11, 111]. The

stimulation treatment ends when the planned pumping schedule has been completed

or when a sudden rise in pressure indicates that a screenout has taken place.

A screenout is a blockage caused by bridging of the proppant across the fracture

width that restricts fluid flow into the hydraulic fracture. The deposited proppant

must have sufficiently high permeability to provide low resistance to flow and also

satisfy certain requirements regarding its compressive strength that would allow it

to withstand the in situ stresses after the fracture has closed. Furthermore, the

proppant must sit firmly enough to remain in place during flowback.

As new oil and gas extraction techniques continue developing, proppant frac-

turing technique has evolved greatly over the past 60 years and continue to evolve

to provide the solution to increasing the effectiveness of hydraulic fracturing. There

are three types of proppant fracturing: hydraulic proppant fracturing, water fractur-

ing, and hybrid fracturing. Each type has unique characteristics, and each possesses

its own positive and negative performance traits [98, 101].

Hydraulic proppant fracturing, preferentially applied in medium to high perme-

able formations, uses highly viscous gels with high proppant concentrations, cre-

ating highly conductive, but relatively short fractures in a permeable reservoir with

a porous matrix. The fracture connects the well and the reservoir and reduces

permeability impairments near the well, resulting in an increase in productivity.

However, this treatment also induces serious problems in well performance. For

example, high proppant concentration can screenout in the near wellbore region due

to pressure losses. Although gels are very efficient for transporting proppant, these

gels often damage the fracture, and are difficult to clean-up. Under these conditions,

minimal effective stimulation was achieved, sometimes resulting in sub-economic

or even uneconomic wells [98, 101, 102].
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Water fracturing, as defined by Schein, is a fracture treatment that utilizes a large

volume of water to create an adequate fracture geometry and conductivity to obtain

commercial production from low permeability, large net pay reservoirs [103]. It

was developed as an alternative to conventional gel treatments mainly because it

reduced the potential for gel damage, lowered costs, and provided more complex

fracture geometry which was evident from microseismic data [92]. Water

containing friction-reducing chemicals (slickwater) with low or zero proppant

concentration is used as a pumping fluid to create long and skinny fractures. Smaller

proppants are often employed since these smaller diameter proppants are easier to

place in the narrower fractures, as well as transport in the fracture [20]. This

treatment aims at connecting reservoir parts at some distance from the borehole,

and inflow area is maximized by connecting the well to a network of natural joints.

Previous studies have suggested that, when compared to conventional gel treat-

ments, water fracturing can generate similar or sometimes better production

responses [28, 74, 77, 83, 84, 113]. Moreover, even when conventional gel treat-

ments generate longer propped fracture lengths, the presence of damaging gels may

adversely affect well performance [83, 84, 113]. Water fracturing has been suc-

cessfully applied to thousands of wells in shale formation development. This

treatment offers a lower cost and greater safety profile, but slickwater’s low

viscosity limits its ability to transport proppant, usually resulting in an accumula-

tion of proppant at the fracture bottom, which is called proppant bank, leaving the

top portion of the fracture unpropped and affecting the fracture conductivity in the

vicinity of wellbore area.

Hybrid fracturing is a fracturing treatment that relies on a fluid system in which

some combination of slickwater fluids, linear gels, and/or cross-linked gels may be

used as part of the fluid formulation. Such a treatment begins with a slickwater

formulation to create fracture geometry, which is called pad, and later is shifted to a

cross-linked gel treatment to transport proppant down the fracture more effectively.

During the 1950s, oil-based fracturing fluids were replaced by water-based

slickwater fluids composed of low concentrations of guar and sand, but during the

late 1960s, the industry determined that greater long-term production could be

achieved by pumping much larger volumes of fluid and sand, and that resulted in

a widespread replacement of slickwater treatments with massive cross-linked gel

treatments. However, in the late 1980s, cross-linked gel treatments were identified

to cause greater than 80% damage to fracture permeability due to the gel residue

retained in the proppant pack after fracturing treatments. This recognition made

many operators return to slickwater fluids during the 1990s [15, 53]. Later,

slickwater treatments with little or no proppant were successfully applied [84].

The stimulated volume was gradually increased until the fracture conductivity

became the productivity-limiting factor, leading to the invention of the hybrid

fracturing treatment. Hydraulic operations composed of intervals of gradually

increasing proppant concentrations are common practices today [53].

Design of an appropriate fracture geometry as well as placement of a sufficient

proppant pack of the right proppant type is a key parameter to maintain long-term

productivity. Historically sand has been the most commonly used proppant
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material, but as the well depths increase, the pressures increase, and thus sand is

unable to resist the high pressures and crushes, generating free fines, which reduce

the permeability by occupying the pore space in the pack. The urgent need to

improve proppant performance has recently led to the development of

new-generation proppants and propping strategies, such as the development of

ultra-light-weight materials as proppant candidates, either as a single material type

or as a mixture of hard and soft materials [73], to reduce settling rates and improve

transport in low viscosity fluids [1, 15–17, 21, 47, 51, 73, 99], high-aspect-ratio

proppants to control proppant flowback [81], and the development of strategies

employing multiple modal proppant size distributions to improve propping at the

fracture tip. A recent trend in the oil industry is to use cyclic pumping and variable

proppant concentrations to create heterogeneous proppant deposition [87, 100].

However, the factors controlling performance of even traditional proppants in

real rock fractures are still not well understood due to the complex range of

behaviors. Very often, proppant selection is simplified to single parameters such

as depth, stress, and crush, or the notion that in extremely tight rock any proppant is

good enough. In some cases, proppant selection is just limited to what the last

engineer did, or what the operator next door is using [20]. A more informed

selection of design parameters, such as proppant size, shape, concentration and

properties, fracture fluid viscosity, and pumping schedule is needed for the optimi-

zation of fracturing treatment to maximize hydrocarbon production and subsequent

profits. Recognizing the significance of a better understanding of the behavior of

fluids and proppants within a fracture and their relationship to fracture conductivity,

many recent studies have been devoted to the experimental and numerical investi-

gation on the interactions of proppant and hydraulic fractures. The goal of this

chapter is to provide a summary of the investigations.

11.2 Experimental Investigation

Experimental investigations have shown that when proppant is present in the

fracture, factors such as proppant concentration, size, and properties, and closure

stresses have a significant influence on fracture conductivity. By the mid-1950s,

“everyone” knew that a proppant pack’s flow capacity increased with fracture

width, e.g., increasing numbers of proppant layers. In a 1959 turnabout, however,

Darin and Huitt showed that partial monolayer proppant packs, i.e., a single layer of

sparsely spread proppant particles, could achieve superior fracture conductivity in

comparison with a full monolayer, i.e., a complete coverage of the fracture surface

with one proppant grain thick, or multi-layer packs due to the open fracture spaces

available around and between proppant particles. To measure the fracture conduc-

tivity in a laboratory setting, they flowed light hydrocarbon oil through a proppant

pack of steel balls placed between two steel plates and calculated the fracture

permeability by using a modified form of the Kozeny–Carman equation. The results
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showed that one half of a monolayer achieved similar conductivity values to a

multi-layer proppant pack with a concentration higher than 4.0 lb/ft2 [36].

On the other hand, with few exceptions field treatments designed on the basis of

monolayer or partial monolayer concepts have not responded any better than

conventionally designed treatments [117]. This was explained by the fact that

fractures with a partial monolayer proppant were found to be more susceptible to

loss in conductivity under high confining stresses [55]: in relatively soft formations,

the loss in conductivity was attributed to proppant embedment in the fractured rock

[57, 108]; while in hard formations, the loss in conductivity was explained in terms

of crushing or excessive deformation of proppant particles under high confining

stresses [58, 64]. The partial monolayer concept is therefore still just a concept.

Because of the complexity of fracture, fluids, pressures, proppant, and a host of

other factors that come into play, most industry experts believe that it is not possible

to achieve a uniform partial monolayer throughout a propped fracture [15, 42, 49].

However, Chambers and Meise argued that it is not impossible to create partial

monolayers with the use of ultra-light-weight proppants in fluids of similar specific

gravity [19].

Cooke conducted laboratory experiments using a brine solution to study the

permeability of a proppant pack squeezed between two steel pistons at different

stress levels using Brady sand with different sizes [26]. He concluded that fracture

conductivity had an inverse relationship with closure stress and also showed that gel

residue could significantly reduce in situ conductivity [27]. van der Vlis

et al. carried out an experimental investigation on a similar conductivity cell in

an attempt to establish theoretical relationships describing fracture conductivity in

terms of proppant type, size and concentration, closing pressure, and formation

hardness [110]. In 1989, the America Petroleum Institute (API) standardized the

procedures for measuring the conductivity of proppant in the laboratory using a

Cooke conductivity cell to provide a means to compare the performance of

proppants in a way that was reasonable and repeatable with in all proppant

experiments, commonly known as API-RP-61 [3]. The experimental procedures

in API-RP-61 include placing proppants of known concentration uniformly

between two steel sheets at ambient temperature, applying closure stress at a stress

rate of 100 psi per min and maintaining each closure stress for about 15min, then

pumping deionized or distilled water, measuring the differential pressure across the

proppant pack and recording flow rates and calculating proppant conductivity.

API-RP-61 is considered a short-term conductivity measurement procedure [3].

However, the API-RP-61 procedure does not take many realistic downhole condi-

tions into account, and as a result, elevated temperatures, fracture fluid residues,

embedment, lower proppant concentration, flow convergence in transverse

fractures, and fines migration could reduce conductivity by 90% or more [6, 91,

104, 116]. Moreover, during the production stage, the width of the propped fracture

also diminishes due to the compaction of the proppant pack and the embedment of

proppant particles into the fracture surface [6]. In fact, Vincent demonstrated that a

50-h test, non-Darcy effects, lower achieved fracture widths, multiphase flow, gel

damage, fines migration, and cyclical stress could reduce effective conductivity by
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99.9% with low-quality sand, 99.7% with best quality Ottawa sand, and 98.6%

with premium light-weight ceramic proppants, compared with the API-RP-61 test

[112]. Since each proppant type and size is affected differently by these conditions,

a more realistic fracture model is required to determine a proper estimate of realistic

conductivity and subsequent proppant selection.

For long-term conductivity testing, Penny developed experimental procedures

and equipment to test proppants placed between two metal shims or two Ohio

sandstones [94]. The measurement conditions ranged from 3000 psi and 150∘F to

10,000 psi and 300∘F and common proppant concentrations were used (2 lb/ft2). To

understand the effects of fracture properties on conductivity, Fredd et al. performed

a series of long-term conductivity measurements on fractured cores from the east

Texas Cotton Valley sandstone formation. The results demonstrated that fracture

displacement is required for surface asperities to provide residual fracture width

and sufficient conductivity in the absence of proppants. However, the conductivity

may vary by at least two orders of magnitude, depending on formation properties

such as the degree of fracture displacement, the size and distribution of asperities,

and rock mechanical properties [44]. In 2007, the International Organization of

Standardization (ISO) publication ISO 13503-5 “Procedures for measuring the

long-term conductivity of proppants” was elaborated as an update of API-RP-61

to measure the long-term conductivity of proppants [66]. This standard established

a testing time limit of 50 h as the time when the conductivity reaches a semi-steady

state value, replaced the stainless steel shims with sandstone cores, increased the

testing temperature to a value more representative of the reservoir formation, and

recommended an oxygen-free silica-saturated testing fluid.

With the standard testing procedures, modifications of the testing apparatus,

experiment conditions, and operation procedures have been made by various

investigators. The most common modification is to use a modified API conductivity

cell to accommodate thicker samples to account for fluid leakoff through the sample

during the experiment, or instead of flowing 2% KCl through the fracture

recommended by ISO standards, the modified tests can flow dry gas, wet gas,

fresh water, brine of various concentrations, and multi-phase flow for different

purposes. A modified API conductivity cell of 10 in. long, 3.25 in. wide and 8 in. in

height has been used in fracture conductivity studies of gel damage problems in

tight sand gas wells [90]. The cell body, designed to accommodate core samples

7 in. long, 1.65 in. wide and 3 in. in height, allows leakoff through the samples to

simulate real reservoir conditions. They examined the filter cake formation by

pumping the fracture fluid through the conductivity cell, allowing leakoff to build

the filter cake, measuring the cake thickness, and flowing gas through the cell to

simulate the cleanup process. The results showed that the yield stress of the residual

gel plays a critical role in gel cleanup. Very often, in conductivity tests with shale,

cylindrical samples such as 1–1/2 in. or 1 in. diameter drilled cores are used with

fracture surfaces either saw cut or Brazil fractured [96]. Morales et al. performed

fracture conductivity measurements on Barnett shale samples with fractured sur-

faces by using tap water in propped and unpropped fractures and under varying

conditions of stresses and temperatures. They studied the effects of asperity, creep,
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and variations in proppant mesh sizes and temperature [86]. Guzek performed

fracture conductivity measurements on Eagle Ford shale samples with fractured

surfaces by applying dry nitrogen gas as a working fluid instead of water or brine to

simulate natural gas. Proppant concentrations of 0.1 lb/ft2 and 0.2 lb/ft2 were used

instead of the standard 2 lb/ft2 as specified by API-RP-61 [53].

The partial monolayer technique was examined by Densirimongkol with partic-

ular emphasis on the impact of acid in possibly improving fracture conductivity of

carbonate rocks, which is often referred to as “closed fracture acidizing” [38]. After

obtaining a partial monolayer distribution on the fracture face, gelled acid was

injected through the fracture face. Fracture conductivity before and after acid

injection was evaluated. The results clearly demonstrated that acid injection does

not enhance fracture conductivity of partial monolayer proppant fracturing, and the

more the acid is injected, the more rapidly fracture conductivity decreases.

Most of the experimental studies on fracture conductivity were carried out using

a static conductivity cell. During the experiment, the proppant was first placed into

the conductivity cell and then the fracture fluid was pumped through the cell. This

procedure underestimates the ability of the fluid to carry the proppant and merely

evaluates the damage caused by the gel in the proppant pack. Dynamic fracture

conductivity tests have been successfully designed to simulate realistic proppant

placement [4, 18, 80]. In dynamic proppant placement, slurry is pumped by a

multi-stage centrifugal pump and flows through a created fracture with fixed width

in the conductivity cell [80]. After the pump is shut down, the fracturing fluid

trapped in the fracture leaks off through the rocks leaving the proppants inside the

fracture. This new approach simulates the process of the fracturing fluid and

proppant mixing and pumping, and examines the combination of parameters such

as polymer and breaker concentrations, among others, affecting the fracture

conductivity.

A new formation damage mechanism, called mechanically induced fracture face

skin, was proposed and investigated by Reinicke et al. [97, 98]. They proposed that

the mechanically induced fracture face skin results from the interaction between

proppants and rock under non-isostatic stress conditions: differential stress may

cause crushing of grains and fines production at the fracture face and the embed-

ment of proppants into the rock matrix, and the produced fine particles block the

pores at the fracture face, resulting in a reduced permeability and an additional

pressure drop normal to the fracture face. To prove the mechanical destruction at

the rock-proppant interface and associated permeability reduction due to fines

generation, they developed two different flow cells to separate the permeability

evolution with increasing stress of the reservoir rock, the fracture face skin, and the

propped fracture: (1) the acoustic emission flow cell to analyze the crushing and

damage at the rock-proppant interface; and (2) the bi-directional flow cell to

simulate the geometric flow conditions in reservoirs intersected by a proppant filled

fracture. A schematic view of both flow cells is given in Fig. 11.1. They performed

permeability measurements on tight Flechtingen sandstones with propped fractures

under stress. The results revealed a permeability reduction down to 77% of initial

rock permeability at 50MPa differential stress leading to a permeability reduction

11 Experimental and Numerical Investigation of Mechanical Interactions. . . 373



in the fracture face skin zone up to a factor of 6. Serious mechanical damage at the

rock-proppant interface was observed under stress as low as 5MPa. Microstructure

analysis identified quartz grain crushing, fines production, and pore space

blocking at the fracture face leading to the observed mechanically induced fracture

face skin [97].

11.3 Theoretical Study and Numerical Modeling

Over the past 60 years, many theoretical and numerical studies have been devoted

to estimating the conditions for fracture initiation and propagation in rocks [2, 42,

79, 95, 115, 118]. These models are used to predict the geometry of the hydraulic

fracture for particular fracturing treatment conditions or to identify the fracturing

conditions under which an optimum fracture geometry could be achieved. How-

ever, the increase in reservoir production rate due to hydraulic fracture ultimately

depends on the performance of the proppant pack, which controls the length,

opening, and conductivity of a fracture during the production stage. Past research

in this aspect has been largely focused on proppant transport modeling and

investigations of the effects of proppant settling [5, 22–24, 35, 40, 46, 67, 85, 89,

105, 109]. Surprisingly, numerical simulation models to study the behavior of fluid

and proppant within a fracture, which are directly linked to fracture conductivity,

have received much less attention.

Fig. 11.1 Two different flow cells were developed by Reinicke et al. to separate the permeability

evolution with increasing stress of the reservoir rock, the fracture face skin, and the

propped fracture: (a) the acoustic emission flow cell (AEFC); and (b) the bi-directional flow cell

(BDFC) [98]
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The shape and structure of hydraulically driven fractures are very complex [95],

and thus any approach to the description and evaluation of the hydraulically driven

fractures will require some radical simplifications. Papanastasiou and Dam

et al. utilized oversimplified models to assess the residual fracture profiles, merely

neglecting the proppant compressibility and its distribution inside the fracture

[34, 93]. A recent study by Kotousov deals with the final opening of two semi-

infinite planes compressing a rigid circular inclusion of linear elastic behavior [71].

This work is of great practical interest in situations where the hydraulic fracture

length is not known a priori and it is supported by individual particles, but not an

ideal solution to simulate the residual opening of a hydraulic fracture supported by a

pack of proppant with nonlinear behavior. Bortolan Neto et al. then developed a

nonlinear mathematical model capable of predicting the residual opening of a

hydraulic fracture taking into account both the proppant distribution and its com-

pressibility [11]. The developed model can also be used to understand, investigate,

and describe the stress state around the fracture due to the residual opening. The

approach is based on the Distribution Dislocation technique [8–11] and the Gauss–

Chebyshev quadrature. The fracture is considered to be a two-dimensional centered

straight crack subjected to plane strain conditions, and the surrounding medium is

assumed to be impermeable, isotropic, homogeneous, and linearly elastic, as

illustrated in Fig. 11.2. The combined behavior of non-consolidated proppant par-

ticles is described by the model developed by Bortolan Neto et al. [12, 13], in which

the particles are assumed to be of spherical shape, having a small contact area and

the deformation of the particles follows the classical Hertz contact theory [56].

Bortolan Neto et al. later considered a more general problem of a fracture partially

filled with a loose granular assembly of proppant particles [14]. The fracture is

subjected to confining stresses, which result in the closure of the unpropped fracture

segments as well as rearrangement of proppant particles in the pack, leading to a

reduction in fracture opening and conductivity. A simple fluid flow model is

utilized to quantify the effect of confining stress and partial filling of the fracture

on the productivity index of the well.

Khanna et al. developed a simplified approach for calculating the conductivity of

narrow fractures filled with a sparse monolayer of proppant particles [68]. The

proppant particles are modeled as rigid spheres and the deformation of the fracture

faces is assumed to be purely elastic. Hertz contact theory and the principle of

superposition are utilized to obtain the fracture opening profile as a function of the

proppant concentration and the value of confining stress. The conductivity of the

deformed fracture channel is determined by using computational fluid dynamics.

Compared with continuum methods, which require complex constitutive models

with many variables to describe the behavior of quasi-brittle materials and do not

address successfully the local damage modes such as shear planes and particle

fragmentation [119], discrete element method (DEM) has more advantages in

modeling rock-proppant system [37]. The DEM model was originally introduced

by Cundall and Strack about 30 years ago [29–33], and since then it has become a

promising approach to study rock mechanics tests and fracture processes. It has

been widely used by the geotechnical engineering community to model the
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mechanical deformation and fracturing of polycrystalline rocks at various scales,

ranging from grain-scale microcracks to large-scale faults associated with earth-

quakes [59–62]. DEM treats the material as an assembly of separate blocks or

particles. According to Cundall and Hart, DEM is any modeling technique that

(1) allows finite displacements and rotations of discrete bodies, including complete

detachment; and (2) recognizes new contacts automatically as the simulation pro-

gresses [31]. DEM was originally developed to efficiently treat solids having

pre-existing discontinuities with spacing comparable to the scale of interest of the

problem, such as blocky rock masses, ice plates, masonry structures, and flow of

granular materials. DEM can be classified according to several different criteria,

such as the type of contact between bodies, the representation of deformability of

solid bodies, the methodology for detection and revision of contacts, and the

adopted solution algorithm [63]. Main advantages of DEM include the simple

mathematical treatment of the problem, whereby complex constitutive relationships

are replaced by simple particle contact logic, and the natural predisposition of the

approach to account for material heterogeneity [70]. The major disadvantage of

Fig. 11.2 Schematic diagram of a partially propped hydraulic fracture considered in the problem

formulation: (a) cross-sectional view; and (b) plan view. The 2D approximation of a hydraulic

fracture partially filled with proppant and subject to remote confining stress: (c) The initial opening
and length of the fracture due to a uniform internal pressure; and (d) the residual opening and

length of the fracture once the stimulating fluid pressure is removed [14]
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DEM is the computation intensity of the simulation, since computation time grows

as a function of particle count, which can be quite large for fracture–proppant

models. Comprehensive reviews of DEM have recently been provided by Bobet

et al. [7] and Lisjak and Grasselli [76].

To study proppant flowback under confining pressures, Shor and Sharma devel-

oped a simple, scalable, 3D model using DEM particle simulator to simulate

representative cubic volumes consisting of fracture openings, fracture walls, and

the confining formation, as illustrated in Fig. 11.3 [106, 107]. Fluid flow exerts a

point drag force on proppant grains and an open boundary allows proppant to flow

out of the fracture and be produced. The base model is built upon an open source

granular simulator called LAMMPS Improved for General Granular and Granular

Heat Transfer Simulations, and described in detail by Kloss and Goniva [69]. The

effects of fracture width, confining stress, fluid flow velocity, and proppant cohe-

sion are studied for a variety of conditions. Fracture width is found to be dependent

on confining stress and fluid flow velocity while proppant production is also

dependent on cohesion. Three regimes are observed, with complete fracture evac-

uation occurring at high flow rates and low confining stresses, fully packed fractures

occurring at high confining stresses, and open but mostly evacuated fractures

occurring in between. This study is important for the evaluation of proppant back

stability and flowback.

To evaluate the fracture aperture under different proppant sizes, Young’s moduli

and pressure levels, Deng et al. proposed and deployed a 3D DEM model for the

simulation of shale–proppant interaction in hydraulic fracturing [37]. The shale

matrix is represented by bonded discrete spherical particles with diameters follow-

ing a uniform distribution within the range of 0.16–0.24mm. A pre-existing

Fig. 11.3 The simulation

procedure begins with

(a) the generation of a

proppant pack, (b)
addition of fracture walls,

(c) compaction, and

(d) application of fluid

flow and proppant

production [106]
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hydraulic fracture with a given average aperture size of 2.54mm is used with

proppant particles filled in, corresponding to a 1 lbs/ft2 proppant load, as shown

in Fig. 11.4. The proppants are represented by the particles with relatively larger

size. The shale particle is treated as a particle with a cement layer, whereas proppant

particle is assumed to be a particle without cement. Furthermore, they extended

grain’s interaction and cement bond from elasticity to elasto-plasticity, and thus the

model can directly be applied to high stress and high temperature cases. The

velocity Verlet method [50] is implemented to substitute the traditional central

time integration scheme [59, 60]. The results reveal that, the more soft shale

particle, the higher pressure and the larger proppant size imply smaller crack

aperture and larger plastic zone.

Recent studies by the StimLab proppant consortium have indicated that the flow

field across a Cooke proppant conductivity testing cell may not be uniform as

initially believed, resulting in significantly different conductivity results [25]. To

evaluate these experimental findings, a physics-based 2D DEM model was devel-

oped and applied to simulate the stress distribution in the Cooke cell and proppant

rearrangement during conductivity testing as a function of stress [82]. The model

was constructed to represent a realistic cross-section of the Cooke cell with a

distribution of four material properties, three that represent the Cooke cell (steel,

sandstone, square rings), and one representing the proppant. The model domain

with approximately 15,000 particles was used to simulate tests in the Cooke cell.

Only the top half of the Cooke cell was simulated since there would be stress

symmetry along the midpoint of the proppant pack, as illustrated in Fig. 11.5. The

experimental cell is represented as a cohesive body composed of a large number of

discrete elements, and proppants can be modeled as the individual discrete particles

with various sizes (following the proppant size distribution density function used in

the test) that exhibit no cohesive strength between the particles. The results suggest

that proppant rearrangement and nonuniform stress distribution can develop across

the proppant pack due to square ring modifications. Compaction along the edge of

the proppant pack beneath the square ring seal results in a disproportionate lower

flow field along these edges as compared to the middle of the proppant pack.

Fig. 11.4 Three particle packages for different proppant sizes [37]. (a) 20/40, (b) 30/60, and
(c) 40/70
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For granules made of highly deformable material, having a complex nonlinear

relationship, the overall response of the particle bed will significantly differ if the

particles are treated as linearly elastic as in the case of DEM approach. Moreover,

particle angularity also gives significantly different results compared with the

simulations in which the particles are modeled as spheres. Munjiza proposed the

combined FEM/DEM approach where the particles are modeled as a continuum

while the contact detections are carried out based on the DEM code [88]. In this

approach like the discrete approach each particle is modeled individually, but

unlike the DEM approach particle deformation is captured by meshing it with finite

elements. Because the particles are modeled as a continuum it is possible to

introduce large deformation, and fracture in the particles. This method has been

applied extensively to model powder compaction [45, 48, 75].

A 2D FEM/DEM model has been recently developed to model hard and soft

proppant mixtures by Kulkarni and Ochoa to better understand the mechanics

governing a proppant pack and help develop a virtual parametric test bed capability

to screen proppant samples [72, 73]. The model has been developed in the software

ABAQUS using the explicit time integration scheme. Various mixtures of hard and

soft particles are investigated as a function of shape, size, and inter-particle friction,

as shown in Fig. 11.6. Single particle compression tests on individual particles have

been carried out to obtain mechanical properties, and compression tests on proppant

mixtures have been performed according to industry standards. The load vs dis-

placement response of the computational model has been compared to the exper-

imental results. The results clearly demonstrated that the rock material description,

proppant mixture composition, and inter-particle friction have significant impact on

both the flowback and compressive response.

Fig. 11.5 Conceptual cross-section of (a) standard Cooke cell and (b) DEM model cross-section

used in simulations. Red is stainless steel, yellow is Viton rubber, white is the air gap, green is

stainless steel, light blue is sandstone, and dark blue is the proppant [82]

11 Experimental and Numerical Investigation of Mechanical Interactions. . . 379



11.4 Discussion

Currently, according to industrial practices, proppant characterization involves

expensive long-term conductivity tests, and the tests usually do not yield better

understanding of the mechanics governing the proppant pack response. Theoretical

and numerical investigations are urgently needed to successfully predict the

response of proppant packs, facilitate the screening of proppant samples, and

reduce the current dependency on conductivity tests.

However, based on the literature review, it can be seen that there has been a lack

of comprehensive and robust formulation equipped with realistic description of

shale’s heterogeneity and anisotropy; complex fracture geometries; physically

sound constitutive equations; fully coupled fluid-granular approach; as well as

extensive calibration and validation against a large variety of experimental data.

Fig. 11.6 Type-A mixture consists of 10% walnut shell by weight and ceramic particles: (a)
Randomly generated polydisperse particles; and (b) particles at the end of free fall. Type-B

mixture consists of prismatic 99% pure aluminum and ceramic particles: (c) Particle configuration
after free fall for 25% pure Al by weight [72]
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To formulate a comprehensive and robust computational framework to establish

the fundamental physical principles that govern the shale–proppant interactions, the

following aspects should be taken into account.

• It is hypothesized that properly accounting for the heterogeneity and anisotropy

of shale is critical for the investigation of mechanical interactions of

shale–proppant system. In particular, the laminations and bedding planes will

significantly affect shale’s elastic moduli, shear strength, permeability, and

crack network creation, since cracks always initiate and propagate along possi-

ble planes of weakness. Therefore, the shale model should include realistic

description of internal structures and mechanical properties. The effect of

different bedding plane directions on proppant embedment should be

investigated.

• Although traditional ceramic proppants are spherical, it is hypothesized that the

shape of the proppant will have a significant impact on how it packs with other

proppant particles and the surrounding area, and thus the shape of the proppant

can significantly alter the permeability and conductivity of a proppant pack in a

fracture. Moreover, different shapes of the same material offer different

strengths and resistance to closure stress. It is desirable to engineer the shape

of the proppant to provide high strength and a packing tendency that will

increase oil/gas flow. The optimum shape may differ for different depths, closure

stresses, and materials to be extracted. Therefore, the proppant model should be

easily extended to include the particle polydispersity, i.e., size, shape, and

material type variation in the pack.

• In most of the existing models, the rock and the proppants are simply considered

as elastic-plastic. It is hypothesized that nonlinear and inelastic behavior, such as

fracture and cohesion due to tension and tension-shear, friction due to

compression-shear, and compaction and pore collapse from compression, is of

critical importance for an accurate prediction of the pack response. Therefore,

these physical mechanisms should be incorporated in the constitutive equations

for both the shale and the ceramic proppants.

• In almost all the existing models, the proppant pack is squeezed between two

rigid or flat surfaces. It is hypothesized that shale’s natural fracture topology and
surface deformation due to particle indentation plays a significant role in fracture

conductivity measurements. Therefore, the numerical simulation system should

include realistic material properties and a reconstruction of natural fracture

surfaces preserving the fractures’ key topological features.

• Fluid behavior abstracted as point drag forces has been applied successfully in

the past [107]. However, it is hypothesized that as particle concentration

increases, as is the case in proppant packs, the hydraulic interaction in the

shale–proppant system will be significantly different if the point drag force

model is replaced with a fully coupled fluid–granular model. Therefore, a fully

coupled fluid–granular approach should be applied to accurately model the

interaction of the proppants and fracture fluid within a fracture.
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According to the hypotheses, existing modeling approaches do not have the

predictive capabilities required to determine a proper estimate of realistic fracture

conductivity and subsequent proppant selection. An improved simulation package

based on those hypotheses will significantly reduce the uncertainties and

risks related to the design and operation of hydraulic fracturing by providing a

fundamental understanding of the hydraulic and mechanical interactions in the

shale–proppant system. Such a computational framework will also enable the

development of new experimental methods as well as improve current laboratory

tests by providing a priori insight.

11.5 Concluding Remarks

Hydraulic fracturing is an essential stimulation method. The operation cost for a

hydraulic fractured well can reach millions of dollars and the benefits from better

understanding and controlling this technology are obvious. It is of utmost impor-

tance to understand the mechanisms of hydraulic fracturing with complex geolog-

ical structures and stress conditions. A key design parameter in well stimulation is

fracture conductivity, which relates the capacity of the fracture to transmit fluids

into the wellbore to the ability of the formation to deliver fluid into the fracture [42].

Selecting the appropriate size, shape, concentration, and properties of proppant for

the fracture is critical for the success of a hydraulic fracturing treatment. The

limitation in the knowledge on the behavior of fluid and proppant within a fracture

and their relationship to fracture conductivity in complex geological setting has

restricted the invention and application of innovative proppants and propping

strategies. Based on the literature review as above, some problems that still need

to be further studied. For example, a fully coupled fluid–granular approach should

be applied to more accurately model the interaction of the proppant grains and

fracture fluid within a fracture. Fluid abstracted as point drag forces has been

applied successfully in the past [107], but faces limitations as particle concentration

increase, as is the case in proppant packs. Moreover, with the standard testing

procedures API-RP-61 and ISO 13503-5, modifications of the testing apparatus,

experiment conditions, and operation procedures have been made by various

investigators. Numerical simulations of the testing apparatus are critical to under-

standing the impact of modification to the testing cell as well as understanding the

key proppant conductivity issues. Computational models also offer us the opportu-

nity to develop new experimental methods as well as improve the current laboratory

tests by providing a priori insights.
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Chapter 12

Integrated Experimental and Computational
Characterization of Shale at Multiple Length
Scales

Weixin Li, Congrui Jin, and Gianluca Cusatis

Abstract Shale is known as a hydrocarbon source rock and is emerging as a

potentially key component of the worldwide energy landscape via the recent

development of hydraulic fracturing technique. A fundamental understanding of

the fracturing behaviors of intact shale is the basis of any technological innovation

aiming at increasing extraction efficiency. Considering the highly heterogeneous

and fine-grained nature of shale, investigation and characterization should be

conducted at multiple length scales. Through a brief overview of the experimental

and computational studies for mechanical characterization of shale at different

scales, this study investigates the possibility of integrating experimental and com-

putational characterization research into a unified multiscale framework. Such

multiscale framework is needed to predict macroscale shale fracturing behavior

from the microscopic events. As preliminary results, an experimental characteriza-

tion campaign of Marcellus shale at the macroscopic level and a micromechanical

discrete model for predicting the mechanical behaviors of anisotropic shale are also

presented.

12.1 Introduction

With the recent growth of the shale gas/oil industry, especially the development of

hydraulic fracturing techniques, the study to promote deep understanding of the

mechanical properties of shale-like rocks is becoming more important. Shale, made

of highly compacted clay particles of submicrometer size, nanometric porosity, and

diverse mineralogy, is probably one of the most complicated and intriguing natural

materials present on earth [1]. The multiphase composition is permanently evolving
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over various scales of length and time, creating in the course of this process the

most heterogeneous class of materials in existence. The heterogeneities manifest

themselves from the nanoscale to the macroscopic level, which all contribute to a

pronounced anisotropy and large variety of macroscopic behavior.

Shale exhibiting substantial heterogeneities can be characterized by several

levels of hierarchy as illustrated in Fig. 12.1. Scale 1 represents the reservoir

level characterized by porous or fracture rock formations where hydrocarbon

exploration events occur. At scale 2, the detail of medium size faults with spacing

in the order of tens of meters are fully resolved while other small features are

accounted for only in the average sense in the behavior of material bulk outside the

faults. Scale 3 is relevant to the scale of pre-existing joints and fractures naturally

occurring in the shale formation and characterized by a spacing on the order of

centimeters. At scale 3 and scale 2, the mechanical and hydraulic properties of

many rock masses are affected significantly by the additional mechanical compli-

ance and fluid conductivity that result from joints and faults. Depending on struc-

ture, porosity, and geometry, existing and ensuing faults may act either as seals or

preferential pathways for fluid flow. For example, faults can affect hydraulic

stimulations channelized to propagate along faults. A fault can effectively dominate

the fracture growth and redirect all the energy of the treatment into the fault system

and out of the target zone. The injection-induced seismicity can occasionally travel

upwards thousands of feet, in most cases caused by inducing fracturing along faults.

Length scale 4 corresponds to that of a typical laboratory specimens used in

standard mechanical characterization experiments such as acoustic measurements

for elasticity and triaxial testing for strength properties. At this scale, shale is

considered a transversely isotropic continuum. Down to scale 5, shale is character-

ized by the presence of weak planes, a consequence of the sedimentation process;

thus, the continuum assumption breaks down and a certain set of discontinuity

needs to be considered. Hence, at this scale, many shale specimens exhibit mm- and

micron-scale grain-size variability, lamination/bedding planes and stratification,

scour surfaces, and burrows, which play a significant role in shale geomechanical

characteristics, such as the degree of elastic anisotropy, tensile strength, and

fracture toughness. At the microscopic level (length scale 6), shale is a composite

material made of porous clay, silt inclusion, and organic matter and at a lower scale

Fig. 12.1 Shale multiple length scales
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(scale 7) it exists as a porous clay/organic matter composite. Especially, the

nanometer length level (scale 8) is the fundamental scale where elementary clay

minerals are bounded to kerogen.

The adequate knowledge and prediction of the structure and mechanical prop-

erties at all several length scales identified above are needed for the analysis of

reservoir stimulation and for the precise interpretation of microseismic and other

measurements. To date, no predictive model of fracture nucleation/propagation in

shale has been developed based on an integrated experimental and computational

framework spanning all multiple scales. The formulation of such a multiscale

predictive model requires three fundamental ingredients: (a) mathematical formu-

lations describing the behavior of interest at a certain given scale; (b) experimental

and field observations for calibration—identification of model parameters—and

validation—proof of predictive capability; and (c) multiscale theories and technol-

ogies allowing the upscaling of the selected model to scale 1. Herein a study into the

status quo and problems of the mechanical characterization of shale at multiple

length scales is presented with the main focus of the integrated experimental and

computational studies at the mesolevel (length scales 4, 5, and 6).

12.2 Experimental Studies

A thorough experimental campaign of shale is needed to interpret its material

properties governed by the interplay of mechanisms and material textures featured

at different length scales, and thus to develop fundamental new insight in the

phenomena of hydraulic fracturing. Furthermore, a comprehensive database of

shale characteristics and its mechanical properties at various length scales is

necessary to calibrate any analytical theories and simulation tools. The database

can also be used to prove that the modeling approaches have reliable predictive

capabilities.

12.2.1 Overview of Experimental Studies for the Mechanical
Characterization of Shale

12.2.1.1 Field Scale

In field conditions, geophysical well logging and seismic profiling are commonly

used. Depending on the tools used, the measurement scale ranges from the meter

scale at which a typical logging tool senses, to the scale of hundreds of meters at

which a seismic wavelength senses.

Reflection seismic techniques have been applied widely to fracture detection in

shale plays, specially detection of faults or fault zones [2]. Seismic data can be used

for lithofacies classification, and to calculate the elastic attributes for shale-gas
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reservoir characterization through acoustic/elastic inversion [3, 4]. Seismic

petrophysics also provides tools to detect the orientation and intensity of anisotropy

due to stress or fractures, offering the opportunity to identify fracture-prone zones.

Such identification is essential to optimize the development of unconventional gas

plays [5]. Through a comprehensive understanding of the geological framework

coupled with a focused processing, inversion, and interpretation of the seismic data

[6], the seismic methods can be a powerful tool in reservoir characterization. For

instance, 3D seismic data were used to help characterize reservoir quality varia-

tions, avoid drilling hazards, and help predict sweet spots in the Eagle Ford shale

formation [6].

Well logging tools, on the contrary, are used to measure both borehole and in situ

formation properties, whether thermal, magnetic, electric, radioactive, or acoustic

at the entire length of drilled hole [7]. Common logging data include Gamma Ray,

Resistivity, Neutron Porosity, Bulk Density, and Sonic logs [8]. The elastic prop-

erties are usually obtained from sonic logs. Most in situ data from wireline log

measurements confirmed that shale behaves as a transversely isotropic medium in

terms of dynamic elastic moduli [9–13]. However, Wong et al. [13] reported that

the dynamic elastic moduli determined from the ultrasonic method are higher than

those measured in the acoustic logs, which could have resulted from the drainage

condition or dispersion effect. Besides elastic properties, the unconfined compres-

sive strength (UCS) can be estimated from log porosity [14, 15] or sonic log and

neutron log data [16, 17]. Chang and Zoback et al. [18] related UCS and internal

friction angle of sedimentary rocks to physical properties, like velocity, modulus,

and porosity, measurable with well logs through empirical equations. With these

advanced logging tools, Abousleiman and coworkers [9, 10] estimated the aniso-

tropic elastic and poroelastic properties of Woodford and Barnett shales.

Despite the great convenience of using logging tools for formation characteri-

zation, Abousleiman [19] pointed out that obtaining essential parameters for dril-

ling and hydraulic fracturing activity still has to rely on laboratory rock mechanics

testing and results. Unfortunately, the log obtained mechanical properties not only

have large uncertainty on their accuracy, but also are insufficient for the compre-

hensive characterization of shale behaviors. Especially, there are no correlations

available for estimating the tensile strength and fracture toughness, which are vital

parameters for hydraulic fracturing design.

12.2.1.2 Macroscopic Scale

At the macroscopic scale, the elastic–plastic and fracture properties of gas shale are

typically assessed in the laboratory using conventional rock mechanics testing

methods such as Ultrasonic Pulse Velocity (UPV) measurements, splitting (Brazil-

ian) tensile tests, uniaxial compression tests, triaxial tests, and three-point-bending

tests. These conventional testing methods allow obtaining poromechanical param-

eters such as Young’s modulus, Poisson’s ratio, compressive strength (UCS),
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tensile strength, and pore pressure coefficient, in addition to measurements of shale

failure parameters such as cohesion and friction angle [19].

Many reported results show that the elastic behavior is highly anisotropic with

the elastic modulus being greater in the direction parallel to the bedding planes (E1)

than perpendicular to the bedding planes (E3). For example, Abousleiman, Ulm,

and coworkers [19] reported that the dynamic modulus E1¼ 17.91 GPa,

E3¼ 10.46 GPa for Woodford Shale at a depth of 131 ft below ground through

UPV measurements. Similar results can be found from UPV measurements or static

moduli measurements on other types of shale [20–24]. Most of reported results

confirm that shale can be approximated by a transversely isotropic elasticity model

at small strain levels. Sone and Zoback [24, 25] carried out an extensive campaign

encompassing Barnett, Haynesville, Eagle Ford, and Fort St John samples. The

static and dynamic Young’s modulus was found to decrease with the clay and

Kerogen content.

Similarly, anisotropy of strength followed by the direction dependency of failure

pattern in standard rock mechanics testing of shale can be also found in the

literature. For example, Fjær and Nes [26] conducted a set of uniaxial compression

tests and consolidated drained triaxial tests on Mancos outcrop shale samples. They

reported that the observed strength anisotropy was related to a set of heterogeneous

weakness planes. Simpson et al. [27] performed Brazilian tensile tests with Mancos

shale. Although no apparent anisotropy of Brazilian tensile strength was observed,

the dependency of the mode of failure on sample orientation was apparent.

Abousleiman et al. [28] investigated the Woodford Shale fracturing properties

including anisotropic tensile strength through a suite of Brazilian Tensile and

Chevron Notched Semicircular Bend (CNSCB) tests. An increasing trend of

Woodford Shale tensile strength with clay packing density and with carbonate

content was observed. Hiandou et al. [29] explored the anisotropic elastic response,

plastic deformation, and failure behavior of Tournemire shale through hydrostatic

compressibility tests and triaxial compression tests. It was observed that the failure

mode depends on confining pressures and loading orientation, and the main mech-

anisms of failure are the extension and sliding of the bedding planes, the splitting

and the shear bands in shale matrix. Finally, Sone and Zoback [25] have shown

through laboratory experiments that the ductile creep property and brittle strengths

of shale-gas reservoir rocks are dependent on material composition and sample

anisotropy.

Researchers [30–33] concluded that the anisotropic nature of shale has an impact

on breakdown pressure, fracture initiation, and fracture containment during hydrau-

lic fracturing process. For example, at great depths, where the magnitude of the

stress anisotropy exceeds the strength anisotropy, fractures will therefore tend to

propagate vertically; conversely, at shallower depths where the strength anisotropy

exceeds the stress anisotropy, fracture are more likely to propagate horizontally

[34]. Thus shale anisotropy at the macroscopic level needs to be characterized and

taken into account when making decisions on the design of hydraulic fracturing.

In practical field situations, brittleness is a common term used to describe how

rocks fail, and has been used as a descriptor in evaluating the potential effectiveness
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of hydraulic fracture initiation and propagation in low permeability shale

formations [30, 35–38]. There is, however, no unique definition of a brittleness

parameter. Various types of brittleness indices with varying degree of scientific

basis are summarized in [39–42]. Yang and Zoback [42] investigated four brittle-

ness indices based on triaxial test data on shale plugs from four different reservoirs.

They reported that different brittleness indices are not consistent even using the

data from the same samples, and do not correlate well with rock strength or elastic

properties. Holt et al. [40] calculated different brittleness indices based on the

experimental results of unconfined and trial compression plus Brazilian tensile

tests on Mancos shale and Pierre shale, and showed that brittleness in anisotropic

shale depends on loading direction, character of the failure process, and confining

pressure. Although it is often assumed that formation with high brittleness is easy to

fracture [37], Jin et al. [43] claimed that this viewpoint is not reasonable because

brittleness does not indicate rock strength. Instead, they introduced a new

fracability index by integrating both brittleness and fracture energy (critical strain

energy release rate).

Fracture toughness represents the ability of rock to resist fracturing and propa-

gation of pre-existing cracks, and may be a more reliable means of assessing

quantitative measure of shale fracability thanks to its solid physical basis. The

fracture toughness of gas/oil shale, however, is less known than the elastic–plastic

properties and brittleness indices. Through CNSCB tests on Woodford shale,

Abousleiman et al. [28] reported a fracture toughness in the range 0.74–1.17 MPaffiffiffiffi
m

p
. Chandler et al. [34] carried out short rod fracture testing experiments on

Mancos shale and reported a fracture toughness higher in the divider orientation

than in the short transverse and arrester ones, which is similar to the observation by

Schmidt [44] through three-point-bending tests. Finally, Akono and Ulm [45]

carried out macroscopic scratch tests on Niobrara shale, and reported also an

anisotropic fracture response with the toughness being higher for the divider

orientation. The reported data of fracture toughness were mostly calculated based

on Linear Elastic Fracture Mechanics (LEFM). Shale is also often assumed to be a

quasi-brittle material with a non-negligible fracture process zone ahead of crack tip

in some numerical models for hydraulic fracturing [46–48]. In these cases, LEFM-

based methods are claimed either to give conservative predictions or to be invalid.

However, no fracture properties on ductile or quasi-brittle gas/oil shale are reported

to the best of writers’ knowledge.
Although the experimental studies of shale at the macroscopic level are abun-

dant and of great importance to any drilling and fracking activities in shale

formation, investigations of shale at lower scales are also necessary. The meso-

and microstructure and numerous parameters of shale at lower scales can have

significant effects on rock properties. Investigation into the correlation between

meso- and microscale parameters and macroscale behavior is necessary to under-

stand the sources of shale material anisotropy, heterogeneity, and failure mecha-

nism, and thus pivotal to the development of a reliable and physical-based

predictive model.
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12.2.1.3 Mesoscopic Scale

The common features of shale internal structure at the mesoscopic scale are

lamination or bedding and microcracks. They are important sources of anisotropy

leading to a directional dependence for the measured elastic properties, shear and

tensile failures, and the permeability at the macroscopic level. Eseme et al. [49]

classified the thin laminations into two categories: the microlamination of organic

matter and minerals (corresponding to microscale in Fig. 12.1); and the

macrolamination with variation in properties laterally due to compositional differ-

ences (corresponding to mesoscale in Fig. 12.1). Sone and Zoback [24] suggested

that due to the limited kerogen volume present in their samples, they did not

observe clear lamination in which most organic matter appeared to be separated.

However, they proposed that fabric anisotropy forming the bedding planes is

defined by the combination of the following: preferred orientations of matrix

clay, shape/orientation/distribution of organics, and alignment of elongated fossils.

Sayers [50] mentioned that anisotropy in shale results from a partial alignment of

anisotropic clay particles, kerogen inclusions, bedding-parallel microcracks,

low-aspect ratio pores, and layering. Slatt et al. [22] suggested that the boundaries

between strata due to lamination, which is the product of transport/depositional

events, are planes of weakness rather than being physio-chemically bonded.

Characterization of lamination and microcracks strongly relies on advanced

imaging techniques such as thin-section, computed tomography (CT), and scanning

electron microscopy (SEM) analyses. Sampling cores of black shale coming from a

variety of locations and depths in the Mississippian-Devonian Bakken formation,

Vernik and Nur [51] showed clear or obscure bedding-parallel lamination that can

be identified either in thin sections as alternating 0.2 to 3 mm thick laminae of shale

and silty shale or in SEM backscatter images as up to 20 μm thick dark laminae

apparently enriched in organic matter. In [52, 53], Mokhtari showed the clear

lamination structure of Eagle Ford Shale characterized by calcite-filled discontinu-

ities in a thin section view, a microfracture in Mancos shale detected in a CT scan,

and microfractures in Eagle Ford shale characterized by SEM imaging. From back-

scattered SEM imaging, Eseme et al. [54] showed prominent lamina of organic

matter for Posidonia shale from N. Germany and the Condor oil shale. Josh

et al. [55] compared the SEM micrographs of weak and strong weak shales, and

suggested that no laminations are evident for weak shale while apparent lamina-

tions can be observed for strong shale. Note that a weak shale of less than a certain

stiffness is not considered the best material for hydraulic fracturing operations [30]

(Fig. 12.2).

Although lamination or bedding of shale is considered to be an important

geometrical factor that is of great influence on the mechanical anisotropy at the

macroscopic level, research on the mechanical characterization of lamina/bedding

planes, rock matrix, and the interface between them is limited. Given some failure

criteria for anisotropic geomaterials [57], it is possible to determine the parameters

describing lamination effect in failure tests. For instance, Aoki [58] determined the
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strength parameters, effective cohesion and effective angle of internal friction, for

rock matrix and bedding planes respectively from a series of CU triaxial tests based

on the plane of weakness theory by Jaeger [59]. However, the direct measurement

of lamina properties in laboratory is difficult. Advanced testing techniques, such as

microindentation [60–62] and scratch tests [45, 63], are good candidates for

conducting mechanical tests at the mesoscopic level.

12.2.1.4 Microscopic and Nanometer Scales

At the microscopic level, an organic shale sample is often considered as being

comprised of essentially three types of constituents: organic matter, clay, and other

minerals (quartz, feldspar, and pyrite carbonate). With the help of mineralogy

quantification methods like X-Ray Diffraction (XRD) and Elemental Capture

Spectroscopy (ECS), researchers are able to build the relationship between the

volumetric composition of shale samples and the macroscopic mechanical proper-

ties. The organics in the form of kerogen have significant influence on the shale

properties as they lower density, increase porosity, impart anisotropy, alter wetta-

bility, and introduce absorption [64]. Combining results from powder XRD analysis

and pyrolysis, Sone and Zoback [24] determined the volumetric composition of

tested samples from four different shale-gas reservoirs, and concluded that the

deformation anisotropy of the gas shale samples, described by Thomsen parame-

ters, increases with clay and organic content. A similar conclusion was obtained by

Rybacki et al. [65] based on the mechanical tests performed on European black

shales with different mineralogical composition, porosity, and maturity.

In addition to volumetric composition, the orientation and distribution of con-

stituents has also significant effects on the mechanical behavior of shale. Sayers

[50] investigated the effect of partial orientation of clay particles and the presence

of silt particles, kerogen inclusions, microcracks, and low-aspect-ratio pores on the

Young’s moduli and Poisson’s ratios of shales, and claimed that the Young’s moduli

and Poisson’s ratios are sensitive to the degree of alignment of the clay particles.

Sayers [66] also suggested that a model of discontinuous shale inclusions in

Fig. 12.2 Laminated structure of gas/oil shale: (a) Layered oil well shale stored in PG1 bath [56],
(b) Thin section of the Eagle Ford shale with calcite-filled discontinuities [53]
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kerogen, with which kerogen is assumed to form discrete inclusions in shale matrix,

gives a better description of the measured elastic stiffness. With the help of SEM

techniques, many studies [64, 67, 68] show that patches of kerogen occupying

discrete spaces within the inorganic-rich matrix of shale. Ulm and Abousleiman

[62] related the degree of anisotropy to the clay packing density which describes

how tightly the clay particles are packed together. Abousleiman et al. [28] inves-

tigated the effects of micromorphology and mineralogy on Woodford shale aniso-

tropic mechanical properties, and showed correlation between the degrees of

anisotropy with clay packing density and carbonate content. By atomic force

microscopy (AFM) technique, Eliyahu et al. [69] created quantitative moduli

maps of the organic and inorganic components in selected shale samples with

nanoscale resolution, and concluded that the elastic modulus of organic matter is

heterogeneous at the nanometer scale.

Coupled with advanced observational methods such as SEM, transmission

electron microscopy (TEM), and AFM, nanoindentation technique provided direct

measurements of mechanical properties for the constituents of gas shale at the

microscopic and lower levels. Ulm and Abousleiman [62] adapted the

nanoindentation technique for highly heterogeneous and anisotropic shale. In

light of the statistical analysis of massive nanoindentation tests (indentation depths

of 200–300 nm), microindentation (maximum indentation depths of

1500–2500 nm) results, and UPV measurements, they concluded that shale behaves

mechanically like a nanogranular material, whose behavior is driven by particle-to-

particle contact and by characteristic packing densities, and that the much stiffer

mineral properties play a secondary role. By means of an extensive nanoindentation

campaign on a large range of shale materials, Bobko and Ulm [70] revealed that the

nanomechanical elementary building block of shales is anisotropic in stiffness, and

isotropic and frictionless in strength. However, they did not include the effect of

organic matter in the nanoindentation analysis. Later, Ulm and coworkers extended

their model to treat kerogen-rich shales [71], and used nanoindentation technique to

extract properties of Woodford Shale, which is organic rich [10]. Kumar et al. [72]

conduct a nanoindentation study on shales from the Barnett, Woodford, Ordovician,

Eagle Ford, and Haynesville plays. They reported an excellent match between the

average indentation Young’s modulus and the dynamic Young’s modulus measured

from various samples, and that Young’s modulus anisotropy increases with an

increase in Total Organic Carbon (TOC) and clay content. Via nanoindentation

and microindentation tests, Borja and coworkers [73] showed that a penetration

depth less than 200 nm was enough to provide in situ mechanical property mea-

surements of the constituents comprising Woodford shale samples, whereas inden-

tation depths higher than 3 μm yielded the composite response (Fig. 12.3).

Although nanoindentation technique provides a powerful tool to extract mechan-

ical properties of shale constituents like elastic modulus and hardness at the micro-

and nanoscales, it does not provide information on fracture properties. Scratch test

developed by Akono and Ulm [45, 63] provides a method for the multiscale

assessment of intrinsic fracture properties. They carried out microscopic scratch

tests on Niobrara shale, and reported a strong directionality of the fracture behavior.
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A toughening behavior was also observed in the scratch tests at the microscopic

level. Compared to the fracture toughness measured via the macro scratch tests, the

one measured via micro scratch tests was reported to increase by 80%. It was

claimed that this microscopic toughening phenomenon may be attributed to the

presence of inhomogeneities and inclusions.

12.2.2 Experimental Characterization of Marcellus Shale at
the Macroscopic Scale

Recently, at Northwestern University, a systematic analysis was performed on the

macroscopic anisotropic behaviors in strength and fracture patterns observed during

Brazilian tests and compression tests on Marcellus black shale samples. This

includes comprehensive data on the mechanical behavior of Marcellus shale sam-

ples, including the dynamic elastic properties, and the variations of compressive

and tensile strength as functions of the anisotropy angle measured as angle with

respect to the lamination. Three-point-bending tests were also performed to study

Fig. 12.3 (a) SEM image of polished Woodford shale sample surface [73]. (b) Young’s modulus

map for an organic-rich shale sample through AFM [69]. (c) Schematic illustration of indentation

load–displacement data showing important measured parameters [74]. (d) 2D survey scanning

map obtained from nanoindenter [72]
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the failure mechanisms of shale. For the purpose of comparison, some tests were

also conducted on grey shale specimens, taken from Thornton Quarry, located in

Thornton, Illinois, just south of Chicago.

12.2.2.1 Sample Preparation

The tested Marcellus black shale samples have an average mass density of

2558 kg/m3. The specimens were free of surface cracks and voids. Prior to testing,

all the specimens were ground and polished by hand. The hand grinding was done to

avoid disturbances from machining during the sample preparation. Three types of

specimens were prepared for further tests.

The first type consisted of cube specimens with a nominal dimension of 1 in.� 1

in.� 1 in. Cube specimens were cut by a band saw from a large shale block in such

a way that the bedding plane direction and the cube edge have an angle, called

anisotropy angle, denoted by the angle θ, which is measured clockwise from the

loading direction relative to the bedding plane, as shown in Fig. 12.4. The anisot-

ropy angle θ varied between 0� (perpendicular to the loading direction) and 90�

(parallel to the loading direction). Bedding direction was marked by solid lines after

cutting. Specimens with 5 different anisotropy angles of 0�, 30�, 45�, 60�, and 90�

were prepared. These cube specimens were used for UPV measurement, Brazilian

tensile, and uniaxial compression tests.

The second type consisted of disc specimens with a nominal diameter,

D¼ 38 mm, and a nominal height, t¼ 19 mm. The shale block was properly

clamped to prevent any unwanted movement during the coring process. The

speed of coring was constant to avoid any irregularities or defects on the cutting

surface. The specimens were cored in the direction parallel to the bedding planes.

Fig. 12.4 Definition of anisotropy angle: (a) disc specimen; (b) cube specimen
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These specimens were used for Brazilian tensile tests. Different anisotropy angles

were achieved by simply rotating the disc during the tests.

The third type was notched beam specimens. The nominal dimensions of the

length L, width W, and thickness B of the specimens were 100 mm, 25 mm, and

12.5 mm, respectively. The dimensions of the specimens were defined in compli-

ance with ASTM requirements. A band saw was used to cut a notch of length

a¼ 6 mm for each specimen. Three types of notched beam specimens for different

bedding plane orientations were prepared, as shown in Fig. 12.5.

12.2.2.2 Ultrasonic Pulse Velocity

A UPV measurement system was used to determine the longitudinal elastic wave

(P-wave) velocity of Marcellus shale samples, as shown in Fig. 12.6. The ultrasonic

system consists of several functional units, such as the pulser/receiver, transducer,

and a display device. A pulser/receiver is an electronic device that can produce high

voltage electrical pulses. Driven by the pulser, the transducer generates high

frequency ultrasonic energy. This energy propagates through the materials in the

form of stress waves. The wave signal is transformed into an electrical signal by

the transducer and is displayed on a screen. The velocity of the wave is calculated as

the distance that the signal traveled divided by the travel time.

Figure 12.7 shows the variation of the P-wave velocity with respect to the

anisotropy angle for Marcellus shale. The maximum values occurred in the

Fig. 12.5 Three types of notched beam specimens for different bedding plane orientations: (a)
specimens with bedding plane parallel to x-y plane (arrester); (b) specimens with bedding plane

parallel to x-z plane (divider); and (c) specimens with bedding plane parallel to y-z plane (short

transverse)
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direction parallel to the isotropic plane, and the minimum value occurred in the

direction perpendicular to the isotropic plane. The measured P-wave velocity for

Marcellus shale varies from 3104 m/s to 5481 m/s. The maximum and the minimum

P-wave velocities occurred at the anisotropy angles of 90� and 0� respectively. The
anisotropy ratios of P-wave velocity, defined as Vmax

P /Vmin
P , is about 1.8.

Fig. 12.6 The measurement system used to determine the P-wave velocity of each sample. (a)
RAM-5000 computer controlled ultrasonic system; (b) Transmitter and receiver; (c) Oscilloscope;
and (d) Experimental sample

Fig. 12.7 Variation of

measured P-wave velocity

with anisotropy angle

12 Integrated Experimental and Computational Characterization of Shale. . . 401



To estimate the elastic moduli, the P-wave modulus M is approximated by M

¼ ρV2
P based on isotropy and homogeneity assumptions in the theory of linear

elasticity, although an assumption of transverse isotropy should be rather adopted

for an accurate estimation. It is shown that the estimated P-wave modulus varies

from 24.6 GPa to 76.8 GPa.

12.2.2.3 Brazilian Tensile Tests

The Brazilian test, often called splitting tensile test, is a simple indirect testing

method to obtain the tensile strength of brittle and quasi-brittle material such as

concrete, rock, and rock-like materials. In this study, the Brazilian tests were

conducted on both Marcellus black shale specimens and grey shale specimens.

The tests were conducted with a 1000 kips MTS loading system operated in stroke

control mode. The MTS loading system consists of a main frame, a hydraulic pump

unit, a controller, a load cell, and a computer. Specimens were loaded up to failure

at a constant displacement rate of 0.003 mm/s. For cube specimens, wood strips

were used to limit stress concentration at points of application of the load. After the

failure of specimens, pieces of failed rock specimens were collected to investigate

the relationship between the bedding plane and the failure plane.

The indirect tensile strength, perpendicular to the loaded diameter, based on

linear elastic calculations for homogeneous and isotropic rock is written as

σt ¼ 2kP= Dtð Þ, where P is the load at failure, D is the diameter of the test specimen

(or the edge length of the cube specimen), t is the thickness of the test specimen

measured at the center, and k is a coefficient depending on the specimen geometry

and experimental conditions. For disc tests, k ¼ 1=π, and for cube tests k � 0:3. Of
course this formula is considered for the loaded diameter in the condition of a

typical vertical splitting, which is often not the case for transversely isotropic rock

material. Therefore, this formula is used just for comparison purposes and the

results do not necessarily represent the true tensile strength of the samples.

The results of Brazilian tests on Marcellus shale are presented in Table 12.1 and

Fig. 12.8b. In Table 12.1, for disc tests k¼ 0.318, and k¼ 0.307 for cube tests. From

Table 12.1 Brazilian test results on Marcellus shale specimens

θ[�] Specimen type σt[MPa] Mean [MPa]

0 Disc 6.18 4.60 5.42 4.03 5.06

10 Disc 5.22 5.28 4.60 5.28 5.10

25 Disc 7.25 5.93 5.10 7.11 6.35

45 Disc 4.66 5.26 6.31 4.70 5.23

60 Disc 5.53 5.74 5.48 6.41 5.79

80 Disc 5.26 4.29 6.10 4.98 5.16

90 Disc 3.83 3.75 3.66 3.77 3.750

0 Cube 10.22 10.30 9.37 9.70 9.90

90 Cube 4.31 3.95 5.13 4.74 4.53
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Fig. 12.8b, it can be seen that the maximum tensile strength occurred at or near

θ¼ 0�, while the minimum value occurred at θ¼ 90�. Figure 12.8b implies that

Marcellus shale shows a trend of the variation of tensile strength with anisotropy

angle: the tensile strength increases slightly from 0� to 45�, followed by a decrease

from 45� to 90�. The anisotropy ratio calculated by σmax
t /σmin

t is about 1.6. The shale

specimens are observed to fail suddenly during the tests, demonstrating that the

material is brittle. By studying the shale samples after failure, we observed that, in

almost all the samples, the crack propagates along the loaded diameter, as shown in

Fig. 12.9.

For the purpose of comparison, some tests were also conducted on grey shale

core specimens. For the experiments conducted on disc specimens, the loading

direction is always perpendicular to the bedding; and for cube specimens, the

loading direction is either perpendicular or parallel to the bedding, as shown in

Fig. 12.10a. In sharp contrast, for grey shale specimens, two different types of

fractures are observed, as shown in Fig. 12.10b: (a) one propagates along the loaded

diameter; and (b) the other fails along the bedding layers. The results of Brazilian

tests on grey shale are presented in Table 12.2. The grey shale specimens after

failure are shown in Fig. 12.11. It can be seen that the specimens show a failure by

either Mode A only or a combination of both Mode A and Mode B. The rupture of a

chain occurs at the weakest link. It is a law of nature that a fracture grows and

propagates along a path and direction that needs less energy to dissipate. In a

layered rock, the boundaries of the bedding layers are considered as the planes of

weakness. When mentioned planes are frequent, it is logical that fractures use one

or more of them to propagate. It has been observed that the bedding layer bound-

aries’ frequency and weak mineral (mica and carbonate) percentage are directly

proportional to each other [75]. More weak minerals cause layer activation, becom-

ing more dominant in the fracture pattern. For larger weak minerals percentage, a

decrease of the tensile strength is reported [75]. This is consistent with the results

Fig. 12.8 (a) Loading configuration used in splitting tensile tests. (b) Variation of Brazilian

tensile strength with anisotropy angle
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presented in Table 12.2, which shows that when Mode A and Mode B happen

simultaneously, the values of tensile strength are considerably lower. In the case of

θ¼ 90�B, if a straight fracture parallel to the bedding layers between both loading

platens is induced, it is classified as layer activation. In that case, the weak layer is

in the same direction of central splitting mode. Without a microscope, we do not

Fig. 12.9 Marcellus shale specimens after failure in Brazilian tests

Fig. 12.10 Brazilian tests on grey shale: (a) Loading configuration; (b) Two failure modes
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know it cracks along weak layer or not. It may crack just along the central line,

which is not a weak layer, although it is possible that there is a weak layer along the

central line

12.2.2.4 Uniaxial Compression Tests

Cube specimens were loaded in compression up to failure at a constant displace-

ment rate of 0.001 mm/s using the same 1000 kips MTS loading system as the one

used in Brazilian tensile strength test. Specimens were placed between two loading

Table 12.2 Brazilian test results on grey shale specimens

θ[�] Specimen type Failure mode σt[MPa] Mean [MPa]

90 Disc A and B 9.91 6.32 7.51 7.83 7.89

90 Disc A 9.20 13.71 12.22 12.54 11.92

0 Cube A and B 8.25 6.59 9.69 7.01 7.89

0 Cube A 11.66 10.16 12.17 11.39 11.35

90A Cube A and B 6.53 4.22 3.14 3.41 4.33

90A Cube A 9.86 13.82 12.61 10.98 11.82

90B Cube A or B 7.28 5.12 7.91 6.07 6.60

Failure Mode A: Vertical Central Splitting

Failure Mode B: Fractures Activated by Bedding Layers

Failure Mode B: Fractures Activated by Bedding Layers

Failure Mode B: Fractures Activated by Bedding Layers
Disc #1 Disc #2 Disc #3

Disc #4 Disc #5 Disc #6

Disc #6 Disc #5

Cube #10 Cube #11

Cube #10

Cube #1 Cube #2

Cube #1 Cube #2 Cube #3 Cube #4

Cube #11 Cube #12 Cube #13

Disc #4

Disc Specimens
Failure Mode A: Vertical Central Splitting

Cube Specimens: q=90° A

Failure Mode A: Vertical Central Splitting

Cube Specimens: q=0°

Fig. 12.11 Grey shale specimens after failure in Brazilian tests
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platens, as shown in Fig. 12.12a. The tests were carried out with specimen and steel

loading platens in direct contact with each other, and Dry Moly Lube was sprayed

between the steel platens and specimens to reduce friction. After the failure of

specimens, pieces of failed specimens were collected to investigate the relationship

between the bedding plane and the failure plane. The Unconfined Compressive

Strength (UCS) was approximated by the maximum nominal stress, i.e., σc ¼ F=A,
where F is the peak load, and A is the initial area of the specimen cross section.

The results of uniaxial compression tests on Marcellus shale are presented in

Table 12.3 and Fig. 12.12b. The compression strength varies from 26 to 99 MPa.

The maximum uniaxial compressive strength occurs at θ¼ 0� or θ¼ 90�, and they

exhibit minimum strength at approximately 45� < θ< 75�. The anisotropy ratio of

uniaxial compressive strength, calculated by σmax
c /σmin

c , is about 3.2.

The variation of uniaxial compressive strength can be explained by the effect

of weakness plane, i.e., when the failure plane coincides with the weakness plane,

failure occurs at a lower stress level. This is due to the fact that shear cracks

develop more easily along the weakness plane. The bedding layers can be

assumed as the weakness planes. Figure 12.13 shows the specimens after uniaxial

compression failure. The specimens mostly failed along the bedding layers when

45� < θ< 90�.

Fig. 12.12 (a) Loading configuration used in uniaxial compression tests. (b) Variation of uniaxial
compressive strength with anisotropy angle

Table 12.3 Uniaxial

compression test results on

Marcellus shale specimens

θ[�] Specimen type σc[MPa]

0 Cube 84.31 81.90

30 Cube 51.91 38.59

45 Cube 26.37 30.72

60 Cube 66.95 30.42

90 Cube 98.99 50.53
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12.2.2.5 Three-Point-Bending Tests

This section covers the determination of the fracture toughness of shale using a

three-point-bending test on a single-edge notched beam specimen. These fracture

toughness results are applicable whenever there is a fracture involved in operation,

e.g., in the resource recovery process such as stimulation of oil and gas wells by

hydraulic fracturing, fragmentation of oil shale beds for in situ retorting, and stress-

induced fracturing of geothermal sources.

Notched beams were placed on the three-point-bending fixture with a nominal

span S¼ 75 mm, as shown in Fig. 12.14a. The experimental setup consists of two

parallel supports for the sample and a single loading pin in the middle. The support

pins must be mounted in such a way that they can rotate freely on their axes in order

to minimize the influence of friction on the measurement. One of the supports must

also be able to rotate about an axis perpendicular to this and parallel to the axes of

the sample so that the test piece can align itself when under stress. The loading pin

must also possess similar rotational axes in order to ensure the uniform application

of force on the test piece. The crack growth is monitored by measuring crack

opening displacement with an extensometer mounted. The samples are loaded

using a 20 kips MTS loading system. The rate of loading is controlled by the

notch opening displacement, and the crack mouth opening rate for all the tests is

0.0005 mm/s. The specimens are tested for three different orientations.

Assuming that Linear Elastic Fracture Mechanics (LEFM) applies, the critical

stress intensity factor, KIC, can be calculated using Griffith’s relationship as:

KIC ¼ 6Ma1=2F a=Wð Þ= BW2
� �

, where F(a/W ) is a correction factor, M ¼ PcS=4

is the applied bending moment, a is notch length, B is thickness of the specimen,

W is depth of the specimen, S is span length, and Pc is peak load. This equation is

valid for a/W between zero and 0.6.

The results for three-point-bending tests for Marcellus shale are tabulated in

Table 12.4. The load–displacement curves are linear up to peak. In the experiment,

it was not possible to capture the post-peak behavior for Marcellus shale specimens,

probably because Marcellus shale is very brittle. Table 12.4 shows that the speci-

men with the bedding layer parallel to the loading direction exhibits lower KIC than

the other two specimens with the bedding plane perpendicular to the loading

direction. The anisotropy ratio of KIC calculated by Kmax
IC /Kmin

IC is about 1.3. The

fracture surface appeared quite smooth consistently with the brittle character of the

response at failure, as shown in Fig. 12.14b.

Fig. 12.13 Marcellus shale specimens after failure in compression tests
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12.2.3 Discussion

It has previously been assumed that shale was not a reservoir rock, and thus not

interesting in terms of hydrocarbon production, which has led to a lack of published

experimental data on shale samples. Especially, there has been little research on the

experimental characterization of mechanical behaviors of shale at the mesoscopic

level (millimeter and micrometer scales), which are indeed of vital importance for

understanding the influence of mesostructure features, such as lamination and

microfractures, on the shale macroscopic behaviors and the mechanism of fracture

initiation, nucleation, and propagation. Thanks to the development of advanced

testing methodologies at the micro- and nanoscales, such as nanoindentation and

micro scratch tests, it is nowadays possible to measure mechanical properties

of each constituent directly. However, a micromechanics-based framework is

necessary to predict the composite responses at higher levels by incorporating the

macro-, micro-, and nano-measurements, which is important for explaining the link

between micro- and macro-behaviors. In addition, although the properties and

structure of inorganic minerals have been extensively examined, little is known

about their coupling with organic matter. A better understanding of the organic–

inorganic interfaces and the porous and anisotropic microstructure is needed to

fully characterize mechanical behaviors of shale. Finally, due to the extreme

mineralogical, morphological, and topographical variability of shale, the experi-

mental characterization should be on a case-by-case basis, and a comprehensive

data set is needed.

Fig. 12.14 (a) Loading configuration used in three-point-bending tests. (b) Marcellus shale

specimens after failure in three-point-bending tests

Table 12.4 Three-point-

bending test results on

Marcellus shale specimens

Bedding layer orientation Peak load [N] KIC MPa
ffiffiffiffi
m

pð Þ
x–y 678 1.34

x–z 533 1.06

y–z 622 1.23
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12.3 Computational Studies

Apredictivemacroscalemodel for fracture nucleation/propagation in gas/oil shale is

needed to better understand the influence of material properties on induced fracture

initiation, propagation, and fracturing treatment, and to provide a tool to optimize

fracturing process in hydraulic fracturing design. To capture the micromechanics of

the formation and propagation of fractures at the grain scale, which are important to

explain the link between micro- and macro-behavior, the adopted model should be

developed based on an integrated experimental and computational framework

spanning several length scales identified previously in this chapter.

12.3.1 Overview of Modeling Techniques for the Mechanical
Characterization of Shale

Numerical models of hydraulic fracturing at field scale have undergone a develop-

ment from 2D simulators, such as the KGD [76, 77] and PKN [78, 79] models, to

pseudo-3D [80, 81], planar 3D [82–84], and fully 3D [85, 86] simulators. In these

models, the rock deformation is modeled using linear elasticity, which is used to

determine the relationship between the fracture width and the fluid pressure. As a

result, they generally bear little or no relation with the underlying microscopic

processes and can be overly complex when their mathematical structure is adapted

to cope with a large range of phenomenological responses. In recent years, a

number of new numerical hydraulic fracture propagation models, largely based

on the variations of finite element models (FEM), such as extended FEM (XFEM)

[87, 88] and cohesive zone FEM methods [89–91], have been developed to handle

mechanical deformations and fracture propagation, and coupled with various con-

tinuum flow models. However, those models still handle only simple fracture

geometries, or assume unrealistic boundary conditions and material properties, or

require using empirical failure criteria and post-failure mechanical/hydraulic con-

stitutive laws, and simplified fluid-solid coupling methods. As a result, these

models do not capture random initiation of fractures, or strongly nonlinear coupling

among deformation, fracturing, and fluid flow in fracture apertures and leakage into

porous rock matrix.

A reliable hydraulic fracture model requires a comprehensive and robust three-

dimensional formulation equipped with correct fracture mechanics; realistic

description of shale internal geometry; physically sound constitutive equations;

strongly nonlinear coupling between fluid flow and heterogeneities at various

scales; as well as an extensive calibration/validation against a large variety of

experimental data. Especially, a predictive macroscale model of fracture nucle-

ation/propagation in shale is needed. The predictive ability critically depends on the

constitutive assumption at the micro- and mesoscales. In addition, a multiscale

framework is required to link the shale behaviors at different levels and to reduce

computational costs.
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12.3.1.1 Macroscopic Scale

Considering shale as general sedimentary rock at the macroscopic level, a brief

overview of the modeling techniques of rock mechanical behaviors is presented

herein. Mechanical breakdown and fracture of rock at laboratory scale are due to

various meso- and microscopic processes, including the formation of microcracks

at multiple grain or defect boundaries, and the growth and coalescence of

microcracks [92]. Rock initial defects such as grain boundaries, microcracks, and

pores can be regarded as stress concentrators, leading to progressive breakdown of

intact rock samples under external loads and the initiation and growth of cracks. For

example, the formation and extension of cracks for rock samples under compres-

sion can be explained by two representative models, i.e., the open crack model

[93, 94] and the sliding crack model [95–97], as shown in Fig. 12.15a, b respec-

tively. Both models regard the initiation of cracks as being due to the intensified

tensile stress near the tips of the initial defects. Although fracture mechanics allows

the prediction of nonlinear mechanical behaviors of rock, it requires the informa-

tion of pre-existing cracks within the material, and cannot predict the localization

and coalescence of microcracks during rock failure [92]. Due to the limitations of

the fracture mechanics model, macroscopic numerical models characterizing frac-

ture and failure behaviors of rock are needed.

The numerical models can be usually classified into continuum-based and

discrete models [98]. The continuum-based model treats the material domain as a

continuous body and capture material failure behaviors through proper damage

models. Typical damage models adopt internal state variables to capture damage

evolution at the microstructural level, and to relate strains to stresses through

appropriate constitutive laws [99]. The numerical implementation of continuum-

based models includes FEM, finite difference method (FDM), and boundary ele-

ment method (BEM). Although capable of simulating material deterioration by

averaging the mechanical response corresponding to damage evolution, classic

continuum damage models are unable to reproduce the localization and coalescence

of microcracks. This is because the models do not consider microscopic events or

assume a uniform distribution of microdefects [92]. Therefore they exhibit the lack

of an internal length scale. As a result, localization occurs in a region of zero

Fig. 12.15 Schematic of

(a) open crack model and

(b) sliding crack model
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thickness and a mesh sensitivity arises [100, 101]. A concept of fictitious crack

[102, 103] has been proposed to represent the fracture process zone (FPZ) where

phenomena such as growth and coalescence of microcracks take place. Adapting

this concept, Bažant and Oh [102] introduced the crack band model to ensure mesh

independence of global properties and that the correct amount of energy is dissi-

pated. By enriching the classic continuum formulations, regularization techniques,

such as gradient damage model [104, 105], nonlocal damage model [106], and other

higher order continuum models [107, 108], offer more complicated localization

limiters to avoid the spurious mesh sensitivity problem. Statistical damage model

[94, 109–111] with nonuniform distributed defects thought the material provides

another solution to the localization problem. One drawback of the statistical

approach is the need to determine an appropriate distribution function for the

heterogeneity [92].

Discrete approaches, based on the pioneering work of Cundall and Strack

[112, 113], treat the material domain as a system of separate blocks or particles.

The approach applied to rock engineering problems has undergone a development

from the early stage of rigid-body movements to motion and deformation of

deformable block system [114]. Early models of this type were referred to as the

discrete element method (DEM). Discrete models are capable of incorporating

the length scale automatically. For instance, the introduction of particle size in

the distinct element model provides boundaries for shear band formation, and

guarantees the thickness of the shear band [115]. A particular group of DEMs

referred to as particle-type model, with the most notable implementations

represented by the universal distinct element code (UDEC) [116] and the particle

flow code (PFC) [117], mimics the grain-cement system in real rock [118] with

rigid particles representing grains bounded or unbounded at their contacts. For

example, PFC uses a so-called soft contact approach: the particles are permitted

numerically to overlap each other, and the degree of overlap controls the contact

forces through a contact law; the bonded-particle model (BPM) [118] based on PFC

introduces bonds between the particles in the assembly corresponding with the

addition of cement between the grains of a sedimentary rock. In the particle model,

the breaking or weakening of bonds simulates damage evolution within rock, which

finally leads to rock failure at the macroscopic level through propagation, nucle-

ation, and coalescence of the microscopic events.

Lattice models, often called dynamic lattice network models [92, 98], are closely

related to the DEM models and have been used to study fracture initiation and

propagation in solid materials and conductivity behavior of porous media. This kind

of lattice models was proposed by Schlanger and Mier [119–123], Schlangen

et al. [124, 125], Bažant [126], Song and Kim [127], Place and Mora [128],

Bolander et al. [129, 130], and Katsman et al. [131] to analyze concrete and rock

fracture. In this approach, the material domain is modeled by a lattice of basic

shapes, such as triangles, squares, or hexagons, with particles of lumped masses

located at the vertices of the lattice. A site in the lattice represents a grain in the

rock; a bond, usually simulated by a massless spring or beam element along the

edges of the lattice, represents a potential crack in the medium. Damage evolution is
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simulated by removal of a bond once the maximum stress locally exceeds a certain

threshold. Original proposed lattice configurations were regular, but Jirásek and

Bažant [132], Schlangen [124], and Bolander et al. [130] suggested that a random or

irregular lattice configuration is necessary to avoid a bias for the overall crack

propagation direction. Recently, 3D versions of lattice model are proposed to

simulate 3D fracture processes [125, 133–135]. Although similar to the particle

model, lattice models can represent a continuous medium composed of heteroge-

neous elements, with which the heterogeneity of the material is taken into account

by assigning different properties to the lattice elements according to the real

material structure.

Both particle and lattice models require numerical trials to determine small-scale

parameters, such as particle bond strength, contact conditions, and grain size

distribution, which are difficult to be extracted from experimental techniques.

Although current advanced testing methods at micro- and nanoscales, such as

nanoindentation, provide opportunities for accessing material properties at small

scales, most models are phenomenological to some extent. Therefore, not all the

model parameters can be determined through experiments, and model calibration

through numerical trials is necessary. In addition, the particle and lattice models are

based on micromechanics; it may be difficult to apply to large-scale analyses of

rock engineering problems because of high computational costs [92] (Fig. 12.16).

Hybrid continuum/discontinuum approaches regard rock as a material mostly

dominated by continuum region while inserted by a set of discontinuity. Typical

examples include the combined finite-discrete element method (FDEM) [136, 137]

Fig. 12.16 (a) Parallel-bond network in a 2D specimen created by BPM [118]. (b) Triangular
lattice of beam elements in a lattice model [120]. (c) Damage patterns formed during biaxial tests

for a specimen of the PFC2D granite model [118]. (d) Simulated crack patters in DEN beams with

fixed supports using the random lattice [120]
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and the Adaptive Continuum/Discontinuum Code (AC/DC) [138]. Some other

numerical schemes, either continuum-based or discontinuum-based, such as

XFEM [139, 140], smooth-particle hydrodynamics (SPH) [141], and Peridynamics

method [142], have also been used to characterize fracture and failure behaviors

of rock.

12.3.1.2 Mesoscopic Scale

At the mesoscopic level, the laminated material microstructure along with the

presence of schistosity, foliation, or bedding planes can be regarded as physical

discontinuities, which also exist at a larger length scale as joints, natural fractures,

faults etc. From the mechanical point of view, discontinuities serve as planes of

weakness or weakness zones with less cohesion which subdivide the medium of

interest into small number of continuous regions. Inside each region the displace-

ment field will be continuous while may be discontinuous across regions. There-

fore, the mathematical representations and the corresponding numerical modeling

techniques of discontinuous are similar at either field, laboratory, or mesoscopic

scales. As discussed in the previous sections, particularly at the mesoscopic level,

the laminated structure of sedimentary rock is an important source of mechanical

anisotropy at the laboratory level. A good numerical model should be able to

capture the mechanical anisotropy induced by rock discontinuities.

Computational techniques that are used for modeling discontinuities are often

classified into smeared and discrete approaches [143]. The smeared approach utilizes

an implicit representation of discontinuities to produce a fictitious continuous mate-

rial which exhibits mechanical behaviors similar to the original discontinuous

medium. The continuum damage model can be considered as a smeared approach

with the effect of microdefects, which lead to discontinuous displacement field,

smeared over the material volume, and represented by degrading the material prop-

erties according to a constitutive law. In terms of simulating mechanical anisotropy,

the smeared approach introduces the effect of lamination, bedding-parallel

microcracks, and other sources of anisotropy at the mesoscopic and microscopic

levels via proper constitutive laws. The directional dependence of deformation

properties for sedimentary rock during loading and unloading processes, i.e., defor-

mation anisotropy, is commonly captured using the theory of elasticity for trans-

versely isotropic medium [144]. Strength anisotropy, as well as anisotropic features

induced during progressive damage evolution, is usually captured by various aniso-

tropic failure criteria [57, 145–147] along with specifying the directional dependence

of material properties, or the continuum formulation of plasticity and damage for

anisotropic solids [145, 148–150]. A representative failure criterion is the well-

known plane of weakness model [59], which assumes that the failure in the rock

matrix and along weakness planes is described by the Mohr-Coulomb type criterion

with different values of cohesion and friction separately.

The smeared approach is a phenomenological approach without the need to

simulate the real structure and parameters at the mesoscopic and microscopic

12 Integrated Experimental and Computational Characterization of Shale. . . 413



levels, and may be thus computationally more effective. It has been applied to the

numerical characterization of mechanical anisotropic behaviors of shale and other

types of sedimentary rock. For instance, Mahjoub et al. [145] proposed a failure

criterion based on the Drucker-Prager yield function and an anisotropic damage

behavior law for transversely isotropic solids. They simulated 3D Brazilian tests for

Boryeong shale, Tournemire shale, and two other types of rocks with different

orientation angles and showed satisfactory results compared with experimental

data. Lisjak et al. [143] developed a smeared approach via the FEM/DEM frame-

work by imposing the orientation-dependent cohesive strength at the crack element

level. Comparing the experimental results on clay shales, they calibrated the model

and demonstrated that macroscopically observed strength anisotropy can be cap-

tured correctly through the proposed smeared approach (Fig. 12.17).

The discrete approach, on the contrary, employs an explicit representation of

discontinuities with a distribution of cohesion-less fractures, weakness planes, etc.

embedded in a homogeneous medium. In this approach, strength and damage

anisotropy can be captured naturally through the initiation of shear deformation

along weakness surfaces induced by discontinuous, which causes a stress concen-

tration, and finally leads to macroscopic failure. With the discrete modeling tech-

nique, mechanical anisotropy emerges as a natural property of the discrete system

and is introduced by a geometric description of the internal structure, which is

usually approximated by a discrete particle or lattice system inserted by weakness

zones, representing plane of weakness, pre-existing cracks [153], parallel continu-

ous weak layers [154], continuous smooth joints [151], and discontinuous

joints [155].

The discrete approach is a physical-based approach without complicated math-

ematical formulation at the constitutive level. However, the computational cost of

the discrete approach is quite large for simulating field scale problem since the

mesh resolution is constrained by the spacing of discontinuities, typically millime-

ter scale for bedding or lamination of shale. In addition, the discrete approach

requires the geometrical and material parameters at the mesoscopic and micro-

scopic levels, which are usually difficult to obtain from experimental observation

and testing. Despite their limitations, discrete approaches have been widely used in

simulating material anisotropy. For example, Park et al. [152, 156, 157] used the

smooth joint model along with BPM to simulate BTS and UCS tests on Boryeong

shale, and captured correctly the dependency of failure mode on loading orienta-

tion. Lisjak et al. [153] introduced the discrete approach based on the FEM/DEM

method by imposing the distribution of pre-existing cracks aligned with the bedding

plane orientation and several broken crack elements with the simulation domain.

By simulating the uniaxial compression, indirect tension, and biaxial compression

tests on Opalinus Clay, they confirmed that a distinctive variation of specimen

compressive strength, crack pattern, and damage mechanism can be captured as a

function of the orientation of specimen anisotropy.
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12.3.1.3 Microscopic and Nanometer Scales

Models at the microscopic level and nanoscale provide a mean of interpreting

experimental results and extracting material properties from tests at the

corresponding length scales, such as nanoindentation. For example, Borja

et al. [73] developed a FE model of the nanoindentation experiments on organic-

rich Woodford shale, and implemented with Drucker-Prager/Cap plasticity and

consolidation creep. Through the calibrated simulations, plastic material parame-

ters were extracted from nanoindentation experiments and were used to simulate

triaxial compression tests, highlighting the anisotropic behavior of shale. In addi-

tion, simulations at the atomic and molecular structure levels, such as Molecular

Dynamics (MD) simulations and Monte Carlo simulations, have been carried out to

Fig. 12.17 (a) Smooth joint creation [151]. (b) Modeling of Boryeong shale specimen with

0� anisotropy angle by smooth joint model after uniaxial compressive strength test [152]. (c)
Smeared approach for modeling strength anisotropy with bedding plane orientation in FEM/DEM

[143]. (d) Simulated fracture patters for Opalinus Clay sample with 0� loading angle orientation by
smeared approach and FEM/DEM [143]
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provide the precise characterization of intact shale and shale constituents.

Especially, close attention has been paid to the role of organic matter [158–160]

and clay minerals [161, 162] in material properties of shale. For instance, Brochard

et al. [158] performed molecular simulations on a silica-kerogen nano-composite,

and suggested that the ductility and toughness of organic-rich shale could be

attributed to the pulling out of ductile kerogen inclusions out of a brittle silica

matrix. From the results of molecular simulations on a typical clay mineral, illite,

Hantal et al. [162] reported that the fracture resistance under tensile loading is low,

and the mechanism of yield and fracture failures is decohesion in the interlayer

space, while the nanoscale failure mechanism under shear loading is a stick–slip

between clay layers. They suggested that the low fracture resistance in mode I and

the stick–slip failure in mode II are the consequence of the lack of chemical bonds

between clay layers.

12.3.1.4 Multiscale Algorithm

From the computational point of view, a multiscale algorithm is necessary because

“full” microscopic simulations are too expensive to perform in order to predict the

macroscopic behavior of very fine-grained shale, even with the computational

power currently available. A multiscale algorithm is needed to link the shale

micromechanics behaviors all the way up to the fracture and failure behaviors at

the field level. In addition, the multiscale framework should integrate experimental

measurement and observation with current numerical simulation techniques, with a

proper explanation of the micromechanics of the formation and propagation of

fractures at lower levels.

Ulm and coworkers [62, 71] have developed a theoretical model, the GeoGenome

model, for estimating shale anisotropic elastic and poroelastic properties based

mainly on nanoindentation results and UPV measurement. In this approach, macro-

scopic elastic and poroelastic properties of shale depend on the clay packing density,

the volume fraction of the nonclay phase, and the organic volume fraction

[71]. Abousleiman et al. [9] used the GeoGenome upscaling model to estimate the

Young’s modulus and shear modulus of Woodford and Barnett shale, and achieved

good agreement with sonic log data. Later, Bobko et al. [163] developed a strength

homogenization approach to study scaling relationships for indentation hardness

with clay packing density, providing an interpretation of the nanogranular origin of

friction and cohesion in the porous clay binder phase in shale.

Homogenization techniques provide an opportunity for upscaling micro- and

mesoscale computational models. In this approach, micro- and meso-material

levels can be replaced by a homogenized poroelastic material in the higher level

problem domain, based on two assumptions: the existence of a Representative

Volume Element (RVE) and the scale separation assumption. Although no litera-

ture can be found to apply homogenization approach to shale modeling, homoge-

nization theory has been widely used in many braches of engineering. For instance,

Hassani [164] investigated formulation of homogenization theory and topology
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optimization and its numerical application to materials with periodic microstructure

like laminate composite. Chung [165] presented detailed derivation of multiple

scale formulation for elastic solids through Asymptotic Expansion Homogenization

(AEH). Fish employed this approach to study elastic as well as elasto-plastic

composites [166]. Ghosh [167] adopted Mathematical Homogenization

(MH) along with Voronoi Cell Finite Element Method (VCFEM) to study the

behavior of composites with random mesostructure [168]. More recently, Fish

[169] introduced the Generalized Mathematical Homogenization (GMH) to derive

thermo-mechanical continuum equations starting from MD. Feyel [170] built a

homogenization scheme to couple a Cauchy continuum formulation at the micro-

scale giving rise to a Cosserat continuum formulation at the macroscale. Asymp-

totic homogenization technique was employed by Forest [171] for upscaling elastic

Cosserat solids. Rezakhani and Cusatis [172] derived a general multiscale homog-

enization scheme suitable for upscaling materials whose fine-scale behavior can be

successfully approximated through the use of discrete models featuring both trans-

lational and rotational degrees of freedom. Developed homogenization theory has

been used to evaluate macroscopic properties of concrete through RVE simulations,

and to homogenize concrete elastic and nonlinear behavior under different types of

loading conditions (see [172, 173]).

12.3.2 A Micromechanical Discrete Approach

A discrete approach based on a micromechanical framework [174] is presented

herein, which is built upon the mesoscopic level of shale (length scale 5 as

illustrated in Fig. 12.1) with an explicit representation of the laminated internal

structure. Features of smaller length scales are introduced by constitutive laws,

while simulations of the macroscopic behavior of shale are allowed by introducing

a proper multiscale algorithm. The proposed micromechanical approach is formu-

lated within the Lattice Discrete Particle Model (LDPM) framework, developed by

Cusatis and coworkers [175, 176], which offers the following unique advantages:

1. LDPM has been extensively proven to be a powerful tool to accurately predict

mechanical behavior of quasi-brittle materials under various loading conditions

in both tension and unconfined, confined as well as hydrostatic compression.

2. LDPM is formulated within the framework of discrete models, which provides

an inherent potential to take the heterogeneous nature of shale into account.

3. The model is able to explicitly reproduce the material internal structure, which

provides a potential to capture the fabric anisotropy of shale.

Since LDPM was first proposed to simulate the failure behavior of concrete with

a statistically isotropic random mesostructure, it needs to be extended to capture the

aspects of material anisotropy based on the composition and internal texture of

shale. Hereinafter, the LDPM constitutive equations are introduced, and modified to

accommodate material anisotropy.
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12.3.2.1 Geometrical Characterization of Shale Internal Structure

Based on the composition and texture of shale described above, a shale sample at

the mesoscopic level can be represented by a laminated structure model with

multiple layers of weakness embedded in a block matrix, shown in Fig. 12.18b,

which is an analogy for the typical laminated shale as shown in Fig. 12.18a. The

weak layers represent stratification or layering of rock due to alternately operating

depositional processes, which are results of macrolamination as Eseme

et al. mentioned in [49]. The layers or beds are weaker and are characterized by

lower moduli and strengths in constitutive laws. A block matrix is dominated by the

constituent components of shale including organic matter, clay, quartz, and other

minerals. Apart from the discrete representation, a smeared representation of

anisotropy with transversely isotropy assumption is also introduced. The smeared

approach accounts for the sources of mechanical anisotropy that cannot be

represented by the discrete approach and that has length scales lower than the

scale of grains (mostly microscopic level). The transverse isotropy assumption is

used because these sources of shale anisotropy at the microscopic level, such as

microlamination of organic matter and minerals, partial alignment of clay minerals,

microcracks, and low-aspect ratio pores, are mostly bedding/lamination-parallel.

Thus, the plane of isotropy is consistent with the plane of bedding/lamination. The

proposed model considers both the deformation anisotropy and the failure anisot-

ropy. The deformation anisotropy at the mesoscopic level is simulated by the

explicit representation of layering while the deformation anisotropy at the micro-

scopic level is tackled by a proper constitutive formulation. The failure anisotropy

is simulated mostly by layering at the mesoscopic level as the weak layers can work

as a weak zone where fracture can initiate and propagate. The failure modes could

be different for specimens with different bedding/lamination inclination with

respect to loading directions.

Fig. 12.18 (a) Fine lamination in cherty shale [177]. (b) Schematic diagram of the laminated

structure model with tm representing the thickness of weak layers and S representing the layer

spacing. (c) LDPM cell and facets
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The LDPM simulates the shale internal structure by considering only the coarse

grains. The model generation procedure is briefly introduced here but details can be

found in [176]. Particles with assumed spherical shape and in accordance with

granulometric distributions (the Fuller curve with Fuller coefficient nF) are first

introduced randomly into the volume through the algorithm that avoids particle

overlapping. A Delaunay tetrahedralization of the particle centers is used to define

the lattice system that represents the mesostructure topology. A 3D domain tessel-

lation, anchored to the Delaunay tetrahedralization, creates a system of polyhedral

cells. These LDPM cells are assumed to represent the coarse grains of materials and

thus material heterogeneity. Note that particles are generated such that the maxi-

mum cell size matches typical heterogeneity size dmax� 50 μm. Adjacent cells

interact through the triangular facets where they are in contact (see Fig. 12.18c). In

the LDPM formulation, the interface facets are interpreted as potential crack

surfaces. Rigid-body kinematics is adopted to describe the mesostructure deforma-

tion with which the strain vector and the stress vector at the facet level can be

derived. The LDPM constitutive law, which provides the relationship between the

strain vector and the stress vector, is presented in the next section. The laminated

structure can be represented by assigning different material properties for the layers

of weakness and the block matrix. The constitutive laws for the weak layers or beds

represent weak bonds between different layers of block matrix and are also

presented in the next section. Together with the grain distribution parameters

including the maximum grain size dmax, the minimum grain size dmin and the Fuller

coefficient nF, the lamination parameters including the layer spacing s and the

thickness of weak layers tm geometrically characterize the internal structure of

shale at the mesoscale.

12.3.2.2 Constitutive Equations

Mesostructure facet strains, one normal strain εN, and two shear strains εM and εL,
are defined through the relative displacement at the centroid of a given facet [176]

which is computed based on the displacements and rotations of the particles

associated with the facet and the assumption of particles rigid-body motion. The

strains then can be used to compute LDPM facet stresses, σN, σM and σL through

LDPM constitutive law.

Elastic Behavior

At the framework of LDPM, the elastic behavior is formulated by the linear

relations between normal/shear stresses and the corresponding strains, i.e.

σN ¼ ENεN; σM ¼ ETεM; σL ¼ ETεL ð12:1Þ
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where EN is the effective normal modulus; ET is the effective shear modulus, and α
is the shear-normal coupling parameter. Through a smear representation of defor-

mation anisotropy and the transversely isotropy assumption of shale, EN and ET are

assumed to be the function of the observed orientation, i.e., EN¼EN (θ), ET¼ET

(θ), where θ is defined as angle between the normal vector of LDPM facets and the

normal vector of lamination plane, as shown in Fig. 12.18c. Therefore, EN (θ) and
ET (θ) read

ET θð Þ ¼ sin 2θ
ET1

þ cos 2θ
ET0

� ��1

¼ ET0 βT sin
2θ þ cos 2θð Þ�1

ð12:2Þ

ET θð Þ ¼ sin 2θ
ET1

þ cos 2θ
ET0

� ��1

¼ ET0 βT sin
2θ þ cos 2θð Þ�1

ð12:3Þ

where EN0¼EN (0�), EN1¼EN (90�), ET0¼ET (0�), ET1¼ET (90�) respectively;
βN¼EN0/EN1 and βT¼ET0/ET1 are the ratios of elastic moduli at 0� to moduli at

90�. The relationship between the mesoscale LDPM parameters and the macro-

scopic elastic parameters can be obtained through the kinematically constrained

formulation of the microplane model of the normal component, which reads

E* ¼ 2

3π

Z
Ω
PTEPPdΩ ð12:4Þ

The integration is done over a unit hemisphere with the surfaceΩ. Matrix P collects

the information on the microplane orientation, while the matrix Ep depends on

LDPM effective moduli, i.e., EP ¼ diag EN;ET;ETð Þ.
Through the smeared approach described above, the deformation anisotropy of

shale at the microscopic level is properly addressed. At the mesoscopic level, the

effect of weak layers, which separate the matrix layers above and below through

weak bonds, on the elastic coefficients is considered by introducing the reduction

factors CN and CT for effective normal and shear moduli associated with weak

layers/beds respectively, as follows

El
N ¼ CNEN; El

T ¼ CTET ð12:5Þ

The reduction factors typically satisfy 0<CN, CT �1. To simplify our model, we

assume that the reduction factors for the normal and shear modulus are the same,

i.e., CN¼CT. As a result, the macroscopic stiffness matrix of the weaker layers is

proportional to that of the block matrix.
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Fracturing Behavior

In the LDPM formulation, inelastic fracturing and cohesive behavior due to tension

and tension/shear given εN> 0 are formulated through an effective strain

ε ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε2N þ α ε2M þ ε2Lð Þ

p
, and stress σ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2N þ σ2M þ σ2Lð Þ=α

p
, which define the

normal and shear stresses as σN¼ εN (σ/ε); σM¼ εM (σ/ε); σL¼ εL (σ/ε). The
effective stress σ is incrementally elastic ( _σ ¼ EN _ε: ), and must satisfy the inequal-

ity 0 � σ � σbt ε;ωð Þ, where σbt ε;ωð Þ ¼ σ0 ωð Þexp �H0 ωð Þ εmax � ε0 ωð Þh i=σ0 ωð Þ½ �,
xh i ¼ max x; 0f g, and tan ωð Þ ¼ εN=

ffiffiffi
α

p
εT. The post peak softening modulus is

defined as H0 (ω)¼Ht (2ω/π)
nt, where nt is the softening exponent; Ht is the

softening modulus in pure tension (ω¼ π/2) expressed as Ht¼ 2EN/(lt/le� 1);

lt¼ 2ENGt/σt
2; le is the length of the tetrahedron edge; and Gt is the mesoscale

fracture energy. LDPM provides a smooth transition between pure tension and pure

shear (ω¼ 0) with parabolic variation for strength given by

σ0 ωð Þ ¼ σt
� sinωþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sin 2 ωð Þ þ 4α cos 2 ωð Þ=r2st
p
2α cos 2 ωð Þ=r2st

ð12:6Þ

where rst¼ σs/σt is the ratio between the shear strength and the tensile.

The smeared approach of modeling anisotropy is applied to the shear and tensile

strength respectively with σt and σs expressed as

σt θð Þ ¼ σt0 βt sin
2θ þ cos 2θ

� ��1 ð12:7Þ
σs θð Þ ¼ σs0 βs sin

2θ þ cos 2θ
� ��1 ð12:8Þ

where σt0 and σs0 are the tensile strength and the shear strength at

θ¼ 0� respectively; βt¼ σt0/σt1 and βs¼ σs0/σs1 are the ratios of the tensile strength
and the shear strength at 0� to those at 90�.

Similar to modeling elastic behavior, the effect of lamination can be considered

by introducing the reduction factors CNt and CTs. The tensile strength and shear

strength associated with weak layers can then be written as

σ l
t ¼ CNtσt; σ l

s ¼ CTsσs ð12:9Þ

in which 0<CNt, CTs� 1.

Therefore, the strength limit for the effective stress σ0(ω) is a function of the

facet orientation θ and location in addition to ω. In the stress space σN–σT,
Eq. (12.6) is a parabola with the axis of symmetry coinciding with the σN axis.

The parabola represents the envelop of the elastic limit of stress status (σN, σT),
varies with facet orientation, and shrinks for facets associated with weak layers.
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Frictional Behavior

Due to frictional effects, the shear strength increases in the presence of compressive

stresses. This phenomenon can be simulated effectively through classical incre-

mental plasticity. The plastic potential can be expressed as φ ¼ σtj j � σbs σNð Þ in

which the shear boundary is formulated with the following frictional law:

σbs σNð Þ ¼ σs þ μ0 � μ1ð ÞσN0 � μ1σN � μ0 � μ1ð ÞσN0 � exp σN=σN0ð Þ ð12:10Þ

where μ0 and μ1 are the initial and final internal friction coefficients; σN0 is the

normal stress at which the internal friction coefficient transitions from μ0 to μ1.

Since there are no available experimental data, we simply adopt the classical

Coulomb linear frictional law with slop μ0 by setting σN0¼1 or μ1¼ μ0.
The shear boundary governs the unconfined and low confinement macroscopic

compression for low values of σN and high confinement macroscopic compression

for high values of σN. It is practical to make the internal friction coefficient vary in a

way similar to the elastic moduli, i.e.,

μ0 ¼ μ00 βμ sin
2θ þ cos 2θ

� ��1 ð12:11Þ
μ l
0 ¼ Cμμ0 ð12:12Þ

where μ00 is the initial internal friction coefficient at θ¼ 0�; βμ is the ratio of the

friction coefficient at 0� to the one at 90�; the reduction factor Cμ considers the

effect of lamination on internal friction. In addition, LDPM has the capability to

simulate the triaxial compressive behavior at the macroscopic scale with a com-

pressive boundary capturing the material compaction and rehardening phenome-

non. Since this is outside our current research scope, an elastic behavior is assumed

for compression, i.e., σN ¼ ENεN.
To summarize, the LDPM material parameters for shale governing the elastic

behavior, the fracturing behavior, and the frictional behavior are shown in

Table 12.5.

12.3.2.3 Preliminary Results

The proposed micromechanical discrete approach has been implemented into the

MARS software [178], which is a structural analysis computer code with an

object-oriented architecture. The model was calibrated against experimental

results for Boryeong shale provided by J. Chao et al. [20, 179] through a trial-

and-error calibration procedure. The simulated experiments include static elastic

analysis, Brazilian tensile, and uniaxial compression tests. As the preliminary

results reported in [174] show, the dependence of the simulated elastic modulus,

BTS, UCS, and failure modes, on sample orientation can be captured
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successfully. Especially, simulated specimens after failure in both Brazilian and

uniaxial compression tests illustrated different failure mechanisms at different

anisotropy angles or loading orientations, as shown in Figs. 12.19 and 12.20

respectively, which are in close agreement with the corresponding experimental

data.

Table 12.5 LDPM material

parameters for anisotropic

shale

Parameters Units

Normal modulus EN0 GPa

Ratio of normal modulus βN
Lamination reduction factor for normal modulus CN

Shear modulus ET0 GPa

Ratio of shear modulus βT
Lamination reduction factor for shear modulus CT

Tensile strength σt0 MPa

Ratio of tensile strength βt
Lamination reduction factor for tensile strength CNt

Shear strength σs0 MPa

Ratio of shear strength βs
Lamination reduction factor for shear strength CTs

Characteristic length lt mm

Softening exponent nt
Initial frictional coefficient μ00
Ratio of initial frictional coefficient βu
Lamination reduction factor for initial friction Cμ

Fig. 12.19 Cylinder specimens for Brazilian tensile test. (a) Snapshot of mesostructure; (b)–(h)
simulated specimens with anisotropy angles of 0�, 15�, 30�, 45�, 60�, 75�, and 90� after failure in
the test [174]
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12.3.3 Discussion

In order to capture the micromechanics of fracture initiation, propagation, and

nucleation, which finally lead to the failure and fracture of shale rock at the

macroscopic and field levels, a numerical model needs to incorporate the micro-

scopic events, especially the growth and coalescence of microdefects at the grain

scale. Both advanced continuum and discontinuum modeling techniques nowadays

provide features to simulate damage evolution at the microstructural level, and are

thus able to capture localization events. Although continuum models usually offer

more economical solutions in terms of computational efficiency, discontinuum

modeling techniques provide straightforward and physical-based solutions when

simulating intrinsic discontinuities at multiple length scales, especially the weak-

ness zones often observed at the mesoscopic level. Therefore, the micromechanical

discrete based model presented here yields a unique advantage in characterizing

mechanical behaviors of shale by taking into account its heterogeneous nature.

However, the predictive capability critically relies on the constitutive assumption at

the meso- and microscales, which are powered by the knowledge of shale micro-

structure and microscopic failure mechanism, and the experimental data used for

model calibration at different scales. Unfortunately, a comprehensive set of exper-

imental measurements spanning all multiple scales concerned is currently not

available. In addition, a multiscale scheme is needed to predict shale macroscopic

behavior starting from high-fidelity fine-scale models with the limited computa-

tional power currently available.

Fig. 12.20 Cylinder specimens for unconfined compressive strength test. (a) Snapshot of

mesostructure; (b)–(h) simulated specimens with anisotropy angles of 0�, 15�, 30�, 45�, 60�,
75�, and 90� after failure in the test [174]
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40. Holt, R. M., Fjær, E., Stenebråten, J. F., & Nes, O.-M. (2015). Brittleness of shales:

Relevance to borehole collapse and hydraulic fracturing. Journal of Petroleum Science and
Engineering, 131, 200–209. doi:10.1016/j.petrol.2015.04.006.

41. Hucka, V., & Das, B. (1974). Brittleness determination of rocks by different methods.

International Journal of Rock Mechanics and Mining Science and Geomechanics Abstracts,
11, 389–392. doi:10.1016/0148-9062(74)91109-7.

42. Yang, Y., Sone, H., Hows, A., & Zoback, M. D. (2013). Comparison of brittleness indices in

organic-rich shale formations. 47th U.S. Rock Mechanics/Geomechanics Symposium.

43. Jin, X., Shah, S. N., Roegiers, J.-C., & Zhang, B. (2014). Fracability evaluation in shale
reservoirs—an integrated petrophysics and geomechanics approach. SPE Hydraulic Frac-

turing Technology Conference, Society of Petroleum Engineers. doi:10.2118/168589-MS.

44. Schmidt, R. A. (1977). Fracture mechanics of oil shale—unconfined fracture toughness,

stress corrosion cracking, and tension test results. The 18th U.S. Symposium on Rock

Mechanics (USRMS).

45. Akono, A.-T. (2013). Assessment of fracture properties and rate effects on fracture of materials
by micro scratching: Application to gas shale. Thesis, Massachusetts Institute of Technology.

46. Haddad, M., & Sepehrnoori, K. (2015). Simulation of hydraulic fracturing in quasi-brittle

shale formations using characterized cohesive layer: Stimulation controlling factors. Journal
of Unconventional Oil and Gas Resources, 9, 65–83. doi:10.1016/j.juogr.2014.10.001.

47. Parisio, F., Samat, S., & Laloui, L. (2014). An elasto-plastic-damage model for quasi-brittle

shales. Proceedings of 48th US Rock Mechanics Symposium.

48. Yao, Y. (2011). Linear elastic and cohesive fracture analysis to model hydraulic fracture in

brittle and ductile rocks. Rock Mechanics and Rock Engineering, 45, 375–387. doi:10.1007/
s00603-011-0211-0.

49. Eseme, E., Urai, J. L., Krooss, B. M., & Littke, R. (2007). Review of the mechanical

properties of oil shales: Implications for exploitation and basin modelling. Oil Shale, 24(2),
159–175.

50. Sayers, C. M. (2013). The effect of anisotropy on the Young’s moduli and Poisson’s ratios of
shales. Geophysical Prospecting, 61, 416–426. doi:10.1111/j.1365-2478.2012.01130.x.

51. Vernik, L., & Nur, A. (1992). Ultrasonic velocity and anisotropy of hydrocarbon source

rocks. Geophysics, 57, 727–735. doi:10.1190/1.1443286.
52. Mokhtari M (2015). Characterization of anisotropy in organic-rich shales: Shear and tensile

failure, wave velocity, matrix and fracture permeability. Thesis Colorado School of Mines.

53. Mokhtari, M., Bui, B. T., & Tutuncu, A. N. (2014). Tensile failure of shales: Impacts of
layering and natural fractures. SPE Western North American and Rocky Mountain Joint

Meeting, Society of Petroleum Engineers. doi:10.2118/169520-MS.

54. Eseme, E., Littke, R., & Krooss, B. M. (2006). Factors controlling the thermo-mechanical

deformation of oil shales: Implications for compaction of mudstones and exploitation.

Marine and Petroleum Geology, 23, 715–734. doi:10.1016/j.marpetgeo.2006.02.007.

55. Josh, M., Esteban, L., Delle Piane, C., Sarout, J., Dewhurst, D. N., & Clennell, M. B. (2012).

Laboratory characterisation of shale properties. Journal of Petroleum Science and Engineer-
ing, 88–89, 107–124. doi:10.1016/j.petrol.2012.01.023.

56. Abousleiman, Y. N., Hoang, S. K., & Tran, M. H. (2010). Mechanical characterization of

small shale samples subjected to fluid exposure using the inclined direct shear testing device.

12 Integrated Experimental and Computational Characterization of Shale. . . 427

http://dx.doi.org/10.2118/115258-MS
http://dx.doi.org/10.1016/j.petrol.2015.04.006
http://dx.doi.org/10.1016/0148-9062(74)91109-7
http://dx.doi.org/10.2118/168589-MS
http://dx.doi.org/10.1016/j.juogr.2014.10.001
http://dx.doi.org/10.1007/s00603-011-0211-0
http://dx.doi.org/10.1007/s00603-011-0211-0
http://dx.doi.org/10.1111/j.1365-2478.2012.01130.x
http://dx.doi.org/10.1190/1.1443286
http://dx.doi.org/10.1016/j.marpetgeo.2006.02.007
http://dx.doi.org/10.1016/j.petrol.2012.01.023


International Journal of Rock Mechanics and Mining Sciences, 47, 355–367. doi:10.1016/j.
ijrmms.2009.12.014.

57. Duveau, G., Shao, J. F., & Henry, J. P. (1998). Assessment of some failure criteria for

strongly anisotropic geomaterials. Mech Cohesive-Frict Mater, 3, 1–26.
58. Aoki, T., Tan, C. P., & Bamford, W. E. (1993). Effects of deformation and strength

anisotropy on borehole failures in saturated shales. International Journal of Rock Mechanics
and Mining Science and Geomechanics Abstracts, 30, 1031–1034. doi:10.1016/0148-9062
(93)90067-N.

59. Jaeger, J. C. (1960). Shear failure of anisotropic rocks. Geological Magazine, 97, 65–72.
doi:10.1017/S0016756800061100.

60. CHEN, P., HAN, Q., Ma, T., & Lin, D. (2015). The mechanical properties of shale based on

micro-indentation test. Petroleum Exploration and Development, 42, 723–732. doi:10.1016/
S1876-3804(15)30069-0.

61. Ringstad, C., Lofthus, E. B., Sonstebo, E. F., Fjaer, E., Zausa, F., & Fuh, G.-F. (1998).

Prediction of rock parameters from micro-indentation measurements: The effect of sample
size. SPE/ISRM Rock Mechanics in Petroleum Engineering, Society of Petroleum Engineers.

doi:10.2118/47313-MS.

62. Ulm, F.-J., & Abousleiman, Y. (2006). The nanogranular nature of shale. Acta Geotechnica,
1, 77–88. doi:10.1007/s11440-006-0009-5.

63. Akono, A.-T., & Ulm, F.-J. (2011). Scratch test model for the determination of fracture

toughness. Engineering Fracture Mechanics, 78, 334–342. doi:10.1016/j.engfracmech.2010.

09.017.

64. Sondergeld, C. H., Ambrose, R. J., Rai, C. S., & Moncrieff, J. (2010). Micro-structural
studies of gas shales. SPE Unconventional Gas Conference, Society of Petroleum Engineers.

doi:10.2118/131771-MS.

65. Rybacki, E., Reinicke, A., Meier, T., Makasi, M., & Dresen, G. (2015). What controls the

mechanical properties of shale rocks?—Part I: Strength and Young’s modulus. Journal of
Petroleum Science and Engineering, 135, 702–722. doi:10.1016/j.petrol.2015.10.028.

66. Sayers, C. M. (2013). The effect of kerogen on the elastic anisotropy of organic-rich shales.

Geophysics, 78, D65–D74. doi:10.1190/geo2012-0309.1.
67. Curtis, M. E., Ambrose, R. J., & Sondergeld, C. H. (2010). Structural characterization of gas

shales on the micro- and nano-scales. Canadian unconventional resources and international

petroleum conference, Society of Petroleum Engineers. doi:10.2118/137693-MS.

68. Curtis, M. E., Sondergeld, C. H., Ambrose, R. J., & Rai, C. S. (2012). Microstructural

investigation of gas shales in two and three dimensions using nanometer-scale resolution

imaging. AAPG Bulletin, 96, 665–677. doi:10.1306/08151110188.
69. Eliyahu, M., Emmanuel, S., Day-Stirrat, R. J., & Macaulay, C. I. (2015). Mechanical

properties of organic matter in shales mapped at the nanometer scale. Marine and Petroleum
Geology, 59, 294–304. doi:10.1016/j.marpetgeo.2014.09.007.

70. Bobko, C., & Ulm, F.-J. (2008). The nano-mechanical morphology of shale. Mechanics of
Materials, 40, 318–337. doi:10.1016/j.mechmat.2007.09.006.

71. Ortega, J. A., Ulm, F.-J., & Abousleiman, Y. (2009). The nanogranular acoustic signature of

shale. Geophysics, 74, D65–D84. doi:10.1190/1.3097887.
72. Kumar, V., Sondergeld, C. H., & Rai, C. S. (2012). Nano to macro mechanical character-

ization of shale. SPE Annual Technical Conference and Exhibition, Society of Petroleum

Engineers. doi:10.2118/159804-MS.

73. Bennett, K. C., Berla, L. A., Nix, W. D., & Borja, R. I. (2015). Instrumented nanoindentation

and 3D mechanistic modeling of a shale at multiple scales. Acta Geotechnica, 10, 1–14.
doi:10.1007/s11440-014-0363-7.

74. Oliver, W. C., & Pharr, G. M. (2004). Measurement of hardness and elastic modulus by

instrumented indentation: Advances in understanding and refinements to methodology.

Journal of Materials Research, 19, 3–20.

428 W. Li et al.

http://dx.doi.org/10.1016/j.ijrmms.2009.12.014
http://dx.doi.org/10.1016/j.ijrmms.2009.12.014
http://dx.doi.org/10.1016/0148-9062(93)90067-N
http://dx.doi.org/10.1016/0148-9062(93)90067-N
http://dx.doi.org/10.1017/S0016756800061100
http://dx.doi.org/10.1016/S1876-3804(15)30069-0
http://dx.doi.org/10.1016/S1876-3804(15)30069-0
http://dx.doi.org/10.1007/s11440-006-0009-5
http://dx.doi.org/10.1016/j.engfracmech.2010.09.017
http://dx.doi.org/10.1016/j.engfracmech.2010.09.017
http://dx.doi.org/10.2118/131771-MS
http://dx.doi.org/10.1016/j.petrol.2015.10.028
http://dx.doi.org/10.1190/geo2012-0309.1
http://dx.doi.org/10.2118/137693-MS
http://dx.doi.org/10.1306/08151110188
http://dx.doi.org/10.1016/j.marpetgeo.2014.09.007
http://dx.doi.org/10.1016/j.mechmat.2007.09.006
http://dx.doi.org/10.1190/1.3097887
http://dx.doi.org/10.2118/159804-MS
http://dx.doi.org/10.1007/s11440-014-0363-7


75. Tavallali, A., & Vervoort, A. (2010). Failure of layered sandstone under Brazilian test

conditions: Effect of micro-scale parameters on macro-scale behaviour. Rock Mechanics
and Rock Engineering, 43, 641–653. doi:10.1007/s00603-010-0084-7.

76. Geertsma, J., & De Klerk, F. (1969). A rapid method of predicting width and extent of

hydraulically induced fractures. Journal of Petroleum Technology, 21, 1571–1581. doi:10.
2118/2458-PA.

77. Khristianovic, S., & Zheltov, Y. (1955). Formation of vertical fractures by means of highly
viscous fluids. In Proceedings 4th World Pet Congress Rome. pp 579–586.

78. Nordgren, R. P. (1972). Propagation of a vertical hydraulic fracture. Society of Petroleum
Engineers Journal, 12, 306–314. doi:10.2118/3009-PA.

79. Perkins, T. K., & Kern, L. R. (1961). Widths of hydraulic fractures. Journal of Petroleum
Technology, 13, 937–949. doi:10.2118/89-PA.

80. Morales, R. H., & Abou-Sayed, A. S. (1989). Microcomputer analysis of hydraulic fracture

behavior with a pseudo-three-dimensional simulator. SPE Production Engineering, 4, 69–74.
doi:10.2118/15305-PA.

81. Settari, A., & Cleary, M. P. (1986). Development and testing of a pseudo-three-dimensional

model of hydraulic fracture geometry. SPE Production Engineering, 1, 449–466. doi:10.
2118/10505-PA.

82. Advani, S. H., Lee, T. S., & Lee, J. K. (1990). Three-dimensional modeling of hydraulic

fractures in layered media: Part I—finite element formulations. Journal of Energy Resources
Technology, 112, 1–9. doi:10.1115/1.2905706.

83. Gu, H., & Leung, K. H. (1993). 3D numerical simulation of hydraulic fracture closure with

application to minifracture analysis. Journal of Petroleum Technology, 45, 206–255. doi:10.
2118/20657-PA.

84. Morita, N., Whitfill, D. L., & Wahl, H. A. (1988). Stress-intensity factor and fracture cross-

sectional shape predictions from a three-dimensional model for hydraulically induced frac-

tures. Journal of Petroleum Technology, 40, 1329–1342. doi:10.2118/14262-PA.
85. Carter, B., Desroches, J., Ingraffea, A., & Wawrzynek, P. (2000). Simulating fully 3D

hydraulic fracturing. Model Geomechanics, 200, 525–557.
86. Li, L. C., Tang, C. A., Li, G., Wang, S. Y., Liang, Z. Z., & Zhang, Y. B. (2012). Numerical

simulation of 3D hydraulic fracturing based on an improved flow-stress-damage model and a

parallel FEM technique. Rock Mechanics and Rock Engineering, 45, 801–818. doi:10.1007/
s00603-012-0252-z.

87. Dahi-Taleghani, A., & Olson, J. E. (2011). Numerical modeling of multistranded-hydraulic-

fracture propagation: Accounting for the interaction between induced and natural fractures.

SPE Journal, 16, 575–581. doi:10.2118/124884-PA.
88. Lecampion, B. (2009). An extended finite element method for hydraulic fracture problems.

Communications in Numerical Methods in Engineering, 25, 121–133. doi:10.1002/cnm.1111.

89. Carrier, B., & Granet, S. (2012). Numerical modeling of hydraulic fracture problem in

permeable medium using cohesive zone model. Engineering Fracture Mechanics, 79,
312–328. doi:10.1016/j.engfracmech.2011.11.012.

90. Chen, Z., Bunger, A. P., Zhang, X., & Jeffrey, R. G. (2009). Cohesive zone finite element-

based modeling of hydraulic fractures. Acta Mechanica Solida Sinica, 22, 443–452. doi:10.
1016/S0894-9166(09)60295-0.

91. Sarris, E., & Papanastasiou, P. (2011). Modeling of hydraulic fracturing in a poroelastic

cohesive formation. International Journal of Geomechanics, 12, 160–167. doi:10.1061/

(ASCE)GM.1943-5622.0000121.

92. Yuan, S. C., & Harrison, J. P. (2006). A review of the state of the art in modelling progressive

mechanical breakdown and associated fluid flow in intact heterogeneous rocks. International
Journal of Rock Mechanics and Mining Sciences, 43, 1001–1022. doi:10.1016/j.ijrmms.2006.

03.004.

93. Sammis, C. G., & Ashby, M. F. (1986). The failure of brittle porous solids under compressive

stress states. Acta Metallurgica, 34, 511–526. doi:10.1016/0001-6160(86)90087-8.

12 Integrated Experimental and Computational Characterization of Shale. . . 429

http://dx.doi.org/10.1007/s00603-010-0084-7
http://dx.doi.org/10.2118/2458-PA
http://dx.doi.org/10.2118/2458-PA
http://dx.doi.org/10.2118/3009-PA
http://dx.doi.org/10.2118/89-PA
http://dx.doi.org/10.2118/15305-PA
http://dx.doi.org/10.2118/10505-PA
http://dx.doi.org/10.2118/10505-PA
http://dx.doi.org/10.1115/1.2905706
http://dx.doi.org/10.2118/20657-PA
http://dx.doi.org/10.2118/20657-PA
http://dx.doi.org/10.2118/14262-PA
http://dx.doi.org/10.1007/s00603-012-0252-z
http://dx.doi.org/10.1007/s00603-012-0252-z
http://dx.doi.org/10.2118/124884-PA
http://dx.doi.org/10.1002/cnm.1111
http://dx.doi.org/10.1016/j.engfracmech.2011.11.012
http://dx.doi.org/10.1016/S0894-9166(09)60295-0
http://dx.doi.org/10.1016/S0894-9166(09)60295-0
http://dx.doi.org/10.1061/(ASCE)GM.1943-5622.0000121
http://dx.doi.org/10.1061/(ASCE)GM.1943-5622.0000121
http://dx.doi.org/10.1016/j.ijrmms.2006.03.004
http://dx.doi.org/10.1016/j.ijrmms.2006.03.004
http://dx.doi.org/10.1016/0001-6160(86)90087-8


94. Zhang, J., Wong, T.-F., & Davis, D. M. (1990). Micromechanics of pressure-induced grain

crushing in porous rocks. Journal of Geophysical Research - Solid Earth, 95, 341–352.
doi:10.1029/JB095iB01p00341.

95. Ashby, M. F., & Hallam (Née Cooksley), S. D. (1986). The failure of brittle solids containing

small cracks under compressive stress states. Acta Metallurgica, 34, 497–510. doi:10.1016/
0001-6160(86)90086-6.

96. Brace, W. F., & Bombolakis, E. G. (1963). A note on brittle crack growth in compression.

Journal of Geophysical Research, 68, 3709–3713. doi:10.1029/JZ068i012p03709.
97. Horii, H., & Nemat-Nasser, S. (1985). Compression-induced microcrack growth in brittle

solids: Axial splitting and shear failure. Journal of Geophysical Research - Solid Earth, 90,
3105–3125. doi:10.1029/JB090iB04p03105.

98. Jing, L. (2003). A review of techniques, advances and outstanding issues in numerical

modelling for rock mechanics and rock engineering. International Journal of Rock Mechan-
ics and Mining Sciences, 40, 283–353. doi:10.1016/S1365-1609(03)00013-3.

99. Borst, R. D., Crisfield, M. A., Remmers, J. J. C., & Verhoosel, C. V. (2012). Nonlinear finite
element analysis of solids and structures. Hoboken: John Wiley & Sons.

100. Bobet, A., Fakhimi, A., Johnson, S., Morris, J., Tonon, F., & Yeung, M. (2009). Numerical

models in discontinuous media: Review of advances for rock mechanics applications.

Journal of Geotechnical and Geoenvironmental Engineering, 135, 1547–1561. doi:10.

1061/(ASCE)GT.1943-5606.0000133.

101. Lisjak, A., & Grasselli, G. (2014). A review of discrete modeling techniques for fracturing

processes in discontinuous rock masses. Journal of Rock Mechanics and Geotechnical
Engineering, 6, 301–314. doi:10.1016/j.jrmge.2013.12.007.

102. Bažant, Z. P., & Oh, B. H. (1983). Crack band theory for fracture of concrete. Materiales de
Construcci�on, 16, 155–177. doi:10.1007/BF02486267.
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132. Jirásek, M., & Bažant, Z. P. (1994). Macroscopic fracture characteristics of random particle

systems. International Journal of Fracture, 69, 201–228. doi:10.1007/BF00034763.

12 Integrated Experimental and Computational Characterization of Shale. . . 431

http://dx.doi.org/10.1007/BF00538368
http://dx.doi.org/10.1016/j.ijrmms.2004.09.011
http://dx.doi.org/10.1016/j.ijrmms.2004.09.011
http://dx.doi.org/10.1177/105678959200100404
http://dx.doi.org/10.1177/105678959200100404
http://dx.doi.org/10.1007/BF01020063
http://dx.doi.org/10.1016/0958-9465(92)90004-F
http://dx.doi.org/10.1007/BF02472449
http://dx.doi.org/10.1007/BF02472449
http://dx.doi.org/10.1016/S0013-7944(97)00010-6
http://dx.doi.org/10.1016/S0013-7944(97)00010-6
http://dx.doi.org/10.1142/S1756973709000116
http://dx.doi.org/10.1061/(ASCE)0733-9399(1990)116:8(1686)
http://dx.doi.org/10.1103/PhysRevB.71.094106
http://dx.doi.org/10.1016/j.mechmat.2004.01.004
http://dx.doi.org/10.1016/j.mechmat.2004.01.004
http://dx.doi.org/10.1007/BF00034763


133. Cusatis, G., Bažant, Z. P., & Luigi, C. (2003). Confinement-shear lattice model for concrete

damage in tension and compression: I. Theory. The Journal of Engineering, 129, 1439–1448.
doi:10.1061/(ASCE)0733-9399(2003)129:12(1439).

134. Lilliu, G., & van Mier, J. G. M. (2003). 3D lattice type fracture model for concrete.

Engineering Fracture Mechanics, 70, 927–941. doi:10.1016/S0013-7944(02)00158-3.
135. Yip, M., Mohle, J., & Bolander, J. E. (2005). Automated modeling of three-dimensional

structural components using irregular lattices. Computer-Aided Civil and Infrastructure
Engineering, 20, 393–407. doi:10.1111/j.1467-8667.2005.00407.x.

136. Munjiza, A. A. (2004). The combined finite-discrete element method. Hoboken: John Wiley

& Sons.

137. Munjiza, A., Owen, D. R. J., & Bicanic, N. (1995). A combined finite‐discrete element

method in transient dynamics of fracturing solids. Engineering Computations, 12, 145–174.
doi:10.1108/02644409510799532.

138. Fabian, D., Peter, C., Daniel, B., & Torsten, G. (2007). Evaluation of damage-induced

permeability using a three-dimensional Adaptive Continuum/Discontinuum Code

(AC/DC). Physics and Chemistry of the Earth, Parts ABC, 32, 681–690. doi:10.1016/j.pce.
2006.01.006.

139. Deb, D., & Das, K. C. (2010). Extended finite element method for the analysis of disconti-

nuities in rock masses. Geotechnical and Geological Engineering, 28, 643–659. doi:10.1007/
s10706-010-9323-7.

140. Fries, T.-P., & Belytschko, T. (2006). The intrinsic XFEM: A method for arbitrary

discontinuities without additional unknowns. International Journal for Numerical Methods
in Engineering, 68, 1358–1385. doi:10.1002/nme.1761.

141. Ma, G. W., Wang, X. J., & Ren, F. (2011). Numerical simulation of compressive failure of

heterogeneous rock-like materials using SPHmethod. International Journal of Rock Mechan-
ics and Mining Sciences, 48, 353–363. doi:10.1016/j.ijrmms.2011.02.001.

142. Ha, Y. D., & Bobaru, F. (2010). Studies of dynamic crack propagation and crack branching

with peridynamics. International Journal of Fracture, 162, 229–244. doi:10.1007/s10704-
010-9442-4.

143. Lisjak, A., Grasselli, G., & Vietor, T. (2014). Continuum–discontinuum analysis of failure

mechanisms around unsupported circular excavations in anisotropic clay shales. Interna-
tional Journal of Rock Mechanics and Mining Sciences, 65, 96–115. doi:10.1016/j.ijrmms.

2013.10.006.

144. Goodman, R. E. (1989). Introduction to rock mechanics (2nd ed.). New York: Wiley.

145. Mahjoub, M., Rouabhi, A., Tijani, M., & Granet, S. (2015). An approach to model the

mechanical behavior of transversely isotropic materials. International Journal for Numerical
and Analytical Methods in Geomechanics n/a–n/a. doi:10.1002/nag.2469.

146. Rouabhi, A., Tijani, M., & Rejeb, A. (2007). Triaxial behaviour of transversely isotropic

materials: Application to sedimentary rocks. International Journal for Numerical and Ana-
lytical Methods in Geomechanics, 31, 1517–1535. doi:10.1002/nag.605.

147. Tien, Y. M., & Kuo, M. C. (2001). A failure criterion for transversely isotropic rocks.

International Journal of Rock Mechanics and Mining Sciences, 38, 399–412.
148. Adhikary, D. P., & Guo, H. (2014). An orthotropic Cosserat elasto-plastic model for layered

rocks.RockMechanics and Rock Engineering, 35, 161–170. doi:10.1007/s00603-001-0020-y.
149. Pietruszczak, S., Lydzba, D., & Shao, J. F. (2002). Modelling of inherent anisotropy in

sedimentary rocks. International Journal of Solids and Structures, 39, 637–648. doi:10.1016/
S0020-7683(01)00110-X.

150. Salager, S., François, B., Nuth, M., & Laloui, L. (2012). Constitutive analysis of the

mechanical anisotropy of Opalinus Clay. Acta Geotechnica, 8, 137–154. doi:10.1007/

s11440-012-0187-2.

151. Mas Ivars, D., Pierce, M. E., Darcel, C., Reyes-Montes, J., Potyondy, D. O., Paul Young, R.,

et al. (2011). The synthetic rock mass approach for jointed rock mass modelling.

432 W. Li et al.

http://dx.doi.org/10.1061/(ASCE)0733-9399(2003)129:12(1439)
http://dx.doi.org/10.1016/S0013-7944(02)00158-3
http://dx.doi.org/10.1111/j.1467-8667.2005.00407.x
http://dx.doi.org/10.1108/02644409510799532
http://dx.doi.org/10.1016/j.pce.2006.01.006
http://dx.doi.org/10.1016/j.pce.2006.01.006
http://dx.doi.org/10.1007/s10706-010-9323-7
http://dx.doi.org/10.1007/s10706-010-9323-7
http://dx.doi.org/10.1002/nme.1761
http://dx.doi.org/10.1016/j.ijrmms.2011.02.001
http://dx.doi.org/10.1007/s10704-010-9442-4
http://dx.doi.org/10.1007/s10704-010-9442-4
http://dx.doi.org/10.1016/j.ijrmms.2013.10.006
http://dx.doi.org/10.1016/j.ijrmms.2013.10.006
http://dx.doi.org/10.1002/nag.2469
http://dx.doi.org/10.1002/nag.605
http://dx.doi.org/10.1007/s00603-001-0020-y
http://dx.doi.org/10.1016/S0020-7683(01)00110-X
http://dx.doi.org/10.1016/S0020-7683(01)00110-X
http://dx.doi.org/10.1007/s11440-012-0187-2
http://dx.doi.org/10.1007/s11440-012-0187-2


International Journal of Rock Mechanics and Mining Sciences, 48, 219–244. doi:10.1016/j.
ijrmms.2010.11.014.

152. Park, B., & Min, K.-B. (2015). Bonded-particle discrete element modeling of mechanical

behavior of transversely isotropic rock. International Journal of Rock Mechanics and Mining
Sciences, 76, 243–255. doi:10.1016/j.ijrmms.2015.03.014.

153. Lisjak, A., Tatone, B. S. A., Grasselli, G., & Vietor, T. (2014). Numerical modelling of the

anisotropic mechanical behaviour of Opalinus clay at the laboratory-scale using FEM/DEM.

Rock Mechanics and Rock Engineering, 47, 187–206. doi:10.1007/s00603-012-0354-7.
154. Debecker, B., & Vervoort, A. (2013). Two-dimensional discrete element simulations of the

fracture behaviour of slate. International Journal of Rock Mechanics and Mining Sciences,
61, 161–170. doi:10.1016/j.ijrmms.2013.02.004.

155. Duan, K., & Kwok, C. Y. (2015). Discrete element modeling of anisotropic rock under

Brazilian test conditions. International Journal of Rock Mechanics and Mining Sciences, 78,
46–56. doi:10.1016/j.ijrmms.2015.04.023.

156. Park, B., &Min, K.-B. (2013). Discrete element modeling of transversely isotropic rock. 47th

U.S. Rock Mechanics/Geomechanics Symposium.

157. Park, B., Park, B., & Min, K.-B. (2012). Discrete element modelling of shale as a transversely

isotropic rock. ISRM Regional Symposium—7th Asian Rock Mechanics Symposium.

158. Brochard, L., Hantal, G., Laubie, H., Ulm, F., & Pellenq, R. (2013). Fracture mechanisms in

organic-rich shales: Role of Kerogen. Fifth Biot Conference on Poromechanics (pp. 2471–
2480).

159. Katti, D. R., Katti, K. S., & Alstadt, K. An insight into molecular scale interactions and in-situ

nanomechanical properties of kerogen in green river oil shale. In V. S. Poromechanics (ed.),

Proceedings Fifth Biot Conf. Poromechanics. ASCE, pp 2510–2516.

160. Zhang, Z., & Jamili, A. (2015). Modeling the Kerogen 3D molecular structure. doi:10.2118/

175991-MS

161. Cosenza, P., Prêt, D., Giraud, A., & Hedan, S. (2015). Effect of the local clay distribution on

the effective elastic properties of shales. Mechanics of Materials, 84, 55–74. doi:10.1016/j.
mechmat.2015.01.016.

162. Hantal, G., Brochard, L., Laubie, H., Ebrahimi, D., Pellenq, R. J.-M., Ulm, F.-J., et al. (2014).

Atomic-scale modelling of elastic and failure properties of clays. Molecular Physics, 112,
1294–1305. doi:10.1080/00268976.2014.897393.

163. Bobko, C. P., Gathier, B., Ortega, J. A., Ulm, F.-J., Borges, L., & Abousleiman, Y. N. (2011).

The nanogranular origin of friction and cohesion in shale-A strength homogenization

approach to interpretation of nanoindentation results. International Journal for Numerical
and Analytical Methods in Geomechanics, 35, 1854–1876. doi:10.1002/nag.984.

164. Hassani, B., & Hinton, E. (1998). A review of homogenization and topology optimization

II—analytical and numerical solution of homogenization equations. Computers and Struc-
tures, 69, 719–738. doi:10.1016/S0045-7949(98)00132-1.

165. Chung, P. W., Tamma, K. K., & Namburu, R. R. (2001). Asymptotic expansion homogeni-

zation for heterogeneous media: Computational issues and applications. Composites Part
Applied Science and Manufacturing, 32, 1291–1301. doi:10.1016/S1359-835X(01)00100-2.

166. Fish, J., Shek, K., Pandheeradi, M., & Shephard, M. S. (1997). Computational plasticity for

composite structures based on mathematical homogenization: Theory and practice. Computer
Methods in Applied Mechanics and Engineering, 148, 53–73. doi:10.1016/S0045-7825(97)
00030-3.

167. Ghosh, S., Lee, K., & Moorthy, S. (1995). Multiple scale analysis of heterogeneous elastic

structures using homogenization theory and Voronoi cell finite element method. Interna-
tional Journal of Solids and Structures, 32, 27–62. doi:10.1016/0020-7683(94)00097-G.

168. Ghosh, S., Lee, K., &Moorthy, S. (1996). Two scale analysis of heterogeneous elastic-plastic

materials with asymptotic homogenization and Voronoi cell finite element model. Computer
Methods in Applied Mechanics and Engineering, 132, 63–116. doi:10.1016/0045-7825(95)
00974-4.

12 Integrated Experimental and Computational Characterization of Shale. . . 433

http://dx.doi.org/10.1016/j.ijrmms.2010.11.014
http://dx.doi.org/10.1016/j.ijrmms.2010.11.014
http://dx.doi.org/10.1016/j.ijrmms.2015.03.014
http://dx.doi.org/10.1007/s00603-012-0354-7
http://dx.doi.org/10.1016/j.ijrmms.2013.02.004
http://dx.doi.org/10.1016/j.ijrmms.2015.04.023
http://dx.doi.org/10.2118/175991-MS
http://dx.doi.org/10.2118/175991-MS
http://dx.doi.org/10.1016/j.mechmat.2015.01.016
http://dx.doi.org/10.1016/j.mechmat.2015.01.016
http://dx.doi.org/10.1080/00268976.2014.897393
http://dx.doi.org/10.1002/nag.984
http://dx.doi.org/10.1016/S0045-7949(98)00132-1
http://dx.doi.org/10.1016/S1359-835X(01)00100-2
http://dx.doi.org/10.1016/S0045-7825(97)00030-3
http://dx.doi.org/10.1016/S0045-7825(97)00030-3
http://dx.doi.org/10.1016/0020-7683(94)00097-G
http://dx.doi.org/10.1016/0045-7825(95)00974-4
http://dx.doi.org/10.1016/0045-7825(95)00974-4


169. Fish, J., Chen, W., & Li, R. (2007). Generalized mathematical homogenization of atomistic

media at finite temperatures in three dimensions. Computer Methods in Applied Mechanics
and Engineering, 196, 908–922. doi:10.1016/j.cma.2006.08.001.

170. Feyel, F. (2003). A multilevel finite element method (FE2) to describe the response of highly

non-linear structures using generalized continua. Computer Methods in Applied Mechanics
and Engineering, 192, 3233–3244. doi:10.1016/S0045-7825(03)00348-7.

171. Forest, S., Pradel, F., & Sab, K. (2001). Asymptotic analysis of heterogeneous Cosserat

media. International Journal of Solids and Structures, 38, 4585–4608. doi:10.1016/S0020-
7683(00)00295-X.

172. Rezakhani, R., & Cusatis, G. (2015). Asymptotic expansion homogenization of discrete fine-

scale models with rotational degrees of freedom for the simulation of quasi-brittle materials.

Journal of the Mechanics and Physics of Solids, 88, 320–345.
173. Cusatis, G., Rezakhani, R., Alnaggar, M., Zhou, X., & Pelessone, D. (2014). Multiscale

computational models for the simulation of concrete materials and structures. In N. Bı́canić,
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Chapter 13

Recent Advances in Global Fracture
Mechanics of Growth of Large Hydraulic
Crack Systems in Gas or Oil Shale: A Review

Zdeněk P. Bažant and Viet T. Chau

Abstract This chapter reviews the recent progress toward computer simulation of

the growth of vast systems of branched hydraulic cracks needed for the efficient

extraction of gas or oil from shale strata. It is emphasized that, to achieve significant

gas extraction, the spacing of parallel hydraulic cracks must be on the order of

0.1m, which means that the fracturing of the entire fracking stage would require

creating about a million vertical cracks. Another emphasized feature is that the

viscous flow of fracking water along the hydraulic cracks must be combined with

Darcy diffusion of a large amount of water into the pores and flaws in shale. The

fracture mechanics on the global scale is handled by the crack band model with

gradual postpeak softening and a localization limiter in the form of a material

characteristic length. Small scale computer simulations demonstrate that the com-

putational approach produces realistically looking results.

13.1 Introduction

Extraction of gas or oil from shale strata by hydraulic fracturing of oil and gas

bearing rocks, aka “fracking,” is by now a well-established technology [2, 14, 29,

40, 45]. It has been developed gradually since 1947, under private funding except

for some public funding during the last few years, granted after the viability had
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already been proven. Nevertheless, despite astonishing progress, the knowledge of

the growth of the hydraulic crack system is still mostly empirical and no method

exists for predicting the growth of an extensive system of branched hydraulic

fractures which must develop in successful wells. The purpose of this chapter is

to review the recent advances previously presented in full detail in [11] and [21].

13.2 Brief Overview of Fracking Technology

The gas bearing stratum of tight shale, typically about 3 km below the surface and

20–150m in thickness [22, 44], is accessed by parallel horizontal boreholes, about

500m apart (Fig. 13.1). They are drilled from a single drillpad in the direction of the

minimum principal tectonic stress σh, whose magnitude is about 1/5 to 4/5 of the

overburden stress [32] σg.
The horizontal boreholes used to be about 3 km long, but 11 km is now being

attained. Each of them is subdivided into segments about 600m long, each of which

consists of about 5–10 fracturing stages. Each stage, typically 70m long, is further

subdivided into about 5–8 perforation clusters. In each cluster, about 14m long, the

steel casing (or pipe), of typical inner diameter 3.5 in. (77mm) [28, 49], is

perforated at 5–8 locations by detonating groups of shaped explosive charges

(Fig. 13.1).

Powerful pumps on the surface drillpad inject the fracking fluid into the shale

stratum. The fluid, about 99% water, contains proppant (a fine sand needed to

prevent crack closure), and contains various additives, particularly gellants, various

acids or pH controlling ions. Each stage requires injection of several million gallons

of water (which is equivalent to about 0.5–2mm of rain over the area of the lease,

3 � 5 to 10 km2). The flowback of water, representing about 15% of the injected

total, is very salty and highly contaminated with dissolved minerals. Strict controls

are required to prevent its accidental release to the environment. Often, the water

Fig. 13.1 Main features of frac operations. (a) Overview of Frac Operations. (b) Main Features of

Frac Operation
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flowback is reinjected underground. Minimization and treatment of this flowback is

an important goal of research.

Pumps, currently attaining at the surface level the pressure of about 25MPa,

push the fracking fluid through the perforations into the shale stratum. To begin

with, the shale is intersected by a system of natural fractures or rock joints, nearly

vertical, which are either tightly closed or filled by calcite or other minerals. They

are typically 15–50 cm apart [29, 42] (Fig. 13.2). The shale is also intersected by

numerous finer faults and inclined slip planes. The shale contains weak near-

horizontal bedding planes with sub-millimeter spacing, which have higher perme-

ability and higher concentration of kerogen filled nano-voids [36]. The first, large,

hydraulically produced cracks must be roughly normal to the horizontal wellbore,

since it is always drilled in the direction of the minimum tectonic stress. No

horizontal cracks are expected to form since the overburden pressure exceeds the

tectonic stresses.

Most of the gas in gas shale, mainly methane, is contained in kerogen-filled

nanopores of diameters from 0.5 nm to about 10 nm [33, 34, 36]. Drilled cores

brought to the surface (Fig. 13.2) reveal the total gas content of shale, and thus it is

estimated that at most 15%, and often as little as 5%, of the gas content of the shale

stratum gets extracted (percentages as high as 50% have been rumored but prob-

ably are rare local aberrations).

Fig. 13.2 Vertical joints in Devonian Shale (Marcellus); (a) drilled cores, (b) surface outcrop
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13.3 Estimation of Hydraulic Crack Spacing from Gas
Flow History Observed at Wellhead

According to reported measurement, the shale permeability, k, ranges from 10�9

darcy to 10�7 darcy, which is 10 to 1000 times lower than the typical permeability

of concrete; e.g., [38]. The huge spread of the measured k-values reported in

the literature [23, 36, 39, 46] is probably caused less by differences among locations

and more by differences among the methods of measurement [3, 31]. These

are transient methods based on the long-term decay of gas loss using: (1) a drilled

core or (2) powderized shale, obtained by grinding the shale to particle size of about

0.5–0.85mm.

The tests of the cores are dominated by diffusion along the kerogen-filled

bedding layers in which the clay mineral platelets are oriented mainly horizontally,

making the permeability higher than in the rest of shale. On the other hand, the

powder test depends more on the compacted clay rock between the bedding layers

in which the clay platelets do not have a preferential orientation. This feature

reduces the permeability. Since the hydraulic cracks must be orthogonal to the

bedding layers, the core test appears to be more relevant. The average permeability,

10�8 darcy, has been considered in calculations.

13.3.1 Diffusion of Gas from Shale into Hydraulic Cracks

To quantify the gas escape from the nano-voids into the nearest hydraulic cracks,

we consider an idealized typical situation—one-dimensional gas diffusion in

direction x into adjacent parallel cracks of spacing s, normal to x (Fig. 13.3).

The Darcy law, given by the equation in Fig. 13.3b, is assumed to apply [1, 2]; and

the condition of mass conservation appears below. t¼ time, v¼ velocity of gas,

p¼ gas pressure, ϕ¼ gas porosity, μ¼ dynamic viscosity of the gas, and

Cs¼ bulk compressibility of shale; and ρ¼mass density of the gas. The gas

closely follows the ideal gas equation, i.e., p=ρ ¼ RT ¼ const., which means

that the gas compressibility is Cg ¼ 1=p. Using p¼ ρ R T in the previous two

equations, and noting that constant RT cancels out, one obtains, after some

rearrangements. Because of nonlinear compressibility of gas, the diffusion equa-

tion is strongly nonlinear [13].

For a shale layer between two parallel cracks at x¼ 0 and x¼ s, the flux of gas

from the layer into the cracks at x¼ 0 is given by the equation in Fig. 13.3b (middle

left). This represents an interface condition for the flow of gas into the hydraulic

crack system. With this interface condition, the diffusion equation is solved numer-

ically by central finite differences in the spatial direction and explicitly by forward

finite differences, while the time step Δt is lengthened as the flux decays, to the

extent allowed by the limit of numerical stability.

438 Z.P. Bažant and V.T. Chau



Fig. 13.3 Steps in estimating crack spacing from gas flow. (a) Schemetic of Gas Transport from

Shale to Surface. (b) Gas Transport Mathematical Model. (c) Calculation of Volume of All

Hydraulic Cracks in Fracking Stage. (d) Effect of Crack Spacing on the Gas Flux Histories
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13.3.2 Total Volume and Surface Area of Hydraulic
Crack System

To relate the J to the flux of gas observed at the wellhead in the initial transient

period about 1month long, we need to estimate the total volume Vc and total surface

area Sc of all the hydraulic cracks in a fracturing stage. Since at most only 15% of

the gas is currently getting extracted, we optimistically assume that the fracked

shale volume is 15% of the volume of a typical fracking stage (70m long, 150m

deep, and 500m wide, Fig. 13.3c), which is Vcyl¼ 495, 000m3

The pressure of fracking water generally does not exceed the overburden

pressure. Therefore, all the cracks must be approximately vertical. They are

assumed to consist of two approximately orthogonal systems of parallel cracks.

There are two reasons for the orthogonality: (1) The rock joints, which are the

preferred crack locations, are roughly orthogonal, and (2) equilibrium of a hori-

zontal element bounded by four non-orthogonal vertical cracks would require

transmission of shear stresses across the cracks, which is impossible if the cracks

are fully open.

To make analytical estimates possible, we idealize the fracked zone as an

elliptical cylinder with a vertical axis, height h and a generating horizontal ellipse

of axes a and b (Fig. 13.3c), such that the cylinder volume, π a b h, be equal to Vcyl.

The fractured rock inside the cylinder is under uniform pressure p equal to the

fracking pressure, from which one can calculate the combined volume decrease of

these rocks, ΔVin (see the inner ellipse in Fig. 13.3c). The total surface area of all

cracks (each crack having two faces) is Sc ¼ 4πabh=s.
Further one needs to calculate the enlargement of the area of the idealized ellipse

considered as a pressurized hole in an infinite elastic plane (elastic modulus

E¼ 37. 5GPa and Poisson ratio ν¼ 0. 3 in the planes of the bedding layers). The

area increase ΔA of the elliptical hole in infinite plane due to internal fracking

pressure pfwas calculated using Stevenson’s solution [48, 50] in complex variables,

which was extended to obtain also the displacements. The main equations are

shown in Fig. 13.3c), and in detail see [11] ( pf is here considered to be in excess

of the average remote tectonic pressure ptectonic ¼ ðσh þ σHÞ=2 � 40 MPa). The

area increase multiplied by cylinder height gives a crude estimate of the volume

increaseΔVout due to compression of the surrounding shale mass. The total volume

of the crack system of the fracking stage is Vc ¼ ΔVin þ ΔVout.

13.3.3 Flow of Gas from the Hydraulic Crack System
to the Wellhead

To estimate the crack spacing, we need to figure out the rate of gas flow through the

hydraulic cracks and through the horizontal and vertical pipes. Since the gas is

mostly methane and methane does not dissolve in water, the gas must move as
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bubbles, which start as microscopic but soon coalesce into big bubbles filling the

crack width and the pipe diameter. In the hydraulic crack system, as well as in the

horizontal and vertical pipes, the bubbles are driven by gas pressure gradient and

move in turbulent flow. In the vertical pipe, the movement of gas bubbles is,

additionally, also propelled gravitationally, by buoyancy. Detailed modeling of

the movement of gas bubbles is quite involved, but for a crude estimate it suffices

to use the Hagen–Poiseuille law for the flow of a compressible fluid in pipes, shown

in Fig. 13.3b (bottom left) where Jp¼ flux of gas out of the fracked zone into the

hydraulic crack system; pc¼ inlet pressure¼ gas pressure at, approximately, the

center of the fracked zone; pa¼ atmospheric pressure¼ gas pressure at exit on the

surface; L¼ distance of flow; and b1¼ constant characterizing the resistance to gas

flow through the hydraulic crack system and the horizontal and vertical sections of

the pipe. The condition of mass balance is written for the entire volume of the

hydraulic cracks (see Fig. 13.3b where dmc=dt ¼ Jp ¼ rate of change of gas mass

contained in all the opened hydraulic cracks, where pc¼ average gas pressure in the

crack system, Cg¼ gas compressibility, Vc¼ total volume of the opened hydraulic

cracks, Ac¼ area of the surfaces of all opened hydraulic cracks¼ double of the total

crack area, Sc). Combining all the equations, one can obtain the final approximate

equation for the decay of gas pressure pc in the hydraulic crack system shown in

Fig. 13.3b (bottom right), in which the most important parameter is the gas flux

halftime τ, giving approximately the time at which the gas flux decays to 20% of

its peak.

Now we are ready to make comparisons with the observed gas flux. Figure 13.3d

shows the gas flux histories observed at five wells in Fayetteville shale in Arkansas

(freely downloaded from the internet) [37]. The histories are plotted in actual time

scale on the left and the logarithmic time scale on the right. They have two key

features that must be matched by computations:

1. The halftime of flux decay, τ; and
2. The time to reach the peak flow, τpeak.

Matching these two times by numerical solution of the aforementioned equa-

tions has made it possible to estimate the crack spacing s [11]. The calculated

history of gas flux giving the least-square optimum fit is shown in Fig. 13.3d by the

solid curve. It corresponds to crack spacing

sopt � 0:1 m ð13:1Þ
and to halftime τopt¼ 26 months. To realize how credible this estimate is, see the

curve for s¼ 1m and for s¼ 0. 001m. Obviously there is no match at all

(Fig. 13.3d). How well the time to peak gas flow is matched can better be seen in

the logarithmic time scale in Fig. 13.3d right.
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13.3.4 Long-Term Gas Flow as the Main Indicator
of Crack Spacing

How big is the error in crack spacing, s, due to simplifications of the analysis of the

gas flow from the hydraulic cracks to the wellhead? In fact, small. These simplifi-

cations can affect significantly only the time to peak flow, τpeak, but not the flux

after a few years. In fact, even if the transmission of gas from the hydraulic cracks to

the wellhead was considered immediate, the terminal part of the curves of the

relative decay of the gas flow in Fig. 13.3d would hardly be affected.

The slope of the long-time descending curve in linear time, or the location of the

steep descent in log-time (compare the descending solid and dashed curves in

Fig. 13.3d) depends almost only on the crack spacing and thus on the permeability

of shale, which can be directly measured (this is, of course, not true for the initial

rising part of gas flow history which depends strongly on the delay of gas flow

through the pipes; without this delay, the gas flow history would descend from the

start). The reason is that, after approximately 1 year, the gas flow is declining very

slowly and is close to a steady state. In a steady state, the rate of gas flow from the

shale into the cracks would be exactly equal to the rate of gas flow at the wellhead.

Another reason why the crack spacing estimate of 0.1m [11] ought to be quite

reliable is that the halftime of the rate gas flow from the shale into the hydraulic

cracks scales is approximately proportional to the square of crack spacing. If the

crack spacing was 1m, the half time, τ, would increase from 26 to 2600 months, or

217 years, and if the crack spacing was 10m, to 21,700 years. Were the cracks

spaced at 1 cm, the halftime would decrease to 0.26 month or 7.6 days. The fact that

all of these halftime values grossly disagree with experience reinforces the spacing

estimate of 0.1m.

The consequence of the crack spacing estimate of 0.1m is that complete

fracturing of one typical fracking stage would require creating about one million

vertical cracks, in two orthogonal crack systems. Yet most previous studies have

dealt with one hydraulic crack [2, 16, 24–26, 30, 35], and lately with five parallel

(i.e., nonintersecting) cracks [15, 17–19]. These studies are valuable for clarifying

the micromechanics of fracking, especially the complicated interaction of crack tip

singularity with viscous flow near the singularity, and with capillary meniscus and

surface adsorption of water near the singular crack tip. But they have little rele-

vance for the overall fracking operation.

There is, nevertheless, one phenomenon which could alter the crack spacing

estimate appreciably—the creep, which is in fact quite pronounced in shale. Its

main consequence is that proppant particles (sand grains) must be getting gradually

embedded into the walls of hydraulic cracks, thus causing that, with the lapse of

time, the proppant can prevent crack closure only partly. The creep embedment

must lead to a decrease of crack width and perhaps even to crack closure, thus

reducing or even stopping the flow of gas. This might be one reason why refracking,

with more proppant, helps. However, data on the creep of shale are scant at present

and more testing is needed.
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13.4 Evolution of a System of Parallel Hydraulic Cracks

13.4.1 Hydrothermal Analogy

For the steady states of multiple hydraulic cracks, a previous study [11] pointed out

a simple analogy with thermal cracks. Consider an elastic halfspace that is getting

cooled from the surface (Fig. 13.4). If the temperature drop is high enough, parallel

cooling cracks will form. The heat conduction produces a temperature field that

decays from the surface as the error function.

First imagine that some external agency would apply on the crack surfaces a

pressure that would close the cracks, and then glue them. Second, the agency would

unglue the cracks. The ungluing is equivalent to applying opposite pressure on the

crack surfaces; see Fig. 13.4 right. Since, for the glued cracks, the stress intensity

factors Kc at the crack tips vanish, the solution of the crack system according to

linear elastic fracture mechanics (LEFM) is, for the thermal cracks, the same as it is

for the hydraulic cracks.

Fig. 13.4 Superposition leading to hydrothermal analogy
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13.4.2 Review of Stability of Parallel Crack Systems

At the time of the first energy crisis in the mid 1970s, extraction of heat from hot dry

rock located relatively close to the earth surface was studied. It was speculated that

if a large vertical crack was created hydraulically from a borehole in hot granite

(Fig. 13.5a), and if this crack was then intersected by another borehole, circulation

of water could deliver enough steam to generate electricity. Success would have

required the cooling to produce many closely spaced parallel cracks propagating

laterally form the walls of the main crack. However, drilling into the ancient Valles

Caldera in the Jemez Mountains of New Mexico gave a negative result, which was

explained [7, 9] by analysis of the localization instability of parallel cooling cracks.

This negative result nevertheless provides today some useful information for the

understanding of one aspect of fracking, particularly the stability of a parallel crack

system (Fig. 13.5c) against localization. The stability can be assessed on the basis of

the Helmholtz free energy, F, of a structure with interacting cracks of lengths a1,
a2, . . . aN and fracture energy Γ for each crack (LEFM being assumed); see the top

equation in Fig. 13.5c, in which U¼ strain energy of the elastic solid; p¼ control

parameter, such as the depth of penetration D of the fluid pressure front into the

halfspace, analogous to the cooling front.

In fracking as well as cooling, there are many possible fracture equilibrium

solutions but, according to thermodynamics, the stable one is that which minimizes

F. The equilibrium and stability of the crack system are, respectively, decided by

the first and second variations [7], written at the bottom of Fig. 13.5c (i¼ 1, . . . m
are the cracks that are growing (δ ai> 0) and dissipating fracture energy Γ; i ¼ m
þ1, . . . n are the cracks that are shortening (δ ai< 0), for which the fracture energy

is 0, and i ¼ nþ 1, . . .N are the cracks that are immobile (δ ai¼ 0), which occurs if

the energy release rate �∂U=∂ai is non-zero but less than critical. Equilibrium

(or static) crack propagation requires vanishing of the first variation (which yield

the standard crack propagation criterion. Fracture stability requires the matrix of

the second variation δ2F (Fig. 13.5c bottom) to be positive for all admissible

variations δ ai [5, 7, 9, 41].
Consider that cooling or hydraulic cracks may develop alternating lengths

ai(i¼ 1, 2) although initially they are equal (Fig. 13.5b). The positive definiteness

of the matrix of δ2F was shown to be lost first by the vanishing of its determinant.

But this indicates neither instability nor bifurcation because the corresponding

eigenvector implies every other crack to shorten ( δa2 ¼ �δa1 6¼ 0 ), which is

impossible since the energy release rates of all cracks are nonzero. After further

crack advance, when the crack length becomes about 1. 5s to 2s, the positive

definiteness of the matrix of δ2F is lost due to the vanishing of the first diagonal

term while the corresponding eigenvector of δ ai is found to be admissible. This

implies a stable bifurcation, in which the length of every other crack jumps ahead,

while the remaining cracks unload and close. Thus the spacing of the leading cracks

doubles, and their opening width w eventually does, too [7, 8, 41].
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The remaining leading cracks of doubled spacing 2s eventually reach another

bifurcation of the same kind, at which the spacing every other crack stops growing

and gradually closes while the spacing of the open cracks doubles to 4s (Fig. 13.5b).
This doubling of crack spacing, in which the crack system localizes into fewer and

fewer cracks, is periodically repeated as the pressure front (or cooling front)

Fig. 13.5 Bifurcations and localization instabilities of parallel crack system. (a) Concept of the
Unsuccessful Hot Dry Rock Geothermal Energy Scheme. (b) Localization Instability of Geother-

mal Crack System inHot Dry Rock. (c) Stability Analysis of Crack System. (d) Evidence of Parallel
Cracks. (e) Localization Instability of Fluid-Pressurized Circular Cracks. (f) Effect of Front

Steepness of Pressure Profile
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advances (see also [5, Sect. 12.5]). The rate of gas flux into the leading cracks

decreases approximately in inverse proportion to crack spacing s.
However, these bifurcation instabilities with cracking localization can be

avoided. This is, for example, blatantly demonstrated by the photo of Devil’s
Postpile in Sierra Nevada (Fig. 13.5d) which shows the denuded side wall of a

solidified ancient lava flow. Obviously, here the cracking localization was

prevented by a complex thermal regime affected by latent heat of solidification

and by circulation of water along the cracks.

For the present problem, it was found in 1979 [5, 12] that if the error-function

profile is replaced by a profile with nearly uniform pressure and a steep drop at

front, the parallel cracks can propagate at constant spacing, with no localizations

into fewer cracks (Fig. 13.5f). The same behavior was recently demonstrated for

parallel radially growing circular cracks (Fig. 13.5e [11]). Such behavior is, of

course, desirable for the efficacy of fracking.

So we may conclude that the effect of temperature profile on fracture propaga-

tion is generally the same as that of a similar crack pressure profile. Thus the

previous analysis of cooling cracks makes it possible to state, even without any

calculations, that by achieving a sufficiently uniform crack pressure profile, with a

sufficiently steep pressure front, the parallel cracks should not get localized and

should propagate indefinitely, at constant spacing. This is what is needed to create

densely spaced channels by which the shale gas could escape from the nanopores.

From the foregoing considerations it transpires that a nearly uniform pressure

profile is one feature that should help the efficacy of fracking. To make the pressure

along the cracks more uniform, a slower pumping rate is desirable. This observa-

tion, however, will have to be balanced against many other influencing factors.

And, of course, for the 3D intersecting crack systems, and in presence of water

diffusion into the pores, the problem of preventing localization of hydraulic cracks

is much more complex and deserves further study.

13.5 Evolution of Two Orthogonal Systems
of Hydraulic Cracks

Given that the spacing (Fig. 13.3) is about 0.1m, the number of vertical near-

orthogonal cracks in a typical fracking stage must be about a million. The hydraulic

fracture system doubtless includes fractures running along preexisting rock joints

[47, 52, 54]. Although the joints are usually filled by calcite, their tensile strength

and fracture energy are certain to be smaller, probably much smaller, than those of

shale. Hence, the hydraulic cracks must be expected to run along the rock joints

whenever possible. That they do, is supported by the fact that the spacing of rock

joints is on the order of 0.1m, coinciding with our estimate of crack spacing.

An effective way to deal with a vast number of cracks is the crack band model

[6, 20], in which the crack is smeared and represented as equivalent damage over

446 Z.P. Bažant and V.T. Chau



the finite element of a width equal to the crack band width. Compared to the

cohesive crack model, an additional advantage is that atensorially enriched cohe-

sive softening law, sensitive to compression stress parallel to the crack plane, can be

used. The finite element size is taken equal to the crack spacing, about 0.1m. This

way, of course, the local stress and flow fields at crack tip cannot be captured, but

the global evolution of crack system can. Even with this element size, about a

billion finite elements would be needed to simulate the whole fracking stage, unless

a method of coarse graining taking into account the global cracking localizations is

developed.

13.5.1 Cracked Finite Elements for Crack Band Model

The shale mass is subdivided into six-node cubic (hex) finite elements with linear

shape functions (Fig. 13.7a). Each element contains two vertical, mutually orthog-

onal, cracks normal to the x1 and x2 axes, coinciding with the principal tectonic

stresses T1 and T2 (x1� x, x2� y). The opening widths of the cracks normal to these

stresses, denoted as h1 and h2, respectively, govern the components of the vectors

(q1, q3) and (q2, q3) of the flux vectors of water along these cracks, q3 being the

vertical flux component. The water pressure, p, is considered to be uniform within

each element, and since the cracks intersect, pressure p in each element must be the

same in both intersecting cracks. Pressure p, of course, varies from one element to

the next.

13.5.2 Secondary Lateral Crack Initiation and the Necessity
to Include Diffusion

In the previous studies, the fracking water was assumed to flow only along the

opened cracks, pressuring the crack walls. In this way, however, no secondary

cracks would branch from the crack walls (V-shaped branching at the crack tip is

possible only in dynamics, at crack speeds close to Rayleigh wave speed). The

secondary cracks initiate if the horizontal normal stress, σ11, parallel to the face of a
vertical cracks is tensile and exceeds the strength limit, σ0, of the cohesive crack or
the crack band model [6, 10, 20]. However, according to LEFM, the stress field on

the sides of a pressurized crack (Fig. 13.6a, b top left and bottom) is compressive.

This can be shown not only by finite element analysis but also from Westergaard’s
complex variable solution (Fig. 13.6b bottom).

By contrast, if a spherical or wide ellipsoidal cavity is pressurized (Fig. 13.6b, c)

[50, p. 395], a tensile tangential normal stress along the cavity wall is produced and

can give rise to a crack. The same is true when the pores in a porous spherical or

ellipsoidal cavity are pressurized, producing on the cavity walls an effective
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pressure ϕp where p¼ pore pressure and ϕ¼ porosity. So the mathematical model

must include diffusion of water into the shale surrounding a hydraulic crack. Such

diffusion would not be a realistic assumption for granite, for example, but for shale

it is, because the typical nano-porosity of shale (e.g., Marcellus shale) is ϕ¼ 9%.

This assumption is also supported by the fact that the fracking water leak-off is

huge, as only about 15% of the water injected from the wellhead returns to the

surface after the fracking ends.

Fig. 13.6 Engendering tension along the wall of crack or cavity. (a) Stress field σxx of pressurized
crack. (b) Relationship of circumferential tension and porosity. (c) Diffusion in pores initiates

secondary branched crack
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Consequently, one must consider not only the Poiseuille (viscous) flow along

the created hydraulic cracks, but also the Darcy diffusion through the pores and

flaws in shale.

13.5.3 Water Flow Through Hydraulic Cracks and Pores

The flow along the hydraulically created cracks is assumed to follow the Reynolds

equations of classical lubrication theory, which are based on the Poiseuille law

for viscous flow; see Fig. 13.7a top left where q1. q2, q3¼ flux vector components in

the vertical (x1, x3) and (x2, x3) crack planes (x1� x, x2� y, x3� z). where

~q 1, ½~q 3�ðx1,x3Þ are the volumetric Poiseuille flow rates per unit cross-sectional area

(dimension m/s) in plane (x1, x3); likewise ½~q 3�ðx2,x3Þ in plane (x2, x3); ~P ¼ water

pressure in the cracks; h1, h2¼ openings of the cracks in (x2, x3) and (xa. x3) planes
(i.e., in x1 and x2 directions), and μ0 ¼ effective viscosity of fracking water, which

is affected by proppant and gellants. The diffusion of water (without proppants)

through the pores of shale is governed by the Darcy law [13]; see Fig. 13.7a top

right where k¼ 1, 2, 3, bqk ¼ kth component of the vector of volumetric flow rate

through the pores, per unit cross-sectional area (dimensionm/s);bP ¼water pressure in

the pores; μ¼water viscosity [1, 2] (taking into account the effect of gellants but not

proppants), and κh, κv¼ permeabilities of porous shale along the horizontal bedding

planes and in the vertical direction (dimension m2) [53], which are rather different;

κv� κh [36, 46]. In computations κv is neglected. Adding the fluxes through the pores
and through the cracks gives the equations in Fig. 13.7a (middle left). Water pressure

P is, in the global model, common to the pores and the hydraulic cracks.

13.5.4 Combined Diffusion Through Shale Pores and Flow
Along the Cracks

In the global model, the water pressures in the cracks and in the pores are

considered to be locally the same within each finite or volume element. So the

water mass conservation equation must be written for the combined mass of water

in the pores and in the cracks. After introducing the Darcy and Poiseuille fluxes, the

combined diffusion equation takes the form in Fig. 13.7a (bottom left); in which

l¼ side of cubic element; h1, h2¼ opening widths of cracks normal to axes x, y
(or x1, x2); κh, κv¼ permeabilities of shale in horizontal and vertical directions (the

vertical permeability, normal to the bedding layers, is much smaller).

Although water is considered as incompressible in previous studies, it is in fact

about 10–30 times more compressible than rocks. The compressibility of water is

considered by the equation for mass density ρ of water in Fig. 13.7a (bottom left),

where Cf¼ compressibility of water with proppant, ρ0¼mass density at reference

pressure, and p0¼ reference pressure taken as gravity pressure of water at the depth
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of shale layer before fracking. Because the crack width is negligible compared to

crack spacing, water compressibility is not important for overall deformations of

fracked shale mass, but it matters for the pressure changes in water controlling the

flow rates.

Fig. 13.7 Mathematical modeling for finite element and finite volume analysis. (a) Water

Transport in Frac of Shale. (b) Crack Width from Crack Band Model Strain. (c) Damage Measures

Calculated from Inleastic Strain. (d) Fracture via Three-Phase Medium: Solid, Pore Water and

Fracturing Water. (e) Continuous Transition from Biot’s Two-Phase Medium to Terzaghi’s
Effective Stress. (f) Finite Volume Method for Fluid Flow
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13.5.5 Crack Opening Corresponding to Smeared Damage
Strain in Crack Band Model

Three potential, mutually orthogonal (or orthorhombic) cracks must be introduced

in one finite element. Horizontal cracks are excluded because the vertical overbur-

den pressure (about 80MPa) generally exceeds the pressure of the fracking water

(� 70MPa). The crack band width is taken equal to the material characteristic

length l, which is equal to the crack band width or to the element size, and is defined

as the minimum possible spacing of stable parallel cracks (note that l must be

distinguished from Irwin’s material length, which depends on material strength and

fracture energy and characterizes the length, rather than width, of the fracture

process zone).

The crack openings, hi (i¼ 1, 2), which control the rate of water flow, are, in the

crack band model, calculated from the continuum damage strain ε11
00

or ε22
00

across

the crack band, which is obtained from strains ε11 and ε22 calculated from the

softening constitutive law; see Fig. 13.7b where n¼ empirical exponent; subscripts

1 and 2 refer to Cartesian coordinates x1, x2 in the horizontal plane; ε11
00 ¼ inelastic

(or damage) strain, and Cijkl¼ orthotropic elastic compliance matrix of the shale

(i, j, k¼ 1, 2, 3). The constitutive law for softening damage of the solid (i.e., the

shale), i.e., σ ¼ f ðεÞ must also be orthotropic (this law is another challenge which

still awaits proper resolution based on triaxial test data); σ, ε are the stress and strain
tensors with Cartesian components σij and εij; and f is the tensorial function defining
the constitutive law.

The distributed microcracking damage is characterized by transversely isotropic

damage parameters, ω1 and ω2, considered to be functions of the inelastic parts of

strains, ε11
00

and ε22
00
. where εb1, εb2¼ specified breaking strain limits (Fig. 13.7c

left). For the cracks in intact shale, they were taken as 10�5 and, for the cracks

along the preexisting cemented joints, as 10�7. The joints, whose volume is

assumed to be 0, behave as potential cohesive cracks with reduced strength and

reduced fracture energy.

13.5.6 Pore Pressure Effect on Stresses in the Shale

The shale with its cracks and pores is treated as a generalization of both Biot’s
two-phase medium and Terzaghi’s effective stress concept [53]. Three phases may

be discerned: (1) the solid shale, of volume fraction (1 �ω1)ϕ, (2) the cracks, of a
near-zero volume fraction, and (3) the pores of a significant volume fraction, ϕ.
Since no horizontal cracks exist, the equilibrium of the three phases leads to the

equations in Fig. 13.7d where ϕ¼ natural porosity of shale; ω1,ω2¼ additional

porosities for the resultants of fluid pressure in x1 and x2 directions (Fig. 13.7d

bottom); and Sij¼ total stress tensor in the solid-fluid system, which are required by

finite element analysis to calculate the nodal forces.
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There are three contributions to the total stress tensor: (1)σij is the stress tensor in
the solid including the natural pores, which is calculated from the constitutive law

of shale; (2) ω1p,ω2p are the cross-section resultants of water pressure in the

cohesive (i.e., bridged) hydraulic cracks; and (3) (1 �ω1)ϕ p and (1 �ω2)ϕ p are

the cross-section resultants of the pore water pressure. Alternatively, we could also

write σ11 ¼ ð1� ϕÞs11 where s11¼ stress resultant from cross section of solid

without the natural pores and preexisting microcracks, whereas σ11 ¼ stress that

is spread out over the full cross section of solid including the pores (but excluding

the hydraulic cracks). Using σ11 instead of s11 is preferable because σ11 is the stress
directly measured in material tests.

Note that if there are no cracks with damage, i.e., ω1 ¼ ω2 ¼ 0, the equations

from Fig. 13.7e reduce to case 1 in Fig. 13.7e, which characterizes Biot’s two-phase
medium. In the opposite case of complete damage, i.e., if ω1 ¼ ω2 ¼ 1 (with no

bridges across the crack), the same equations in Fig. 13.7e reduce to case 2 in

Fig. 13.7e, which gives the classical Terzaghi’s effective stress. So we see that the

present three-phase medium represents a continuous transition between these two

classical (and historically disputed) concepts of soil mechanics.

13.5.7 Numerical Prediction of Evolutions of Hydraulic
Crack System

The solid is discretized by finite elements, but this is not the best way for the fluid

part of the system. The fluid is better treated by the finite element method [27, 43,

51], which has the advantage that the mass balance of the fluid is enforced exactly

(Fig. 13.8a top). This is important if the front of the water infiltration zone is sharp.

To combine both methods, the fluid flow elements overlap the finite elements for

stress analysis as seen in Fig. 13.8a.

First, to study the behavior of mathematical model, we analyze the fracking of a

2D horizontal square slice of shale mass of unit height and size 5m� 5m [21], with

the discretization shown in Fig. 13.8a. At each boundary node, we introduce elastic

springs that approximately characterize the resistance of the surrounding infinite

medium to horizontal expansion. The boundary is, for simplicity, considered

impermeable to fluid flow, which means that the simulations are not realistic after

the pressurized cracks approach the boundary. The overburden pressure is 80MPa,

corresponding to the depth of 3 km, and the tectonic stresses are σh ¼ 30MPa and

σH ¼ 40 MPa. The horizontal wellbore is considered to run at the bottom of the

square in Fig. 13.8b–f. The fracking water first enters conical holes in shale thought

to be about 0.5m deep. These holes are created by explosions of a cluster of three

shaped charges, which perforate the high-strength steel pipe. The proppants in

water are assumed to suffice to prevent any closing of previously created cracks.

The pressure history of water at inlet is a given function of time but here is consider

as constant, equal to 70MPa [21].
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Fig. 13.8 Demonstration of computed evolution of high pressure zones in 2D hydraulic crack

system in shale without rock joints. (a) 2D Hydraulic Fracture Model withou pre-existing rock

joints. (b) Pressure Field at initial. (c) Pressure Field at time t¼ 800s. (d) Pressure Field at time

t¼ 1200s. (e) Pressure Field at time t¼ 2200s. (f) Pressure Field at time t¼ 3800s

13 Recent Advances in Global Fracture Mechanics of Growth of Large Hydraulic. . . 453



The mechanical behavior of shale, which is isotropic in the horizontal plane, is

described by a microplane model with postpeak softening, representing an adapta-

tion to shale of the microplane model for concrete [4]. The embedment creep of

proppant grains is not yet included in this simulation, whose duration is a few hours.

The porosity of shale is ϕ¼ 0. 09, and the water viscosity is 8. 9�10�4 Pa s. The

tensile strength and fracture energy of shale are here considered to be σ0 ¼ 4:17
MPa and Gf¼ 0. 7N/mm in the intact shale, but 3.62MPa and 0.5N/mm for cracks

running along rock joints (because of overburden and tectonic stresses, these values

are higher than those measured in the laboratory).

Two cases have been analyzed (for details, see [21]): (1) All the cracks running

through intact shale, and (2) 50% of cracks running in preexisting joints, whose

locations were predefined randomly. Figure 13.8b–f shows the subsequent zones of

high pressure for the case of no preexisting joints, and Fig. 13.9 the same for the

case of preexisting joints. The finite elements with the highest pressure reveal the

locations of open hydraulic cracks. Figure 13.10 from another simulation shows one

snapshot from the evolution of hydraulic crack width. The crack width is shown

approximately proportional to line thickness and the greatest line width shown

corresponds to the width of 10mm.

Three-dimensional simulations, which are computationally far more demanding,

have been demonstrated [21] for a smaller domain—a cubic block of shale with the

side of only 0.9m, shown in Fig. 13.11a. Here only one inlet of water from the

horizontal wellbore is considered. All the other parameters are the same. Three

subsequent snapshots of the pressure patterns [21] are shown on horizontal and

vertical cuts of the block along the planes of symmetry, as shown in Fig. 13.11b, c.

13.6 Closing Comments

The present review of recent researches demonstrates how global fracture analysis

with the crack band model, combined with water flow both through hydraulic

cracks and through the pores of shale, can be used to simulate the growth of a

large system of closely spaced branched hydraulic cracks in shale. Such simulations

should allow studying the control parameters that maximize the area of hydraulic

cracks and lead to fracking of the largest possible volume of shale with sufficiently

close crack spacing. A powerful supercomputer will be needed to scale the analysis

to the entire fracking stage.
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Fig. 13.9 Demonstration of computed evolution of high pressure zones 2D hydraulic crack

system in shale with rock joints
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Fig. 13.10 Demonstration of computed evolution of crack pattern
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7. Bažant, Z. P., & Ohtsubo, H. (1977). Stability conditions for propagation of a system of cracks

in a brittle solid. Mechanics Research Communications, 4(5), 353–366.
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21. Chau, V. T., Bažant, Z. P. & Su, Y. (2016). Growth model of large branched 3D hydraulic

system in gas or oil shale. Philosophical Transactions. Accepted.

22. Cipolla, C. L., Mayerhofer, M. J., &Warpinski, N. R. (2009). Fracture design considerations in

horizontal wells drilled in unconventional gas reservoirs. In SPE Hydraulic Fracturing
Technology Conference, 19–21 January, Texas.

23. Cui, X., Bustin A. M. M., & Bustin R. M. (2009). Measurements of gas permeability and

diffusivity of tight reservoir rocks: Different approaches and their applications. Geofluids, 9,
208–223.

24. Detournay, E. (2004). Propagation regimes of fluid-driven fractures in impermeable rocks.

International Journal of Geomechanics, 4, 35. doi:10.1061/(ASCE)1532-3641(2004)4:1(35).
25. Detournay, E. (2016). Mechanics of hydraulic fractures. Annual Review of Fluid Mechanics,

48(1), 311–339.
26. Detournay, E., & Peirce, A. (2014). On the moving boundary conditions for a hydraulic

fracture. International Journal of Engineering Science, 84, 147–155.
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Chapter 14

Fundamentals of the Hydromechanical
Behavior of Multiphase Granular Materials

Francesca Casini

Abstract The principal aim of this chapter is to describe the hydromechanical

behavior of unsaturated soils based on experimental evidence. The unsaturated soils

are media in which the pore space is occupied by more than a fluid, typically liquid

and gas. They give rise to very characteristic types of geotechnical problem such as:

the loss of strength associated with the increase in water content or degree of

saturation and the damage to structure caused by the collapse for saturation induced

by wetting. An appropriate description of the behavior of unsaturated soils must

incorporate these fundamental effects of wetting on strength and deformation. The

experimental evidence in terms of stiffness, compressibility, and strength is

presented and discussed.

14.1 Introduction

The fundamental role of suction on unsaturated soil behavior was early recognized

[1] and the years between 1950 and 1960 were characterized by an intense exper-

imental activity [2, 3]. This experimental evidence was interpreted using a new

concept of effective stress. After that it followed a period of lack of study on the

mechanical behavior of partially saturated soils related to the difficulty to apply the

effective stress principle [4]. During this period, the partially saturated soils have

been labeled as “difficult soils” or “special soils.” In principle there is nothing

special in a partially saturated soil apart from the simple fact that some of the voids

are occupied by air (or another non-wetting fluid). Instead of considering the

partially saturated soils as a separate class of materials, they should be treated

using the well-known concept at the base of soil mechanics in saturated conditions

properly extended to partially saturated conditions.

F. Casini (*)

Dipartimento di Ingegneria Civile e Ingegneria Informatica (DICII), Universit�a degli Studi di
Roma “Tor Vergata”, Via del Politecnico 1, Rome 00133, Italy

e-mail: francesca.casini@uniroma2.it

© Springer International Publishing Switzerland 2016

C. Jin, G. Cusatis (eds.), New Frontiers in Oil and Gas Exploration,
DOI 10.1007/978-3-319-40124-9_14

461

mailto:francesca.casini@uniroma2.it


Important steps in this direction have been made by considering two stress

variables in the definition of the state surface [5], an idea already anticipated by

Bishop and Blight [3] and Coleman [6]. The use of the state-surface, the theoretical

and experimental assumption in the use of two stress variables, has been further

justified by Fredlund and Morgenstern [7] and Fredlund and Rahardjo [8]. An

extensive experimental study on the fundamental stress variables to be used in

unsaturated conditions was also performed by Tarantino et al. [9].

Since 1980 to date an increasing attention has been paid to the unsaturated soils

from the experimental and theoretical point of view. To interpret the experimental

data available different constitutive models have been proposed in literature starting

from the Barcelona Basic Model (BBM) proposed by Alonso et al. [10]. The con-

stitutive models based on elasto-plasticity proposed in literature (e.g., [11, 12]) have

been a successful tool to interpret the hydromechanical behavior of unsaturated soils

overcoming the limitations of the state surface approach.

14.1.1 Fundamental Definition in Terms of Volumes
and Weights

The unsaturated soils are media in which the pore space is occupied by more than a

fluid, typically liquid and gas. To describe properly the behavior of unsaturated

soils, it is convenient to make a distinction between phases and species. The porous

medium is composed of three species—mineral (�), water (w), and air (a)—

distributed in three phases: solid (s), liquid (l), and gas (g) (Fig. 14.1).

A fundamental variable describing the unsaturated soils is the liquid degree of

saturation, Sl or the gas degree of saturation, defined respectively as:

Sl ¼ Vl=Vv, Sg ¼ 1� Sl ð14:1Þ
where Vl is the liquid volume, Vg is the gas volume, Vv¼Vl +Vg is the volume of

voids. Sl represents the proportion of pore occupied by liquid.

The void ratio e is defined as:

e ¼ Vv=Vs ð14:2Þ
where Vs is the volume of solid particles.

The water content w for an unsaturated soil is related to Sl and e through the

following equation:

w ¼ Wl=Ws ¼ Sl � e=Gs ð14:3Þ
where Wl is the weight of liquid (water in this case), Ws is the weight of solid, and

Gs¼ γs/γl (typically in the range 2.6–2.75) is the specific gravity and it represents
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the ratio between the unit weight of solid particles γs¼Ws/Vs and the unit weight of

liquid γl¼Wl/Vl.

Combining Eqs. (14.2) and (14.3) we obtain e¼w�Gs/Sl.
The specific volume v is defined as:

v ¼ V=Vs ¼ Vv þ Vsð Þ=Vs ¼ 1þ e ð14:4Þ
where V¼Vv +Vs. In unsaturated conditions this could be useful to define the

specific volume of liquid as:

vl ¼ Vl þ Vsð Þ=Vs ¼ 1þ el ð14:5Þ
where el¼Vl/Vs is the liquid ratio, combining this definition with Eqs. (14.1) and

(14.2), Sl¼ el/e.
The porosity n is the ratio of volume of void to total soil volume:

n ¼ Vv=V ¼ Vv= Vv þ Vsð Þ ¼ e= 1þ eð Þ ¼ v� 1ð Þ=v ð14:6Þ
The dry density γd, is defined as the ratio of weight of solid particles to total soil

volume:

γd ¼ Ws=V ¼ γ= 1þ wð Þ ¼ γs= 1þ eð Þ

where γ¼W/V is the unit weight of soil,W¼Wl +Ws is the weight of the soil (Wg is

negligible).

A summary of each phase within the soil element is reported in Table 14.1

(where W¼M�g, gravity acceleration)

solid

liquid

gas

Vl

Vs

Vg
Vv

Fig. 14.1 Unsaturated soils

volume divisions: solid,

liquid, and gas phases in a

typical configuration

Table 14.1 A summary

of each phase within

the soil element

Phase Volume Mass Weight

Solid Vs Ms Ws

Liquid Vl Ml Wl

Gas Vg ~0 ~0
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14.1.2 Definition of Suction

As highlighted in the introduction, a fundamental rule is played by the suction. To

properly describe the suction is useful to recall the definition of soil-water (total

potential ψ) defined as “the amount of work that must be done per unit quantity of

pure water in order to transport reversibly and isothermally an infinitesimal quantity

of water from a pool of pure water at a specified elevation at atmospheric pressure

to the soil water at the point of consideration” [13].

The total potential ψ can be divided into four different components (after [14]):

ψ ¼ ψg þ ψp þ ψm þ ψ0

where ψg is the gravitational potential; ψp is the gas pressure potential; ψm is the

matric potential, and ψ0 is the osmotic potential. The gravitational potential is

driven by difference in elevation; the gas pressure potential is related to the applied

gas pressure; osmotic potential is driven by difference in solute concentrations

through a semipermeable membrane; matric potential depends on the interaction

between solid particles and liquid, and it is composed by the adsorptive and

capillary forces (after [15]). If the amount of work is evaluated per unit of volume

instead that of unit of mass, the resulting variable is defined as suction with the

dimension of a pressure (kN/m2), with a sign chance to avoid using negative

value [14].

The mechanical behavior of unsaturated soils is influenced in different ways by

the different components of suction. In particular the most relevant components

influencing the behavior of soils are the osmotic and matric suction. Thus the total

suction st can be defined as:

st ¼ sþ s0 ð14:7Þ
where s is the matric suction and s0 is the osmotic suction.

The total suction is related to the relative humidity (RH) through the Kelvin’s
law (see [14] for more details).

Matric suction s is defined usually in terms of capillary forces, e.g., capillary

rise, acting within the soils. Capillary rise is caused by the surface tension and

interface curvature between the soil particles and the water molecules.

The capillary height, hc, in a tube can be evaluated imposing the equilibrium at

the system reported in Fig. 14.2 composed by the column of water rising in the

tube and the surface of separation between liquid and gas (menisci).

2πrTs cos α ¼ ρwghcπr
2 hc ¼ 2Ts cos α= ρwgrð Þ s ¼ ρwghc ¼ 2Ts cos α=r

ð14:8Þ

where Ts is the capillary tension (force over a length N/m) and it decreases as the

temperature increases. It assumes Ts(25
�C)¼ 72 mN/m for water, α is the contact

angle between liquid and tube and it depends on the surface characteristic of the

solid phase and it is different in imbibition and in drying; r is the radius of the tube.
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The simplified scheme proposed above can be extended to a more complex

geometry of the menisci different from a spherical cap. The menisci can be

described through a surface with double curvature characterized by the radius r1
and r2, the equilibrium of the system will draw to the following Laplace equation:

s ¼ Ts 1=r1 þ 1=r2ð Þ ¼ 2Ts=r* ð14:9Þ

where 2/r*¼ (1/r1 + 1/r2) represents the mean radius of curvature.

In the capillary model the air–water meniscus in a glass tube can be envisaged

similar to the air–water interface within a soil pore. The matric suction, as reported

in Eqs. (14.8) and (14.9), is proportional to the inverse of the effective pore radius

using this model [16, 17].

14.1.3 Soil Water Retention Curve (SWRC)

The soil water retention curve describes the water storage mechanism in an

unsaturated soil. The SWRC must be defined in terms of a variable describing the

change in volume of water such as gravimetric water content w, degree of saturation
Sl, volumetric liquid (water) content θl¼w¼Vl¼w/V¼ n�Sl or the liquid (water) ratio
el¼w and the stress variable suction s¼ ug�ul defined as the difference between gas
pressure and liquid pressure.

The SWRC can be obtained imposing suction and measuring the volume of

water at equilibrium (suction controlled technique) or measuring suction at known

volume of water with different instrument as tensiometers (e.g., [18, 19]) or

psychrometers (e.g., [20]) or filter paper technique.

The SWRC is not unique and it depends on:

• Grain size distribution of soils: clay, silt, and sand have different SWRCs (see

Fig. 14.3).

• The direction of the loading path; it is different in wetting and drying (hysteresis

Figs. 14.3 and 14.4).

• The void ratio of the sample (Fig. 14.4).

• The microstructural features of the soils [24].

hc 2r

Ts
aFig. 14.2 Simplified

scheme of capillary

rise in a tube
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In Fig. 14.3 is reported, as an example of typical behaviors, the relation between

the degree of saturation Sl and the suction s of two different soils: a silt with clay

from Jossigny, east of France (JS silt) and a silty sand from Ruedlingen, north of

Switzerland (RS sand). The results have been obtained under suction controlled

conditions with a comparable void ratio. The SWRC depends on the direction of the

loading path for both soils, fixing s¼ 50 kPa, Sl¼ 0.44 (RS), and Sl¼ 0.56

(JS) along the wetting w1 while Sl¼ 0.58 (JS) and Sl¼ 0.66 along the drying d1.
The dependencies of SWRC by loading and void ratios is independent by the

variable we choose to represents the volume of water in the sample as reported in

Fig. 14.4, where are reported the SWRC of the JS silt at two different void ratio in

wetting and drying. The hysteretic effects and the void ratio dependencies are

visible in the four plane used to represent the SWRC.

A summary of the different model used to describe the SWRC is reported in

Barbour [17] which illustrates the centrality of the SWRC in providing the link

between theory, behavior and material properties. In the last decades a lot of work

has been done to proper describe the SWRC, see [25–32].

The most common models used are the following:

Se ¼ θw � θwres
θwsat � θwres

¼
s
sb

� ��λ
s > sbð Þ

1 s < sbð Þ

8<
: ð14:10Þ

Se ¼ θw � θwres
θwsat � θwres

¼ 1

1þ αsð Þn
� �m

with m ¼ 1� 1

n

� �
ð14:11Þ

where θwres is the residual water content, θwsat is the saturated water content. λ is a
shape parameter of BC model; m and n are shape parameters of VG model which

can be related each other; α related to the inflection point of the WRC (see

Eq. 14.15). As reported in Fig. 14.4 the VG model is able to reproduce the typical

S-shaped form of the WRC. The comparison between the VG and BC models

prediction are reported in Fig. 14.5 for two types of soils JS silt and RS sand and the

parameters are reported in Table 14.2.

Different models have been proposed in literature to incorporate the dependen-

cies of the SWRC by void ratio: Mašı́n [28]) proposed to extend the BC model

taking into account the dependencies sb by void ratio; Salager et al. [33] proposed a
method to take into account the dependencies of the inflection point of SWRC by

void ratio.

14.1.3.1 Enhanced Models to Describe the WRC Based

on Microstructural Features

The dependencies of the SWRC on the microstructural features have been

highlighted by Romero and Vaunat [26]. The authors shown that the main wetting

and drying paths of the SWRC separating a region of intra-aggregate porosity from
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an inter-aggregate porosity adjoining area for a clayey aggregate. In the intra-

aggregate region, the water ratio is not dependent on void ratio and retention

curve parameters are mainly dependent on specific surface. However, in the inter-

aggregate region, water ratio is dependent on void ratio and strongly coupled to

mechanical actions (see Fig. 14.6). They basically extended the model proposed by

Fredlund and Xing [25] to take into account the dependencies of the parameters by

microstructural features (see [26]).

Recently different models have been proposed in literature to describe the

SWRC based on microstructural observations (e.g., [34–36]). Casini et al. [37]

proposed an extension to the Van Genuchten model to proper describe the evolution

of SWRC of the Jossigny silt based on a wide range of Mercury Intrusion

Porosimetry (MIP) results [24, 38].

The MIP test is performed by pushing mercury (a non-wetting fluid) in a soil

sample to empty the pore at known pressure. The cumulative volume of mercury

intruded in the soil sample is measured as a function of the pressure applied. The

following Washburn equation is used to link the pressure applied to the pore

entrance diameters of the sample:

p ¼ � nσHg cos θnw
x

ð14:12Þ

where σHg¼ 0.484 N/m is the surface tension of mercury at 25 �C, θnw the contact

angle between mercury and the pore wall, and x the entrance or throat pore diameter

(n¼ 4) or the entrance width between parallel plates (n¼ 2). The value n¼ 4 is

Table 14.2 BC and VG

model parameters
BC λ sb (kPa) θwsat θwres
RS 0.55 0.61 0.46 0.17

JS 0.35 5.30 0.45 0.09

VG n α (kPa�1) θwsat θwres
RS 2.04 0.76 0.46 0.19

JS 1.59 0.10 0.45 0.14

1
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0.50.40.30.20.1

0.1
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Fig. 14.5 Comparison BC

versus VG model prediction

for JS and RS soils
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often used in MIP [38]. The contact angle ranges between 139� and 150� for clay
minerals [39, 40]. The results of MIP tests are usually reported in terms of pore

entrance diameter versus cumulative volume of mercury intruded making the

analogy between the mercury and the air as a non-wetting fluid [38].

The results of the MIP tests are also reported in terms of cumulative and pore

size density function (PSD) versus entrance pore size diameter (e.g., [24, 38]). The

cumulative mercury intrusion plot and different normalization results of the pore

size distribution (PSD) are reported in Fig. 14.7 for a test of JS silt. The PSD in

terms of log diameter has been normalized to the maximum intruded void ratio

enw¼Vnw/Vs with a non-wetting fluid to obtain a unit area below the curve

(Fig. 14.7c). To compare the effect of the initial void ratio of the compacted

material, the normalized density function was further scaled by this initial void

ratio, as shown in Fig. 14.7d. This last plot PSD* was the one used to compare the

effect of the initial state on the pore size distribution.

The MIP results can be used to obtain the relationship between the suction and

the degree of saturation or water content at constant void ratio. The mercury

intrusion is assimilated to the air-intrusion (a non-wetting fluid) during the drying

path of the water retention curve. Thus the injection of mercury with a contact angle
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θnw is equivalent to the drainage of the water induced by air front advancing for the

same diameter of pores intruded. Under the hypothesis of non-deformable soil

skeleton, the volume of pores non-intruded by the mercury should be used to

evaluate the degree of saturation or the water content corresponding to the equiv-

alent applied air overpressure. Anyway, the non-intruded porosity by the mercury

should be taken into account for estimating the residual water content in the

evaluation of the water content. The WRC obtained is valid in the range where

the capillarity is the predominant physics mechanisms, usually for suction

s< 2 MPa [37].

The water ratio ew ¼ Vw=Vs ¼ Sr � e is estimated by the following equations:

enw þ ew ¼ e; ew ¼ e� enw ¼ 1� Srnwð Þ � e ð14:13Þ

Where enw is the non-wetting ratio (mercury), Sr and Srnw the degree of saturation of

water and non -wetting fluid respectively (Sr+Srnw¼ 1 for a two fluid mixture).

Fig. 14.7 Representation of MIP results: (a) Void ratio non-wetting phase; (b) Pore size density
function (PSD); (c) PSD normalized respect to void ratio of non-wetting phase (Mercury) intruded

(enw); (d) PSD normalized over enw and scaled to the void ratio e (after [23])
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To properly describe the evolving water retention character, a multimodal

retention model has been recently proposed by Casini et al. [37] considering a

linear superposition of two subcurves of the van Genuchten type. The model is

constructed based on MIP data at specified initial state, and thus, it is representative

of this initial pore network configuration. The different model parameters are fitted

and their evolution with water content and void ratio studied. The evolving nature

along generalized stress paths (with varying void ratio and water content) is taken

into account by updating the pore network configuration as the hydraulic paths

develop. The multimodal retention model, defined by Durner [41] as a linear

superposition of subcurves of the van Genuchten type with the following equation:

Ew ¼ ew � ewres
e� ewres

¼
Xk
i¼1

wi
1

1þ αisð Þni
� �mi

ð14:14Þ

has been used by Casini et al. [37], where k is the number of subsystems that

assembled together give the global pore size distribution, wi are weighting factors

for each subcurve subject to 0<wi� 1 and
X

wi ¼ 1. For the parameters of the

subcurves (αi, ni, mi) must be imposed the condition αi> 0; mi> 0; ni> 1. Here, the

additional constraint ni¼ 1/(1�mi) is imposed.

Each subcurve in Eq. (14.14) differentiated two times with respect to the suction

s gives the relationship between the suction at the inflection point and the param-

eters given by the following expression:

spi ¼ m1�mi

i

αi
ð14:15Þ

where spi is the suction at the inflection point in the Ew-s plane. Once αi is obtained,
from Eq. (14.15) and substituting in Eq. (14.14), the water storage mechanism in a

heterogeneous porous medium becomes:

Ew ¼ ew � ewres
e� ewres

¼
Xk
i¼1

wi 1þ mi
s

spi

� � 1
1�mi

" #�mi

ð14:16Þ

The Eq. (14.16) has been used for model the SWRC data obtained by MIP. The

experimental data are modelled with a bimodal water retention model, obtained

setting k¼ 2 in the above equation. The pore capillary density function (PCF) is

defined as:

PCF ¼ ΔEw=Δlog sð Þ ð14:17Þ

where Ew is the effective degree of saturation as defined in Eq. (14.16).

The model is calibrated best fitting the PCF obtained by experimental results as

reported in Fig. 14.8. The area below the peak of lower suction is defined as w1
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(macro area below the PCF) while w2 (micro area) is given by w2¼ 1�w1 because

the area below the curve corresponds to the unity. The suction at inflection points

are named respectively spM and spm as reported in Fig. 14.8a. A comparison

between the model prediction and the experimental data is reported in Fig. 14.8b,

the model well fit the experimental results in the entire range of suction. Further-

more, the model is able to well capture the change in shape of the retention curve at

the inflection points.

In an unsaturated soil the liquid permeability is function of void ratio and

degree of saturation. It is quite difficult to obtain in laboratory (e.g., [42]). As the

suction increases the degree of saturation decreases and the permeability of

the soils decreases as well. A simple choice to describe the relative permeability

is to set the krel ¼ kunsat=ksat ¼ S λ
l with λ¼ 3. Different types of models

are available in literature to describe the evolution of relative permeability

(e.g., [30, 31]).

14.1.4 Stress Variable in Unsaturated Conditions

The effective stress for saturated soils has been defined by Terzaghi [43] as

σ
0
ij ¼ σij � δijul ð14:18Þ

where ul is the pore water pressure, δij is the Kronecker’s delta.
“All measurable effects of a change of stress of the soil, that is, compression,

distortion and change in shear resistance, are exclusively due to change in effective

stress [43].”

Fig. 14.8 Laboratory versus model prediction: (a) Pore capillary function (PCF) macro micro; (b)
WRC derived from PCF
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The definition is valid under the hypothesis of saturated soils with incompress-

ible grains and the voids completely filled with incompressible fluid. The effects of

compressibility of grains and fluid can be taken into account through the definition

of a parameter αl as:

αl ¼ 1� 1� nð ÞC
Cs

σ
0
ij ¼ σij � αlδijul ð14:19Þ

proposed by Suklje [44], which represents a combination of the Biot [45] and

Skempton [46] parameters [32, 47].

In saturated conditions, where two phases are considered: solid particle and

fluid, the Terzaghi effective stress represents the only stress governing the mechan-

ical behavior of soils. In unsaturated conditions the choice of appropriate stress

variable is still an intensive debated issue.

As pointed out in Jommi [48]: “in fact, no single stress variable has ever been

found which, substituted for effective stress, allows for a description of all the

aspects of the mechanical behavior of a given soil in the unsaturated range.” A

second variable is generally required to represent the stabilizing influence of

suction on intergranular forces and the volumetric effects of its removal or weak-

ening, by wetting [11].

The most common choices of two variables to describe the behavior of unsatu-

rated soils are:

• net stress σijnet¼ σij�ugδij and suction s¼ ug�ul (e.g., [7, 10]);
• generalized stress approach σ’ij¼ σij�ugδij+ χ(ug-ul)δij [49] and suction s¼ ug-

ul; (e.g., [48, 50]).

A summary of the possible choice in unsaturated conditions is reported in Gens

et al. [11]; Nuth and Laloui [32, 47] and Sheng [12].

The definition of two stress variables, net or generalized, is not able alone to

explain the collapse for saturation during wetting. In addition, we must define an

additional yielding curve (Loading-Collapse) which increases with suction (e.g.,

[10]) or with degree of saturation (e.g., [48, 50]) as function of the net or general-

ized mean stress.

The net stress approach it is the simplest and most practical choice in terms of

stress path representation, it poses difficulties when trying to incorporate the SWRC

effects as the hysteresis or the void ratio dependencies. While the generalized stress

approach allows the coupling with the SWRC and the representation of stress path

is more complex and sometimes and it becomes impossible if, as it is often the case,

data on water content is not available or unreliable (after [11]).

The choice of the χ parameter in the definition of generalized stress is still an

open question:

σ
0
ij ¼ σij � ugδij þ χ ug � ul

� 	
δij ð14:20Þ

A usual choice is χ¼ Sl [49], other function can be defined to link the χ parameter

with suction (e.g., [29]) or with effective degree of saturation (e.g., [51]).
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14.1.5 Small Strain Stiffness

The influence of strain on soil stiffness has been extensively investigated over the

past decades (e.g., [52]). The soils exhibit a truly elastic behavior within a strain

range very small, shear strain γs< 10�6. This type of behavior is common to all type

of soils ranging from clay to sand. As the strain amplitude increases the soil

stiffness decays nonlinearly, the stiffness reduction curves exhibit a typical

S-shaped with applied strains as reported in Fig. 14.9.

In the following some experimental evidence on the small strain shear stiffness

in unsaturated conditions is reported and compared with the saturated results. An

interpretation of G0 with the generalized stress is proposed and validated with the

experimental data.

In saturated conditions the small strain stiffness depends on the average effective

stress p0 [52]. Different authors (e.g., [56]), examining data relative to reconstituted

and undisturbed materials, showed that an undisturbed material, due to its “struc-

ture,” has higher values of G0 than the same material in a reconstituted state

(Fig. 14.10). The effect of this structure is lost as an effect of increasing p0. A
linear relationship can be assumed between log G0 and log p

0 for both normally and

overconsolidated states, with a lower slope for overconsolidation.

Using same representations as Rampello et al. [56], G0 values measured under

controlled suction conditions by resonant column tests by Vassallo et al. [58] have

been plotted in Fig. 14.10a as a function of the stress p’¼ p�ug + Sr(ug�ul) defined
by Eq. (14.20) with χ¼ Sl. Moving from complete saturation to partial saturation

induces a translation upwards of experimental curves G0:p’, similar to that

highlighted by Rampello et al. [56] comparing the behavior of natural and

reconstituted clays. Partial saturation seems to provide the solid skeleton with a

structure (or cementation) similar to ageing and other natural time effects. In
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addition, experimental points relative to measurements of G0 at beginning of the

tests show trends similar to that of an overconsolidated saturated soil [57, 59].

The relationships proposed by Rampello et al. [56] for saturated soils (Eq. 14.21)

can be extended by including the effects of Sr on void ratio and on p0:

G0 ¼ S*pr
1�n*þcð Þf eð Þp0 n*�cð Þ ð14:21Þ

where

f eð Þ ¼ C=exp Deð Þ ð14:22Þ

and: c¼m/Λ, Λ¼(λ�k)/λ, C¼exp[c(N(Sr)�1)/ λ,], D¼c/ λ; pr is a reference

pressure.

Parameters S*, n*, and m (linked to the position and the slope of log G0: logp’
relationships) were obtained by fitting the saturated soil data (Fig. 14.6). Resulting

values are n*¼ 0.61, m¼ 0.2, S*¼ 3000.

Equations (14.19) and (14.20) significantly underestimate experimental stiffness

of the unsaturated soils. Thus, the extension of saturated relationships to the

unsaturated case requires further assumptions. A better agreement can be obtained

by supposing that also n* and S* depend on Sl. The obtained results are shown in

Fig. 14.11 for the same tests of Fig. 14.10. It was found that n* decreases and S*
increases as Sr decreases. The values used in the figure are n*¼ 0.60 and S*ffi 4300

for Sr,0ffi 85% (Fig. 14.11a), n*¼ 0.59 and S*ffi 4500 for Sr,0ffi 82%, n*¼ 0.59

and S*ffi 4800 for Sr,0ffi 79% (Fig. 14.11b).

The effects of partial saturation on the initial shear stiffness G0 are similar to

those observed to the structure of a natural soil, compared to the same soil

reconstituted. They cannot be justified by simply taking into account the effect of

the partial saturation on the definition of generalized effective and its effects on the

void ratio without significantly underestimating the unsaturated soil stiffness. It is

necessary to consider explicitly the effect that Sl has on some parameters describing

the relationship G0:p
0.
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14.1.6 Stiffness at Moderate (Larger) Strain: Compressibility

The volumetric change induced by isotropic or anisotropic compression under

suction controlled conditions has been extensively investigated in the past decades

from experimental and theoretical point of view. This is due to the importance to

understand and prevent the decreases in volume during wetting known as “collapse

for saturation.” The prediction of settlement induced by wetting is of particular

importance in ground engineering. To mitigate sudden displacement during the life

of a structure or of a natural deposit, it is important to predict the deformation of

soils induced by the wetting process as unsaturated soils may either swell or shrink

when they experience a wetting path. This is a function of the initial conditions in

terms of void ratio and water.

In Fig. 14.12 are reported typical experimental results during 1D compression

tests (oedometer) obtained at various level of suction by Casini [21, 22] on JS silt.

The experimental results are reported in the plane e�log σvnet Fig. 14.12a and

e�logσ0v in Fig. 14.12b. As the suction increases the soils become stiffer and the

inflection point of the curve moves to the right. At increasing vertical stress the

curves tend to converge. Both the representations show similar behavior

(Fig. 14.12).

These results show two main common effects of partial saturation on the

compressibility of soils:

• The stress at inflection point increases with suction.

• The soil becomes stiffer with suction.

Anyway the curve after the inflection point is characterized by a slope changing

with applied vertical stress.
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Fig. 14.11 Comparison between experimental results and model predictions of initial shear

stiffness G0. (a) compression test carried out at s¼ 100 kPa, (b) compression test carried out at

s¼ 200 and 400 kPa
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14.1.6.1 Modelling the Compressibility Behavior

In the following a simple model to describe the compressibility behavior of

unsaturated soils is presented and validated with experimental results.

The constitutive relationships for the mechanical behavior are defined in terms

of Bishop’s stress σ
0
ij ¼ σij � uaδij þ χ ua � uwð Þδij and suction s ¼ ua � uw, where

σij is the total stress, χ is a weighting parameter, taking into account Sr, and δij is the
Kronecker delta.

The vertical soil skeleton (effective) stress is defined as:

σ
0
v ¼ σv � ua þ χ ua � uwð Þ ð14:23Þ

The evolution of the preconsolidation vertical stress σ
0
vc is characterized by a double

mechanism, depends on the rate of plastic strains and by the variation of χ:

σ
0
vc

•

¼ σ
0
vcsat
•

�aσ
0
vc χ

• ð14:24Þ

where ā is a constant soil property. Integration of Eq. (14.24) yields:

σ
0
vc ¼ σ

0
vcsate

a 1�χð Þ ð14:25Þ

where, ā controls the rate of change in σ
0
vc due to the variation of χ.

The hardening is a combination of a reversible component related to change in χ
and an irreversible component dependent on the development of plastic strains. The

model predicts that a drying process induces some bonding (positive hardening)

while a wetting process induces some debonding (negative hardening).
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Considering an oedometric compression test starting from a virgin state, in an

analogy with saturated soils, the NCL will be given by:

e ¼ B χð Þ � Cclogσ
0
v ð14:26Þ

where σ
0
v is the vertical effective stress defined by Eq. (14.20) , B(χ) is the void ratio

at 1 kPa and Cc is the compression index.

The dependency of B(χ) can be obtained easily from Eq. (14.26) and from:

ei ¼ B� Cclogσ
0
vcsat, ei ¼ ep � Cslog

σ
0
vcsat

σ0vc
ð14:27Þ

where ei and ep are the void ratios in saturated and unsaturated conditions respec-

tively on NCL (Fig. 14.13), B is the void ratio at a vertical stress σ’v¼1 kPa under

saturated conditions, Cs is the swelling index and by substitution:

B χð Þ ¼ Bþ Cc � Csð Þa 1� χð Þ ð14:28Þ

where a ¼ a
ln10

.

A variation of χ corresponds to a translation of NCL, parallel to the saturated

NCL if χ is constant, by an amount depending on the constitutive parameter a.
During a compression phase at constant suction or water content the void ratio

change inducing a change in the degree of saturation taking into account by the

variation of parameter χ which moves the position on of the NCL approaching the

saturated ones as χ increase (Fig. 14.13).

The capability of this model to describe properly the behavior of the unsaturated

soils is reported in Fig. 14.14 with the parameterχ ¼ Sl�Slmicro
1�Slmicro

where Sl and Sl micro

are calculated using the SWRC reported in Eqs. (14.13)–(14.16). The tests are

performed on Jossigny silt [60] statically compacted at three different void ratio and

the same initial water content of at w¼ 0.13 in oedometer. The samples have been

compressed up to a vertical loading σv¼ 200 kPa and finally saturated. The

comparison is satisfactory in the two tests where the samples compress during

saturation and in the case where the sample swells for the lower void ratio as shown

in Fig. 14.14.

14.1.7 Strength of Unsaturated Soils

The strength parameters in unsaturated conditions can be obtained interpreting

triaxial tests or shear tests under suction controlled conditions or under constant

water content. In the latter case the suction can be measured or can be back-

calculated with SWRC.

Typical results of the axial compression phase under suction controlled

condition are reported in Fig. 14.15 in terms of deviatoric stress q versus axial
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strain εa. The tests were performed by Vassallo [61] on silt with clay at two

different confinement net stresses (Fig. 14.15a p�ua0¼ 100 kPa; Fig. 14.15b

p�ua0¼ 400 kPa). The strength increases with suction, the behavior move from

ductile to fragile as the suction increases for the lower confinement stress

(Fig. 14.15a). While the higher confinement stress the soil shows a ductile behavior

over the entire range of suction investigated.

The results of shear tests on a silty sand are reported below. The results are

shown in Figs. 14.16, 14.17 and 14.18 in terms of the relation between normalized

Fig. 14.14 Comparison between model and data (after [60])
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Fig. 14.15 Deviatoric

stress versus axial strain

at different suction:

(a) p�ua0¼ 100 kPa;

(b) p�ua0¼ 400 kPa

(after [61])
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shear stress (τ/σv), vertical displacement δv and shear displacement δh. A negative

vertical displacement indicates an increase in specimen height.

Highest stress ratios are exhibited by two samples at σv¼ 20 kPa and w¼ 0.15

and 0.20 (Fig. 14.15a). Both specimens show an increase in height (dilatancy)

during shearing (Fig. 14.16b). The soil reduces in volume during the saturation of

specimens at w¼ 0.20 and 0.25, indicating wetting collapse (Fig. 14.16b). In the

subsequent shearing stage, the stress ratios are in good agreement with the saturated

sample. The sample under σv¼ 80 kPa also reduces in volume during the saturation

phase (Fig. 14.18).

The stress ratio for the same water content decreases as the vertical stress

increases. This is due to the combination of two effects. Firstly, increasing vertical

stress leads to a lower void ratio resulting in a higher degree of saturation and

therefore less suction. Secondly the overconsolidation ratio (OCR) is decreasing as

the vertical stress increases.
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The results of the shear phase can be plotted in the plane τ � σ
0
n with the suction

obtained through the SWRC. Based on the generalized effective stress definition

the Mohr–Coulomb criterion becomes:

τ ¼ σn � ug
� 	þ χ ug � ul

� 	
 �
tanφ

0 þ c0 ð14:29Þ

Where the terms χ ug � ul
� 	

can be evaluated by SWRC with χ¼ χ(Sl).
In Fig. 14.19 is reported the comparison between the prediction with

Eq. (14.29) with χ¼ Sl and the experimental data obtained by Casini et al. [62]

for the RS sand. The data are reasonably fitted with a linear envelope with c
0 ¼ 0

and φ
0 ¼ 31�.
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Chapter 15

Beyond Hydrocarbon Extraction: Enhanced
Geothermal Systems

Masami Nakagawa, Kamran Jahan Bakhsh, and Mahmood Arshad

Abstract There are many forms of energy that exist subsurface. Mining typically

extracts minerals that are energy rich and processes them to produce electricity. The

oil and gas industry extracts hydrocarbons with high energy content that are suitable

for energy production. This chapter illustrates the concept of “heat mining” that is a

form of mining but has not caught much attention. This term “heat mining” was

originally used to describe a general concept of mining heat from deep granitic

rocks by injecting cold water and recovering it as steam or water/steam mixture to

produce electricity. Beginning with the Fenton Hill Hot Dry Rock project devel-

oped by Los Alamos National Laboratory in 1971, there is a long history of

development of different types of heat mining projects in Japan, the UK, China,

Germany, France, Iceland, and Hungary. This chapter presents a simple conceptual

model of a doublet reservoir that can be developed in a sedimentary basin at a depth

below where the conventional hydrocarbon resources can be found. In addition, as

we move forward with the development of the original heat mining concept from

granitic rocks, it is important to understand the consequences of long-term heat

extraction. Developing an enhanced geothermal system or engineered geothermal

system (EGS) is a complex process and is dependent on a range of geological and

operating variables. Stress distribution and re-distribution in and around EGS

during the different phases of development may have a significant impact on the

reservoir itself as well as surrounding rock masses. Thus, the second part of this

paper addresses issues associated with stress redistribution during and after the

working cycle of EGS and gives insights in understanding the behavior of stress

redistribution in and around basement rock. As the basement rock is thermo-

elastically connected to the country rock, newly generated stresses interact with

the existing in situ stresses under prevailing conditions of geological, design, and

operating variables. Inability to predict the timing and the degree of impact suggests

a need of a consorted effort of investigations between oil/gas, mining and geother-

mal industry, and academic disciplines.
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15.1 Introduction to Sedimentary Enhanced Geothermal
Systems (SEGS)

The idea of extracting heat from deep, hot, dry granitic rock where the rock

temperature can rise as high as 350 �C at a depth of 5 km was proposed four

decades ago during the first oil crisis. In 1971, a Los Alamos National Laboratory

experiment demonstrated the successful utilization of heat from the high tempera-

ture of the deep crystalline rock to generate electricity [1]. The crystalline forma-

tion at elevated temperature has become one of the main targeted geologic

formations for geothermal power production.

While prospective areas of crystalline rock for a geothermal system is limited to

volcanic and tectonically active setting, deep sedimentary basins for geothermal

usage remain largely unexplored even though they comprise an extensive region

around the world. The total energy content of sedimentary resources is considerably

higher than that of crystalline rock. For example, the estimated energy content of

the US sedimentary rock formation to 10 km depth is about 100,000e18 J [2]. The

unexplored potential of heat extraction from sedimentary rock presents a significant

opportunity to secure the future of the world energy.

Utilization of the heat from sedimentary basins has been limited to direct-use

(non-electricity generating) applications. In Szeged in the Carpathian Basin in

Hungary, 1200 buildings and a greenhouse area of 400,000 square meters were

heated at the end of 1969 [3]. More recently, the number of geothermal wells for

direct-use applications in Hungary has grown to 1275 [4]. The Guanzhong sedi-

mentary basin in Shaanxi, China [5], provides 3.5 million square meters of geo-

thermal space heating from 346 geothermal wells as of 2007 [6]. Paris and the

Aquitaine Basin in France are other successful direct-use application examples [7].

Harvesting energy for power generation from moderately high- to medium-

temperature reservoirs in sedimentary formations was not considered operationally

feasible until the development of the binary cycle geothermal power plant. A binary

power plant can utilize temperatures in geothermal reservoirs as low as 120 �C. In
Germany, they successfully generate 3.36 MWe from the Bavarian Molasses basin,

and 3.0 MWe from the Upper Rhine Graben formation exemplifies the promise of

sedimentary geothermal reservoirs [8, 9].

Several research papers have been published on different aspects of sedimentary

geothermal reservoirs. Gringarten & Sauty [10] developed an analytical model for

predicting thermal breakthrough in a horizontal porous reservoir with uniform

thickness. They analytically calculated the optimum distance between wells of a

doublet system that can keep the temperature of the production well constant. The

Dogger aquifer in France has been operated for several decades using the

Gringarten scheme [11].

Major sedimentary basins of Colorado, such as the Denver Basin, the Piceance

Basin, and the San Luis Basin, have been proposed as candidates for electricity

generation in conjunction with direct application [12]. Morgan [13] also
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highlighted the advantages of using a sedimentary basin as an EGS field laboratory

to examine aspects of the EGS system.

De Graaf et al. [14] reviewed the capability of the Coast Geothermal Project

within Australia’s hot sedimentary basins to generate large amounts of competi-

tively priced, zero-emission, base-load power. The potential of stratigraphic reser-

voirs of the Great Basin in the Western USA to produce heat energy also has been

investigated and results showed the possibility of high thermal recovery without the

need for reservoir enhancement [15]. In Germany, the former gas exploration well,

Groß Sch€onebeck, reopened and deepened to access the Lower Permian Rotliegend

sedimentary formation. Pairing the extended well with a second well completed in

late 2006, a doublet system was constructed in order to generate geothermal

electricity [16]. The possibility of using sedimentary reservoirs to build EGS in

the lower Triassic sedimentary formations of central Poland area has been investi-

gated. Researchers on the Polish project modeled the performance of a prospective

EGS plant using TOUGH2 code. Adjusting the permeability and volume of the

fractured zone, they numerically simulated the net power production of an EGS

plant [17]. Similarly, two general classes of sedimentary formations in the Great

Basin—a multi-layered and single high-permeability layer—have been modeled

numerically to investigate the rate of heat extraction. Results showed that lower

permeability models have better thermal performance [18].

This chapter provides a simple conceptual model to investigate the behavior of

the SEGS system. Thermal performance of the SEGS system is assessed based on

advancement of the cold front in a reservoir. This study focuses on the influence of

the formation permeability as a site-specific characteristic. In particular, the effect

of high-permeability or pre-existing natural fractures on thermal breakthrough and

geometry of the heat transfer volume is inspected. Numerical simulation has been

conducted using COMSOL Multiphysics. The following section introduces the

proposed conceptual model. This conceptual model provides a benchmark for the

simulation studies in later sections.

15.2 Description of a Modeled SEGS Reservoir

A segment of a deep, permeable sedimentary basin with a high-temperature gradi-

ent of 0.05 K/m is used as a prototype for the reservoir simulation study. The

reservoir is assumed to be located in a homogenous sedimentary formation and

intersect a vertical fracture at a depth of 3950 m and 3550 m, respectively

(Fig. 15.1). Both the injection and production rates are assumed 40 l/s, and the

temperature of injection water is 35 �C. Porosity and permeability in the basin are

assumed to be uniform, 0.1 and 1e-13 m2 (100 mD), respectively. It is also assumed

that the thermal equilibrium between the injected fluid and the formation was

attained instantaneously. The formation is assumed to be incompressible. The

study area is restricted to a cubical block with side length of 500 m, and for the

sake of simplicity, the gravitational effect is negligible [19]:
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Ωr ¼ x; y; zð Þ: 0 < x < 500, 0 < y < 500, � 4000 < z < �3500f g
Ωinj ¼ x; y; zð Þ: 240 < x < 260, 250� rinj < y < 250þ rinj,

�

�3950� rinj < z < �3950þ rinj
�

Ωpro ¼ x; y; zð Þ : 240 < x < 260, 250� rpro < y < 250þ rpro,
�

�3550� rpro < z < �3550þ rinj
�

∂Ωf ¼ y; zð Þ: 0 < y < 500, � 4000 < z < �3500f g

The above geometrical regions represent the computational domain for the reser-

voir, locations of injection and production wells, and fracture, respectively. The

numerical model is validated against the Gringarten [11] analytical model. Keeping

equal flow rates for injection and production wells leads to a quick steady-state

condition.

As the modeled sedimentary basin is assumed to be a homogenous porous

media, Darcy’s law is used to govern the flow of fluid in the model. Heat

transfer-governing equations are also derived from energy balance in the domain.

Fig. 15.1 Schematic of the conceptual fractured sedimentary basin located in a region with

temperature gradient of 0.05 K/m
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One way to model a fractured reservoir in which the flow moves freely through the

fractures and relatively slowly within the surrounding porous domain is to incor-

porate Darcy’s law for the porous media flow in conjunction with the Navier-Stokes

equation in the fracture. Coupling these two equations and solving them numeri-

cally are not cumbersome unless the geometrical scale of the incorporating domains

is different in the orders of magnitude. In this study, however, a very long and

narrow fracture domain with a high aspect ratio (500� 500� 0.05) is confined

within a very wide porous block of rock (500� 500� 500), and discretizing the

fracture domain explicitly requires a very dense mesh consisting of a huge number

of infinitesimally small elements.

An alternative method to avoid an excessive computational cost is a Discrete

Fracture Model where the fracture is treated as an interior boundary. The advantage

of this approach is in reducing the degrees of freedom (unknowns) and enhancing

computational performance particularly for the cases in which the fracture perme-

ability is higher than the surrounding porous medium [20]. In this study, the

Discrete Fracture approach is selected.

15.2.1 Flow Equations

Darcy’s law is used to describe the behavior of fluid flow in the porous domain of

the sedimentary reservoir, and they are

∂
∂t

Ørρrð Þ þ∇ � ρruð Þ ¼ 0 x, y, z2 Ωr ð15:1Þ

u ¼ �κr
μ

∇p x, y, z2 Ωr ð15:2Þ

where Ør is the rock matrix porosity, ρr is the rock matrix density (kg/m3), u is the

Darcy’s velocity (m/s), κr is the rock matrix’s permeability (m2), μ is the fluid

dynamic viscosity (Pa s), and p is the fluid’s pressure in the pore (Pa).

The Neumann boundary condition is applied for mass flow at the top and bottom

boundaries, and the Dirichlet condition is applied for sides of the domain:

n � ρru ¼ 0 at ∂Ωr domain top and bottom facets and n is the vector normal

to the boundary.

As mentioned above, in this mode the fracture is considered an interior boundary

to avoid computational issues with high-aspect-ratio geometry. Usually at bound-

aries, flow is defined normal instead of tangent to the boundary plane, and to govern

the velocity field along the fracture, Darcy’s law equation must be modified by

accounting for the fracture thickness df:
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df
∂
∂t

Øfρfð Þ þ∇t � dfρfuð Þ ¼ 0 y, z2 ∂Ωf ð15:3Þ

u ¼ �κf
μ

∇tp y, z2 ∂Ωf ð15:4Þ

where df is the fracture’s thickness (m),Øf is the fracture porosity, ρf is the fracture
density (kg/m3), u is the modified Darcy’s velocity on the fracture (m/s), κf is the
permeability of the fracture (m2), and μ is the fluid dynamic viscosity (Pa s). To

restrict the equations to the fracture’s plane, ∇t, the tangential gradient operator is

applied for flow in the fracture.

It should also be noted that the Neumann boundary condition was applied to

impose the no-flow condition on the edge of fracture:

n � u ¼ 0 at ∂2Ωf fracture edges

15.2.2 Heat Transfer Equations

The following equations are used to govern heat transfer in the porous matrix:

ρCp

� �
eff

∂T
∂t

þ ρCpu �∇T þ ∇ � q ¼ 0 ð15:5Þ

q ¼ �keff ∇T ð15:6Þ

ρCp

� �
eff

¼ 1� Ørð Þ ρrCpr þ Ør ρwCpw ð15:7Þ

keff ¼ 1� Ørð Þ kr þ Ør kw ð15:8Þ

where (ρCp)eff is the effective volumetric heat capacity at constant pressure (J/m3 �C),
keff is the effective thermal conductivity of the rock matrix (J/m s �C), and ρwCpw is

the volumetric heat capacity of the water. In this study, thermal conductivity of rock

matrix is assumed isotropic.

Neumann boundary condition is applied for the heat flow on the top and bottom

boundaries. Hence, there is no heat flux across the top and bottom faces of the rock

matrix:

�n � q ¼ 0 at ∂Ωr rock block facets

Side boundaries of the domain are considered open and the heat can flow in and out

of the domain with a specified exterior temperature defined by the temperature

gradient of the region.
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The heat transfer equations in a porous matrix also need to be modified to

account for the fracture thickness df:

df ρCp

� �
eff

∂T
∂t

þ dfρCpu �∇tT þ ∇t � qf ¼ n � q ð15:9Þ

qf ¼ �dfkeff ∇tT ð15:10Þ

ρCp

� �
eff

¼ 1� Øfð Þ ρfCpf þ Øf ρwCpw ð15:11Þ

keff ¼ 1� Øfð Þ kf þ Øf kw ð15:12Þ

where (ρCp)eff is the effective volumetric heat capacity of the fracture-fluid volume

at constant pressure (J/m3 �C), and keff is the effective thermal conductivity of fluid-

fracture mixture (J/m s �C). The third term on the left-hand side of Eq. (15.9)

represents conductive heat flux in the fracture-fluid volume where the computa-

tional domain is restricted by the tangential gradient, and the term on the right-hand

side gives the heat supply through the fracture walls by conduction.

Parameters used for the benchmark case are summarized in Table 15.1 below.

Initially, the temperature everywhere in the system is defined by the temperature

gradient of the region, i.e.,

Tr X,Y, Z, 0ð Þ ¼ Tf Y, Z, 0ð Þ ¼ Ts � 0:05 z x, y, z2 Ωr \ ∂Ωfð Þ

where Ts is the surface temperature (�K), z is the depth (m), Tr is the porous domain

temperature (�K), and Tf is the fracture domain temperature (�K).
The Dirichlet boundary condition is applied to fix the temperature of the

injection fluid at 35 �C:

T X, Y, Z, tð Þ ¼ 35℃ at x, y, z2 circumference of the injection well

15.3 Interpretation of Simulation Results

To understand the performance of the reservoir in response to over 30 years of

reinjection of cold water, the evolution of the flow and temperature fields in the

domain of interest is simulated. As the fluid moves faster through the fractures and

slower through the surrounding porous media, the temperature field of the domain

develops as shown in Fig. 15.2. A sharp local temperature gradient develops

between the fracture plane and the surrounding rock. This gradient, combined

with the temperature gradient of the region, determines the thermal performance

of the reservoir, and their contributions in reservoir thermal performance change as

time elapses.
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Fig. 15.2 Reservoir performance of the benchmark model over 30 years of heat extraction

Table 15.1 The benchmark case geometrical parameters and material properties

Parameter Symbol Value Unite

Fracture Aperture df 5 cm

Length l 500 m

Height h 500 m

Density ρf 1.2e3 kg/m3

Porosity Øf 0.6 –

Permeability κf 1e-9 m2

Heat capacity Cpf 1100 J/(kg K)

Thermal conductivity kf 3 W/(m K)

Rock matrix Domain length L 500 m

Top surface depth zT �3500 m

Bottom surface depth zB �4000 m

Density ρr 2587 kg/m3

Porosity Ør 0.1 –

Permeability κr 1e-13 m2

Heat capacity Cpr 920 J/(kg K)

Thermal conductivity kr 2 W/(m K)

Injection and

production wells

Borehole radius rb 10.8 cm

Injection length linj 20 m

Production length lpro 20 m

Doublet distance H 400 m

Fracture fluid (water) Dynamic viscosity μ Function

of temperature

Pa s

Density ρw kg/m3

Heat capacity Cpw J/(kg K)

Thermal conductivity kw W/(m K)

Other Surface temperature Ts 10 �C
Geothermal gradient G 0.05 K/m

Time period of modeling a 30 Year
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Figure 15.3 shows the 179 �C iso-temperature surface and its evolution over the

course of 30 years of reservoir operation. The volume under 179 �C
iso-temperature surface is called the “heat transfer volume” in which the temper-

ature drops by 15% of the maximum value. The size of the heat transfer volume is

affected by the significant horizontal temperature gradient imposed by cold-water

injection. The contrast between these two temperature gradients is greater near the

injection well, resulting in the localized bulging of the iso-temperature surface.

As time elapses, the heat transfer area around the line of injection grows faster than

the heat transfer area around the production end, forming a bell shape as shown in

Fig. 15.3.

The evolving fluid temperature at the production well shows the effect of the

high-permeability fracture at the time of thermal breakthrough. Figure 15.4a shows

Fig. 15.3 Temperature

evolution over 30 years of

reservoir operation.

Iso-temperature surface of

179 �C for years 5, 10,

20, and 30 is labeled to

demonstrate the evolution

of the heat transfer volume

Fig. 15.4 Fluid average temperature verses time: case with high-permeability fracture (a) and
comparison of production temperature of case with and without high-permeability fracture,

logarithmic scale (b)
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a sharp decline in the produced fluid temperature at an early stage of the heat

extraction due to the relatively low resistance of the fracture to the flow. The slight

temperature increase in the first year (see the enlarged view in Fig. 15.4b) is due to

the configuration of the doublet system where the injection well is located below the

production well. The lower injection well allows the fluid to access higher temper-

atures (>185 �C) before it migrates toward the higher, cooler production well

horizon (185 �C).
To illustrate the role of a high-permeability fracture in thermal breakthrough,

Fig. 15.4b shows the production temperature over a logarithmic time scale for a

reservoir with and without a fracture, respectively. A well-designed geothermal

reservoir requires a well-balanced output of hydraulic and thermal performance.

Figure 15.4b partially illustrate this. When there is a fracture, it enhances the

hydraulic performance but shortens the thermal breakthrough time. On the contrary,

when there is no fracture in the reservoir, the reservoir can extend the thermal

breakthrough time at the expense of low hydraulic performance.

Figure 15.5a shows the growth of the normalized heat transfer volume. It appears

that contribution grows as time elapses. After 30 years, however, less than 25% of

the domain contributes to heat extraction form the reservoir. This result seems

reasonable as at an early stage of the injection the majority of the fluid moves freely

through the fracture and just a small portion percolates into the surrounding porous

domain.

To address the thermal circulation pattern in the basin and to assess its evolution

during the 30 years of heat extraction, the average temperature of the fracture

surface and the domain boundaries are monitored (Fig. 15.5b). One can observe that

during the first few years of production, longitudinal heat transfer is dominant, and

after about 8 years, lateral heat transfer becomes more dominant. This behavior

might be important to understand in situ stress redistribution in the area. For now,

the authors term this phenomenon as “thermal flip.”

Fig. 15.5 Evolution of heat transfer region that contributes in the reservoir thermal performance

(a), and average temperature of the domain boundaries over 30 years of heat extraction (b)
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15.3.1 Effect of Reservoir Permeability on Thermal
Breakthrough Time and Reservoir Thermal
Performance

Deep sedimentary basins located at the depth between 2.0 and 6 km with high-

temperature gradients would be a good class of candidate for generating elec-

tricity through an SEGS system. To investigate the effect of permeability on the

reservoir’s thermal performance, different permeability values are prescribed for

the proposed fractured reservoir model. The permeability values of 1, 10, and

100 mD were used. In addition, the permeability of 500 mD was included for the

sake of comparison, even though it represent an unrealistic sedimentary

structure.

Figure 15.6a shows the production temperature over 30 years for all four cases.

All curves show that permeability has little effect on the thermal breakthrough

time. This is likely due to the presence of the high-permeability fracture, which

serves as the main conduit for fluid. The average temperature of produced fluid,

particularly that of 5 years into operation, is positively correlated with permeabil-

ity. The 1 and 10 mD cases produced almost the same temperature that is 5 �C
lower than benchmark case (100 mD). The rare case of the reservoir with 500 mD

permeability produced temperatures about 15 �C higher than the benchmark case.

The observed outcome is reasonable since the volume of the reservoir contributing

its thermal performance is larger when higher permeability allows the fluid more

access to the hot rock. Figure 15.6b confirms this explanation, presenting the

normalized volume of the heat transfer area versus production years. The growth

rate of volume of the heat transfer area is highest in the case of 500 mD

permeability.

Fig. 15.6 Production temperature over 30 years for cases with permeability of 1, 10, 100, and

500 mD (a) and comparison of the normalized volume of the heat transfer area for cases with

different permeability during heat extraction (b)
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15.3.2 Effect of Boundaries on Reservoir Thermal
Performance

In this section, the effect of the boundary conditions on reservoir thermal perfor-

mance is investigated. For the first case, it is assumed that the top and bottom allow

no mass and heat flux; however, the side boundaries are assumed open, so mass and

heat can flux through the domain’s sides. A model with this configuration can be a

good representation of an SEGS for relatively undeformed horizontally stratified

beds deposited from a marine environment, which may extend several kilometers

laterally but bounded vertically by gradation or clay layers such as in the Midland

Basin.

To address the effect of different boundary conditions on the model, two more

configurations are studied: a model with open boundaries where heat and mass can

flux within the all boundaries, and a model with closed boundaries where the

domain is well insulated from surrounding. The former model could be represen-

tative of a SEGS for rounded, equidimensional, tens of kilometers sedimentary

basins such as Intracratonic basins. The latter model might be applicable for

Lagunal, Fluvial, or Estuarine structures in the stratigraphy, surrounded by imper-

meable beds such as some Pembina Field deposits.

Figure 15.7 depicts the temperature field in the reservoir at year 30 for the three

aforementioned cases. Figure 15.7a–c show the side views of the temperature field

for models with open, confined from top and bottom, and closed boundaries,

respectively. The top views of these cases are also given in Fig. 15.7d–f. The shapes

Fig. 15.7 Side views of the temperature field for models with open (a), confined from top
and bottom (b), and with closed boundaries (c). Top views of the models are depicted, respectively

(d–f)
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of the heat transfer volume for all three cases are almost the same, except the

bottom part of the open boundary case becomes more pear shaped. In case with

open boundaries, fluid, as an energy carrier, has access to more heat than other two

cases in which heat cannot come through the boundaries.

Figure 15.7 also shows that the cooling zone (shown in red) is extended

vertically along the fracture plane. This also can be proven by showing produced

fluid temperature during heat extraction. Figure 15.8 shows that the production

temperature drops to almost 90 �C for the well-insulated case while for the case

with open boundaries production temperature only get to 148 �C.

15.4 Issues of Long-Term Heat Extraction

The first part of this chapter described what would happen inside an SEGS reservoir

once the reservoir becomes operational. The second part of this paper attempts to

demonstrate how heat transfer around the reservoir and stress re-distribution in the

surrounding rock mass are related. Enhanced geothermal system (EGS) is one of the

innovative technologies and has been under the radar of the geothermal research

community for almost 40 years. As EGS is still a developing technology and a

complex phenomenon involving a range of geological and operating variables,

there are many unanswered questions about how EGS works and what changes

Fig. 15.8 Comparison of production temperature for cases with different boundary system:

reservoir with well-insulated boundaries from surrounding (blue), with confinement from top
and bottom (red) and with no confinement from surrounding (green)
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take place within and surrounding the EGS reservoir, during and after the working

cycle of EGS.

EGS can be developed in distinct geological conditions, and they can be referred

to as HWR (hot wet rock), HDR (hot dry rock), or HSR (hot sedimentary rock)

systems. In all cases, EGS is a subsurface heat exchange system in which a network

of fractured rock at a certain depth with suitable temperatures is stimulated and a

fluid flow is established through injection and production wells to recover the earth’s
heat [21]. Heat in EGS is sourced by a combination of natural radioactivity, earth’s
heat of formation, and combined flow of heat by conduction, advection, and radia-

tive transport [22]. Even for a small-scale EGS system, radioactive heat production

will require millions of years to produce enough temperatures to be useful for EGS,

so earth’s radioactivity as a source of heat for EGS is not significant [23]. Flow of

heat for distances over tens of kilometers by conduction is also insignificant even for

earth’s thermal diffusion constant of 1 mm2/s. Radiative transport of heat is negli-

gible for the earth’s physical state [24]. Most effective source for a hot crust is by

advection involving earth’s heat of formation [25]. EGS is just one of the many ways

of using earth’s heat or geothermal energy for a range of applications. The current

capacity of electrical generation using geothermal energy sources in the USA with a

capacity factor of 70% is around 3.4 GW, andwas estimated to be 9GWbyUSGS in

2008 with the development of known geothermal resources [22].

The US Department of Energy plans to fully implement its Frontier Observatory

for Research in Geothermal Energy, commonly known as FORGE, by 2020 [26] and

is currently focusing on five different active EGS demonstration projects in four

different states, including Nevada, Idaho, Oregon, and California [27, 28]. Although

water regulation authorities in the states have different water management regula-

tions, water boards and the Environmental ProtectionAgency (EPA) have not shown

any major reservations regarding this breakthrough technology [29]. The cost of

power generation from EGS tends to be higher in early startup days but drops rapidly

as the system progresses in action, ranging fromUSD 2500 to 5000 per installed kW,

and USD 0.01 to 0.03 per KW as maintenance and operation costs [27, 28]. Power

generation is not the only proposed use of energy recovered by EGS. Many other

industrial (agriculture, aquaculture, greenhouse, drying, and process heat) and

domestic uses (space heating, snow melting, and bathing and swimming parlors)

have taken advantage of heat from the earth. Cascading use of recovered heat is also

one of the available options for fully utilizing what EGS has to offer [30].

There are some issues that need monitoring and remedial measures in order for

EGS to function properly for the designed span of life. Flow through fractures and

heat removal may cause dilation of fracture apertures, and as fluid flows through the

path of least resistance, it can lead to fluid short circuiting [31, 32]. In such a case,

EGS may not be able to recover the estimated amount of heat.

Chemical or mechanical alteration of basement rock will occur as a result of

chemically active or continuous fluid flow. Although water is supposedly the only

fluid medium of EGS, flow network, fluid chemistry, and flow rates may be

designed in accordance with the properties of base rock [33].

EGS is considered responsible for induced seismicity during its development

and production phase. Each fracture-stimulating technique used in EGS, such as
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hydrofracturing, fluid injection, and acidization, has reportedly contributed to

induced seismicity but predominantly only microearthquakes [33, 34].

Heat recovery from earth’s crust, being the primary objective of EGS, may be

responsible for the changes in the big picture of the project. All EGS factors,

directly or indirectly related to EGS operations, ultimately play their role towards

changes in stress in and around the basement rocks.

15.5 In Situ Stresses and Their Re-distribution in EGS

The EGS reservoir itself usually attracts most of the scientific and research work,

but the focus of this chapter is the bigger picture outside of the EGS reservoir. The

question is this: What happens outside the EGS reservoir when heat flows start to

cause stress re-distribution in the country rock during and after working life of

EGS? For simplicity, the country rock is assumed to be homogeneous.

Once both injection and production wells are completed, fractures stimulated,

flow through fractures established, and the heat recovery process started in an EGS

reservoir, the basement rock is subjected to slow but continuous thermal, and in

turn, structural changes. As the geology over different areas and depths is factually

different and EGS is, ideally, supposed to be set up anywhere with supporting

ground conditions, there is not much to say with absolute certainty about what is

going to happen regarding the new stress state of the area. But knowing the basic

behavior of the rock in reaction to thermal changes and flow through fractures, one

can provide an educated guess about what is next in structural and stress transition.

Naturally occurring stresses in the earth simply relate to the height of overburden

and after a certain depth vertical and lateral stresses are similar. Cooling down of

the rocks causes surrounding rocks to shrink. The rocks at usual EGS depths of

3–5 km are thought to exhibit thermoelastic behavior. This is why this shrinking as

a result of cooling down generates tensile stresses in the surrounding rock. Newly

generated tensile stresses interact with the existing state of stress to develop a whole

new pattern of stresses in the EGS zone. It is the new stress pattern that decides the

next resulting events. A slight variation in the resulting stress state can define the

mode, time and occurrence of the next impactful event and one event can lead to

another. This whole chain or cycle of the EGS process during its full life is

illustrated in Fig. 15.9 and depends on different sets of variables involved in EGS.

Estimating the span of the changes, timeline of occurrence of eventual events,

magnitude of such changes, and extent to which it can affect the surrounding

settings is not trivial [35]. For an efficient EGS operation, there must be a balance

between heat outflow (heat recovery) and heat inflow towards the basement rock.

This means a continuous heat flow must exist from the country rock towards

basement rock. Heat flows in the EGS lead to occurrence of different thermal

zones in the area. Thermal zones and cooling fronts do not just exist along a straight

line between inlets and outlets, but they also exist and expand in the vicinity in more

of a distorted spherical shape. Figure 15.10 illustrates different thermal zones
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during the EGS cycle. These thermal zones have been explained in a DOE report on

EGS [22]. The diffusion front separates the rock that is still at ambient temperature

from the diffusion zone, which is where rocks start to cool down and the temper-

ature is still between ambient temperature and injection water temperature. The

cooling front separates the diffusion zone and cooled zone where the rock temper-

ature has dropped down to injection fluid temperature and does not add much heat

to water.

There are two basic facts associated with heat flows in EGS. First, a continuous

heat inflow exists from the surrounding to EGS basement rock. Second, there exists

earth’s natural thermal gradient, implying that rock temperatures above the base-

ment are already less than the temperatures being dealt with. These facts suggest

that most of the heat inflows are from everywhere but the rock above the EGS

basement rock. This enlightens a fact that most of the heat inflows, thermal changes,

and stress and structural effects have to occur in a lateral direction and in the rock

under EGS basement and also in the surrounding of the injection well compared to

the outlet. Figure 15.11a is the illustrative explanation of the fact and Fig. 15.11b is

the illustration of what ultimate diffusion or impact zone may look like.

Fig. 15.9 EGS flow chart [21]
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Fig. 15.10 Heat zones in EGS basement rock. In actual EGS designs, the actual placement of the

injection well is below the depth of that of the production well

Fig. 15.11 (a) Heat flows in EGS basement rock. (b) Ultimate diffusion/impact zone



The occurrence of diffusion or ultimate impact zone in a more lateral plane

suggests that the impacts of the EGS are majorly in a lateral dimension. Another

factor to be considered is the timeline of the whole process. Considering the life of

EGS to be 25–50 years, it will take even longer with earth’s thermal diffusion

constant for the impact zone to nullify the temperature changes and regain the

ambient temperature. The slow process may need to be modified to accommodate

our energy needs in the future.

15.6 Concluding Remarks

This study used a simple conceptual model of an SEGS with the hope to close the

knowledge gap between the oil/gas and geothermal industry. Due to the tempera-

ture at the depth a SEGS requires, many forms of hydrocarbons break down, the

sedimentary formation is tight and may represents different in situ stress conditions.

The model analyzed in this chapter showed that the presence of induced or

pre-existing fractures significantly shortens the time to achieve thermal break-

through. During the heat extraction, the heat transfer region grows to become an

elongating semi-spherical dome, influenced by the horizontal temperature gradient

imposed by cold-water injection through a highly permeable fracture. The results

indicate that the volume of the heat transfer area grows faster near the injection

point.

Next, the influence of the permeability of the host rock was investigated. While

permeability had no significant effect on thermal breakthrough time, flow through

higher permeability resulted in higher production temperature. Sensitivity of the

production temperature was reduced for the formation with lower permeability. The

heat transfer volume reached 32% of the total volume of the domain for a model

configuration with highest basin permeability (500 mD). This result indicates that

even for the case with unrealistically highest permeability, just a portion of the

domain contributes in the heat transfer process.

Based on these observations, a multi-stage hydraulic fracturing, which allows

access to incrementally bigger volumes of the basin, can be an option to enhance the

heat transfer process. However, since over-fracturing may lead to premature ther-

mal breakthrough, it is crucial to balance the hydraulic and thermal performance of

the SEGS according to the site-specific characteristics.

Finally, the behavior and effects of stress redistribution due to thermal changes

in the surrounding of EGS reservoir were studied. Due to the directionality of the

heat transfer from the homogeneous surrounding rock to the homogeneous host

rock, there is a long-term consistent trend of in situ stress redistribution. Actual

rocks are nothing but being homogeneous, and one of the key questions for the

future research is how this long-term, consistent heat transfer in geologic scale

influence fractured rock masses. Findings to this question may advance our under-

standing of the connection between geothermal development and seismic events.
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Chapter 16

Some Economic Issues in the Exploration
for Oil and Gas

Charles F. Mason

Abstract In this chapter I present a simple economic model of exploration, and

then discuss some predictions stemming from the model. I also describe some

empirical phenomena relevant to exploration: trends in the probability of dry

holes, the relation between oil prices and exploratory drilling, and developments

in the deep water Gulf of Mexico.

16.1 Introduction

At the end of the twentieth century, two technological innovations were developed

that greatly increased the volume of economically recoverable oil reserves in North

America. The first of these, hydraulic fracturing, or fracking, was originally devel-

oped to enhance the production of natural gas. But over the next 5–10 years, this

technique was adopted for production of crude oil, leading to substantial increases

in production.1 At about the same time, developments in the use of sophisticated

imaging, such as 3-D imaging, increased the accuracy of exploratory ventures [20].

Together, these techniques made exploration and development of new deposits

more efficient, and contributed to the rapid increase in US oil and gas production

that has occurred in the past 10 years or so. These efforts led to the development of

new hydrocarbon sources from formations that had previously been regarded as

uneconomic, particularly shale oil formations in Texas and North Dakota, and

offshore resources located in the deep waters of the Gulf of Mexico. Both new

sources of oil turned out to be quite prolific.

In this chapter, I describe a simple economic model of exploration, and then

discuss the predictions that come from that model. Two aspects are key here: the
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probability that exploration will fail to find sufficient volumes of hydrocarbons (i.e.,

that the venture will result in a “dry hole”), and the anticipated price at which

discovered resources can sold. I then discuss some empirical phenomenon relevant

to exploration. First, I discuss the sharp decline in the probability of failure over the

past 15 years (a phenomenon likely the result of the technological innovations

described above). I then discuss the relation between oil prices and exploratory

drilling. Finally, I discuss developments in the Gulf of Mexico, particularly in deep

water.

16.2 Modeling Exploration

Early economic models of exploration typically involve a deterministic approach,

the idea being that exploration translates into finds in a known way [13]. These

models then gave way to analyses that paid explicit attention to uncertainty,

particularly in terms of the results of exploration; examples include, but are by no

means limited to Devarajan, & Fisher [4], Isaac [8], Lasserre [10], Mason [11],

Pindyck [13, 14]. For the purposes of fixing ideas this approach has its merits, but it

surely cuts important practical corners. To resolve this shortcoming, one could treat

the result of exploratory efforts as a random variable [2] or the evolution of the

stock of reserves as unknown [14]. This refinement of the original modeling

variants has the attractive feature of analytic convenience and greater modeling

realism, but again omits the key feature related to learning—that is, the notion that

agents start off with a limited understanding of the underlying probabilistic process,

which ignorance they might partially resolve by observing the outcomes from

current efforts. Allowing for that sort of learning is a main theme of this monograph

in general, and this chapter in particular.

A straightforward way to model exploration is by analogy to investment: the

firm spends a certain amount up-front in anticipation of a reward in the event it is

successful. To flesh out this idea, consider a firm extracting an oil deposit of size R.
The firm values any finds at V (R), which is an affine transformation of R.2 To see

this, suppose that the costs of extraction are cq + F, where q is the extraction rate,

c is the average variable cost, and F is the fixed cost associated with actively

extracting, then the present value of the stream of profits, discounted at rate r, is:

ð1

0

e�rt½ðp� cÞq� F�dt:

2That the value of the deposit is proportional to the amount of oil found is sometimes called the

“Hotelling valuation principle,” after Hotelling [7].
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A central result from the Hotelling [7] analysis is that the discounted value of the

difference between price and marginal extraction costs is equal for all points in time

at which extraction occurs. As a result, the present discounted value of the profit

stream is

ðp� cÞ
ð1

0

e�rtqdt�
ðT

0

e�rtFdt ¼ ðp� cÞR�
ðT

0

e�rtFdt,

as the integral of extraction rate equals economically recoverable reserves, and

where T is the date at which extraction ceases (i.e., the deposit is shut in). If T is

large,
ÐT
0

e�rtFdt is approximately F∕r; this leads to the approximate characterization

of the value associated with a deposit of size R:

VðRÞ ¼ ðp� cÞR� Fr:

To procure deposits, the firm must first undertake exploratory activities, which

cost an amount Ce. These efforts will lead to a discovery R, which is a random

variable. Let the probability density function over R be denoted by ϕ(R), and the

associated cumulative density function byΦðRÞ. It is conceivable the firm will drill

a “dry hole,” which really means the amount discovered is too small to be

economically viable.3 In other words, there is a critical value of discovery, call it

R, with the property that the firm will only develop the oil deposit if the recoverable

amount found by exploration exceeds R.4 The probability of a dry hole can then be

expressed as ΦðRÞ. The expected net benefits from exploration are then

ð1

R

ðp� cÞs� F

r

� �
ϕðsÞds� Ce:

Putting this all together, then, we see that larger levels of exploration will result

from lower chances of suffering a dry hole or higher spot prices. I consider each of

these elements in the next section, where I discuss some relevant empirical issues.

3While it is conceivable that the efforts literally unearth zero oil, a more likely outcome is that the

finds are relatively small. For example, Shell’s recent failure in the Chukchi sea did not come up

completely empty; rather, the find was much smaller than hoped—to the point it did not merit

paying the large development costs that would be required to extract and deliver that oil to market.
4If one also takes uncertainty about prices into account, then this cutoff must also include an

“option value,” which can be interpreted as the potential increase in profit associated with waiting

a small period of time in the hope that price will rise [5, 12].
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16.3 Some Empirical Evidence

In this section, I discuss some empirical considerations that are relevant to explo-

ration decisions. I start by reviewing the pattern of dry hole probabilities over the

past 40 years.

16.3.1 Trends in the Probability of a Dry Hole

In the summer of 2015, Shell Oil made the difficult decision to abandon its efforts to

find and develop hydrocarbon resources in the Chukchi Sea. Shell walked away

from this venture despite having spent billions of dollars on leases and costs related

to exploration in the Arctic. The key development that lead to their abrupt departure

was the disappointing result from the sole exploratory well they managed to drill in

these waters. That well indicated insufficient hydrocarbons were present to moti-

vate further development. While this unfortunate “dry hole” was certainly

unwelcome, it was far from unexpected: exploratory ventures come up empty

with some regularity. But over the past 15 years or so, this rather gloomy result

has become far less likely.

To shed light on the probability an exploratory venture yields a dry hole, I

gathered data from the US Energy Information Administration [16]. The informa-

tion at this website includes the number of exploratory wells drilled and the

number of dry holes resulting from those efforts, from which the fraction of

wells resulting in dry holes is readily calculated. Figure 16.1 plots this fraction,

for every month from January 2007 to December 2011.5 For a long period of time,

from the earliest date at which data are available late into the twentieth century, the

probability an exploratory well would come up dry was in the 70–80% range. As

late as the end of the century, the dry hole probability remained well over 50%; it

was about 63% in January of 2000. But thereafter, this probability began to drop:

the fraction of dry holes was smaller than 40% for a lengthy period, from early

2005 to mid-2008.

It is conceivable that the drop in dry hole probability partly reflected the

improving conditions in the global oil market—as price rises, more wells become

economic, and so one would expect the fraction of dry holes to fall. But this effect

alone cannot explain the pattern displayed in Fig. 16.1. Indeed, the probability of a

dry hole was virtually identical in June 2006, when oil was selling for slightly less

than $71/barrel, and June of 2008, when oil was selling for nearly $134/barrel. A

second explanation for the pattern evidenced in the diagram is that technological

5The EIA stopped updating this information after 2011. The available data report the combined

number of dry holes associated with exploration for oil dry holes associated with exploration for

natural gas.
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improvements, such as the development of sophisticated 3-D imaging techniques

and the emergence of hydrological fracturing as a method for extracting oil from

shale deposits, made successful exploration more likely. This explanation seems a

more plausible explanation than the explanation associated with increasing prices.

16.3.2 Trends in Price and Drilling

The model I sketched out in Sect. 16.2 points to the importance of anticipated future

revenues in motivating exploration. These expected future revenues are tied to

anticipated prices. There is substantial evidence that oil prices evolve slowly over

time, so that a good predictor of future price is current price [21]. Thus, one might

expect to see the level of exploration moving in the same direction as the oil price.

Figure 16.2 provides some visual evidence corroborating this conjecture. Here, I

plot the number of exploratory wells drilled, for each month from January 1986 to

December 2011; these values are measured on the left-most y-axis.6 On this graph, I
superimpose the real price of crude oil for the same time period, measured against

the right-most y-axis. This time series is constructed by dividing the monthly

average West Texas Intermediate (WTI) spot price—widely regarded as the appro-

priate benchmark price for crude oil for most of this time frame—by the cost of
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Fig. 16.1 Fraction of exploratory wells that were dry holes, 1973–2011

6As I noted in footnote 5, the EIA stopped reporting these data after 2011.
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living, as measured by the Consumer Price Index.7 While the correlation between

these two time series is relatively weak through much of the twentieth century, it

strengthened considerably after 1999. From that point until 2009, during the depths

of the oil price crash, the movements between the two series are strikingly similar.

On balance, then, this data is supportive of the conjecture that the oil price is an

important driver of exploratory efforts.

16.4 Developments in the Gulf of Mexico

In this section, I look more deeply at factors influencing exploration in a key

geographic sector in the oil and gas industry—the Gulf of Mexico. Oil and gas

operations have been active in the Gulf of Mexico since the 1940s [15]. In the

intervening years, exploration steadily increased; as indicated in Fig. 16.3, crude oil

production in the Gulf had reached 300 million barrels by the early 1980s. This

pattern accelerated over the next few decades, with output levels exceeding 500 mil-

lion barrels by the turn of the century. This rise in production was echoed by the

increasing role played by Gulf oil production, as a share of total US output, with

shares exceeding 20% by the late 1990s.
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Fig. 16.2 Exploration and real oil prices, 1986–2010

7Data on the WTI spot price are available at U.S. Energy Information Administration [17].
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During this period, there was a clear migration towards deeper waters. As

illustrated by Fig. 16.4, crude oil production from waters less than 600 ft in

depth has fallen by about half over the past 20 years or so, with production

from deeper waters rising steadily. This increase in production from deeper waters

has been sufficient to outweigh the falloff in shallower water production, with

the net effect that total production has remained roughly constant at about

40 million barrels per month—with the notable exceptions in August 2005, in

the aftermath of Hurricane Rita, and in September 2008, following Hurricanes

Gustav and Ike [3, 9].

The initial preference for shallower deposits can be readily explained by differ-

ences in exploration costs: while drilling in shallower waters can be readily

accomplished at relatively low cost, operations in deeper waters were initially far

more expensive [18, p. 12]. However, technological gains lowered drilling costs in

deeper waters to the point that these deposits became economic to exploit over the

past 15 years [19]. These observations point to deep water resources as increasingly

important.

Drilling operations in the Gulf of Mexico are undertaken by six types of rigs:

drillship, inland barges, jackups, platform rigs, semisubmersible, and submersibles.

These rigs work in different parts of the Gulf. Inland barges, jackups, and sub-

mersibles are limited to shallower waters, while drillship, platform rigs, and

semisubmersible ply deeper waters. Descriptive statistics concerning these various

rigs are listed in Table 16.1. Here, I tabulate average number of days contracted,
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depth, and day rate for each of the six types of drill rigs.8 Immobile rigs (jackups,

platform rigs) tended to be contracted for relatively shorter periods of time, while

more mobile rigs (drillship, semisubmersibles, submersibles) were contracted for
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Table 16.1 Characteristics of different drill rigs in the Gulf of Mexico

Rig type (no. of obs’ns) Number of days contracted Depth (feet) Day rate

Drillship (177) 411.3 6432.5 $519,462

(682.7) (2133.5) (85638)

Inland barge (225) 274.2 15.80 $36,539

(291.2) (3.0) (10956)

Jackup (1098) 156.1 122.4 $79,704

(226.1) (84.1) (36638)

Platform rig (72) 144.6 1689.3 $37,847

(247.2) (1382.5) (10417)

Semisubmersible (420) 234.6 4559.0 $409,729

(332.2) (3334.6) (110225)

Submersible (25) 373.68 39.2 $69,620

257.1829 (19.5) (20480)

8These data are available from RigLogix (http://www.riglogix.com/). That information shows the

starting and ending dates for each contract, the depth at which the rig operates, and the day rate

(price per day), for 2547 drilling contracts under which drilling was undertaken between March

2002 and December 2014.
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longer periods of time. This difference may reflect a desire on the part of operators

to move contracted rigs between potential drilling sites. I note also that mobile rigs

plying deep waters exhibit significantly higher day rates, presumably reflecting the

greater difficulty associated with getting the rigs to the desired drilling location,

along with the enhanced technical capabilities of those rigs. In light of the trend

towards deeper waters that I noted above, the number of contracted drilling days per

month in the deep water segment of the Gulf of Mexico merits closer investigation.

I next turn to such an examination, in which I analyze the number of contracted

drilling days per month associated with the three rig types that are used in deeper

waters.9

In this analysis, I restrict attention to contracts undertaken between January 2010

and July 2014. The first month in this sample is near the bottom of the great

recession; by that time oil markets had shaken off the doldrums associated with

the financial collapse. At the end of the sample period, July 2014, oil markets were

just about to collapse. Between these two dates, markets were relatively stable—

making this a natural time frame in which to analyze drilling efforts.

The number of contracted drilling days can be thought of as a marker for the

demand for exploration, and so one expects it to be positively impacted by elements

that contribute to the benefits associated with exploration. As I noted above, the key

element here is the oil price; one expects firms to contract for a larger number of

days when prices are high than when prices are low. The price in question could be

the current spot price or it could be an estimated future price. The relevant spot

price for the Gulf of Mexico is Louisiana Light Sweet crude (LLS), as the trading

hub for LLS is located on the gulf; the alternative spot price, West Texas Interme-

diate, is located several hundred miles inland.10 To measure expected future prices,

I look to the New York Mercantile Exchange (NYMEX) price; the US Energy

Information Administration tabulates these futures prices for four time frames,

reflecting 1, 2, 3, or 4 months ahead of the trading date U.S. Energy Information

Administration [17]. Finally, one expects that water depth impacts the number of

contracted drilling days, for two reasons. On the one hand, deeper waters are likely

to be more costly to explore, which would serve to reduce drilling days. On the

other hand, to the extent that deeper deposits are more remote there is likely a larger

upfront cost associated with contracting for a drill rig, which might induce firms to

write longer contracts. Ex ante, it is not obvious which of these two opposing effects
dominate.

Table 16.2 presents results for two regressions. Both regressions include water

depth (measured in feet) as an explanatory variable. In regression 1, I use the

NYMEX 4-month ahead futures price to capture expected future prices, while in

9Focusing on these three rig types limits observation to operations in waters exceeding 500m of

depth. This cohort lies comfortably within the range the Bureau of Ocean Management interprets

as deep water (drilling depths in excess of 1000 ft).
10Moreover, during the period I analyze, 2010 to mid-2014, there was a glut of oil in storage near

Cushing, OK—the location of the WTI trading hub—which depressed the WTI spot price [1]. This

unusual effect did not manifest at the LLS trading hub.
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regression 2 I use the LLS spot price (also measured in US Dollars per barrel) to

reflect firms anticipated rewards from a successful venture. In both regressions, the

coefficient on water depth is positive, though small. The magnitude, roughly 0.04,

suggests an increase of 4 contracted days for each 100 ft increase in water depth.

This coefficient is statistically important at the 5% level for regression 1; it is only

statistically important at the 10% level in regression 2. Regarding price, both

regressions indicate that anticipated financial rewards exert a substantial influence

on contracted drilling. Every three dollar rise in the 4-month ahead was associated

with a roughly 20 day increase in the number of contracted drilling days. Similarly,

a four dollar rise in the LLS spot price was associated with about a 17-day increase

in the number of contracted drilling days. Relatedly, here was considerable varia-

tion in prices during the sample period, with spot prices ranging from about $75

(May 2010) to about $120 (April 2012) and futures prices ranging from about $78

(July 2010) to about $111 (April 2011). The range in contracted drilling days was

also quite variable, ranging from a low of 7 (November 2012) to a high of

773 (July 2014).

16.5 Discussion

This chapter presented a simple model of exploration, and considered some intrigu-

ing related empirical phenomenon in oil and gas markets—the sharp decline in the

probability of failure over the past 15 years and the relation between oil prices and

exploratory drilling, along with a discussion of developments in the deep water

Gulf of Mexico. I close the chapter by discussing the relation between this material

and events since July 2014.

When crude oil markets started to collapse in the Summer of 2014, many pundits

expected US oil producers to start cutting back on drilling. When drill rig counts did

not respond as anticipated, a host of explanations were offered: perhaps firms were

desperate to obtain revenues so as to service their debt, or perhaps they had locked

Table 16.2 Number of

contracted drilling days

in the Gulf of Mexico

Right-side variable (1) (2)

Depth 0.044** 0.042*

(0.021) (0.022)

NYMEX 4 month- 6.32** –

ahead futures price (2.60)

LLS spot price – 4.72***

(1.54)

Constant �614.7** �488.2***

(250.2) (174.3)

R2 0.15 0.17

Number of observations: 55 Standard errors in parentheses

*p< 0. 10; **p< 0. 05; ***p< 0. 01
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in (now) higher prices by undertaking hedges prior to the collapse. No doubt these

explanations have some merit, but there are competing explanations. For example,

there was talk in late 2014 of oil prices rebounding in 2015, suggesting that key

players in the industry anticipated price increases going forward into 2015.11 When

those optimistic conjectures were proved wrong in middle and late 2015, drilling

operations persisted, albeit in focused “hot spots,” locations where firms anticipated

lower drilling costs of hitting oil, combined with significant extraction levels at low

production costs.

These two alternative explanations are consistent with the model and empirical

results in this paper. Firms explore when they expect the future stream of payoffs to

adequately cover the up-front costs. Those anticipated payoffs are larger when firms

are optimistic about future prices, or when they are optimistic about the success of

the drilling venture. The former conjecture is consistent with the casual evidence in

early 2015, as well as the conjecture that some firms had fortuitously locked in

higher prices by hedging their bets prior to the oil price collapse. And the results in

Sect. 16.3.1 suggest the latter conjecture is also reasonable: in the past 15 years or

so, exploration has become more accurate, with the probability of a dry hole falling,

thereby making exploration a more profitable gamble. To the extent that firms can

focus on better prospects, in hot spots, this effect would be enhanced.
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