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Preface

This volume contains the proceedings of the 7th International Symposium on
Ambient Intelligence (ISAmI 2016). The Symposium was held in Seville, Spain on
June 1st–3rd at the University of Seville.

ISAmI has been running annually and aiming to bring together researchers from
various disciplines that constitute the scientific field of Ambient Intelligence to
present and discuss the latest results, new ideas, projects and lessons learned,
namely in terms of software and applications, and aims to bring together researchers
from various disciplines that are interested in all aspects of this area.

Ambient Intelligence is a recent paradigm emerging from Artificial Intelligence,
where computers are used as proactive tools assisting people with their day-to-day
activities, making everyone’s life more comfortable.

After a careful review, 25 papers from 12 different countries were selected to be
presented in ISAmI 2016 at the conference and published in the proceedings. Each
paper has been reviewed by, at least, three different reviewers, from an international
committee composed of 129 members from 24 countries.
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A Benchmark Dataset for Human Activity 
Recognition and Ambient Assisted Living 

Giuseppe Amato, Davide Bacciu, Stefano Chessa, Mauro Dragone,  
Claudio Gallicchio, Claudio Gennaro, Hector Lozano, Alessio Micheli,  
Gregory M.P. O’Hare, Arantxa Renteria and Claudio Vairo 

Abstract We present a data benchmark for the assessment of human activity 
recognition solutions, collected as part of the EU FP7 RUBICON project, and 
available to the scientific community. The dataset provides fully annotated data 
pertaining to numerous user activities and comprises synchronized data streams 
collected from a highly sensor-rich home environment. A baseline activity recog-
nition performance obtained through an Echo State Network approach is provided 
along with the dataset. 

Keywords Ambient assisted living · Human Activity Recognition · Datasets 

1 Introduction* 

Several works in ambient assisted living (AAL) and smart environments areas  
have harnessed machine learning techniques to merge and interpret the information 
gathered by multiple noisy sensors [1]. The goal of Human Activity Recognition 
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(HAR) is to determine the state of the users and possibly predict their behaviour, in 
order to deliver context-aware, proactive and customized assistance [2]. HAR can also 
be used to detect of anomalies and deviations in normal users’ behaviour, which may 
be symptoms of problems worthy of notification to carers or to the users directly [3, 4].  

A common approach to developing HAR systems is to use sensor logs gathered 
during real-world experiments comprising a user performing a number of activity 
patterns [5]. These data sets contains the sensor data and the annotations (usually 
recorded by human observers) describing the activities performed by the users. 
Such data typically serve to train machine learning models to predict the occur-
rence of the human activities from the sensor data, and to assess their predictive 
and generalization performance.  

Several works published case studies comprising the prediction of human daily 
living activities (ADL) from data gathered in sensorised environments [4, 6 – 9]. 
However, only a few of them include datasets collected from real systems  
deployed in real homes with real users (such as [9]), and were made freely availa-
ble to the scientific community. In addition, available datasets are mostly limited 
to basic monitoring services and homogeneous settings (e.g. reporting only data 
from binary sensors). On the other hand, the cost and the technical problems due 
to data annotation, to the design and of the experimental procedures, and to the data 
collection software, make these datasets an extremely valuable tool for developing 
integrated smart environments.  

The EU project RUBICON [4, 21] develops cognitive robotic ecologies,  
i.e. systems made out of wireless sensors, actuators and robots, each equipped 
with perception, attention, memory, action, learning, and planning capabilities. By 
following a multi-agent approach, these ’robotic devices’ together can provide 
complex services, by leveraging their ability to acquire and apply knowledge 
about their physical settings, and to coordinate the actions between themselves. In 
order to promote the development of cognitive robotic ecologies and, more gener-
ally, of AAL and smart home environments, this paper describes the dataset that 
was recently collected and used to assess state-of-the-art HAR solutions developed 
as part of the RUBICON system, that we now share with the research community. 
The complete dataset contains fully labelled data pertaining to numerous user’s 
activities. It reports 139 synchronized data streams, obtained by heterogeneous 
sensors (both embedded and wearable, binary and analogue, wired and wireless 
networks), sound recognition components and effectors and robots. 

In addition, in order to provide a baseline for the predictive performance on the 
dataset, the paper also briefly discusses the results achieved by the Echo State 
Network (ESN) model on this benchmark dataset. The ESN neural network model 
[10] is a state-of-the-art approach for efficient time-series processing, successfully 
used in many application areas (e.g. chaotic time series prediction [10, 11], robot 
localization [12], control systems [13], AAL [14, 15, 20]), HAR [16], etc.),  
although achieved on other datasets. The use of ESNs in this context is motivated 
by the fact that they are particularly suitable for dealing with tasks in which the 
history of past input signals plays a key role in the determination of the ongoing 
activity, performing sensor data fusion and noise-robust processing of both dis-
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crete and real data from heterogeneous sources. As the model presentation is out 
of the scope of this work, for details on the ESN approach, its architecture and 
properties, the reader is referred to the literature [10,11]. 

2 The Test-Bed 

The test-bed used to collect the dataset is the TECNALIA HomeLab – a fully 
functional apartment (shown in Figure 1) of over 45m2 with a bed-room, 
livingroom, kitchen area, bathroom, and a corridor. It is equipped with embedded 
sensors, effectors, and with two mobile robots. A hybrid (wireless/wired) commu-
nication infrastructure [17] is used to read data gathered from the wearable and 
environmental sensors. The environmental sensors include switches signaling 
opening/closing of drawers/doors and occupancy sensors detecting the room of the 
user. The communication infrastructure also connects effectors, such as lights, 
blinds, door locks, robots and appliances to allow sending commands and receiv-
ing their status. In particular, this allows also to detect when the user interacts with 
the effectors (for example she manually switches on or off the TV and lights, or 
when she requests a service from one of the robots).  
 

 
Fig. 1 Location of the sensors and actuators in the HomeLab  

In such a context, the learning abilities of the RUBICON system are used to identi-
fy and react to user needs, activities, and preferences, and to support the adaptive and 
flexible operations of a range of AAL services. For instance, RUBICON can learn to 
activate automatically appliances and/or robotic services in relation to the user’s ac-
tions. For example, RUBICON can learn to close the blinds when the user is sleeping, 
clean the floor only after the user has had her meal, remind the user to measure her 
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pulse and blood pressure, or to fetch the pulsometer and pressure monitor if the user 
is indisposed. The following is the list of devices installed in the HomeLab:  

 An IEEE 802.15.4 wireless sensor network, with 11 Advanticsys1 sensor motes 
compliant with the TelosB architecture [18]. This includes: 5 CM3000 motes 
equipped with SE1000 sensor boards (providing readings from a passive infra-
red (PIR) occupancy sensor); 5 CM3000 anchor motes transmitting beacon 
packets at regular intervals of 500 ms; 1 CM3000 mote installed on a bracelet 
worn by the user equipped with an EM1000 sensor board providing information 
from a 2-axis accelerometer. 

 A Konnex (KNX home automation system2) and a proprietary domotic network, 
with a total of 30 sensing and effector devices, including: 2 additional PIRs, 3 
pressure sensors, 14 magnetic sensors, 8 general purpose input/output modules, 1 
microphone, 1 bluetooth-enabled pulsometer and blood pressure monitor. 

 2 Turtlebot robots3, equipped with R-GBD cameras. 

In addition, 2 ceiling cameras are installed at opposite sides of the HomeLab. 
These cameras have not been used as input sources for our AAL solutions, but 
only to provide a record of all the experiments in the HomeLab. 

3 The Experimental Procedure 

Scripts – Our experimental procedure is coherent with and extends those pursued 
in similar initiatives [5]. We log datasets from typical household scenarios consist-
ing in temporally unfolding situations made out of both complex (e.g. prepare 
meal) and atomic activities (e.g. reach for bread cutter, use bread cutter, use toast-
er). Naturalistic execution of each scenario is achieved by relying on hierarchical 
scripts and leaving free interpretation to one volunteer that was recruited to per-
form a set of trials in the test-bed. Each script describes a sequence of activities 
(e.g. washing dishes, cleaning, resting...) in terms of high level actions to be per-
formed by the user (e.g. use the scrubber/the detergent, sit on the chair, clean ta-
ble, put back scrubber. ..), leaving space for a natural execution of the task. For 
instance, each script allows variations on the way the script is performed, such as 
changing, to some extent, the sequence of actions involved (e.g. open one drawer 
before the other), or using different paths (e.g. left or right of the sofa) to leave the 
Homelab from the kitchen.  

In addition, scripts contains instructions describing the operation of one Turtlebot 
robot. These instructions are executed by a Wizard of Oz (WoZ) operator, which 
remotely controls the robot by using the Rviz tool included in the robotic operating 
system (ROS) [19]. Rviz also allows the user can ’ask’ for the activation of specific 
robotic services (for instance, the user can request the robot to vacuum clean the 

                                                           
1 http://www.advanticsys.com 
2 http://www.knx.org 
3 http://turtlebot.com 
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floor of the kitchen), without any speech recognition or graphical user interface,  
thus allowing us to shield the data collection activities from issues concerning user 
interfaces. 

Logging Infrastructure – A number of precautions to follow to enable logging 
synchronized data from highly heterogeneous networks, with proprietary, non-
interoperable protocols (each characterized by their own latency, and packet loss 
rate) are given in [5]. We overcome these problems by relying on a purposefully 
designed logging application integrated with our communication framework.  
Following the suggestions in [5], our logging application acts as a central monitor-
ing station used to start/stop each experiment, and to provide synchronization at 
protocol level. To begin with, UDP broadcast on a dedicated LAN relays the 
start/stop instructions from the monitoring station to all the other elements of our 
logging framework, respectively: 

 KNX: The readings from the sensors and actuators in this network are logged 
into a relational database using a proprietary software solution.  

 Robot: The activities of the Turtlebot are logged in ROS bags on each robot, 
and transferred to a central repository afterwards.  

 Cameras: The videos recorded by the ceiling cameras capture all events  
occurred during the experimentation.  

 WSN: The data acquired by the WSN sensors are collected by a base station 
where they are stored in a relational database along with their timestamps.  

The relational database in the base station of the WSN is organized in two ta-
bles: one contains the experiments performed (Experiments entity) and one con-
tains all the data recorded by the sensors in each experiment (DataSample entity). 
Each experiment is associated with an ID, called ExpID, which is a foreign key in 
the DataSample table and which provides the association between the two tables. 
The latter precaution is taken to avoid losing some of the sensor information be-
cause of packet losses during the online operations of the WSN. In fact, the actual 
run-time computation of the RUBICON distributed learning sub-system is per-
formed by learning modules embedded on the sensor nodes and only the external 
event outputs are delivered to the decisional and executive components of our 
system [14]. Such an arrangement enables us to avoid transmitting all the sensor 
data collected by the WSN to a centralized learning module – a solution that 
would quickly deplete the battery of the motes and likely cause an unmanageable 
level of packet losses.  

Data Annotation – During the data collection campaign, a human operator anno-
tates, by means of a mobile phone application, the user activities and locations to 
produce the ground truth description of the events stored in the dataset. Further-
more, for each trial, the exact configuration of the system, in terms of sensor num-
ber, actual position, types of sensors, sampling rate/type of pre-processing (if any), 
IDs of devices, version and configuration of the software is also recorded and 
stored as meta-data. 
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4 The Dataset 

We gathered real-world data for the AAL test-bed in the HomeLab facility pre-
sented in Section 2, by collecting raw data from heterogeneous sources at the fre-
quency of 2 Hz (2 data samples per second) while an actor was performing a set of 
daily-life activities. The only exception to the collection procedure was made for 
the microphones. In this case, rather than logging the raw sound signal, we record-
ed only the recognition confidence associated to a list of known sounds (door bell, 
water pouring, microwave bell, ...) produced by a pre-processing module. In total, 
the recording of each experiment consists of 139 data streams (66 from the 
802.15.4 WSN, and 73 from the KNX). 

In order to test the ability of our system to detect users’ activities and routines, 
and learn to assist the users in their daily living, we have run a series of experi-
ments by considering nine different user activities, namely Eating, Set Table, User 
Cleaning, Washing Dishes, Prepare Food, Exercising, Relaxing, Sleeping and 
User Arrives. Five environment locations were also considered for the purpose of 
user localization prediction, i.e. Outside, Hall, Living Room, Kitchen, Bedroom. 
Each sequence in the dataset contains the measurements from sensors and actua-
tors and the (manually labelled) ground-truth corresponding to a number of activi-
ties consecutively executed by the user, for a total of 83 sequences. In addition, 
some of these activities involved robot services. Specifically, users were instructed 
to switch on the TV while eating, or to ask the robot to vacuum clean the kitchen 
floor after they had finished their meal. 

Table 1 Per-activity accuracy and standard deviations achieved by ESN models. 

Activity/localization Per-activity accuracy 
Eating 91.97% (±0.09) 
Set Table  90.31% (±0.10) 
User Cleaning  84.25% (±0.22) 
Washing Dishes  83.61% (±0.02) 
Prepare Food  86.37% (±0.06) 
Exercising  94.36% (±2.53) 
Relaxing  100% (±0.00) 
Sleeping  94.8% (±0.05) 
User Arrives  98.81% (±0.02) 
Loc. Outside  94.21% (±0.98) 
Loc. Hall  85.78% (±3.58) 
Loc. Living room  88.54% (±1.25) 
Loc. Kitchen  87.94% (±1.98) 
Loc. Bedroom  97.47% (±0.33) 

 
The resulting dataset, together with a full description of the test-bed, the scripts, 

and the baseline performance achieved by ESNs on the dataset (including data 
splitting into training and test, and input wiring from the available set of sensors 
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for each activity) is freely available to the scientific community4. The videos cap-
tured from the robot’s sensors and from the ceiling cameras can also be obtained 
on request. 

5 Results 

The dataset was used to train the activity recognition components of RUBICON 
(which are based on ESN models) in an AAL  demonstrator. We present here an 
extract of the performance of these ESN models on the dataset, restricted to non-
video streams. This may also serve as baseline reference performance focusing on 
HAR tasks. 

For every computational task, the predictive performance, in terms of per-class 
(or per-activity) accuracy of the ESN prediction, was evaluated on a separate ex-
ternal test set (≈25% of the available data), after a process of hold-out model se-
lection on a validation set (whose size is ≈25% of the training set size). Training 
was conducted separately for each computational task (activity/location), selecting 
a specific sub-set of input sources, using the data pertaining to the specific activity 
(or location) as positive samples, and the data pertaining to other activities (or 
locations) as negative samples. For each computational task considered, training 
was performed using a balanced training set. To this aim, for each task, all the 
positive training samples were used, while the negative samples were uniformly 
chosen among the remainder of the activities, in such a way that the number of 
positive and negative samples resulted the same. 

The predictive generalization performance obtained on the various tasks consid-
ered in the AAL scenario is shown in Table 1, which reports the per-class accuracies 
on the test set for each activity and localization under consideration. As can be seen 
from Table 1, the predictive performance is very good for every activity and loca-
tion, achieving results which are in line with the state of the art in HAR tasks, e.g. as 
reported in a recent survey [7], although obtained in different experimental settings. 
The averaged test accuracy is 91.32%(≈0.80), with per-class test accuracies ranging 
from a minimum of 83.61% to a maximum of 100%, where the lowest accuracies 
were obtained for activities corresponding to highly noisy input sensors (e.g. Wash-
ing Dishes), or corresponding to cases of intrinsic similarities, given the available 
sensors, among sensorial patterns (e.g. Prepare Food and Set Table). Figure 2 shows 
a graphical representation of the output of the ESN classification for a relevant sub-
set of activities of interest, where output values above 0 correspond to the recogni-
tion of the event (i.e. positively classified sampled), and the absolute output values 
can be interpreted as the confidence of the classification. 

                                                           
4 The dataset can be downloaded from 

http://fp7rubicon.eu/uploads/HomelabAALdatasetISAMI/HomelabAALdataset.zip 
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Fig. 2 Output of the ESN classification, corresponding ground-truth for a test set sequence 
in the benchmark dataset, and input signal from the pulsometer box. 

6 Conclusions 

The dataset provides an extremely rich collection of sensor information of a  
heterogeneous nature such that only a limited subset of the available sensor is 
relevant and predictive for the purpose of recognizing each of the single activities. 
Therefore, it can also be exploited as a challenging benchmark to evaluate auto-
matic feature selection algorithms for heterogeneous timeseries data, including 
both binary measurements (e.g. pressure sensor information) and noisy multi-
valued data. Furthermore, the dataset can be used to test solutions for the automat-
ic discovery of user’s activities and/or automation patterns. To conclude, the au-
thors wish to thank all the other colleagues in the RUBICON consortium: Örebro 
University (SE); Robotnik Automation SLL (SP); University of Ulster (UK); 
Pintal LTD (IE); Fondazione Stella Maris (IT). 
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An Enhanced Real Space Through Temporally 
Connecting Real and Virtual Scenes 

Fumiko Ishizawa and Tatsuo Nakajima 

Abstract The potential power of augmented reality (AR) makes it possible to 
change the semiotic meaning of the real space, and strongly influence human atti-
tude and behavior for achieving a better lifestyle. Typical AR approaches can 
simply integrate computer-generated (CG) virtual images on the real space from a 
spatial aspect. This approach limits the potential power because only some objects 
in the real space can be enhanced. In contrast, virtual reality (VR) technologies 
make it possible to create a new fictional, but realistic virtual space by using 3D 
models of real persons and landscapes. In this paper, we propose a new concept 
named Alternative Reality that is used for building a new type of ambient intelli-
gence experiences. Alternative Reality makes it possible to connect the real space 
with the virtual space temporally and to integrate the two spaces seamlessly, 
where its virtual space consists of real landscapes and persons not fictional ones to 
change the semiotic meaning of the real space and strongly influence human atti-
tude and behavior. However, the virtual space does not reflect the events that ac-
tually happened in the real space; this means that it may be possible to enhance the 
real space by showing fictional events among real events. For demonstrating the 
Alternative Reality concept, we have developed a case study named Fictional 
Future, where the virtual space is constructed with fictional events performed by 
real persons in real landscapes. We conducted a user study of the case study to 
show the feasibility of the Alternative Reality concept. The user study shows that 
Alternative Reality augments the real space effectively and a user still experiences 
the virtual space as in the real space. 

Keywords Virtual Reality · Augmented Reality · Head Mounted Display 

1 Introduction* 

Today, augmented reality (AR) technologies have become popular for developing 
a variety of ambient intelligence and entertainment services [1]. However, because 
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the current most AR only superimposes virtual images or textual information spa-
tially on the real space, typical AR applications are still only human decision-
making supports or new types of entertainments. The potential power of AR 
makes it possible to change the semiotic meaning of the real space and deeply 
influence human attitudes and behaviors for a better lifestyle [4]. Typical AR ap-
proaches can simply integrate computer-generated (CG) virtual images on the real 
space spatially. The images typically present invisible information that cannot be 
seen in the actual real world by a user. It is possible to show fictional images to 
enhance the meaning of the real space, but the approach limits the potential power 
because only some pieces of objects in the real space can be enhanced. In contrast, 
virtual reality (VR) technologies make it possible to create a new fictional virtual 
space by using 3D models of real persons and landscapes; it is possible to present 
fictional events in the virtual space as people believe that they actually happened 
in the real space. 

This paper proposes a new concept named Alternative Reality. In Alternative 
Reality, a user wears a head mounted display (HMD), and the virtual space 
watched by the user contains fictional events consisting of real landscapes and real 
persons constructed as a 360-degree movie; thus, the user can navigate the virtual 
space interactively for offering a new type of ambient intelligence experiences. 
Because the virtual space is temporally connected and seamlessly integrated with 
the real space, as shown in Section 3, a user feels that fictional events in the virtual 
space are performed in the real space even though some events in the virtual space 
are not real by temporally replacing some real scenes with virtual scenes that con-
tain the fictional events. The approach is a new way to enhance the meaning of the 
real space to influence human attitude and behavior. Our approach is different 
from traditional AR techniques that spatially superimpose virtual images on the 
real space; Alternative Reality temporally replaces some real scenes with virtual 
scenes as presented above. Thus, the approach offers more flexible techniques to 
integrate virtuality in the real space seamlessly. 

In this paper, after presenting an overview of Alternative Reality, we demon-
strate its basic concept. To show the feasibility of the concept, we developed a 
case study in which real persons perform some fictional activities in a real loca-
tion. We conducted a preliminary user study to extract useful insights in order to 
exploit the feasibility of the Alternative Reality concept for developing future 
ambient intelligence services. 

The remainder of the paper is organized as follows. In Section 2, we present 
several related researches to the proposed approach. Section 3 introduces the  
Alternative Reality concept. In Section 4, a case study of Alternative Reality and 
its experimental results are shown. Section 5 presents future directions of the  
research, and we conclude the paper. 
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2 Related Work 

Our approach is also similar to the Substitutional Reality (SR) system [15]. In the 
SR system, people's reality is manipulated by allowing them to experience live 
scenes in which they are physically present and recorded scenes that were rec-
orded and modified in advance without losing a user’s reality. Our approach is 
more general than the SR system because Alternative Reality can use CG images 
generated by VR techniques not only recorded images. 

Several previous investigations used a 3D model composed from real scenes. For 
example, in [2], a user interacts with the 3D model of a building to learn routes in-
side the building. The user can learn the real routes in the real town in the virtual 
space. Alternative Reality similarly uses the virtual space composed from real per-
sons and landscapes, but the virtual space may contain possible events in the possi-
ble future or completely fictional events that may not actually occur in the real 
space. The events and the stories created from them are perceived as an experience 
in the real space. By integrating possible future or completely fictional events with 
real events, a user can accept the events as his/her own real present experience; thus, 
the presented stories could influence the user’s future behavior [12].  

AR techniques can be used to enhance existing artifacts. For example, [16] de-
scribes several AR games that are enhanced versions of traditional physical 
games. Specifically, Augmented Go [5] demonstrates a promising approach to 
maintaining the advantages of the physicality of the board game while also adding 
virtuality. Additionally, Virtual Aquarium [8] shows a virtual fish tank, where the 
movement of the fish reflects a user’s toothbrushing behavior. Enhanced TCG 
[14] enhances our real space by replacing a real space component with a fictional 
component for changing the semiotic meaning of the real space. In these above 
approaches, a daily object is enhanced by projecting virtual images on it or replac-
ing a real space component with a fictional component. Conversely, Alternative 
Reality temporally replaces some real scenes in the real space with virtual scenes. 
The approach does not replace a part of a real scene, but replaces the entire images 
in the real scene with fictional images. It offers a novel possibility to overcome 
pitfalls described in [14] to integrate the transmedia storytelling approach for  
incorporating fictionality into the real space [12].  

3 Alternative Reality 

In Alternative Reality, a user watches a sequence of scenes on an HMD. The most 
important issue in realizing immersion is blurring the boundary between fiction 
and reality. The use of an HMD offers a better immersive experience by showing 
a video stream capturing the real space and replacing some real components in the 
video stream with fictional components [10]. In Fig. 1, there are two persons in 
the room. One person watches the room through an HMD. Real scene A is a mov-
ie that captures the present room. Virtual scene B is a movie that captured the 
room in advance. The person who wears an HMD watches the real scene at the 
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beginning. Then, the scene are switched to a virtual scene, and he/she can feel that 
the other person is in front of him/her in the virtual scene. However, in the present 
real space, the person is actually behind him/her. The sequence that a user watches 
usually consists of several scenes. Some scenes are captured from present scenes 
in the real space (Real Scenes in Fig. 1). The scenes are recorded by a camera 
attached to a user’s HMD and shown on the HMD in real-time.1 However, some 
scenes in the sequence of the scenes that a user watches are not real-time scenes; 
the scenes may be actually constructed through VR techniques in advance and are 
fictional (Virtual Scenes in Fig. 1). Additionally, in the virtual scenes, there are 
several events that may not occur in the present real space. Typically, the scenes 
are constructed by 3D models of real persons and landscapes in advance, but some 
real persons who may not actually present now may appear. One of the important 
requirements of Alternative Reality is that a user feels that these real and virtual 
scenes are continuous and, thus, is not aware of the boundary between the two 
scenes. The magic circle is defined as the boundary between the real space and the 
virtual space [10]. If a user is aware of no magic circle between the two spaces 
developed by Alternative Reality, the user cannot notice that the virtual space 
generated by Alternative Reality is not real. Therefore, he/she feels that the virtual 
scenes happen actually in the real space. 

 

Fig. 1 A Timeline Model of Alternative Reality 

 

                                                           
1 In this experiment, a camera is deployed behind a user, and only the center of the  

captured image is trimmed and shown on his/her HMD. When the user tilts his/her head, 
the trimmed area shown on the HMD moves according to the movement of the head. This 
approach simulates a 360 degree movie. 
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Here, we show some motivating examples of the benefits of adopting the Alter-
native Reality concept: 

 Overcoming Social Problems: Alternative Reality allows people to be easily 
aware of some social problems, such as environmental or health issues, because 
replaced virtual scenes can ironically or exaggeratedly represent the problem. 
The approach influences people’s attitude and behavior. For example, people 
can explicitly see the impact of his/her unsustainable behavior in the real space 
by showing damaged natures in the real landscape.  

 Serious Game: These games are designed for solving problems in the real 
space, such as education or mental treatment, rather than entertainment. Alter-
native Reality could be used to develop such games effectively because a player 
can be more emotionally encouraged in the game. For example, Alternative  
Reality allows a serious game to use real space components for constructing the 
game world and the game play affects a player’s behavior because the player 
believes that the effect in the game world is realistic due to the use of the real 
space components.  

 Pervasive Game: Extending a user’s experience from the pervasive game’s 
space to the real and virtual hybrid space would be easier with Alternative Real-
ity [6]. The hybrid space becomes more realistic through Alternative Reality 
because it is easy to insert realistic virtual scenes in the real space seamlessly. 

4 A Case Study to Demonstrate Alternative Reality 

To demonstrate the Alternative Reality concept, we developed a case study. This is 
still a preliminary stage to demonstrate the proposed concept’s feasibility, but the 
case study allows us to extract useful insights to use the Alternative Reality  
concept for developing more practical services in the future. 

4.1 Fictional Future 

“Fictional Future” has been developed as a case study, that is a movie based on 
the Alternative Reality concept containing both present and possible future occur-
rences. The case study was developed to extract some sufficiently useful insights 
and potential pitfalls of the Alternative Reality concept. The case study is per-
formed by real known persons and in real locations that participants know to make 
a user believe that these occurrences are real.  

In the “Fictional Future” experiment, a participant watched three movies that 
were merged into one movie through an HMD (Oculus Rift2). The first movie is a 
real-time captured movie that shows the current real location in detail. The second 
and the third movies are constructed based on the Alternative Reality concept, and 
the scenes in the movies are scenes performed in the past as a possible future.  
                                                           
2 https://www.oculus.com/ 
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4.2 Fictional Future Experiment 

Eleven participants participated in the “Fictional Future” experiment, and we 
conducted semi-structured interviews with the participants. In the interviews, we 
asked participants whether they feel that the possible future in “Fictional Future” 
was actually happened in the real space. If their answers are positive, we also 
asked them the reasons why they felt the reality in the possible future. 

Some of them said, “After taking off the HMD, when I was seeing again the 
scenes shown in the third movie, I felt déjà vu to see the same scenes again.” This 
means that the participants experienced the merged movie made by the Alternative 
Reality concept as real scenes and that after they removed their HMDs, they felt 
that they had seen the scene before. Additionally, some participants said “I felt 
and expected that the activities in the future movie will happen because the activi-
ties are desirable and happy for me”. Similarly, after the experiment, a participant 
asked “Can I get some money?” This is because we explained money for gratitude 
in the third movie; this comment means that the participant believed the possible 
future presented in the third movie. 

An interesting finding of the experiments is that people tend to think that the 
performed events are real if the activities are common or desirable. That allows us 
to believe that the events occur in the present real space. Additionally, the realistic 
landscape is a key to making the events realistic. However, of course, it is im-
portant to ensure a sense of the reality of the virtual scenes. If a user loses a sense 
of the reality, the user confuses what happens in his/her present life and is aware 
of the boundary of the magic circle because he/she may feel that even real scenes 
are not real. 

A user tends to remember remarkable situations. When a participant feels déjà 
vu in the experiment, it is typical that these events, such as putting a doll on a 
desk, touching a doll, or leaving a room, are noticed.  

5 Conclusion and Future Direction 

In this paper, we proposed a new concept named Alternative Reality. Alternative 
Reality enables us to change our attitude and behavior by presenting some virtual 
scenes among real scenes. The virtual scenes are constructed from real space 
components so that a user believes that the virtual scenes actually happen in the 
real space.  

We have developed a case study based on the Alternative Reality concept 
named Fictional Future to demonstrate the feasibility of our proposed approach, 
and we presented some insights extracted from the experiment of the case study. 

There are several future directions to enhance the current Alternative Reality. 

 Realistic Synthetic Space: To exploit the potential of Alternative Reality, the 
synthetic space needs to be generated by real-time CG. The 3D precise models 
of performers and environments are also required. 
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 Social Presence: When we communicate with people in the virtual space, the 
means of communication should be consistent with communication in the real 
space [3]. 

 Feedback: Haptic feedback is important to feel the realistic presence. In addi-
tion, if a user wants to walk around the space while using Alternative Reality, 
locomotion is also important [2]. For example, in popular VR systems, a user 
needs to move using a controller or a keyboard, which does not occur in the  
real space. One of the problems of using an HMD is motion sickness [7].  

 Persuasiveness: If embodied fictionality is natural and realistic, a user may not 
be aware of the fictionality. For example, when a message is naturally appeared 
in the user’s surrounding, he or she may not notice the message without an  
explicit feedback. The balance between naturalness and unnaturalness is an im-
portant design tool to increase the persuasiveness of the embodied fictionality.  

We also need proper augmenting abstractions to enhance the meaning of the  
real space to influence human attitude and behavior and. Digital rhetoric is a 
promising direction to offer abstractions to design the enhanced meaning of the 
real space [13]. 
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Detecting Social Interactions in Working 
Environments Through Sensing Technologies 

Juan Antonio Álvarez-García, Álvaro Arcos García, Stefano Chessa,  
Luigi Fortunati and Michele Girolami 

Abstract The knowledge about social ties among humans is important to optimize 
several aspects concerning networking in mobile social networks. Generally, ties 
among people are detected on the base of proximity of people. We discuss here 
how ties concerning colleagues in an office can be detected by leveraging on a 
number of sociological markers like co-activity, proximity, speech activity and 
similarity of locations visited. We present the results from two data gathering 
campaigns located in Italy and Spain. 

Keywords Social network analysis · Computational social science · Smart office 

1 Introduction* 

The analysis of social ties among humans is an important area of research due to 
its usefulness in understanding the dynamics of human relationships, and, more 
recently, to its potential in applications like online social networks. In recent 
years, it has proven its importance also in mobile social networks (MSN), where 
ties are used to detect communities of users that, in turn, are exploited to improve 
the strategies for the diffusion of information and services in such networks [1]. 
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Ties can be detected on the base of contextual information, either from users’ 
agendas, telephone calls registries or e-mails [2], or from sensors [3]. Recent ap-
proaches in MSN identify the ties on the base of co-location traces among users 
[3, 4], mainly for two reasons:(i) co-location in MSN is associated to frequent and 
lengthy contacts among users, which are essential to sustain the exchange and 
diffusion of information; and (ii) co-location is easily producible by using short-
range radio interfaces (such as Bluetooth and WiFi in ad-hoc mode) that are wide-
ly available on smartphones and other personal devices. MSN use ties to detect 
communities, and assume that users in the same community share the same inter-
ests. This assumption is very useful to reduce the overhead of the information 
diffusion strategies since it avoids passing information to users that are not inter-
ested in it, and it maximizes the probability of passing the information to users 
that will most likely meet with other interested users. However, the progress of 
research and experimentation in this field showed that this assumption is usually 
unmet (for example, two users that take the same metro every day may share no 
interests at all). Following this observation, a number of recent works proposed to 
detect ties based on a richer set of contextual information [4, 5, 6, 7]. 

This work focuses on detection of ties in MSN and it fits this last trend of re-
search. Specifically, we aim at finding ties based on a short-term analysis of in-
formation about the user’s actions and interactions detected by the sensors embed-
ded in conventional smartphones. Short-term analysis means that ties are detected 
on the base of short temporal sequences (a few minutes at most), in order to pro-
vide timely information to the community detection algorithms used to support the 
information diffusion in MSN. Specifically, we limit this preliminary study to ties 
among colleagues from the same office. The novel aspects of our approach stands 
in the identification of a number of activities beyond co-location (also referred to 
as proximity) that are related to a deeper interaction between two users (and thus 
to a stronger tie between them). Namely, we focus on symmetry of the physical 
activity of users, i.e. activities that two users are carrying out together, like walk-
ing side-by-side or resting and we relate this to the semantic of the place where 
activities are being carried out (for example the office, a relaxing area, the cafete-
ria or a meeting room). To this purpose, we set up an experiment in two sites (at 
CNR located in Pisa and at the Department of Computer Science in Seville) and 
that involves 8 participants for each location. Participants are equipped with a 
smartphone running a sensor data logger app. Moreover, they also keep track of 
their interactions with other colleagues during the working day. This information 
is used to assess the ground truth of the interactions against which we compare our 
algorithm for detecting ties. This paper presents preliminary results on the analysis 
of a selection of sociological markers that we considered meaningful for detecting 
the existence and the intensity of the social interactions among colleagues. 
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2 Related Works 

The recent advances in the analysis of complex social networks have recently 
stimulated research efforts from a rather wide range of viewpoints in social studies 
through sensing devices [8, 9]. There is a large body of proposals related to the 
integration of social networks and pervasive computing, whose main objective is 
to analyze social interactions and organizational structures among individuals, 
starting from a set of sensing solutions. 

The availability of a set of sensors on mobile devices, such as cameras, GPS, 
microphones and accelerometers, along with short-range communication interfac-
es such as Bluetooth and WiFi [4], enables new sensor-based applications oriented 
towards activity recognition and interactions with other users. In [3], for example, 
the authors propose a probabilistic model to discover several interaction types 
from large-scale dyadic data such as proximity of personal smartphones (via Blue-
tooth co-location traces), phone calls and emails. Using Bluetooth as a proximity 
sensor to reconstruct social dynamics at large scale has also been investigated in 
the reality mining initiative [4]. This project studies complex social systems by 
inferring patterns in daily user activity, relationship among users, meaningful so-
cial locations, and organizational structures. The reality mining dataset was also 
used to identify social groups and to infer frequency or duration of meetings with-
in each group. Another work [10] showed that it is possible to infer different inter-
action types using a probabilistic model applied on Bluetooth data. 

Following studies on proxemics [11], researchers have also employed mobile 
phones [12] or custom designed personal devices, such as sociometric badges 
[13], to capture in detail users body movements, relative body orientation, inter-
personal distance or recurrent speech patterns, as a mean to detect face-to-face 
interactions. The study of social interactions in academic or work environments 
proved to be an interesting topic in the research community. These works are 
mainly motivated by the beneficial effect that social interactions have in collabo-
rative environments, driving the innovation process [14] or generally improving 
the well-being of employees [15]. 

3 Modelling Social Interactions in Mobile Social Networks 

The network of mobile devices carried by people is a MSN that can be modeled as 
a temporal graph  = ( , ) where  is the set of devices in the network and  
are the ties among devices at time t. An edge , ∈  is the tuple , =( , , ), where w quantifies the intensity of the tie between devices  and . 
We define ,  active if and only if w > 0. Graph  is the snapshot of the MSN at 
time t. Given an observation interval starting at time t0 and ending at time tk the 
sequence of snapshots [ , ] = { ⋯ } is the time-varying graph describing 
the evolution of the ties among people. We compute the weight w among devices 
with the function γ that evaluates simultaneously a number of sociological  
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markers extracted during an observation interval. Some examples of markers are 
the locations visited by people, the voice activity or the physical activity of peo-
ple. The combination of them forms the weight of the tie of a dyad, as described 
with the following general definition: =  [ , ]( , )                                                (1) 

We observe that two individuals are involved in a social relationship if some 
sociological markers appear evident during a period. For example, shaking hands, 
talking to each other, staying close during a meeting underlie the explicit willing-
ness of interaction between them. Such markers are evaluated by analyzing the 
output of sensors available on the people’s devices with a given sampling rate λ. 
Hereafter, we consider the following sociological markers and we assume that 
they are all analyzed at the same rate. 

The proximity marker reveals which devices lay within the intimate zone of a 
person, (for example, the range can be of 10 meters like in Bluetooth). If device ni 
detects nj (ni → nj) then we can assume that the device’s owners are also close and 
they might being interacting. We model the proximity with the Boolean function ( , ) which is 1 if  ni or nj are in range of each other, and 0 otherwise. 

The speech marker is used to detect if people are talking. We are not interested 
in recognizing the voice of a person or in recognizing the meaning of the speech, 
rather we limit to detect if people are talking. We model the speech as the function ( , ) which is 1 if either ni or nj are talking, and 0 otherwise. 

We recognize the physical activity of two persons with the goal of determining 
if there exists symmetry, in particular if they are doing the same activity. When 
combined with other markers, the symmetry of activities is an amplifier of the 
intimacy of the relationship between a pair. For example, detecting that two peo-
ple are in proximity, and that they are talking and walking is a stronger combina-
tion than detecting only proximity. Among the physical activities (walking, cy-
cling, running or tilting) we only consider two categories: moving or still. We 
model the activity with the function ( , ) which is 1 is ni or nj are both still or 
moving, and 0 otherwise 

The last marker measures the similarity of the locations visited by a pair of in-
dividuals. The similarity of the visited locations is given by the similarity of the 
WiFi access points detected along the time. The more the list of the access points 
of a pair is similar, the more likely they visited the same locations and hence the 
stronger is the intimacy of the relationship between them. Given the list Li of ac-
cess points stored by a device, we compute the similarity of locations with the 
Adamic-Adar [16] score: ( , ) = ∑  | ( ) ( )|∈ ∩ . The Adamic-Adar 

metric considers only the locations l detected from both devices, and it returns the 
inverse of the logarithmic of the number of times ni and nj detected l. The inverse 
of the logarithmic penalizes very popular locations that might be not so repre-
sentative of an intimate interaction. 
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4 Experimental Settings and Results 

We analyze the social interactions among people with a number of participants 
from Italy and Spain. SmartRelationship is the Android data logger application 
designed to access the device’s sensors and store the collected data. All the data is 
collected and analyzed at the end of the experiment to detect social ties between 
different users. As described in Section 3, we consider a number of markers, 
namely proximity, speech, physical activity and location that are all sampled with 
a rate λ = 30s. During the working hours (9 A.M. to 6 P.M.), SmartRelationship 
stores the following information: 

Proximity: the set of Bluetooth MAC addresses, the name and the category of the 
devices lying within the range of 0 to 10 meters are stored. The application per-
forms one Bluetooth scan every λ seconds. We then post-process the proximity 
logs by excluding the MAC addresses of devices not recognized as part of the 
experiment. 
 
Speech: five-second audio clips with the device’s microphone are recorded. The 
goal is to detect voice or silence, disregarding the meaning and source of the 
speech. The audio clips are post-processed through a voice activity detection algo-
rithm based on Gaussian Mixed Model, which detects if people are talking or not. 
This algorithm does not discriminate between noise and voices so it is not a key 
feature in our system. The solution is naturally prone to false positives, since 
speech can be detected from external conversations not involving the user. 
 
Activity: the physical activity of the device’s owner by exploiting the Google 
Activity Recognition APIs is gathered. The list of detected activities is filtered by 
three means of activities: in vehicle, on bicycle and on foot. If the sum of their 
confidence is over 50%, then the activity detected is moving, otherwise it is still. 
 
Location: information about the WiFi access points detected is gathered. In par-
ticular, we store the WiFi network name (SSID), the MAC address of the access 
point (BSSID) as well as the RSSI of the access point. 

We conducted the experimentation in two locations, namely the ISTI-CNR in 
Pisa (Italy), and the University of Seville (Spain). In each location we recruited 8 
volunteers. The experiment lasted for 5 days, from October 26th to October 30th, 
2015. During each day, each participant filled a questionnaire to keep track of all 
his meaningful social interactions, annotating the people involved and the time 
window with one-hour granularity. To our purposes, an interaction is meaningful 
if it lasts at least 2 minutes and it is a face-to-face interaction involving at least 
proximity and voice. This excludes short and involuntary interactions with other 
colleagues.  
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We first analyze the time series of the sociological markers described in  
Section 3 to identify those features underling a social interaction. Figure 2 shows 
the time series of the proximity, speech, activity and location markers of two  
participants for 3 days. 

In the figure, the proximity marker follows an intuitive but important pattern. In 
fact, contacts among participants happen during the daily working hours (from 
9.00 AM to 6 PM). On the other hand, when fP = 0 then participants are not in 
proximity and hence they are not involved in any social interaction, differently when 
fP = 1 it means that they are close and they might interact. The speech marker is 
useful to identify the time periods of absence of verbal interactions (when fS = 0). In 
fact, if two people are in silence we assume that they are not interacting. The activity 
and the location markers are used as amplifier of the magnitude of the interactions. 
In particular, when we do not detect symmetry of physical activity (i.e. when fA = 0), 
then we penalize the intensity of the tie, conversely when fA = 1 we increase the 
intensity. Lastly, the location marker reveals the similitude of locations visited along 
the time. An interesting property from the location marker is that colleagues spend-
ing most of the time in their office have a low score of the location marker, because 
the locations detected become more and more popular day after day. Differently, as 
soon as two participants move toward a new location, the location score increases. 

We then combine together the sociological markers shown in Figure 2 with the 
goal of assigning a weight w to the interactions among participants along the time. To 
this propose we define the γ function (defined in a general form in (1)) as follows: 

[ , ]( , ) =  ∙ [ ∙ ( + log ( )] 
Figure 3 shows the results of the γ function computed for the time series shown 

in Figure 2. We compare the γ function against the ground truth obtained by ana-
lyzing the questionnaires of the participants. Since questionnaires are not symmet-
ric (the answers from the participants might not be the same), we assign a higher 
value to the time slots in which we found concordance of answers and lower  
values when we detect discrepancies on the answers.  

 

 
Fig. 3 The fusion algorithm applied to the sociological markers of two participants. 
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Figure 3 shows that the intensity of the interactions between the two partici-
pants changes along the time. When the proximity and/or speech markers are not 
active (fP and fS are 0), then we do not detect interaction and we assign γ = 0. This 
is the case for Tuesday 27th from 10.30 to 12.00 and sparsely on Wednesday 28th 
before 12.00). Differently, γ > 0. In particular, γ increases when the two partici-
pants are in proximity, they are talking and they are visiting a new location (dur-
ing lunch time at the canteen).  

5 Conclusions 

The identification of social ties and the assessment of their strength is becoming a 
problem of great interest due to its application to MSN. Recent works have  
already identified the limit of considering only co-location to identify ties. This 
work follows this trend of research and, on the base of a preliminary experimenta-
tion on a case of colleagues in an office, we analyze the information provided by 
markers concerning co-activity such as talking or moving along with location and 
the more conventional proximity. Although only two subjects are studied, to check 
the validity of our implementation, we can conclude that similarity in physical 
activity and fusion of several sources help us to detect real social interactions. 
Future work will expand this experimentation and will test the method for identifi-
cation of communities. 
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Estimation of the Optimum Speed to Minimize  
the Driver Stress Based on the Previous 
Behavior 

Victor Corcoba Magaña, Mario Muñoz Organero,  
Juan Antonio Álvarez-García and Jorge Yago Fernández Rodríguez 

Abstract Stress is one of the most important factors in car accidents. When the 
driver is in this mental state, their skills and abilities are reduced. In this paper, we 
propose an algorithm to predict stress level on a road. Prediction model is based 
on deep learning. The stress level estimation considers the previous driver's driv-
ing behavior before reaching the road section, the road state (weather and traffic), 
and the previous driving made by the driver. We employ this algorithm to build a 
speed assistant. The solution provides an optimum average speed for each road 
stage that minimizes the stress. Validation experiment has been conducted using 
five different datasets with 100 samples. The proposal is able to predict the stress 
level given the average speed by 84.20% on average. The system reduces the heart 
rate (15.22%) and the aggressiveness of driving. The proposed solution is imple-
mented on Android mobile devices and uses a heart rate chest strap. 

Keywords Intelligent transport system · Stress driver · Driving assistant · Deep 
learning · Particle Swarm Optimization · Android · Mobile computing 

1 Introduction* 

According to many researchers, excessive speed is the cause of a large number of 
accidents. Therefore, it is one of the most important variables for predicting the 
risk of accidents and its severity. In [1], the authors of the report pointed out that 
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speeding (speed higher than speed limits) is responsible for 18% of accidents in 
London during the year 2014, whereas travelling too fast for the road conditions 
caused 8 per cent of fatal accidents.  Reducing average speed, results in a decrease 
of the number of fatalities [2]. 

Besides the vehicle speed, there are other related factors that affect safety such 
as sudden accelerations and decelerations and aggressive driving. 56% of fatal 
accidents between 2003 and 2007 involved one or more aggressive actions [3], 
such as: suddenly changing speeds, making an improper turn or erratic lane chang-
ing. This behavior is often related to the stress of the driver. Stress can be defined 
as a change from a calm state to an excitation state in order to preserve the integri-
ty of the person. If the stress is negative, it is called ‘‘distress’’. This type of stress 
is commonly due to an increase in the workload, such as traffic density, inappro-
priate vehicle speed, etc. It causes irritability, lower concentration and problem to 
take decisions and has also physical symptoms such as headache and a fast heart-
beat. Stressed drivers are more likely to engage in risky behaviors and having 
accidents [4]. 

There are many proposals to detect stress and measure the workload [5]. Most of 
them are based on physiological features such as electromyogram, electrocardiogram, 
respiration, and skin conductance. Non-invasive and non-intrusive sensors are partic-
ularly interesting for measuring driver stress. 

In the literature there are many assistants that help to adapt the speed in order to 
maximize safety and reduce fuel consumption. These systems are called “Intelli-
gent Speed Adaptation” (ISA). A large number of researchers have evaluated the 
benefits that these systems provide regarding safety and fuel consumption. ISA 
has been evaluated estimating a reduction of the accidents between 25% and 30% 
if all vehicles use ISA system.  

2 Our Approach 

In this work, we propose a driving assistant that estimates the optimal average 
speed for the next road section taking into account the driving and the stress level 
on previous road section. In addition, the algorithm considers the vehicle teleme-
try obtained by the driver in some of the previous driving under similar driving 
conditions. 

The idea is that the driving assistant proposes an average speed for the road sec-
tion, which minimizes the driver stress and does not increase the trip time signifi-
cantly. This speed does not require a sudden change in driving habits because the 
proposed average speed is based on the driver. The objective is to avoid one of the 
biggest problems of the driving assistant: frustration and impatience. 
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● Gbest: It is the best position among all particles. 
● Speed: Is calculated using equation 1. It determines which will be the 

next speed of the particle. 

 vi(t) = w*vi(t-1) + c1*r1*(Pbest(t-1) - xi(t-1)) + c2*r2*(Gbest-xi(t-1)) 

where vi(t) is the particle’s velocity at time t, w is the inertia weight, xi(t) is the 
particle’s position at time t, Pbest is the particle’s individual best solution as of 
time t, and gBest(t) is the swarm’s best solution as of time t, c1 and c2 are two 
positive constants, and r1 and r2 are random values in the range [0–1] 

The particles “fly” or “swarm” evolve through the search space to find the min-
imum value. During each iteration of the algorithm, they are evaluated by an ob-
jective function to determine its fitness. Next position is calculated by equation 2: 

 xi(t+1) = xi(t) + vi(t+1) 

where xi(t) is the current particle’s position and vi(t + 1) is the new velocity. 

2.2 Evaluation of the Particles 

The fitness function is a deep learning algorithm. This type of algorithms have 
their origin in neural networks, the main difference is the number of hidden layers 
and the training process. Deep learning algorithm estimates the stress level given a 
recommended speed (the particle position) based on: 

● The driving and the stress level on the previous road section 
● Telemetry samples from the next road section takes by the user other 

days 

In figure 1, we can see that there is a filter applied to the driving history. The 
algorithm is trained with samples of driving that were obtained under conditions 
similar to the present ones. We must bear in mind that speed is a variable that 
depends on a large number of factors such as the traffic state or weekday. In our 
case, we consider the following elements to filter: 

● Weather State: The number of vehicles on the road grows when the 
weather conditions are bad, increasing the likelihood of traffic incidents. 
Moreover, the roll coefficient changes. Therefore, the advice have to take 
into account that factor. In addition, many studies highlight that when it 
is hot, the fatigue appears before. On the other hand, cognitive capacity 
of the driver worsens when it is cold. 

● Traffic State: When traffic is heavy, the stress level increases. In these 
cases, the vehicle speed must be adjusted in order to avoid accelerations 
and decelerations. 

● Time: Fuel consumption is increased at rush hours. The driver has to ac-
celerate and slow down more frequently. In addition, the engine is 
switched on during more time. This situation causes stress, increasing the 
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accidents risk. On the other hand, night driving maximizes the likeli-
hoods of sleep despite he or she has previously slept. This is due to the 
sleep cycle. Therefore, we have to take into account the time when we  
estimate the optimum speed. 

● Weekday:  The rush hour depends on the day. For instance, it is common 
that the average speed is higher on weekend because there is less traffic. 
If the road conditions are good, the system should recommend an average 
speed high enough to avoid the frustration of the driver. 

 
Deep Belief Network that we have defined in our proposal has the following 

input variables: 
 
● Recommended average speed (km/h): It is the vehicle speed proposed by 

the PSO algorithm. If the speed is too high, the stress will increase be-
cause driver has less time to make decisions. On the contrary, if the speed 
is abnormally low, fuel consumption will increase because the engine 
will be running more time. In addition, it may cause traffic incidents and 
the stress level from road users would be higher. 

● Positive Kinetic Energy (m/s2): It measures the aggressiveness of driving 
and depends on the frequency and intensity of positive accelerations [9]. 
A low value means that the driver is not stressed and drives smoothly. 
The value is calculated using the following equation: =  ∑(  )  ;  <  

where  is the vehicle speed (m/s) and d is the trip distance (meters)  
between  and  . 

● Average Acceleration (m/s2): The acceleration (positive and negative) 
may indicate the presence of stress or fatigue. These actions increase the 
likelihood of traffic accidents and fuel consumption. 

● Speed (Km/h): This variable allows us to model the driver behavior. For 
each section, we consider the following measures statistics: minimum, 
medium, maximum, average, and standard deviation. 

● Average Heart Rate (b.p.m): Heart Rate signals are employed as an indi-
cator of ANS neuropathy for normal, fatigued and drowsy states because 
the ANS is influenced by the sympathetic nervous system and parasym-
pathetic nervous system. This indicator is not intrusive. A high heart rate 
means the driver has stress. 

 
The output of the deep learning algorithm will be an estimate of the stress level 

when the driver drives at “x” km/h on average. The output can take the following 
values: 

 
Low Stress Normal Stress High Stress 

0.5 1 1.5 
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2.4 Results 

Table 2 presents the results (Mean squared error and hit rate) of the algorithm 
considering the five datasets and using 10 fold cross validation. The proposal is 
able to predict the stress given the average speed by 84.20 % on average. The deep 
learning algorithm was run with 3 hidden layers, 200 units per layer and 300 
epochs.  

Table 2 Results of the 10 fold cross validation using the proposal 

 MSE Hit Rate (%) 
Dataset 1 0.156802 84 % 
Dataset 2 0.131412 85 % 
Dataset 3 0.111304 89 % 
Dataset 4 0.071342 92 % 
Dataset 5 0.283674 71 % 

Figure 3 shows the average heart rate obtained by the driver on different road 
sections without and with the speed assistant. The heart rate decreases by 15.22 % 
on average taking into account all driving samples. The heart rate value is influ-
enced by the sympathetic nervous system and parasympathetic nervous system.  
A low value means that the driver is not stressed. 

 
Fig. 3 Average heart rate (b.p.m) using the speed assistant 

Figure 4 illustrates the positive kinetic energy obtained by the driver when driv-
ing with and without the speed assistant. This variable measures the aggressive-
ness of driving and depends on the frequency and intensity of positive accelera-
tion. A low value means that the driving is not aggressive. The positive kinetic 
energy decreases by 33.53 % on average when the driver uses the proposal. More-
over, a smoother driving saves more fuel. 
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Fig. 4 Positive Kinetic Energy (m/s2) using the speed assistant 

Figure 5 shows the average standard deviation of vehicle speed for each road 
section. Following the recommended speed provided by the solution, standard 
deviation is reduced 37.09 % on average.  

 
Fig. 5 Standard Deviation of Vehicle Speed (km/h) using the speed assistant 

3 Conclusions 

In this paper, we have proposed an algorithm to estimate the driver stress given 
speed and heart rate for a road section. The goal is to prevent stress and dangerous 
situations, based on current driving context, taking data from road conditions 
(weather and traffic), time, and previous driving. In this paper, we present a speed 
assistant that uses driving context, deep learning technics along with Particle 
Swarm Optimization (PSO) to calculate a speed that minimizes the stress without 
increasing the trip time. The results show a significant improvement in the driving 
style and the driver stress. 

As future work, we want to validate the algorithm with more users and more 
routes. It would also be interesting to analyze the effect that the solution has in the 
stress of the other road users. In addition, we want to introduce new variables to 
improve the prediction model such as previous stress, working time, sleeping time, 
and quality of sleep. 
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Using Topic Modelling Algorithms
for Hierarchical Activity Discovery

Eoin Rogers, John D. Kelleher and Robert J. Ross

Abstract Activity discovery is the unsupervised process of discovering patterns in
data produced from sensor networks that are monitoring the behaviour of human
subjects. Improvements in activity discovery may simplify the training of activity
recognition models by enabling the automated annotation of datasets and also the
construction of systems that can detect and highlight deviations from normal be-
haviour. With this in mind, we propose an approach to activity discovery based on
topic modelling techniques, and evaluate it on a dataset that mimics complex, in-
terleaved sensor data in the real world. We also propose a means for discovering
hierarchies of aggregated activities and discuss a mechanism for visualising the be-
haviour of such algorithms graphically.

1 Introduction

The goal of activity recognition (AR) is to automatically identify the activities of
humans using data collected fromnetworks of sensors. The sensorsmay be embedded
in the environment or can be wearable sensors. The dominant approach to AR is
to train activity identification models by running machine learning algorithms on
annotated datasets [10]. Typically these datasets have to be hand annotated. This can
be problematic in terms of the human labour required to create a dataset and in the
accuracy of the annotations.

Activity discovery (AD) has been proposed as an alternative tomanual annotation.
AD involves the unsupervised discovery of activities from raw sensor data. In this
paper we present an approach to AD based on topic modelling. The approach can
discover activities and also discover activity hierarchies where high-level complex
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activities are composed of simple activities. The approach is implemented in a system
that is tested on a dataset that mimics complex, interleaved sensor data. As a second
form of evaluation we propose a graphical visualisation of the output of the system
which is designed to provide insight into the hierarchies of activities that the system
identifies.

Paper structure: In Sect. 2 we review prior work in the area of activity discovery.
Then, Sect. 3 describes our approach to AD. Finally, Sect. 4 presents an evaluation
of our system and makes some concluding remarks.

2 Prior Work on Activity Discovery

AD is concerned with the identification of activities in a dataset independently of hu-
man annotation [3]. An AD system generally works by identifying recurring patterns
in the sensor data without attempting to understand what activity the pattern signifies
(this semantic information has to be added by a human user at a later date). AD is
already a well-established field of research and as a result a number of approaches
to the task have been proposed and tested.

Cook et al. [3] notes that many pattern mining algorithms have been used with-
out modification, and with some success, for AD. [3] also propose their own algo-
rithm which uses beam search to discover patterns that best compress the data from
candidate patterns generated by extending previously discovered patterns. Genetic
algorithms are an interesting way of tackling the activity discovery problem. The ge-
netic algorithm proposed in [11], called GAIS, uses comparisons to pre-discovered
patterns (called “models" by the authors) as a fitness function. This makes this ap-
proach well-suited for detected variations of existing patterns, but it is not optimised
for detecting novel patterns. Likewise, Nguyen et al.’s SuperAD system [8] trains
machine learning models on a partially labelled dataset, and then takes events that
cannot be recognised with high accuracy by the system to be discovered events,
which are presented to the user for manual labelling. Some authors have proposed
more novel means of discovering activities, for example the system proposed by [7].
One interesting aspect of this system is the use of the Minimum Description Length
(MDL) principle to evaluate performance.

Another approach in the literature to AD is topic modelling, for example as pro-
posed by [6], in which a sliding window over temporal sensor data is used to produce
“documents” that can be fed into a topic modelling algorithm. For example, given
a dataset consisting of sensor readings over a one hour period, the user selects a
temporal period of, say, 120 seconds and an increment of, say, 20 seconds. A sliding
window is placed over the dataset starting at 0 seconds and ending at 120 seconds.
The contents of the window are copied into a document, and the window is incre-
mented by 20 seconds (so it is now covering the period from 20 seconds to 140
seconds). Another document is produced by copying the window’s contents, and
again the window is incremented. This process continues until the end of the dataset
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is reached. This will produce a number of documents (actually n−w+1 documents,
where n is the length of the dataset and w is the window length).

The algorithm proposed by [6] is conceptually simple and it is able to detect novel
patterns in previously unseen data. Nonetheless, we take the view that there are a
number of issues with the approach taken by this paper that could be improved upon.
Firstly, as noted by [5], the dataset used did not contain any interleaving (in other
words, there were no situations where multiple activities occurred at the same time).
Since most real-word AD systems will be expected to deal with interleaved data, we
feel that this substantially limits the usefulness of the results presented. On top of
that, the sensors used in the original papers were wearable sensors attached to the
subject’s body. Such sensors can collect detailed information about the user, since
they can potentially record every action they carry out. However, many potential
users are likely to find them burdensome, since they have to remember to put them
on for the system to work correctly, not to mention the potential privacy issues
surrounding collecting detailed information about their movements throughout their
waking hours. For this reason, wewant to see towhat extent [6]’s approach extends to
activity discovery using simple binary sensors embedded directly in an environment,
without collecting detailed information on people’s movements. Most significantly
however, the system built by [6] does not have a means to abstract the activities
it discovers. As the authors themselves note, people tend to structure and name
activities in a hierarchical fashion. Finding a way to automatically detect and output
these hierarchies could make activity discovery systems produce more useful and far
more semantically meaningful outputs.

3 Our Approach

We now present the approach that we developed for this paper. Our approach is based
on that presented by [6], and discussed in Sect. 2. It is built on the concept of topic
modelling, a concept taken from the natural language processing community. Due
to space constraints, we do not include any detailed introduction to topic modelling
here, except to say that topic modelling algorithms take a collection of documents as
input, and categorise them into a discrete number of topics based on their respective
similarities. Like [6],we utilise an approach to topicmodelling calledLatentDirichlet
Allocation (LDA). We refer the interested reader to [2] for more detail on LDA.

For our analysis and testing we used the SCARE corpus [13], a corpus of situated
dialogues, where activities were carried out in a virtual environment by teams of two
volunteers. One volunteer controlledmovement and action in the virtual environment
and one directed this controlling volunteer by providing them with instructions on
how to complete a list of given tasks. Since the corpus was collected for research
into situated dialogues, we had to convert it into a format more suitable for activity
discovery, as in [10]. This was done by processing the full dataset into a list of events
in the virtual environment. Whenever some aspect of the environment changes (for
example, when a door is opened, or when an object is picked up or placed down), we
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add a new event to our list. The completed list therefore presents the events that took
place in the temporal order in which they occurred in the original dataset. Note that
only the order is preserved: we do not store information about the time at which the
events occurred, or even the amount of time that passed between individual events.
The reasons for this will be made clear shortly.

Our specific approach involves the construction of a hierarchy of activities. While
this hierarchical process is the primary contribution of this paper, we first discuss the
non-hierarchical aspects of the system. Initially, we proceeded to build our system
to operate using the same basic algorithm proposed by [6], and discussed in Sect. 2.
Figure 1(a) shows an example of a sliding window of length 3 over a dataset of length
5 (in reality, the true SCARE extract we used has a length of over 1600 events). In
Fig. 1(b) we can see the sliding window has moved one event forwards. Unlike in
the work of [6], we always increment the sliding window by exactly one event at a
time, giving our system a larger number of documents to work with. Thus this has
produced two documents, and this process continues to generate more documents
until the window reaches the end of the dataset. Interestingly, we can also produce
a probability vector of topics for each event. This is done by computing the product
of the probability distribution vectors for all windows/documents that contain the
event, and then re-normalising the resulting vector to produce a probability vector.
Distributions produced by this method will be used in Sect. 4 to evaluate the system’s
performance, and they also provide the basis for the hierarchical analysis.

Our hierarchical analysis aims to address the fact that although a pure topic mod-
elling approach provides a somewhat robust means by which activities can be ex-
tracted from raw sensor data, it suffers from a substantial problem. It isn’t clear what
window size should be used when running the system. This is a user-defined parame-
ter, but setting it to different values can result in profound differences in the resulting
output. Worse, the resulting differences may not be simply “right” or “wrong”, since
as the window lengths increase the level of abstraction of the discovered topics will
presumably increase.Many activities could plausibly havemultiple levels of abstrac-
tion, and an activity discovered at any one level could still qualify as correct. For
example, if we were processing a dataset that contained events from a kitchen, we
might discover an activity at one level of abstraction that corresponded to “making
tea”. With a smaller window size, we might then find an overlapping activity cor-
responding to “boiling kettle” (since boiling kettle could be a constituent activity
of making tea). Likewise, with a larger window size we might find an overlapping
activity called “making dinner” (again, making tea could be a constituent activity of
making dinner).

In order to make progress in solving this issue, our model follows the principal
outlined in Fig. 1(c). Here, Event 2 and Event 3 were found with high probability
to belong to an activity (the probability distribution vector over topics for that event
discussed above has a probability exceeding a user-supplied threshold for at least one
activity), and the highest probability activity for bothmatched. Thismeans that we re-
move them both from the dataset, and replace themwith a new event, which abstracts
away the activity that this topic is presumed to represent. The algorithm is then re-
run for a second iteration using this new dataset, allowing for the inference of higher
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(a) A sliding window covering events 1 to 3

(b) A sliding window covering events 2 to 4

(c) Events 2 and 3 have been abstracted into a single event

Fig. 1 An illustration of the internal operation of our approach

level activities. This means that by using a fairly small, fixed window length, we can
allow the system to explore and discover activities over multiple levels of abstraction.
A variant of LDA, Hierarchical LDA (hLDA), exists [1] which already allows for
hierarchies of topics to be learned. Our system, however, is doing something con-
ceptually different. Whereas hLDA builds a hierarchy of topics based on perceived
semantic similarity (i.e. news about football and basketball could be abstracted into
a “sports" topic), our system builds hierarchies based on constituency, i.e. where one
topic (or activity in our case) is a subset of, or overlaps with, another topic.

4 Results and Discussion

Evaluating the results of an AD system is a challenge. Typically, due to the re-
lationship between pattern discovery in general and clustering, it is assumed that
methods for evaluating clustering algorithms (for instance the Silhouette coefficient
and similar metrics) would also be appropriate for pattern discovery and thus for AD.
However, most of these metrics work by rewarding the maximisation of dissimilarity
between cluster members. In many cases, we can imagine distinct activities having
a lot of overlap in terms of what sensors they are likely to activate (both using the
toilet and taking a shower will activate sensors in the bathroom, but they are clearly
distinct activities). This means that these methods may not be suitable for evaluating
the performance of AD systems.

We are, however, using a dataset which contains ground truths, which can be
compared to the system’s output. This is also the performance metric utilised by [6].
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Table 1 Performance of our system running with window length 22

Topic Label Precision Recall F1 score
Topic 0 Move Quad 0.7353 0.5556 0.6329
Topic 1 Move Picture 0.9780 0.1295 0.2288
Topic 2 Move Rebreather 0.8923 0.4947 0.6365
Topic 3 Move Silencer 0.8015 0.1870 0.3032
Topic 4 Move Box 0.0 0.0 0.0
Topic 5 None 0.0449 0.0270 0.0338

We used F1 scores as our evaluationmetric. In order for this to happen, we had to find
a way of matching topics to their most probable corresponding label in the original
dataset. This is done via a simple greedy algorithm. Firstly, we extract the most
probable topic/activity for each entry in the dataset according to our algorithm. We
then iterate over the ground labels. For each ground label, we evaluate the F1 score
for each remaining topic, taking the current label to be the corresponding ground
truth. We then assign the topic with the highest corresponding F1 score to be the
matching topic for our label. The topic is then removed from consideration before
the algorithm repeats on the next label (i.e. we will never assign a topic to more
than one label). The results of running this evaluation over a window size of 22
(which seems to perform more acceptably than other sizes we have tried) are shown
in Table 4.

At first glance, these results might seem to lag behind that of [6]. However, this
is due to a number of important features of this work. To begin with, our dataset
is fundamentally more difficult in two ways. Firstly, activities are interleaved in a
dataset, and so the boundaries between activities is not as clear-cut as in the dataset
used for example by [6]. Secondly, we are using binary sensors that are embedded in
the environment, rather than on-body sensors producing complex motion data. This
gives access to low-level motions and actions carried out by the user, producing a
considerably richer dataset than in some other cases.

Considering the results in more detail, we see that the Move Box label seems
to have been particularly difficult for the system to detect. Most instances of this
activity are very short, so it may not be a large enough pattern for the system to pick
up on. The fifth topic was assigned to a label called None. This does not appear in
the original SCARE dataset: there are 5 labels taken from the dataset, and a sixth
label that we artificially added, which in effect means no activity was taking place.

Another problem that could potentially impact on the performance of AD systems
is that theremay not be a clean overlap between the natural patterns in the data (which
is what we would expect such a system to output) and the hand-annotated activities
in the dataset itself, which we are using as ground truths for this evaluation. This
indicates that our evaluation metric may in fact not be particularly well suited to our
problem. It also provides us with no way of evaluating the hierarchical system that
we have built. An alternative solution may simply be to visualise the patterns that
have been detected in some way, and then manually inspect them. Figure 2 illustrates
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an example of a diagram we have produced from the system’s hierarchical output
(the complete image is far toowide to reproduce herewithout loosing an unacceptable
degree of detail). This image can be understood as a graph, with time plotted along
the x-axis and the layers of the hierarchy along the y-axis. At the bottom of the
image, different colours indicate different sensor events occurring over the course
of time. As we begin to move up towards the top of the image, we can see sensor
events being replaced with new abstract events, corresponding to low-level activities
as explained in the previous section. In the centre left of the image, we can see that an
abstract event is created at an early stage in the hierarchy, and this event is subsumed
into a new, higher level event about half-way up. At the top of the diagram, this new
abstraction is in term subsumed into an even higher one. The very right of the image
shows a abstract event being created very late in the hierarchy, but never subsumed
by anything. The late formation of abstractions is fairly common, and results from
the relative probabilities of events that are carried over from previous layers changing
due to the replacement of low-level events with abstract events. On top of this, we
can see repeating patterns of colour in the bottommost layer. These correspond to
the activities that the system is producing.

Fig. 2 The diagram style we are using to visualise our system’s output

A similarity can be noted between the hierarchical system that we have developed
and the concept of maximising compression as the goal of pattern discovery, for
example as used by [3]. The concept of using compression in machine learning
originates with the minimum description length (MDL) principle, as proposed by
[9], and has been used with success before in the AD literature [7]. The topmost
layer in the hierarchy is about 86.56% the length of the full dataset in the bottom
layer. This means that we have a mathematical justification for claiming that our
system works on the SCARE corpus. This approach should also be applicable to
other datasets (and we plan to use it on such in the future), but due to time constraints
we could not present results for these in this paper.
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In conclusion, we have demonstrated and provided an initial evaluation of an
algorithm to hierarchically discover activities using an LDA model. We have also
presented a reasonable way to visualise the output of this process. As highlighted
previously, interleaving remains a significant challenge for activity discovery sys-
tems, so we aim to investigate ways of dealing with it in the future. We also hope to
look further into evaluation techniques for AD, including finding ways to determine
the degree to which the discovered activities make sense semantically to a human
observer. Finally, we aim to utilise our approach on larger andmore complex datasets.
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Estimating the Physical Activity with 
Smartphones: Analysis of the Device Position  
and Comparison with GT3X+ Actigraph 

Victor H. Rodriguez, Carlos Medrano, Inmaculada Plaza, Cristina Corella,  
Alberto Abarca and Jose A. Julian 

Abstract Nowadays there are commercial devices such as the GT3X+ that can 
analyze the performance of those who practice some kind of sport, but these de-
vices tend to be rather expensive and complex to use. The objectives of this re-
search are: i) to study the correlation between the measurements of the physical 
activity with the smartphone and a dedicated accelerometer GT3X+ through the 
calculation of the counts, ii) to analyze the influence of the position of the 
smartphone and iii) compare several methods to calculate the energy expenditure 
trough the counts. Nine volunteers participated in an experiment. They performed 
different physical activities carrying a smartphone in the right pocket and another 
one in the hip, together with the GT3X+. The results obtained show a high correla-
tion between the GT3X+ and smartphones for the different types of training (hip 
and pocket). However the result of the ANOVA indicates that there is no signifi-
cant difference between the positions of the smartphone. 

Keywords Physical Activity · Smartphones · Accelerometer · eHealth 

1 Introduction* 

The lack of physical activity (PA) has a direct influence on cardiovascular diseas-
es and other pathologies such as diabetes mellitus, colon cancer, obesity, hyper-
tension, osteoporosis and depression [1]. In order to have a healthy living, the 
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World Health Organization (WHO) recommends adults aged between 17-64 years 
perform physical activity for 60 to 150 minutes per week [2]. 

Ideally, methods for evaluating the PA should be able to quantify energy ex-
penditure during physical activity, as well as the type, duration and intensity of 
these activities [3]. Traditionally, energy expenditure in humans was determined 
by the consumption of oxygen and exhalation of carbon dioxide, which is not very 
practical for everyday environments [4]. Most researchers on PA have focused on 
inertial sensors such as accelerometers, which can record the movements of the 
body. These sensors are small and have reduced energy consumption, which 
makes them ideal for integrating nonobtrusive wearable devices. These features 
make them suitable for clinical applications [5]. 

We can find several commercial devices to analyze the performance of people 
who practice some kind of sport. Their objective is to keep better control over the 
training. Some of them have been validated. However, most of these devices are 
based on GT3X, GT3X+ and wGT3-BT actigraphs, which have a considerable 
cost and in some cases the analysis and recording of data result difficult for medi-
um users. Actigraphs convert signals from the accelerometers in counts, which 
provide a measure of the physical activity [8] based on the cutoffs proposed by 
Freedson VM3 2011 [9].  

There are several models of actigraphs. They can contain accelerometers, gyro-
scopes and magnetometers which can be found currently in most commercial 
Smartphones. Smartphones have become a very popular technology. They can 
record data continuously in an ubiquitous manner and extract useful information 
to improve user's wellbeing and health. Some previous studies [10] have shown a 
strong correlation between records of physical activities taken with smartphones 
and GT3X+ actigraphs. For that, they made use of the definition of counts based 
on area under the acceleration curve. In this work we propose an original approach 
in this field. Specifically, the calculation of the counts from smartphone accelera-
tion signals using a more refined filtering technique. The two contributions of this 
paper are: 

 The calculation of the counts following several models of the literature. 
 The study of the influence of smartphone position.  
 The study of several methods to measure the energy expenditure.  

Counts are a result of summing post-filtered accelerometer values (raw data at 
30Hz) into epoch ‘‘chunks.’’ The value of the counts will vary based on the fre-
quency and intensity of the raw acceleration [8]. 

Therefore, the goal of this paper is twofold: 

 To compare the measurement of physical activity with a smartphone and with a 
dedicated accelerometer, GT3X +, by calculating the counts. 

 To analyze the influence of the smartphone position on the results 
 To analyze and compare several methods to measure the energy expenditure. 
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2 Materials and Methods 

2.1 Subjects  

The subjects for this experiment were nine people between the ages of 25 years 
and 45 years, in conditions of health sufficiently adequate to be able to perform 
the activities that they indicate during the tests. 

2.2 Experiments 

Volunteers were requested to perform common activities. Data collection took 10 
minutes per activity. Each record was labelled with the date, time and type of ac-
tivity. Two smartphones, one in the right pocket and another in the right part of 
the hip were carried by the participants. At the same time, the GT3X+ device was 
also placed on the right part of the hip, next to the smartphone (see Fig. 1). 

 
Specifically, the activities performed by the subjects were the following: 
• Walking at low speed (pace selected by the volunteer). 
• Walking at high speed (pace selected by the volunteer). 
• Going up and down stairs. 
 
To record the activities, we used the SAMSUNG GALAXY TREND PLUS 

GT-S7580 smartphone whose embedded accelerometer is a BOSCH BMC150. 
The sampling frequency was about 30 Hz. The information obtained was dumped 
to a text file in the smartphone which was then analyzed using MATLAB. At the 
same time, the GT3X+ device also recorded the information, which served to  
validate the samples captured by the smartphone.  

 

 
Fig. 1 Position of the devices 
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2.3 Calculating Counts 

Method 1 Filtered on Temporal Domain 

When the subject is in the rest position, the output of the accelerometer is deter-
mined by the orientation of the gravitational vector. On the other hand, when the 
subject is in movement the accelerometer registers a sample with the acceleration 
of the motion. You can see an example in Fig. 2.  

 
Fig. 2 Motion detection by the accelerometer in G`s 

Once an acceleration sample has been registered, the vector magnitude is calcu-
lated (Eq. (1)). It contains information about the intensity of the activity carried 
out by the subject. 

. = + +                                (1) 

Subsequently, the vector magnitude is computed through a band pass filter, 
which removes the gravitational component and the high frequency noise (Fig. 3 
[9]). The cutoff frequency is the lowest possible, in this case, 0.25 Hz for the high 
pass and 2.5 Hz for the low-pass [10].  

 
 

 
  

            Band pass filter 
 
 

Fig. 3 Signal preprocessing 
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   Vector 
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A recursive filter with infinite impulse response (IIR) of order 2 has been used. 
The filter coefficients that best fit with the counts provided by the GT3X+ 
actigraph were obtained by scanning different attenuation values at high and low 
cutoff frequencies (  and  ) and pass band frequencies ( ). 

To convert the values of the vector magnitude into counts, the following steps 
have been performed: 

1. Once the signal is filtered, it is divided into 1 second epochs (30 samples in to-
tal, as in the configuration used by the GTX3+ actigraph) resulting in an 
ray , where  represents the epoch, and  is the sample number in that 
epoch contained in the matrix. 

 

                                            

Fig. 4 Vector magnitude fragmented in epochs 

2. Taking the 1 second vector magnitude in epochs ( ), the area under the 
curve for each vector is calculated (Eq. 2). 
 = ∑ | |                                    (2) 

ℎ  =   ℎ   =   ℎ  ℎ = ℎ   1 . =    ℎ    ℎ  − ℎ ℎ 
 

In [8] it is indicated that, once the area under the curve for each epoch is calcu-
lated, the number of counts are obtained by dividing this value by the accelerome-
ter resolution. But as we have no information about the range and resolution of the 
accelerometer used in the smartphones, this part has been removed. Instead we 
multiply the counts calculated by the actigraph GT3X+ by 0.0029 (which is the 
resolution of this device, since its accelerometer has a range of range ±6 g and 12 
bits for analog conversion, 0.0029 ≈ 12/212), thus making the measure independent 
of accelerometer resolution. Finally, the counts per second are passed to minutes 
(CPM), as this is the official measure provided by actigraphs. 

1 Sec 1 Sec 1 SecVector Magnitude 
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2.4 Performance Evaluation 

The performance estimation was based on the root mean square error (RMSE) and 
a cross-validation strategy by person-activity, as in [6]. That is, for each run of the 
cross-validation, data from an activity of a given person was left out (validation 
set). Then, the filter was optimized with the remaining data (training set). For that 
purpose, a brute force strategy was conducted. The parameters of the filter were 
swept (attenuation at  from 2 to 4 dB, at  from 2 to 4 dB and at  from 
0.5 to 1.9 dB). For each set of parameters the raw signals were filtered and the 
counts per minute calculated. Then, the value of RMSE was obtained taking as 
true values the counts obtained from the actigraph. After the swept was completed, 
the parameters that gave the best RMSE in the training set were selected. In this 
way, the filter was optimized in that set. Then, the optimized filter was used to 
process the raw signals in the validation set. The output (counts per minute) was 
compared with the actigraph to register the value of RMSE in that run of the 
cross-validation. This was repeated for each person-activity, leading to 27 values 
of RMSE (corresponding to 3 activities and 9 people). 

The training was carried out in three different conditions: taking data only from 
the pocket, from the hip or both together, while the validation sets were always the 
same and included data in all the possible positions. An ANOVA analysis with 
repeated measures was performed to seek for statistical significance between the 
results of the different training conditions. 

3 Results 

The results obtained for the different types of training depending on the position 
of the Smartphone are shown in Table 1. The ANOVA resulted in a   of 
0.264, that is, no significant differences in the position of the smartphone were 
found when the PA is computed with the method used in this paper. 

Table 1 RMSE for different types of training 

 Pocket Hip Pocket + hip 
MeanM1 3.74 3.50 3.49 
Std  3.43 2.88 3.00 

 
Fig. 5 shows an example of the counts calculated with the smartphone versus 

the counts provided by the GT3X+ actigraph. They show a high correlation (Pear-
son correlation coefficient = .6696).  
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An Application for Mobile Devices  
Focused on Clinical Decision Support:  
Diabetes Mellitus Case 

Lucas Felipe Klein, Sandro José Rigo,  
Sílvio César Cazella and Ângela Jornada Ben* 

Abstract Clinical decision-making is performed by health professionals and it is 
currently connected to the need for manual query for these professionals for 
clinical guidelines, which are generally formed by large text files, which makes 
this process very slow and laborious. The development of mobility-based systems, 
which has the objective of helping the health-related processes, is becoming 
increasingly widespread. These solutions provide physicians fast and easy access 
to information anytime and anywhere, in order to support decision-making 
processes and the quality of care. This paper presents a decision support system 
based in the Brazilian primary care notebook: Diabetes Mellitus. The solution 
allows the physicians to interact with a flow of structured questions to assist in 
clinical reasoning, and, afterwards, they can obtain diagnosis or suggestions of for 
diabetes treatment. This flow of questions and their outputs are modeled in an 
ontology, which is found on the knowledge of basic attention specifications. The 
prototype was tested and evaluated by medical experts, with promising results. 

Keywords Mobile devices · Clinical decision support · Primary health care 

1 Introduction 

Mobile devices are becoming increasingly common in people's lives, since they 
are in all business areas and help to solve problems. The health sector benefits 
                                                           
S. César Cazella() · Â.J. Ben 
Federal University of Health Sciences of Porto Alegre, Rio Grande do Sul,  
Rua Sarmento Leite 245, Porto Alegre, RS 90050-170, Brazil 
e-mail: {silvioc,angelajb}@ufcspa.edu.br 
 
L.F. Klein · S.J. Rigo 
Centro de Ciências Exatas e Tecnológicas, University of Vale do Rio dos Sinos,  
Av. Unisinos 950, São Leopoldo, RS 93022-000, Brazil 
e-mail: lucasfk89@gmail.com, rigo@unisinos.br 



58 L.F. Klein et al. 

from the use of technology, and the relevance of such devices may have in these 
areas may be huge. The application of mobile technology in healthcare enables 
professionals to make their practice more productive, avoiding misunderstanding, 
and taking a great benefit for both medical staff and for their patients [7]. 

Among the many potential morbidity diseases, Diabetes Mellitus (DM) is 
increasing its importance for their expanding prevalence. In South and Central 
America countries, it is estimated that over 25 million people have diabetes 
mellitus, and about 27.4% are undiagnosed. Worldwide the numbers are even 
more alarming, reaching 387 million people with Diabetes Mellitus and 46.3% 
undiagnosed; thus, one every twelve people in the world present signs of diabetes 
and almost half of them do not know they suffer from the disease [6]. Diabetes 
Mellitus is integrated into the primary care sensitive condition, i.e., it is present in 
a number of health problems that a primary action could be effective in decreasing 
the risk of hospitalizations. High rates of hospitalization from problems that are 
present in this set may indicate serious problems of access to health care [1]. 

The vast amount of information today contributes to the delay in performing 
diagnostic and clinical analysis, and the difficulty on the part of health professionals 
in finding certain information may lead often unnecessary hospitalizations [1]. These 
are usually available in clinical guidelines, which are documents developed with 
evidence-based statements. It aims to help providers, beneficiaries and other 
stakeholders about appropriate health interventions. The formalization of these 
guidelines by computers is called Computer-Interpretable Guidelines (CIG) and 
makes it possible to develop the decision support that increase the chance of clinical 
impact compared to using only the written guidelines [9]. To use the guidelines 
together with the decision support systems can be used an ontology, which serves 
not only to make the reuse of knowledge easier, but also as a basis for 
standardization efforts, since they make the concepts explicit, giving terminologies 
or models. This study presents a prototype for mobile devices developed based on a 
clinical guideline for Diabetes Mellitus. An ontology is designed to represent the 
information contained in Guideline Brazilian Clinic for Diabetes Mellitus and also 
implemented a prototype with defined architecture. 

This article is structured into six sections, including the Introduction and 
conclusion. The second Section contains the theoretical framework used as the 
basis for the knowledge to develop this work. In Section three, the materials and 
methods are described. In Section four, the prototype development is presented. 
Finally, the fifth Section details the evaluation performed. 

2 Mobile Health and Diabetes Mellitus 

Mobile devices are increasingly present in people's lives, and in health care field it 
is not different. These applications add value and help a lot in medical activities. 
For users who work in healthcare devices, they bring big gains for quality and 
speed of treatment and diagnostics, as well as they are useful either for physicians 
in training or experts. Also, we may highlight that for ordinary users these devices 
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also bring great benefits, such as heartbeat control while performing physical 
exercises. For these and other reasons, the union of technology and health is an 
area that has a bright future. ‘‘The Information Technology can also be used as a 
potential tool for environmental responsibility policies of different types of 
business in the health sector, contributing to the rational use of resources and to 
reduce costs.’’ [13] 

In recent years, these two areas are increasingly interconnected. According to 
the Department of Health of São Paulo [14], ‘‘the technologies are currently an 
indispensable part of the whole health system. However, in a context where 
financial resources are limited, the correct development and diffusion of 
technologies have proven to be a challenge for health systems worldwide.’’ 

The high cost of diagnosis, treatments, high waste of resourses, among other 
factors, lead the healthcare sector to suffer to balance their accounts annually. 
According to [13], reducing costs and increasing efficiency are constant searches, 
but in the case of hospitals, they are a matter of survival. With the increase of 
expenses in health, from high-tech use for diagnostics and high waste of resources, 
the segment finds it difficult to balance their numbers. 

The mobile health, or mHealth, came to help to reduce these costs and to 
improve health as a whole, using the sharp growth of technology aimed at the 
practice of medicine and public health supported by mobile devices [2]. EHealth is 
the use of information and communication technologies (ICT) for health. 
Examples include treating patients, conducting research, health professional 
education, disease tracking and monitoring of public health [4]. One of the 
components is the eHealth, mHealth which is defined by the Global Observatory 
for eHealth (GOE) as medical practice and public health supported by mobile 
devices such as mobile phones, patient monitoring devices connected to personal 
digital assistants (PDAs) and other wireless devices [7]. The Global Observatory 
for eHealth (GOE) is an initiative launched by the World Health Organization 
(WHO) dedicated to the study of eHealth, its evolution and impact on health of 
countries [4]. The World Health Organization (WHO) is the directing authority 
and health coordinator within the United Nations system. It is responsible for 
providing leadership on global health matters, shaping the health research agenda, 
setting norms and standards, articulating options policies based on evidence, 
providing technical support to countries and monitoring and assessing health 
trends [10]. Within Brazil there is the Pan-American Health Organization (PAHO 
/ WHO), which, according to [8] "... is an international public health agency with a 
century of experience, dedicated to improving the health conditions of the 
countries of the Americas. Integrating the United Nations happens when the entity 
becomes the Regional Office for the Americas of the World Health Organization. 
PAHO / WHO is also part of the Organization of American States systems (OAS) 
and the United Nations (UN)". 

Diabetes mellitus is a term that describes a metabolic disorder of multiple 
etiologies, characterized by chronic hyperglycemia with disturbances of 
carbohydrate, fat and protein metabolism resulting from defects in insulin 
secretion, insulin action, or both. The diagnosis of diabetes is increasing its 
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importance due to the fact of increasing prevalence, and the disease is usually 
associated with dispidemia, hypertension and endothelial dysfunction. It is a 
health problem that is integrated in Condition Sensitive to Primary, thanks to the 
evidence showing that the management of this problem in primary care can 
prevent hospitalizations and possible deaths from cardiovascular and 
cerebrovascular complications [1]. However, the Diabetes Mellitus may remain 
asymptomatic for long periods of time and their clinical detection is often made 
not by symptoms, but by their risk factors. For this reason, it is very important that 
primary care teams be always vigilant, not just to the symptoms of diabetes, but 
also to their risk factors [7]. 

Ontologies are used for knowledge representation. According to [5], it is an 
explicit specification of a conceptualization. In health-related computing, 
ontologies have great relevance due to the need for a semantic representation, in 
which both computers and users may be able to understand. Inside the base, all 
entities are related and create a structure representing the explicit definition of 
concepts and their relationships, properties and constraints. According to [3], the 
entire knowledge base consists of a conceptualization of objects, concepts and 
entities that are related and have areas of interest. Conceptualization is a 
simplified and even abstract view of a representation to be created, targeting a 
specific purpose. Other authors such as [6] cite the ontology definition as an 
explicit specification of a conceptualization.  

3 Methodology 

This project uses the knowledge gained to solve a real problem, featuring an 
applied research. As for his approach, this research is considered quantitative and 
qualitative. Taking into account the objective of the research, we can conclude that 
consists of an exploratory research. The research methods used to develop this 
work were the literature, the survey requirements, case study, prototyping and 
evaluation of the prototype by a specialist. The survey and the surveys carried out 
the requirements for this work,  related to health care knowledge, with the 
participation of a specialist in Family and Community Medicine, and Professor of 
Public Health at the Federal University of Health Sciences of Porto Alegre 
(UFCSPA). 

Referring to the case study, we used the Brazilian guideline for diabetes, more 
specifically, the ‘‘Care Notebook Basic Diabetes Mellitus in Brazil,’’ published in 
2013 by the Ministry of Health. This research has as its main target audience all 
health professionals. However this work will particularly focus on professional 
figure responsible for much of the decisions taken in this area, a doctor, 
specifically physicians who goes by the SUS. One can cite as secondary targets 
students in the health field who wish to deepen their education, using the proposed 
solution to train their diagnostic skills and treatment of a clinical guideline. The 
evaluation was performed by applying a questionnaire to evaluate the prototype 
which was based on the user experience by three specialists in Primary Health 
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who combat diabetes. Thus, way it was possible to identify the perception 
obtained by experts on the proposed solution. For data analysis, a quantitative and 
qualitative approach was used. 

4 DMLass’s Prototype 

This section presents the main points of the analysis, development and application 
of the proposed system. It also describes the screens and user interaction with the 
developed prototype. The following are the use cases specified in summary form: 
a) Perform Diagnostics (UC01): This use case aims to create a consultant patient 
profile through a previously established questionnaire and use the answers to 
establish a diagnosis related to Diabetes. Any questions, alternatives and 
diagnostics are developed based on Ontology; b) Establish Treatment (UC02): the 
purpose of this use case is to allow the user to establish a treatment for the patient 
consultant through the profile raised by the questionnaire. Any questions, 
alternatives and treatments are developed based on Ontology. 

The prototype architecture developed was based on the standard Model View 
Controller (MVC), which organizes the application in three layers, which were the 
model, view and controller. This pattern were developed in cshtml screens, which 
are directly linked to a css file for greater control, code reuse and ease of future 
layout change. These files were placed within this organization in the View layer. 
Inside the Model layer, classes were developed to be used for the development of 
future work this application, regarding the administrative area responsible for 
editing and creating ontologies. In Control layer, they were created the control 
files and access to services, where the requests, welcome the views are processed 
and the structure of views are determined through information from the access to 
ontology. Access to ontology, from the service, is made by dotNetRDF library, 
which is an open source tool whose main objective is to provide an effective way 
to work with RDF files within a .Net application. 

The ontology has an architecture with two main aspects, the concepts of the 
addressed area of knowledge, such as patient, disease, symptom, treatment, etc. 
and also the concepts of the process used for the diagnosis and prompt treatment 
by the prototype. Both parts were based on Brazilian primary care notebook: 
Diabetes Mellitus, but they lack integration. This will be developed in future 
projects and used to improve the usability of the prototype. The developed 
ontology has two main goals: 1) the representation of the main concepts related  
to the attention area of the created model, which involves elements such as 
‘‘patient’’, ‘‘symptom’’, ‘‘treatment’’, among many others; 2) the representation 
of knowledge that integrates the experience and practice of physicians in the  
use of clinical guidelines as a support tool and guide to the procedures for 
diagnosis and treatment. For the representation of concepts needed it was used as a 
basis text of medical clinical guideline on diabetes. The results can be seen 
partially in Figure 1.  
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The prototype has two interfaces that vary according to the selected option. An 
example of interfaces can see in Figure 2 (b). The ontology has two streams, 
diagnosis and treatment, both have interconnected questions and in some cases 
outputs, representing a diagnosis or a treatment. Construction of the prototype 
screens search the first question and presents to the user and according to the 
response, the system searches the next question, to find a way out. The first 
interface shown in Figure 2 (b), is the initial screen of the prototype, where the 
user can choose whether to make the diagnosis or treatment of the patient. The 
treatment option is available on the home screen for the diagnosis of the patient 
may already have been done at another time and treatment can now be started. The 
second interface shown in Figure 2 (b) is the first question of the diagnosis, which 
was returned by this ontology. The response options vary depending on the 
question, and the ontology are created and linked stages of the questions flow. 

5 Evaluation and Results 

The completion of this assessment was based on a questionnaire used as data 
collection instrument. From the answers obtained the usability of the prototype 
can evaluated, ie.. the degree that the user believes that the application supports 
their efforts. In the background, the assessment is to evaluate the basics of the 
Diabetes Mellitus provided by the system. Therefore, this data collection has to 
evaluate the proposed tool for solution of the problem as well as to see if it reaches 
the proposed objectives initially. The questionnaire consists of seventeen issues, 
which are divided into three groups. The first group is formed by questions from 
one to six and has the purpose of collecting data on the respondent's profile and 
their familiarity with the use of decision support systems. This group consists of 
four free-choice questions and two free responses. The second group of questions 
has aimed to evaluate the acceptance of the prototype by the respondents, and it is 
composed of seven to fourteen issues, as follows: (a) six questions using a Likert 
scale of five points, where the value ‘‘5’’ means ‘‘Agree’’ and ‘‘1’’ means 
‘‘Strongly Disagree’’; (B) a free choice issue; and (c) a matter of free response. 
Finally, the last group consists of the questions from fifteen to seventeen, all essay 
intended to comments and suggestions for improvement of the system and of the 
‘‘Guide to Diabetes Mellitus’’. 

In carrying out this evaluation, medical healthcare specialists, some of which 
are also university professors, were invited. The evaluation was answered by three 
experts, who are part of the target audience of this research, i.e., family doctors 
and community. After using the prototype, the evaluators answered the 
questionnaire developed and sent it online and anonymously. All invited experts 
agreed to participate in the evaluation process, reaching a total of three evaluators. 
The profile of the respondent sample was composed primarily by health 
professionals, two of which are also university professors. Their main practice 
area is family and community, and they have around 2-10 years of experience in 
the area of operation. Also, in the first group of questions, the questionnaire has a 
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question of familiarity of respondents with the use of decision support systems. 
Only one of the respondents is familiar with this type of system. 

The second part of the questionnaire was formed by questions 7 to 14, which 
involved the evaluation of the acceptance of the prototype by the respondents. The 
answers to questions 7, 8 and 9 showed that 67% of respondents agreed that 
usability and system features are easy to understand (question 7), to use (question 
8) and that the features are clear and objective (question 9). As for question 10, 
varied opinions were obtained regarding the possibility of the application 
developed to replace the use of printed clinical guideline (part agreed and some 
disagreed). In question 11, it was  asked about the possibility of inclusion and 
change content directly in the system developed without the assistance of a 
professional information technology, allowing, through these changes, the greater 
consistency of information, and largely agreed how much would be appropriate to 
that function.   

Finishing the second group, we have questions 13 and 14. The question 13 
checks if the respondents would use this system developed for patient care. To 
help them to better understand the previous answer, the question 14 asked the 
justification for the use, or otherwise, of the application. Analyzing the reasons 
given by the respondents, it is clear that the application brings some benefits – 
according to the respondents, thanks to its practicality and ease of use. There was 
only one case of denial about the use of the application, but the respondent's 
justification says that it would not use because their knowledge is extensive in this 
area. 

Questions 15 and 16, which make up the last group of questions in the 
questionnaire were intended to give space to comments and suggestions for 
improvements, both for the system (issue 15), and for the ‘‘Guide to Diabetes 
Mellitus’’ which was developed during this research (question 16). Even with a 
good margin to its acceptance among responders, it can be seen that some further 
improvements in the developed system can and should be made.  

6 Conclusions 

This research propose a to facilitate and perhaps enhance, the process of clinical 
decision-making through a system based on case study of the Brazilian primary 
care notebook: Diabetes Mellitus. By using a centralized database hosted by the 
site, all the additions, changes or deletions to the contents of Ontology, will be 
automatically and instantly updated for all users with only the use of the page 
refresh the browser accessed. This fact proves very important because of the need 
for professionals in the field of health are always updated, in order to obtain a 
diagnosis and precise treatment, favoring the quality of care by physicians 
regarding their patients.  

After performing all of the steps used in the development of this system, and 
especially acceptance that it has obtained from the target public, it is believed that 
the goal previously established for this research has been reached. We also 
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understand that the proposed solution, is directly connected to an existing need in 
health, because its features were able to speed up, facilitate or even enhance the 
decision-making process, providing the highest quality medical care to their 
patients. 
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Abstract The restructuring of electricity markets brought many changes to mar-
kets operation. To overcome these new challenges, the study of electricity markets 
operation has been gaining an increasing importance.With the emergence of 
microgrids and smart grids, new business models able to cope with new opportu-
nities are being developed. New types of players are also emerging, allowing ag-
gregating a diversity of entities, e.g. generation, storage, electric vehicles, and 
consumers. The virtual power player (VPP) facilitates their participation in the 
electricity markets and provides a set of new services promoting generation and 
consumption efficiency, while improving players` benefits. The contribution of 
this paper is a customized normalization method that supports a clustering meth-
odology for the remuneration and tariffs definition from VPPs. To implement fair 
and strategic remuneration and tariff methodologies, this model uses a clustering 
algorithm, applied on normalized load values, which creates sub-groups of data 
according to their correlations. The clustering process is evaluated so that the 
number of data sub-groups that brings the most added value for the decision mak-
ing process is found, according to players characteristics. The proposed clustering 
methodology has been tested in a real distribution network with 30 bus, including 
residential and commercial consumers, photovoltaic generation and storage. 
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1 Introduction 

The restructuring of the electricity sector is characterized by an enormous increase 
in competition and profound changes in the participant entities. The restructuring 
was performed so that the competitiveness could be increased, but it also had ex-
ponential implications in markets complexity and unpredictability [1]. Potential 
benefits will depend on the efficient operation in the market and, on the other 
hand, in the remuneration of aggregated players. Important developments concern-
ing electricity market players modelling and simulation including decision-support 
capabilities can be widely found in the literature [2-3].  

Much like electricity markets, subsystems of the main network are rapidly 
evolving into a reality, coordinating these entities is a huge challenge that requires 
the implementation of distributed intelligence, potentiating the concept of Smart 
Grid (SG) [4, 5]. However, the two concepts are not converging towards common 
goals and technical and economic relationships are addressed in an over simplistic 
way. Present operation methods and Electricity markets models do not take full 
advantage of installed DG, yielding to inefficient resource management that 
should be overcome by adequate optimization methods [6]. Player aggregating 
strategies allows players gaining technical and commercial advantages, individu-
als can achieve higher profits due to specific advantages of a mix of technologies 
to overcome disadvantages of some technologies. The aggregation of players 
gives rise to the concept of Virtual Power Player (VPP) [7]. VPPs aggregate dif-
ferent types of resources. Each aggregated player has its individual goals; VPPs 
should conciliate all players in a common strategy able to enable each player to 
pursuit its own objectives [8].  

This paper proposes a data mining methodology, based on the application of a 
clustering process, which groups the typical load profile of the consumers of a 
Smart Grid according to their similarity. The separation of consumers in different 
groups allows proposing specific consumption tariffs to each group, so that con-
sumers’ load profile is taken into account to meet the objectives of the Smart grid 
aggregator. This methodology is tested using a smart grid that includes several 
real consumers of different types (residential and commerce). This work thus pro-
poses a customized normalization method to treat data before it is used by the 
clustering process.  

2 Smart Grid and Electricity Markets Simulation 

Many works have been developed using simulators to model the complex interac-
tion between electricity market players. Successful examples sustain the fact that a 
multi-agent system (MAS) with adequate simulation abilities, is the best approach 
for simulating electricity markets [9-11]. The Multi-Agent Simulator for Competi-
tive Markets (MASCEM) is a platform that simulates several electricity market 
types, while providing decision support to players’ actions [9]. This type of  
simulators are able to represent market mechanisms and players’ interactions. 
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However, for them to be valuable decision support tools in foreseeing market 
behaviour, they need to be used in testing adequate and realistic scenarios. Real 
data analysis by means of a knowledge discovery process will be a crucial step 
forward to assure that MASCEM agents exhibit adequate profiles and strategies. 

Multi-Agent Smart Grid simulation Platform (MASGriP) [10] simulates, man-
ages and controls the most important players acting in a Smart Grid environment. 
This system includes simulated players, which interact with agents that control 
real hardware. The considered players include operators, and energy resources, 
such as several types of consumers, producers, electric vehicles, among other. 
Aggregators are also considered, namely: VPPs and Curtailment Service Providers 
(CSP) [12]. These players introduce a higher level of complexity to the manage-
ment of the system. Joint simulations of MASCEM and MASGriP enable a simu-
lation environment that includes the participation of Smart Grid players in  
electricity markets, or even internal Smart Grid markets, using complex markets 
models provided by MASCEM. 

3 Decision Support Tool for Electricity Markets 
Remuneration and Tariff Definition 

The Remuneration and Tariff Mechanism (RemT) [13-14] is a decision support 
mechanism that is being developed to support the VPP actions in the definition of 
the best tariff and remuneration to apply to each of the aggregated players, regard-
ing the VPP objectives and the individual goal of each aggregated player. VPPs in 
the scope of MASCEM use RemT to remunerate aggregated players, according to 
the results obtained in the electricity market, the penalties for breach of contract, 
contracts established to guarantee reserve, demand response programs and in-
comes of aggregated consumers. The definition of remuneration and tariffs is 
based on the identification of players’ types and on the development of contract 
models for each player type. This considers players with a diversity of resources 
and requirements, playing several distinct roles (a player can be a consumer, a 
producer and can be responsible for one or several V2G). The terms for new con-
tracts and the best strategies for each context are determined by means of machine 
learning methods and data-mining algorithms. 

3.1 Clustering Approach  

A wide variety of clustering algorithms can be found in the literature and unfortu-
nately, there is no single algorithm that can by itself, discover all sorts of cluster 
shapes and structure [15]. K-means [16], has been used, as it proves to be a robust 
model for distinct applications: K-means minimizes the distance from each point 
to the centre of the respective cluster, as defined in (1).  
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where d represents the Euclidian distance between two points, and R is the rep-
resentative load profile of all consumers. 

3.2 Customized Normalization 

Analysing the results of previous work [13], is possible to conclude that aggrega-
tion strategies have very good results, and are very useful, because they provide a 
good separation according to what is intended. The non-normalization grouping 
process has led to a clear separation between different consumers types, as it con-
siders the absolute consumption amounts in the clustering process. The normal-
ized data, used as formalized in (4) and (5), reveals a separation through consump-
tion profiles, although it is not able to consider the differences in consumption 
quantity.  

coc
cML
hcL

hcN  ,,
,

  

(4) 

coccLcML  ),max( (5) 

where N is the common normalized load, for each consumer c, for each hour h, 
and co is the set of all considered consumers. ML is the largest consumption value, 
of the consumer c, considering all hours. 

To improve the results achieved in the previous works, the customized nor-
malization process is introduced. This method normalizes data using each con-
sumers’ load value at each period divided by the largest recorded value of all loads 
in all periods, it is formalized in (6) and (7). 
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where SN is the load with a different normalization process, for each consumer c, 
for each hour h. SML is the largest consumption value recorded for all consumers 
at the time h. 

The proposed customized normalization method aims to combine the advan-
tages of both previous approaches (using non-normalized data, and regular nor-
malization), so as to achieve consumer groups that capture both differences in the 
quantities of consumption, and also the trends of consumer profiles along the 
hours. The clustering process takes into account the tendency of the consumption 
values trough the time, regardless of its absolute amount. This separation is very 
important, according to different consumers´ types and profiles, it works as a base 
for personalized and dynamic consumption tariff definition. Using this approach 
ensures that the data are also normalized in a range between 0 and 1, but without 
losing information related to differences between amounts of consumption among 
consumers. While using the regular normalization, the value 1 is attributed to the 
greater consumption value of each consumer (thus both consumers with large and 
small values will always have one value of 1 in a certain hour), using the custom-
ized normalization method, only the largest consumer of all, will have a value of 
1. The smaller consumers will have normalized values with smaller values, pro-
portional to the difference between the quantities of consumption of that consumer 
and the largest consumer in each hour. Thus normalization is still made between 0 
and 1, but there is visible difference between higher and lower consumption 
among different consumers, and the evolution of consumption of each consumer 
profile is also captured. 

4 Case Study  

This case study intends to show the adequacy of the proposed customized normal-
ization clustering methodology to solve the problem of remuneration of players 
with heterogeneous characteristics and behaviors. In order to test the adequacy of 
the method, a clustering algorithm has been applied, concerning the consumption 
data of a total of 82 consumers (8 residential houses, 8 residential buildings with 
72 loads, and 2 commercial buildings). Data has been collected from a real distri-
bution network throughout one year. The Smart grid accommodates distributed 
generation (photovoltaic and wind based generation) and storage units, which are 
integrated in the consumption buildings. The accommodated photovoltaic genera-
tion, wind based generation and storage units are related to the building installed 
consumption power, according to the current legislation in Portugal. Further de-
tails on the considered distributed network can be seen in [18].  
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5 Conclusions 

Electricity markets are experiencing profound transformations. Currently there is a 
gap in what concerns VPP aggregated players’ tariffs and remuneration. In order 
to overcome this problem, developing appropriate methods is essential. This paper 
presents the development of a tool that provides a decision support for VPP defini-
tion of best tariff and remuneration to apply to each aggregated player, RemT. To 
develop RemT a clustering methodology that uses different data normalization 
methods was presented, and a new customized normalization method has been 
introduced.  

The results of the presented case study, based on real consumption data, show 
that the customized normalization method combines the advantages of both previ-
ous approaches, so as to achieve more consumer groups that capture both differ-
ences in the quantities of consumption, as well as the trends of consumer profiles 
along hours. This is crucial, according to different consumers´ types and profiles, 
as it works as a basis for personalized and dynamic consumption tariff definition. 
Thus normalization is the same made between 0 and 1, but there is visible differ-
ence between higher and lower consumption among different consumers, and the 
evolution of consumption of each consumer profile is also captured. RemT 
mechanism is evolving to become a crucial tool to go a step forward in electricity 
markets simulation, by enabling a fair and dynamic means to define electricity 
tariffs for different types of consumers. 
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Dynamic Traffic Light Control System
Based on Process Synchronization
Among Connected Vehicles

Khac-Hoai Nam Bui, O-Joun Lee, Jason J. Jung and David Camacho

Abstract Vehicular traffic is tremendously increasing around the world, especially
in large urban areas. The resulting congestion has become a key issue and emerging
research topic to transportation specialist and decision makers. In this study, inspired
by recent advanced vehicle technologies, we take into account in improving traffic
flow in real-time problem. In order to solve the problem, we propose a new approach
to manage traffic flow at the intersection in real-time via controlling by traffic light
scheduling. In particular, the proposed method is based on process synchronization
theory and connected vehicle technology where each vehicle is able to communicate
with others. The traffic deadlock is also taken into consideration in case of high traffic
volume. The simulation shows the potential results comparingwith the existing traffic
management system.

Keywords Connected vehicles · Process synchronization · Intelligent transporta-
tion systems · Real-time processing · Intersection management

1 Introduction

Nowadays, it is obvious that the volume of traffics is rapidly growing on roads world-
wide. This result affects directly to economies, human health, and environment be-
cause of huge traffic congestion. By this way, Intelligent Transportation Systems
(ITS) have been developed to deal with these emergent problems. ITS have been
regarded as advanced applications which applied to transport and infrastructure to
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transfer information between systems for improved safety, productivity and environ-
mental performance [1]. Among many kinds of applications of ITS, traffic control at
intersections is always a significant challenge for the researchers and the developers,
because of their complex locations and various shapes.

There havebeenmanyapproaches to dealwith the traffic congestion at intersection.
Traffic light scheduling is the traditional approach where the vehicles stop-and-go
according to the control of traffic light. The state-of-the-art issues in this approach
focus on adaptive and dynamic traffic light system. There have some papers us-
ing optimized signal solutions to solve this problem. Chen and Shi [2] proposed a
Genetic Algorithm for optimization the signal at intersection. On the other hand,
the approaches [3, 4] used fuzzy logic for traffic signal control. Srinivasan et al. [5]
introduced the Neural Network to deal with real-time management. Moreover, some
approaches focus on optimizing time of green light [6, 7]. These approaches are in-
teresting and come out with good result, however, they are hard to implement since
the complexity of computation. To deal with this problem, Wu et al. [8] introduced a
new approach for dynamic the traffic light control based on distributed mutual exclu-
sion algorithm. Although the system will be complicated in case of high traffic flow.
With the developing of internet of things, many studies suggested the use ofWireless
Sensor Network (WSN) [9, 10, 11, 12] for adaptive and cost-effective traffic con-
trol. However, with designing large number of sensor, the energy-efficient problem
becomes a big challenge for the developers. In this regards, using Vehicular Ad hoc
Network (VANET) is a good solution for energy problem. Bento et al. [13] proposed
the intelligent traffic managements based on VANET. By this way, the vehicles are
able to avoid the conflict based on send their signal. Nevertheless, the vehicles are
only able to communicate in short range of transmission.

Recently, the ‘connected vehicles’ concept has been identified as themost promis-
ing future solution to enhance road traffic conditions and achieve the goal for more
efficient and sustainable traffic management solutions. It refers to the wireless con-
nectivity enabled vehicles that can communicate with their internal and external
environments such as supporting the interactions of V2S (vehicle-to-sensor), V2V
(vehicle-to-vehicle) and V2I (vehicle-to-internet) [14]. In these interactions, vehi-
cles are enhanced the situational awareness not only collecting the information about
themselves but also communicating with other objects such as traffic management
system and others vehicles. Based on these advanced technologies, in this work, we
propose a new solution for controlling traffic flow at intersection. In particular, each
vehicle pass into the intersection is regards as a process which executing in critical
section (core area of the intersection). In this regards, how to manage the traffic flow
if there have many processes want to execute in the common resource (race condi-
tion) as well as improving the waiting time of each process in case of high traffic
flow are the main challenges that this study focus on. Moreover, the deadlock can
occur when two or more vehicles go into an infinite loop. An effective solution for
avoiding deadlock is proposed to deal with this problem.

The main contributions of this research include: 1) The new approach dealing
with the real-time problem with dynamic traffic flow. 2) The approach controls the
passing at intersection of vehicles via wireless communication, so the system will
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be more feasible and flexible to implement in reality. 3) Our approach is more less
complexity computation than others optimistic approaches. 4) The simulation shows
that our results improve the waiting time of each vehicles at intersection.

2 Traffic Connected Vehicle Model and Notations

We assume a single intersection with four directions which leading to the road in-
tersection are North, East, South and West which are marked as (N ), (E), (S) and
(W), respectively. Each direction has two lanes in the incoming direction, which are
go-forward (F) and turn-left (L). Notice that in this paper, we do not consider for
turn-right direction, since for almost kind of crossroads, the vehicle is able to take
right-direction without any obstructions. By this way, a lane where the vehicle is
passing at the intersection can be determined by a path (P) of { N , E , S, W } and
a direction D of {L, F}. As result, there is total eight lanes which operating in the
model that are described by the pair (P ,D): { NL, NF , EL, EF , SL, SF , WL,
WD}.

We can imagine the relationships of all lanes which include concurrent and con-
flicting lanes. In this regards, it is up to status of relationship among directions,
vehicles will be allowed to operate (concurrency) or inoperative (conflict) to one
another. According to previous traffic rules, to avoiding the conflict among vehicles
at intersection, when the vehicles are passing, the system will lock all the conflicting
lanes by controlling traffic light system (red light). However, in this case, the vehi-
cles which in the different paths can not move even there are some lanes which are
concurrent lanes. For instance, when a vehicle in laneNF is passing, all remaining
three paths have to be blocked, although the lane SF in path S is concurrent with
laneNF . In order to deal with this problem, the existing systems allow the vehicles
in the paths N and S pass together (the same with paths W and E). Even though,
the conflicts among vehicles sometimes still occur since the vehicles in conflicting
lanes pass simultaneously (e.g., NF and SL).

2.1 Connected Vehicle Architecture

In connected vehicle concept, the vehicles can be identified based on their ID (e.g.,
the plate number of the vehicle). The vehicle communicate with infrastructure (V2I)
and other vehicles (V2V) under the ID as the address. Each vehicle is equipped the
positioning system (VPS) to determine its location. In this regards, the traffic man-
agement system which located in the intersection is able to get the information of
vehicles in term of their location and directions when they move into the intersection
area. Fig. 1(a) shows the architecture of the traffic connected-vehicle at intersection.
Sensors are developed in each path to determine the vehicles move into the simula-
tion area which follow a certain random distribution. The wireless communication
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Fig. 1 (a) Traffic Connected Vehicle Architecture; (b) Interaction between Vehicle and Controller

devices (Cellular Base Station) are designed in the intersection to enable the com-
munications between vehicle and others. We assume that the transmission range of
wireless devices are able to cover all of the intersection area. Moreover, the wireless
channel is FIFO channel, it means the traffic management system will receive the
request from vehicles as FIFO model.

3 Process Synchronization Approach

As we mention above, the existing approaches for management traffic flow at in-
tersection still have some problems, especially in case of high traffic volume such
as traffic congestion, the large number of waiting vehicles in queue lanes, and ve-
hicle crash at intersection because of conflict directions of vehicles. In this paper,
we propose a new approach to deal with those problems based on recent advanced
vehicle technologies. The idea of the proposed approach based on synchronization
theory. In computer science, process synchronization refers to the idea that multiple
processes are to join up at a certain point, in order to reach an agreement or commit to
a certain sequence of action. This approach can use for controlling the traffic flow at
intersection when multiple vehicles pass the intersection at the same time. Fig. 1(b)
shows the interaction between vehicle and controller for passing the intersection of
vehicle. By this way, when a vehicle want to pass the intersection, they have to send
a request to the controller. Based on the traffic flow at intersection, the controller will
reply the permit passing message to vehicle or put the request in the pending list,
and the vehicle have to wait until receive reply from controller. After passing the in-
tersection, the vehicle has to send the release message to Controller. The algorithms
for this process are proposed in below.
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3.1 Algorithms for Controlling Traffic Flow

The Algorithms 1 and 2 show the communication between vehicle and controller.
When a vehicle i moves into the simulation area, it sends a request message with
id and its lane li to controller and waiting until receiving the acknowledgement
(reply message) from controller. On the other hand, when the controller receives
the request message from vehicle i , it will check the traffic flow in the core area
of the intersection. If in core area, there is a vehicle j which from conflicting lane
with the lane of vehicle i is moving, or if the deadlock occurs when vehicle i pass
into the intersection , then it will put the vehicle i in the pending list Pl and block
the path of vehicle i based on traffic light (red-light). In other case, it sends a rely
message to vehicle for permitting the passing.

Algorithm 1. Messages of Vehicles
Function Request-message
if vehicle i arrive intersection then

Send request-mesg (idi ,li) ;
Sti := waiting;

end
Function Receive-message
while pas = False do

Sti := Passing;
end
if pas = True then

Send release-measg (idi); Sti := exiting;
end

When the vehicle already exits the intersection, it has to send a release message to
the controller. After receiving the release message, the controller checks the pending
list and then send the reply message. In case of more than one waiting reply message
in the pending list, the controller will check one by one based on FIFO model.

Algorithm 2. Messages of Controller
Function Receive-Request (idi ,li)
if no conflict and check-deadlock(i ,li ,G(N , E)) = False then

Send Reply-mesg(idi);
else

Block Pi ; Add i to the pending list Pl;
end
Function Receive-Release(idi)
for each j of pending list Pl do

if no conflict and check-deadlock( j) = False) then
Send Reply-mesg(id j);
Remove j to the pending list Pl;

end
end
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Fig. 2 (a) The Traffic Deadlock; (b) The Cycle Graph

3.2 Deadlock Avoidance Algorithm

Although we are able to manage the conflict among vehicles by using the process
synchronization approach which only allows the vehicles in concurrent lanes passing
the intersection simultaneously. However, in case of high traffic flow, the traffic
deadlock sometimes still happens when two or more vehicles are each waiting for
the other. Fig. 2(a) shows an example of the deadlock. The vehicles go into an
infinite loop since they have to wait to each other. For almost existing systems, they
assume that deadlock never occurs because the time intervals between occurrences
of traffic deadlock are large and the time for waiting is tolerable. For connected
vehicles technology, the traffic management system is able to collect all necessary
information from vehicles for estimating whether the deadlock happens or not at the
certain time when a vehicle pass into the intersection. By this way, the system can
be detected the deadlock by using wait-for graph algorithm [15].

The process of the detection deadlock algorithm is given as follow: 1) first, we
transform the deadlock detection problem into wait-for graph G(N , E) problem. By
this way, the vehicles are represented as nodes, an edge from vehicle i to vehicle
j implies j is holding a place that i need and thus i waiting for j pass that place.
2) Then, using finding-cycle algorithm in a directed graph to detect the cycle in graph.
3) The deadlock will be detected if the result is True. In contrast, the vehicle can
pass the intersection. Fig. 2(b) shows a wait-for graph with a cycle of the example
in Fig. 2(a). The complexity computation of this algorithm isO(n2) where n is total
number of vehicle.

4 Performance Evaluation

To evaluate the effectiveness of the proposed approach, in this section, we take a com-
parison our systemwith the existing systemusingRound-Robin scheduling algorithm
for controlling traffic light. Although there have been some proposed algorithms
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Fig. 3 (a) Number of vehicles pass the intersection at a certain time; (b) Maximum and Minimum
waiting time of vehicle.

focus on dynamic traffic light system, however, as we mention in introduction sec-
tion, since their computational complexity, it is infeasibility to real-time control. In
contrast, our approach is able to implement based on connected technologies among
objects. In this regards, we measure the performance of the traffic control algorithms
in term of increasing density of vehicle which vehicles arrive to the intersection
according to random distribution in each direction of the intersection.

Fig. 3(a) shows the number of vehicles can pass intersection at a certain time
(1000 ticks). The number of vehicle density indicates percentage of vehicle arriv-
ing at intersection in each direction at a certain time (10 ticks). As we can see, our
outperform is better than existing system since our system is a dynamic traffic light
system in real-time, the vehicle can pass into the intersection anytime when there
has not any vehicle in conflicting lanes is passing. Consequently, we can reduce
the waiting time of each vehicle. For more details, fig. 3(b) shows the maximum
and minimum waiting time of vehicle. The waiting time of vehicle obviously in-
crease when the density of vehicle get higher. However, in our approach, the change
does not vary too different. The reason is that in our system, the priority of request
messages from vehicle is FIFO model, so the vehicle is able to pass into the inter-
section as soon as possible. The waiting time only get high when the traffic flow is
overloaded.

In above experiment, we assume that the arrival rate of vehicles at intersection
in all direction is similar. To evaluate more general of the proposed approach, the
different arrival rate is also considered. Fig. 4, shows total time that all vehicles
are able to exit the simulation area in term of same arrival rate of lanes (fig. 4(a))
and different arrival rate (fig. 4(b)) where the volume in west-east road is two times
compare with north-south road. As a results, we can see our approach is better than
the existing system in case of both uniform volume and non-uniform volume.
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Fig. 4 (a) Total time for all vehicles pass the Intersection with same Arrival Rate; (b) Total time
for all vehicles pass the Intersection with different Arrival Rate.

5 Conclusion and Future Works

In this paper, inspired of advanced vehicle technologies, we introduce a new ap-
proach for real-time management the traffic flow based on process synchronization
approach. In this regards, when the vehicle passes into the intersection area, they can
communicate with others to avoid the conflict between them, so that they are able
to improve their waiting time in case of high traffic flow. Moreover, in this work,
we also propose a new algorithm for avoiding the traffic deadlock which was not
considered in existing systems. The results show that our approach can reduce the
waiting time of vehicles when they pass into the intersection. The proposed system
is feasible and flexible for development based on advanced vehicle technologies.
However, to implement in reality where there have various shapes of intersections.
In this regards, for our future works, we are interested to extend the model to the
multiple crossroads e.g. multiple intersections, roundabout-intersection model and
so on.
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Developing an Individualized Survival
Prediction Model for Colon Cancer

Ana Silva, Tiago Oliveira, Paulo Novais, José Neves and Pedro Leão

Abstract In this work a 5-year survival prediction model was developed for colon
cancer using machine learning methods. The model was based on the SEER dataset
which, after preprocessing, consisted of 38,592 records of colon cancer patients.
Survival prediction models for colon cancer are not widely and easily available.
Results showed that the performance of the model using fewer features is close to
that of the model using a larger set of features recommended by an expert physician,
which indicates that the first may be a good compromise between usability and
performance. The purpose of such a model is to be used in Ambient Assisted Living
applications, providing decision support to health care professionals.

1 Introduction

Colorectal cancer or bowel cancer is a pathology that affects the lower portion of the
gastrointestinal tract. This is the most common cancer of the digestive system and
the fourth most lethal with a mortality rate of 6.41% [7]. Although colon and rectal
cancers are considered to be very similar pathologies, the truth is they appear in
anatomically different regions, they may be associated with different genetic causes,
and may progress differently according to distinct molecular pathways and inter-
actions, thus requiring different treatments [16]. The work disclosed herein focuses
solely on colon cancer, whichmay develop in the cecum, ascending colon, transverse
colon, descending colon, and sigmoid. Surgical resection is the primary treatment
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for early stages of colon cancer. The accurate prediction of survival is important for
patients with cancer so that they can make the most out of the rest of their lives.
It is also important to help clinicians to make the best decisions for patients and it is
essential for palliative care. Therefore, the objectives of this work are the following:
i) to make an individualized prediction of the survivability of a colon cancer patient
in each year of the five years following treatment; ii) to determine the ideal number
of features necessary for an accurate prediction; and iii) to determine which features
are the most important for survival prediction of colon cancer patients. The number
of features is important in order to make the prediction model available in a clinical
decision support application, which is the end goal of the work. If a physician has
to provide too many inputs, thus making the task of using the application difficult
and time-consuming, he may lose interest and not use the tool at all. Such a tool
would assist a health care professional in his daily practice.The prediction model
was developed using data from the Surveillance, Epidemiology, and End Results
(SEER) program [12], a large cancer registry in the United States, and arguably the
most complete cancer database in the world.

The paper is structured as follows. Section 2 describes relatedwork in colon cancer
survival prediction. Section 3 describes the steps and machine learning methods
used to develop the prediction model. The corresponding experimental results are
disclosed and discussed in Section 4. Finally, Section 5 provides concluding remarks
about the work done so far and future work considerations.

2 Related Work

Most of the existing approaches for colon cancer survival prediction are based on the
SEER data. An example is the web-based calculator developed in [4] whose underly-
ing prediction model is the Nodes + Prognostic Factors (NAP), based on the number
of positive lymphatic nodes combined with other prognostic features. The model
has an underlying biological motivation, reflected in the use of the probability of a
cancerous cell invading healthy tissues to formulate equations for cancer lethality,
combined with other prognostic features estimated bymeans of simulation of several
statistical tests. The model requires inputs for 9 features and provides a prediction
of the mortality risk over the period of 15 years. Another SEER-based approach is
the one followed in [5], also made available in the form of a web application. The
prediction model has 5 input features, derived through a Cox regression analysis
to evaluate simultaneous effects of multiple variables on survival. This resulted in
adjusted survival functions stratified by 5 features. The conditional survival proba-
bilities for a period of 10 years produced by the model are calculated on the basis of
the adjusted survival functions for the features, controlled for the influence of other
covariates in the final model. Another example, but with a strong machine learning
component, is the work in [1], in which a 5-year survival prediction model was de-
veloped using ensemble machine learning with supervised classification. A total of
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13 features were selected in that work, and the resulting model achieved an overall
high performance in terms of accuracy and receiver operating characteristic (ROC).

The work developed herein distances itself from the works in [4, 5] by treating
survival prediction as a classification problem and applying varied machine learning
methods to obtain a model capable of individualized survival prediction. In this
regard, it is influenced by the methodology followed in [1], whose work will serve
as a reference for direct comparison. At the same time, this work aims to produce
predictions using fewer features than the existing approaches.

3 Development of the Prediction Model

The survival prediction system for colon cancer should be able to accept a num-
ber of inputs for selected prediction features and, for each of the 5 years following
treatment, produce an output stating whether the patient in question will survive that
year or not, along with a confidence value for the prediction. The development of a
prediction model capable of this required several phases, from the preprocessing of
SEER data to the selection of the best model. The workflow that leads to the learning
and evaluation of the model comprises the following phases by order of occurrence:
Preprocessing, Split Dataset, BalancingData, Feature Selection,Modeling, andEval-
uation. The software chosen to develop the prediction model was RapidMiner, an
open source data mining soft- ware. It has a workflow-based interface that allows
an intelligible construction of complex data management processes. Moreover, it
offers an intuitive application programming interface (API). It is important to clar-
ify that, given that survival prediction was handled as a classification problem, five
classification models for each year were developed. Theses models were posteriorly
combined, in a programmatic manner, into a model capable of providing a prediction
for each year with a single interaction.

3.1 Preprocessing, Split Dataset, and Balancing Data

The colorectal cancer data from SEER contained 515,791 records and consisted of
146 attributes, some of them only applicable to a limited period within the time of
data collection. The data was reduced to 38,592 records after the preprocessing phase
and selecting the colon cancer patients.

During the Preprocessing phase, it was defined that the period of interest would
be from 2004 onwards in order to minimize the occurrence of missing data due to
the applicability of the attributes. Additionally, empty attributes, attributes that are
not applicable to this type of cancer, and attributes that are not directly related with
the vital status of the patient were removed (e.g. the number identifying the registry
of the patient). Only the adult patients (with age greater than or equal to 18 years
old) were selected for further processing and the missing values were replaced with
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Table 1 Class distribution for each target label in the sub-datasets.

Target Labels
1 Year 2 Year 3 Year 4 Year 5 Year

Not Survived 24.51% 32.60% 36.96% 39.35% 41.07%
Survived 75.49% 67.40% 63.04% 60.65% 58.93%

the unknown code. Patients who had a survival time inferior to 60 months (5 years),
the maximum period for which the model under development is supposed to predict
survival, and those who passed away of causes other than colon cancer were sampled
out from the training set, as their inclusion was considered to be of little relevance
to the problem. The numeric attributes were converted to nominal and the binary
classes (survived and not survived) were derived for the target labels 1-, 2-, 3-, 4-
and 5-year survival. Based on existing attributes, new ones, such as the number of
regional lymph negative nodes, the ratio of positive nodes over the total examined
nodes and also patient relapse,were calculated.After the Preprocessing, the attributes
were reduced to 61, including the new attributes and the target labels.

In the Split Dataset phase, the data was divided into five sub-datasets, split by
target label, according to the corresponding survival year. Table 1 shows the class
distribution in each sub-dataset. As observed, the classes are not equally represented.
The problemof using imbalanced datasets is important, fromboth the algorithmic and
performance perspectives. An overview of classification algorithms for the resolution
of this kind of problem [9] concluded that hybrid sampling techniques, i.e., combining
over-sampling of the minority class with under-sampling of the majority class, can
achieve better performances than just oversampling or undersampling. As such, in
the Balancing Data phase, hybrid sampling, as described in [9], was applied in order
to generate balanced sub-datasets with 38,592 records each.

3.2 Feature Selection

The Feature Selection phase was crucial to determine the most influential features
on the survival of colon cancer patients. In order to accomplish this the Optimize
Selection operator [14] of RapidMiner was used. It implements a deterministic and
optimized selection process with decision trees and forward selection. The process
was applied to each sub-dataset for the target label. Only the features in common
to all the sub-datasets were selected and used to construct the prediction models.
Table 2 shows the selected features and their meaning. The 6 selected features were
compared with a set of 18 features (shown in Table 3) indicated by a specialist
physician on colorectal cancer. These two sets of features were mapped to attributes
in the sub-datasets and later used to generate and evaluate the prediction models.
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Table 2 Attributes selected in the Feature Selection process.

Attribute Description

Age recode with < 1
year old

Age groupings based on age at diagnosis (single-year ages) of
patients (< 1 year, 1-4 years, 5-9 years, ..., 85+ years)

CS Site-Specific Factor 1 Interpretation of the Carcinoembryonic Antigen (CEA) test results
CS Site-Specific Factor 2 The clinical assessment of regional lymph nodes
Derived AJCC Stage Group The grouping of the TNM information combined
Primary Site Identification of the site in which the primary tumor originated

Regional Nodes Examined
The total number of regional lymph nodes that were removed and
examined by the pathologist

Table 3 Attributes selected by a specialist physician on colorectal cancer.

Attribute Description

Age at Diagnosis The age of the patient at diagnosis
CS Extension Extension of the tumor
CS Site-Specific Factor 8 The perineural Invasion
CS Tumor Size The size of the tumor
Derived AJCC T, N and M The AJCC T, N and M stage (6th ed.)
Grade Grading and differentiation codes

Histologic Type
The microscopic composition of cells and/or tissue for a
specific primary

Laterality
The side of a paired organ or side of the body
on which the reportable tumor originated

Primary Site *
Race Recode (White, Black, Other) Race recode based on the race variables
Regional Nodes Examined *

Regional Nodes Positive
The exact number of regional lymph nodes examined by the
pathologist that were found to contain metastases

Regional Nodes Negative (Regional nodes examined - Regional nodes positive)
Regional Nodes Ratio (Regional nodes negative over Regional nodes examined)
Relapse The relapse of the patients for colon cancer
Sex The sex of the patient at diagnosis
* Described in Table 2.

3.3 Modeling and Evaluation

The classification strategies used in the Modeling phase consisted mostly of ensem-
ble methods. The classification schemes applied were meta-classifiers. This type of
classifier is used to boost basic classifiers and improve their performance. All the
possible combinations of the classifiers were explored, according to the algorithms
and type of attributes allowed. The tested meta-classifiers were:

– Bagging [3]: Also called bootstrap aggregating. It splits the data into m different
training sets on which m classifiers are trained. The final prediction results from
the equal voting of each generated model on the correct result.
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– AdaBoost [8]: This meta-classifier calls a new weak classifier at each iteration. A
weight distribution which indicates the weight of examples in the classification is
updated. It focuses on the examples that have been misclassified so far in order to
adjust subsequent classifiers and reduce relative error.

– Bayesian Boosting [14]: A new classification model is produced at each iteration
and the training set is reweighed so that previously discovered patterns are sampled
out. The inner classifier is sequentially applied and the resulting models are later
combined into a single model.

– Stacking [6]: This meta-classifier is used to combine base classifiers of different
types. Each base classifier generates a model using the training set, then a meta-
learner integrates the independently learned base classifier models into a high level
classifier by re-learning a meta-level training set.

– Voting [10]: Each inner classifier receives the training set and generates a classi-
fication model. The prediction of an unknown example results from the majority
voting of the derived classification models.

A group of basic classifiers were selected to be used in ensembles with the above-
describedmeta-classifiers. The group includes some of themost widely used learners
[14] available in RapidMiner, namely the k-NN, the Naive Bayes, the Decision Tree,
and the Random Forest. A total of fourteen classification schemes were explored for
each set of attributes (6 and 18 attributes) for 1, 2, 3, 4, and 5 survival years. The
learning combinations of meta-classifiers with basic classifiers are as follows. The
Stacking model used k-NN, Decision Tree, and Random Forest classifiers as base
learners, and a Naive Bayes classifier as a Stacking model learner. The Voting model
used k-NN, Decision Tree and Random Forest as base learners. The other models
were used in combination with each basic classifier. For evaluation purposes, 10-fold
cross-validation [15] was used to assess the prediction performance of the generated
prediction models and avoid overfitting.

4 Experimental Results and Discussion

Each classification scheme was evaluated using the prediction accuracy and the
area under the ROC curve (AUC) for 1, 2, 3, 4, and 5 years. The accuracy is the
percentage of correct responses among the examined cases [2]. The AUC is the
percentage of randomly drawn data pairs of individuals that have been accurately
classified in the two populations [11]. Tables 4 and 5 present all the results obtained
for prediction accuracy andAUCrespectively of the top three algorithms.The average
performances in terms of accuracy and AUC of the top three learning schemes for
the 5 years are shown in Figures 1a and 1b respectively. From the observation of
the figures and the tables, it is obvious that almost all the classification methods
demonstrated high performances, particularly the ones using decision trees. Out of
those, the Stacking models showed a slightly better average performance both in
terms of accuracy (Figure 1a) and AUC (Figure 1b).
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Table 4 Survivability Percentage Accuracy.

Accuracy
1 Year 2 Year 3 Year 4 Year 5 Year Average

Ensemble Model 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes

Stacking 98.28% 96.15% 97.63% 96.78% 98.02% 97.12% 98.02% 97.26% 97.83% 96.81% 97.96% 96.82%
Bayesian Boosting
with Decision Tree

97.83% 96.33% 97.53% 96.76% 97.81% 96.95% 97.84% 96.98% 97.85% 96.72% 97.77% 96.75%

AdaBoost
with Decision Tree

97.83% 96.35% 96.89% 96.78% 97.81% 96.95% 97.84% 97.02% 97.85% 96.74% 97.64% 96.77%

Table 5 Survivability AUC.

AUC
1 Year 2 Year 3 Year 4 Year 5 Year Average

Ensemble Model 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes 18 attributes 6 attributes

Stacking 0.991 0.984 0.993 0.987 0.994 0.99 0.994 0.991 0.994 0.991 0.993 0.989
Voting 0.988 0.979 0.988 0.982 0.989 0.983 0.99 0.985 0.988 0.984 0.989 0.983
Bayesian Boosting
with Decision Tree

0.977 0.963 0.984 0.97 0.979 0.969 0.984 0.973 0.986 0.967 0.982 0.9684

(a) Average survivability percentage
accuracy.

(b) Average survivability percentage AUC.

Fig. 1 Comparison of the 18-attribute models with the 6-attribute models.

Comparing the results of the 6-attribute stacking models with those of the
18-attribute models, it is possible to say that the differences are small. With an
average of 96.82% for accuracy and 0.989 for AUC, the 6-attribute stacking models
had prediction accuracies for years 1 to 5 of 96.15%, 96.78%, 97.12%, 97.26% and
96.81% (as seen in Table 4), and AUCs of 0.984, 0.987, 0.990, 0.991 and 0.991
(as seen in Table 5). The 18-attribute models had an average accuracy of 97.96%,
with values for years 1 to 5 of 98.28%, 97.63%, 98.02%, 98.02% and 97.83%. The
average AUC was 0.993, and the remaining values were 0.991, 0.993, 0.994, 0.994
and 0.994, for years 1 to 5. It should be noted that, in addition to the close perfor-
mances, the difference between the number of attributes used is important. The results
show that it is possible to build a model with less than half of the features indicated
by the expert physician. Regarding the attributes obtained in the feature selection
process, with the exception of the site-specific factors, they were all connected with
the features indicated by the specialist physician. Comparing this approach with oth-
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ers mentioned in Section 2, fewer features were necessary to develop the prediction
model. Moreover, in the approach followed in [1], the closest to the one followed
herein, the best model of colon cancer survival prediction was based on a Voting
classification scheme, with prediction accuracies of 90.38%, 88.01%, and 85.13%
and AUCs of 0.96, 0.95, and 0.92 for years 1, 2 and 5. As such, the present work
represents an improvement and was able to achieve better results.

5 Conclusions and Future Work

The best meta-classification scheme is a Stacking model combining k-NN, Decision
Tree, and Random Forest classifiers as base learners and a Naive Bayes classifier
as a stacking model learner. The ideal number of features for colon cancer survival
prediction was found to be 6. The selected set includes: age, CS site-specific factor 1,
CS site-specific factor 2, derived AJCC stage group, primary site, and regional nodes
examined. Overall the developed model was able to present a good performance with
fewer features than most of the existing approaches.

Since rectal cancer shares a lot in common with colon cancer, a similar analy-
sis is underway. Additionally, a mobile application to make the model available to
the health care community is under development. One intends to have this clinical
decision support application available in different platforms, ready to assist health
care professionals in carrying out their duties at any time. In order to ensure that the
model is able to adapt and adjust, an on-line learning scheme is also being prepared.
It will be possible for users to dynamically feed new cases to the prediction sys-
tem and make it change in order to provide better survival predictions. This type of
model could also prove to be very useful when integrated in computer-interpretable
guideline systems, such as the one described in [13], as a way to provide dynamic
knowledge to rule-based decision support.
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Providing Advanced Touristic Services
by Means of Augmented Reality
and Multimodal Dialog

David Griol and José Manuel Molina

Abstract In this paper, we describe a mobile application that combines Augmented
Reality and Multimodal Dialog Systems to provide advanced touristic services. We
have coupled machine vision solutions and sensors currently available in mobile de-
vices to provide Augmented Reality functionalities. This integration facilitates these
devices perceiving the surrounding world in similar ways as humans and providing
context-aware information and services based on the location of the user. In addition,
Multimodal Dialog Systems improve the access to these services by making them
more accessible through a more intuitive, natural, and transparent human-machine
interface. The paper also presents the results of a preliminary assessment of the
developed App that shows the benefits of our proposal.

Keywords Human-Computer Interaction · Augmented Reality · Multimodal
Interfaces · Spoken interaction ·Mobile applications

1 Introduction

Recent advances of mobile technology are increasingly activating Ubiquitous Com-
puting andAmbient Intelligence, which involve important objectives like technology
services being available anywhere and anytime, minimal user distraction, and inte-
gration of the strengths of both the real and digital worlds in user single interfaces,
which are generally efficient, effortless and intuitive for people [3, 5, 7, 10].

The achievement of these objectives are intimately related to the number of ma-
chine vision solutions and sensors currently integrated in mobile devices (e.g., cam-
eras, microphones, and orientation sensors), which allow these devices to perceive
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the surrounding world in similar ways as humans and provide services and informa-
tion contents based on the location of the user. The improved hardware properties of
mobile devices are also related to the advances in technologies connected with the
described objectives, such as Augmented Reality and Multimodal Dialog Systems.

Augmented Reality (AR) complements the real world by means of dynamically
overlaying pieces of context sensitive virtual information in a real setting, real time,
and offering a 3-dimensional alignment between real and virtual objects [1, 4]. Al-
though initially the application of this technology required high-end electronics hard-
ware and sophisticated equipments, mobile devices with improved hardware prop-
erties have increased the uses of this technology originally restricted to laboratory
environments. Handheld Augmented Reality (HAR) has thus the potential to intro-
duce Augmented Reality for purposes that are common in mobile contexts and for
large audiences due to the widespread use of suitable handheld devices [9].

Different technologies have recently emerged to facilitate the accessibility of
handheld devices, which reduced size makes them difficult to operate in some situa-
tions and specially for some user groups. For example, Multimodal Dialog Systems
[6, 8] can be employed to build more natural interaction with mobile devices by
means of the combination of speech and visual information. They can be defined
as computer programs designed to emulate communication capabilities of a human
being including several communication modalities, such as speech, tactile and visual
interaction.

In addition, these systems typically employ several output modalities to inter-
act with the user, which allows to stimulate several of his senses simultaneously,
and thus enhance the understanding of the messages generated by the system. For
this reason, multimodal conversational agents are becoming a strong alternative to
traditional graphical interfaces which might not be appropriate for all users and/or
applications [8].

In this paperwe describe anApp forAndroid-basedmobiles devices that combines
the benefits of Mobile Augmented Reality and Multimodal Dialog Systems to pro-
vide advanced touristic services. The developed App employs an enhanced display
paradigm stemming from the synergy of newmobile devices, context-awareness and
AR, which has been enhanced by means of an effective and usable design based on a
multimodal dialog system that combines spoken interaction with visual information
for both input and output. The Augmenta App uses the camera and location services
of mobile devices to locate and show touristic points of interest (POIs) around the
user by means of Augmented Reality. Users can then select a specific POI, obtain
information about it by means of spoken and visual inputs and outputs, access the
wikipedia website to look up additional information, detect these points by means of
image recognition, locate the nearest points and obtain guiding information to them
from the current location.
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2 The Augmenta App

Figure 1 shows the modular architecture of the Augmenta mobile application. Users
can interact with the App by means of textual and tactile inputs (provided using
physical or virtual keyboards and the screen) or by means of spoken interaction.

Fig. 1 Modular architecture of the Augmenta App

The developedApp integrates theGoogle SpeechAPI to include the speech recog-
nition functionality. This functionality is available bymeans of a microphone icon on
the Android keyboard, which activates the Google speech recognition service.Once
the App has recognized what the user uttered, it is necessary to understand what he
said. Natural language processing generally involves morphological, lexical, syntac-
tical, semantic, discourse and pragmatical knowledge. A set of of grammars have
been designed to carry the semantic interpretation of the user inputs.

The dialogmanager of the system has to deal with different sources of information
such as the NLU results, database queries results, application domain knowledge,
and knowledge about the users and the previous dialog history to select the next
system action. A statistical methodology that combines multimodal fusion and dia-
log management functionalities has been used to develop the dialog manager of the
App [2]. The modality fission module receives abstract, modality independent pre-
sentation goals from the dialog manager. This module applies presentation strategies
that decompose the complex presentation goal into presentation tasks. It also decides
whether an object description is to be uttered verbally or graphically. The result is a
presentation script that is passed to the the Visual Information and Natural Language
generation modules.

The visual generation module creates the visual arrangement of the content using
dynamically created and filled graphical layout elements. Since many objects can be
shown at the same time on the display, the manager re-arranges the objects on the
screen and removes objects, if necessary. The visual structure of the user interface
(UI) is defined in an Android-based multimodal application by means of layouts.
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Layouts can be defined by declaring UI elements in XML or instantiating layouts
elements at runtime. Both alternatives can be combined in order to declare the ap-
plication’s default layouts in XML and add code that would modify the state of the
screen objects at run time. Declaring the UI allows to better separate the presentation
of the application from the code that controls its behavior.

As previously described, the essence of Augmented Reality is to display virtual
contents in real images. The front webcamera of the mobile device is usually used
to capture the true picture by the front webcamera and the location of the virtual
contents must match the actual content as closely as possible. Advanced sensors
and technologies are required to accurately display Augmented Reality. There are
currently a number ofARSDKsoftware solutions that can be used to develop apps for
mobile devices, such as Vuforia, ARLab, BeyondAR, Catchoom, D’Fusion Mobile,
Wikitude, SLARToolkit, etc.1

Although all of themoffer advanced functionalities to developARmobile applica-
tions, we have selected the cross-platformWikitude2 SDK given that the contents are
generated using very well-known web standards such as HTML 5, JavaScript and
CSS; it supports working with geo-referenced data, image recognition and track-
ing functionalities; and provides a number of tutorials and sample projects fully
documented.

The integration of the Wikitude SDK into the App is carried out by means of the
ARchitectView class, which encapsulates the camera, graphics andweb engines. The
Augmented Reality parts of the application, which are called ARchitect World, are
implemented by means of HTML pages that are overlapped to real images captured
by the camera. The JavaScript language is used to access the different methods to
detect geolocated places, incorporate images or videos, show distances, etc. Image
recognition is based in Wikitude on the Target Management tool, which allows to
create a target collection of PNG and JPEG images that can be used to detect and
track particular places.

The Android sensor framework (android.hardware package) allows the SDK
to access built-in sensors and acquire raw sensor data. Some of these sensors are
hardware-based and some are software-based. Hardware-based derive their data by
directly measuring specific environmental properties, such as acceleration, geomag-
netic field strength, or angular change. Software-based sensors derive their data from
one or more of the hardware-based sensors (e.g., linear acceleration and gravity
sensors).

Android allows applications to access location services using the classes in the
android.location package. The central component of the location framework is the
LocationManager system service, also the GoogleMaps Android API permits to add
maps to the application, which are based on Google Maps data. This API automat-
ically handles access to Google Maps servers, data downloading, map display, and
touch gestures on the map. The API can also be used to add markers, polygons and

1 A detailed list compiling AR SDKs can be found at http://augmera.com/?p=461
2 http://www.wikitude.com/developer

http://augmera.com/?p=461
http://www.wikitude.com/developer
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Fig. 2 Set of functionalities provided by the Augmenta App (I)

overlays, and to change the user’s view of a particular map area. To integrate this
API into an application, is it required to install the Google Play services libraries.

Figures 2 and3 showsdifferent screenshots of theAugmentaAppwith the different
functionalities that it provides. Figure 2-left shows how the POIs around the user are
displayed over the image that is captured by the camera of the mobile device. Users
can select each one of them by means spoken or visual interaction with the App.
Once a POI is selected, users can visualize photos of the corresponding location at
the top of the screen. A database of the App includes the identifier, name, latitude,
longitude, altitude, country, city, description, category, URL of the Wikipedia page,
and collection of images of each one of the POIs for which the App can provide
information.

Users can also listen to a summary explanation about the selected POI and ask
questions related to this explanation, which are interpreted by means of the gram-
mars designed for the NLU module of the application. Text-to-speech synthesis
(TTS) is used to generate the voice signal used to transmit this explanation to the
user. the Google TTS API to include the TTS functionality in an application. The
android.speech.tts package includes the classes and interfaces required to integrate
text-to-speech synthesis in an Android application. They allow the initialization of
the TTS engine, a callback to return speech data synthesized by a TTS engine, and
control the events related to completing and starting the synthesis of an utterance,
among other functionalities.

Figure 2 also shows how the POI can also be automatically detected by means of
the image recognition functionalities provided by the Wikitude SDK. The Wikitude
Target Manager receives an image as input, which can be captured by the camera
with a picture of the real place (Figure 2-center) or directly by means of using the
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Fig. 3 Set of functionalities provided by the Augmenta App (II)

camera in the real place (Figure 2-right). A WTC file is generated as output, which
is used by the JavaScript API of the Wikitude SDK to compare the captured image
with the ones stored in the target collection for each POI.

Users can visualize a more detailed information about the selected POI by means
of a screen in which a browser with the search results for the selected POI are shown
or visualizing the information provided by the Wikipedia webpage for the selected
object (Figure 3-left). Users can also access a screen showing the POIs that are
near of the one that has been selected (Figure 3-center) and select them by means
of visual or spoken interaction. They can also be guided to the different POIS. As
Figure 3-right shows, the App displays a map centered in the current location of the
user. The user can select the destination in three ways: spotting it with a finger in
the map, introducing the address in a text field, or indicating it orally. In any of the
three cases, the user is indicating a destination, which will be marked in the map by
the system with a red sign. The system also shows the route to the destination from
the current location. It can be shown visually or orally, and it is possible to set the
preferred transportation means.

3 Preliminary Evaluation

A preliminary evaluation of the Augmenta App has been already completed with
the participation of 30 recruited users aged from 17 to 45 (average age 27.3). The
questionnaire with the following questions was defined for the evaluation: Q1: How
much experience using smartphones do you have?; Q2: How much experience with
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Table 1 Results of the evaluation of the Augmenta App by recruited users

Min / max Average Std. deviation
Q1 4/5 4.37 0.59
Q2 2/5 3.11 1.47
Q3 4/5 4.23 0.65
Q4 4/5 4.85 0.11
Q5 3/5 4.07 1.28
Q6 4/5 4.83 0.37
Q7 4/5 4.89 0.17
Q8 4/5 4.03 0.66
Q9 4/5 4.53 0.41
Q10 4/5 4.81 0.35

applications with Augmented Reality do you have?; Q3: How understandable the
steps required in the different functionalities of the App are?; Q4: How accurate
is the information provided by the Augmented Reality functionalities of the App?;
Q5: How well did the system understand you?; Q6: How well did you understand
the system messages?; Q7: Was it easy for you to get the requested information?;
Q8: If there were system errors, was it easy for you to correct them?; Q9: Was the
interaction with the system quick enough?; Q10: In general, are you satisfied with
the performance of the system?. The possible answers for each one of the questions
were the same: Never/Not at all, Seldom/In some measure, Sometimes/Acceptably,
Usually/Well, and Always/Very Well. All the answers were assigned a numeric value
between one and five (in the same order as they appear in the questionnaire). The
results of the questionnaire are summarized in Table 1.

As can be observed from the responses to the questionnaire, most of the users
participating in the survey use smartphones and the Android OS. Few of them had a
previous knowledge aboutAugmentedReality applications.Users positively evaluate
the accuracy of the Augmented Reality functionalities as one of the most important
benefits of the application. Most of the users found the application easy to use. The
satisfaction with technical aspects of the application was also high, as well as the
perceived potential to recommend its use. They also value the possibility of spoken
interaction with the App, obtaining satisfactory results related to the understanding
of the spoken information provided by the App. They also mentioned that the am-
bient noise could be the reason behind some misunderstandings of the multimodal
interface. The global rate for the system was 8.4 (in the scale from 0 to 10).

4 Conclusions and Future Work

In this paper, we have described an App combining Augmented Reality func-
tionalities and multimodal interaction by means of conversational interfaces. This
combination provides a number of benefits for the development of mobile tourism
applications: provide context-aware access to location-based information relevant to
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the immediate surroundings of tourists, enable access to variable content that can be
timely and updated, deliver multimodal information sources including texts, videos,
speech or images, and provide interactive annotations which can be integrated with
map-based services and additional information.

In addition, the possibility of multimodal communication offers the user combi-
nations of input and output modalities for interacting with the App, taking advantage
of the naturalness of speech. In particular, this is a useful alternative to graphic
user interfaces for mobile devices, allowing the use of other communication as an
alternative to tapping through different menus.

As future work, we want to extend the developed App to answer more complex
questions and use additional languages. We also want to introduce user profiles
in order to provide user-adapted recommendations. Finally, we want to adapt the
developed App for iOS-based mobile devices.
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Creating Virtual Humans with Game Engines  
for Evaluate Ambient Assisted Living Scenarios 

Manuel Sánchez Palacios, Juan Antonio Álvarez-García,  
Luis Miguel Soria and Damián Fernández Cerero 8 

Abstract In order to evaluate AAL systems, virtual environments help to reduce 
costs and time, but these environments do not include hyper-realistic human 
movements. This is something crucial to evaluate activity recognition systems. 
The present work in progress describes how it is looking for a way to solve this 
problem and its development using a virtual environment. By means of a game 
engine and adjusting their parameters, simulations of real acceleration data sets 
have been generated. It is continuing looking for a valid model to follow. 

1 Introduction 

Ambient Assisted Living (AAL) is a research area that uses technology to improve 
the quality of life of elderlies, by increasing their autonomy in daily activities, and 
by enabling them to feel secure, protected and supported. In order to ensure the 
effectiveness and usability of AAL approaches, leading to an eventual real-life 
application, researchers must agree on a set of standard evaluation methods. 
However, this is a difficult task because of the diversity of both the functions 
performed by AAL solutions, as well as the heterogeneity of sensors and other 
hardware used in this field. A function that has emerged as central to many AAL 
solutions is Activity Recognition (AR), mainly because the ability to understand the 
user is situation and context are key for real-life usability. Evaluation of AR Systems 
(ARS) initially was carried out on specific datasets to each system, recorded in 
laboratory settings, and they generally achieved high accuracy. However, since each 
research group evaluated their system using their own dataset, a comparison 
between different ARS was almost impossible. The problem is even worse when the 
subjects under study are elderly. Most of the current works focused on this section of 
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the population, make use of synthetic dataset obtaining from younger users imitating 
their behaviour. The first improvement towards standardized test was achieved when 
the first benchmark datasets were developed, enabling researchers to compare 
different ARS. However, for ARS, this approach is not enough because the 
comparison is limited to systems that use the same configuration, type and 
placement of sensors, as the one used while recording the dataset. 

To tackle this challenging issue, live competitions appeared. The first living 
competition in ARS was EvAAL-AR [1, 2] (Evaluating AAL Systems through 
Competitive Benchmarking − Activity Recognition). In these contests, each team 
is required to bring their own ARS, which is evaluated using criteria in the 
following features: recognition accuracy, user acceptance, recognition delay, 
installation complexity, and interoperability with AAL systems. Although the 
EvAAL-AR competition has been an interesting experience, several issues 
appeared, including reduced number of participants and longer test desired. 

These points focus our attention on virtual environments, where a most 
extensive evaluation can be carried out. In this paper, we describe the existing 
virtual environments focused on AAL with humans. 

The rest of the paper is organized as follows: Section 2 gives an overview of 
the state of the art. The work in progress of a game engine with hyper realistic 
human movements is presented in section 3. Section 4 draws the actual 
conclusions and next steps. 

2 Related Work 

The testing and the validation of AAL software systems in real environments 
require huge efforts in terms of work, time and money. Virtual AAL environments 
allow simulation of humans with wearable devices, virtual sensors in the 
environment and, ideally, a physic exact to the real world. They will be an 
effective solution to speed up the development and the testing phase of AAL 
systems, by limiting the problems that could arise during the tests in real 
scenarios. They also tackle the problems of large periods of simulation and 
multiple people in the environment reducing costs and time. 

Some tools are designed for simulating real world, but normally are specific for 
robotics. In this latter, the movements are generated from automatic or human 
controlled actions. Humans can be included in these simulators, but their 
movements are not realistic at all1. In the next section, AAL simulators where 
humans can be included are described. 

2.1 AAL Simulators 

AAL simulators are not a new concept, Ubiwise[4] in 2002 was one of first 
approaches. It focuses on the use and analysis of environment models for ubiquitous 
                                                           
1 https://vimeo.com/90004660 
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computing systems. People are considered individually on a simulation engine based 
on Quake II, where real people, acting as players in a game, generate information 
about their own context, which is captured through simulated sensors. 

Another interesting tool is UbiREAL[5]. It lets users intuitively grasp how 
devices are controlled, depending on temporal variation of contexts in a virtual 
space. The main contribution of UbiREAL is that it simulates physical quantities 
(e.g. temperature or humidity) and includes a network simulator. Their human 
movements are not realistic2. 

Roalter, et al. [6] presented a tool chain to simplify research on Intelligent 
Environments. The tool chain consists of: a middleware (Robot Operating System 
tool or ROS), environment edition (SweetHome 3D tool), and simulation and 
visualization (Gazebo tool). The ROS middleware plays an important role in 
making interactions possible. 

In [7] an AAL virtual simulator is developed build on the top of Modular 
Robots Open Simulation Engine (MORSE3). The authors recreate a virtual home 
automation environment where a handicapped user moves using a wheelchair. The 
environment includes a virtual thermometer, RFID sensors on the doors, gas 
detectors, flowmeters and heart rate and apnea detectors. The application on top of 
this home automation environment is a virtual caregiver that can detect emergency 
scenarios. This approach is close to our work but we focus on human movement 
realism and in the scenario proposed by the authors we cannot check the realism 
of the human movement (only the one of the wheelchair)4. 

Campillo-Sanchez, et al. work [8,9] advances with Ubik Mobile and PHAT 
architectures to provide developers with tools to test context-aware services based 
on smartphones in a simulated AAL environment. Their main contribution is that 
a real smartphone, and not only an emulator, can be connected to the simulated 
world to conduct manual and automatic tests. Furthermore PHAT combines a 
game engine, jMonkeyEngine, with a Multi-Agent Based simulator(MaSON) 
obtaining realistic human movements and behavior. 

From biomechanical research [10] there are specific tools such as AnyBody™5 
that model virtual humans very detailed6 and include motion capture techniques 
but normally it does not focus on AAL environments so it is out of this scope. 

2.2 Virtual Sensors 

Virtual sensors, as opposed to physical sensors, can provide indirect 
measurements by using other available sensor data, models and knowledge. 
Raveendranathan et al. [11] proposed a virtual sensor framework in the gait 
analysis domain for the purpose of enabling real-time activity and posture 
                                                           
2 https://www.youtube.com/watch?v=57juhBRbIsY 
3 http://www.openrobots.org/morse/doc/stable/morse.html 
4 https://www.youtube.com/watch?v=IBuYZFoKmy8  
5 http://www.anybodytech.com/index.php?id=publications  
6 https://www.youtube.com/watch?v=SmJRkjgpoSg   
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recognition. vanBeek et al. [12] simulated the time trial of athletes in the Tour de 
France with various physiological and mechanical models. 

Our approach initially is simpler, using physics engine from Unity to create a 
virtual accelerometer although to more complex sensors another option is to 
include an Android emulator that includes an accelerometer, gyroscope and 
magnetometer [9]. 

3 Tools and Development 

Our main goal is to develop an AAL simulator that allows hyperrealist human 
movements based on real-world physics using a game engine. Once this objective 
is achieved, measuring acceleration in any part of the model is body (wrist, chest, 
hip, etc.) will be possible using virtual-wearable sensors. This work in progress 
describes the steps to achieve this aim. In brief, next stages are involved to 
develop the virtual environment ecosystem: 

1.    Select a game engine. 
2.    Modify the physics engine to obtain real-world physics. 
3.    Generate a virtual human with enough animation to get hyperrealism. 
4.    Compare the measurements of our hybrid physics+animation engine with 

real datasets. 

Steps 2 to 4 have been repeated to achieve good results. 
The first step was critical to get our objective. Although open source game 

engines such as JMonkeyEngine, allow the modification of all the code, most 
popular game engines (Unity, Unreal Engine 4, Source 2 and CryENGINE) are 
more accepted, their developer community is much greater and introducing latest 
technical advances quicker. Finally, Unity, a well-known gameengine oriented to 
3D games, was selected to model the physics in the AAL environment. These 
specifications make it a powerful tool to develop the first testing scenario. One of 
the main advantages of this engine is the possibility to import and export existing 
formats in a large number of platforms. This will help to share the test 
environment with other platforms. Furthermore, Unity is the leader in developing 
gaming platforms, with more than four millions registered developers and it is 
used in more than 45% of entire market projects for game engines [7], about three 
times the rate of the nearest competitor.  

Developers might encounter issues with physics in Unity, mainly because this 
game engine is not oriented to real world simulations. By hence, it does not use a 
metric system. To attach the engine with real world physics units, some 
adjustments have been performed. It is assumed that 1 unit in Unity is 1 meter in 
the real environment and the gravity is modified to approach to 9.81 m/s2. Friction 
is needed to decrement movement, but Unity is not prepared for ground reaction 
force, so a modification on the behaviour of the physics materials has been 
included. 
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The third point refers to the process of achieving the hyperrealism in humans.In 
this vein, a mixed model of physics+animation was chosen. The combination of 
physics and animations is necessary because Unity’s physic engine does not 
include fine-grained movements. By other side, using animation is not suitable to 
simulate real physics and get distinct reaction in different instances with the same 
path. The more promising model for animations is Mixamo Test Model [8]. The 
Mixamo default animations are not as realistic as they should, but with some 
modifications and simplifications as we can see in Figure 1 and adding a Rag Doll 
blended with animation the result should be better. 

 

 

Fig. 1 Simplifying Mixamo model (top left), Including new bones (bottom left), Hierarchy 
of human Rag Doll (right) 

The last step checks how close are the virtualized human actions to real-world 
physics movements. In order to evaluate the progress, a virtual accelerometer to 
our character was placed on the scene, performing movements included in a real 
dataset. The dataset used in this test was UCI Donald Bren [9], which collects 
accelerometer data from an Android Phone carried on the chest as a sensor. To 
compare distinct experiments with the dataset, there was established some Key 
Performance Indicators (KPIs), indicating the accuracy of the reading from the 
virtual environment compared to the real dataset. Iterating with these KPIs, the 
current virtual environment approaches to the real data. The KPIs values used 
were: Maximum acceleration, Minimum acceleration, Curve behaviour, Average 
acceleration and Histogram of Frequency. 
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These KPIS are the first minimum KPIs if the model does not get good results 
with these key numbers we can discard or iterate the model. In the future new 
more accurate KPIs will be defined to check the data but in the actual state of the 
project we are checking the environments created viability and the checking is 
continued during today. 

Iterating only an animations environment, the results of the KPIs were better. 
Once the results were collected, the KPIs were too fixed for a real world 
environment but some parameters were well-adjusted. The KPIs were acquired 
again in an absolute-physical model. However, iterating in this profile, the results 
were unsatisfactory. Finally, now the system is testing with a mixed environment 
profile, where animations were more accurate aided by real physics. When the 
final configuration was reached and good KPIs were achieved, a dataset builder 
with Android smartphones as sensor was developed to ensure that the paths 
followed by the virtual agents, and the virtualized test are as accurate as the real 
experiment is. 

As we see in the Figure 2 with the same frequency we have much more 
iteration and noises that in the real sample does not appear. These graphics are 
extracted by the only animation environment. Here an emulated accelerometer 
chest sensor where comparing it is KPIs with the UCI data sets. In this 
environment adjusting the animations good KPIs could be finally reached but 
every time the same test is reproduced, exactly the same data will be obtained and 
it is not a real world approach, but is a good beginning for closed and repeated 
test, which this investigation were not looking for. 

 

 

Fig. 2 Comparing UCI Dataset with simulation results. 
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There are several software tools to model, create, render and execute 
experiments in real time. We considered SketchUp to model the Living Lab, it is 
the most arquitectonic one, although there are other options such as SweetHome 
3D or Autodesk Homestyler. It allows to easily create models of domestic 
environments, in which the various sensors and actuators can be placed. 

For modelling, rigging and animating the agents, it was used Blender which is a 
very powerful free software easy to use and with professional performance. 

4 Conclusions 

In this work in progress, we explained the current trend to use virtual 
environments to test real solutions in AAL, analysed the state of the art of AAL 
simulators including humans with realistic movements and showed the steps given 
to achieve our goal: measure acceleration with wearable virtual devices in any part 
of our virtual humans. 

As future work, we want to include realistic human behaviour such as [13] and 
create a framework that allows interaction with external researchers such as [14]. 
This kind of framework could ease focus on specific goals such as [15]. 
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Metabolic.Care: A Novel Solution Based on a 
Thermography for Detection of Diabetic Foot 
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Abstract The use of computer supported diagnosis for the early detection of 
illness-related complications is of utmost importance not only for the ill 
individual, but also for the society in general. This paper describes one approach 
to address the early detection of complications in diabetic feet, achieved by the use 
of a new device created using out-of-the box components, and complemented with 
a software ecosystem. This paper describes the solution and the ongoing research. 
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1 Introduction 

Unmonitored and untreated Diabetes mellitus (DM) may cause not only lower 
limb amputation as a result of the ulceration of the feet, but also many 
microvascular complications, leading to high morbidity and mortality. In addition, 
as many as 50% of people with DM are prone to develop long-term complications 
as a peripheral neuropathy (PN) (1). The foot-specific effects of PN are principle 
factors in the development of deformity, elevated plantar pressures and the 
increased risk for plantar ulceration (2). Moreover, the loss of intrinsic foot muscle 
function in people with PN is of particular concern because muscle atrophy is one 
of the earliest detectable precursors of abnormal foot function leading to 
pathology (3), whose consequences include foot muscles attenuation, and a 
reverse, longitudinal arch deformation under increasingly loaded conditions (4).  

Therefore, it is important to define and control modifiable risk factors that 
contribute to diabetic complications. In line with this, there are promising 
computerized systems which enable the assessment, the prediction and/or the 
monitoring of patients suffering with DM. Additionally, it is estimated, according 
to information from the International Diabetes Federation that 85% of lower limb 
amputations (5), could be reduced with eHealth systems and techniques for the 
early detection of diabetic foot. Thus, the Metabolic.Care as a subproject 
(products, processes or systems workgroup 10 - PPS # 10) of TICE. Healthy 
project (2011-2014) (6), aims to develop a monitoring and feedback solution for 
patients with diabetes who presented symptoms associated with diabetic foot, with 
full awareness that these scenarios represent a growing concern in society as a 
result of changes in lifestyles and alimentation.  

This paper describes the process flow for the use of a new device created in the 
context of a funded project, starting with the identification of the problem, and 
ending with foreseen future work. The remainder of this chapter is organized as 
follows: this paragraph concludes section 1, the Introduction; section 2 addresses 
in detail the implemented solution; section 3 presents results of the comprehensive 
experimental evaluation; and finally, section 4 discusses the meaning and 
significance of the results and concludes the chapter. 

2 Methods 

The proposed solution comprises a physical equipment (thermographic image 
acquisition equipment) and an application hosted in the web platform, eVida (5). 
This platform, as presented in Figure 1, named Metabolic.Care Thermal Scanner 
(MCTS), is responsible for collecting thermographic images on a conventional 
query scenario, obtains images through digitalization of liquid crystal sheets after 
contact with the patient's feet. 

The MCTS is made of out-of-the-box components, mounted on a stainless steel 
frame for durability and weight resistance. The main component of the MCTS is 
an A3 standard page scanner. On top of the scanner, a set of thermo-sensitive 
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liquid crystal sheets was adapted. The sheets are also a easily found commodity, 
and the main criteria for its selection was its temperature range, as it is intended 
that these sheets also prove to be sensitive to the temperature range of the feet and 
its special thermic resolution. To select the appropriate sheets, several thermo-
sensitive liquid crystal sheets were calibrated and its thermic resolution in space 
was assessed, as to guarantee a minimum level of contamination in space, and 
therefore, a great level of detail in terms of variation of temperature per square 
millimeter.  

 
Fig. 1 Thermo imaging scanner for feet. 

As Metabolic.Care aims at providing complementary technological means for 
early diagnosis of complications of the diabetic foot condition, by enabling a 
greater connection between patients and clinicians and allowing closer monitoring 
of patients through the use of ICT, a set of applications was also developed to 
address the capture, storage, transmission and analysis of the images. The ultimate 
purpose of the project is the adoption of this platform to use in a clinical setting 
for data analysis and detection of early symptoms.  

In line with this, this solution includes the capability to transmit information to 
the central platform eVida, using a standard for medical images such as Digital 
Imaging and Communications in Medicine (DICOM) (7). After the capture of the 
images, and before or after its transmission to the central repository of data, a 
software is used to detect asymmetry in the images of the feet, triggering alarms 
either when an asymmetry is detected and when an negative evolution of the 
images is found. In fact, the system allows sending pictures and accessing online 
clinical records and/or progression of the disease, ideally, combined with a 
friendly user interface. 

3 Results 

As depicted in Figure 2, the workflow of the proposed system is presented as 
follows. Firstly, on a clinical visit, the patient is asked to be seated while barefoot. 
Then, he/she places his/her feet on the above mentioned device in order to acquire 
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his thermal feet image. It was estimated that the feet must not sensitize the liquid 
crystal sheets for more than 2 minutes, otherwise, there is too much contamination 
from neighbouring heat sources in the feet, and the resulting image loses detail. It 
is also worth mentioning that this procedure occurs after the user has his/her feet 
exposed at the room’s temperature for about 2 to 5 minutes, to allow the feet 
temperature to stabilize. Secondly, the physician briefly checks the image and 
proceeds to upload the image to the hosted application on the eVida platform, 
inserting relevant information acquired during the appointment. The physician can 
select to collect multiple images, as there is no need to change the liquid crystal 
sheets between image collection procedures. To allow for proper sanitation, the 
use of a very thin transparent plastic film over the liquid crystal sheets is advised. 

Thirdly, the uploaded image is processed, beginning with the segmentation of 
the feet, allowing the resulting segments to be compared one with another using 
the Grabcut method (8) as presented in Figure 3. This method is based in cuts on 
the image, beginning with a predefined bounding box around the object to be 
segmented, calculating the distribution of colors between the object and the 
background through a Gauss model which results on a construction of a random 
field of pixels (9). That along with an energy function optimizes the graphical cut.  

 
Fig. 2 System workflow. 

Fourthly, the segmented images are rotated in order to be aligned with the 
center and then both segments are split in Regions of Interest (ROI) which are 
compared so as to determine the risk of developing problematic conditions for 
diabetic foot. This risk is obtained from asymmetries between temperatures of 
each foot (comparing the color distance from each pixel). When the distance is 
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calibrated and tested, there is still a currently ongoing work of further validation of 
the platform. These activities include the use of the “golden standard” methods in 
the early assessment of the diabetic foot condition, e.g. the 10 g monofilament test 
that is a sensory test to evaluate loss of protective sensation of foot, the 128 Hz 
diapason to evaluate the vibration sensation, an oximetry measurement applied to 
feet fingers, thermographic still images captured with a camera, and finally, 
standard digital photography and video. Additionally, the thermographic images 
of the user's’ feet are also captured using the Metabolic.Care. There is also the 
goal of making this data publicly available at the ALLab laboratory mediawiki (to 
be found in https://allab.it.ubi.pt/mediawiki). Finally, as future work, and also a 
manner to circumvent the cases where there no possibility to use the asymmetry 
on the color map for the two feet, either because one of the feet is already 
diagnosed and shows lesions, or because the user has only one foot, the 
application will also keep track of image measurements through time, being in this 
case the comparisons made not only between two feet, but also for each foot, from 
its current state in comparison with previously recorded states. 
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Identification of Activities of Daily Living  
Using Sensors Available in off-the-shelf  
Mobile Devices: Research and Hypothesis 
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Nuno Pombo and Francisco Flórez-Revuelta  * 

Abstract This paper presents a PhD project related to the identification of a set of 
Activities of Daily Living (ADLs) using different techniques applied to the 
sensors available in off-the-shelf mobile devices. This project consists on the 
creation of new methodologies, to identify ADLs, and to present some concepts, 
such as definition of the set of ADLs relevant to be identified, the mobile device 
as a multi-sensor system, review of the best techniques for data acquisition, data 
processing, data validation, data imputation, and data fusion processes, and 
creation of the methods for the identification of ADLs with data mining, pattern 
recognition and/or machine learning techniques. However, mobile devices present 
several limitations, therefore techniques at each stage have to be adapted. As result 
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of this study, we presented a brief review of the state-of-the-art related to the 
several parts of a mobile-system for the identification of the ADLs. Currently,  
the main focus consists on the study for the creation of a new method based on the 
analysis of audio fingerprinting samples in some Ambient Assisted Living (AAL) 
scenarios. 

Keywords Sensors · Data fusion · Mobile devices · Activities of Daily Living · 
Data acquisition · Data processing · Data imputation · Audio fingerprinting · 
Pattern recognition 

1 Introduction 

Mobile devices, e.g., smartphones, tablets, smartwatches, and other specific 
devices, are commonly used while performing Activities of Daily Living (ADLs). 
Mobile devices may be considered in Ambient Assisted Living (AAL) systems, 
because they are able to collect data related to the user’s environment and user 
activities, which can be used for different purposes, including the identification of 
ADLs, what is important to support the independent living or the management of 
chronic condition of elderly people and/or individuals with some type of disability. 

This study is part of a PhD project that aims to create a new method to 
recognize ADLs with good accuracy, and to reduce the constraints of mobile 
devices for these tasks. This project started with the definition of two different 
sets: ADLs that may be reliably identified with mobile devices, and, valid sensors 
available in mobile devices. This work continues the research presented in [1], 
which included the calculation of a jump flight time that makes the use of pattern 
recognition techniques to identify patterns in vertical jumps [2]. Another work 
where similar analysis has been carried out is related to the Heel-Rise test [3], 
based on a test used mainly by physiotherapists that allows the detection of fatigue 
and/or specific diseases. A preliminary study for the identification of ADLs using 
mobile devices was already presented in [4], which will pave the way for the 
development of a personal digital life coach [5]. 

The proposed method includes three different stages, as follows: acquisition 
and processing, data fusion, and identification of ADLs based on the fused data. 
The first stage includes the activities of data acquisition, data processing,  
data validation, data cleaning, and data imputation. The second stage is focused on 
data fusion, which consists on the consolidation of the data acquired from all 
sensors, whereas the last stage consists on several techniques, including data 
mining, pattern recognition and machine learning techniques combined with the 
users’ feedback in order to identify the ADLs. The main goal is that the method 
could provide an user profile based on events inferred from a regular activity day, 
making use of multi-sensor data fusion technologies and context awareness 
approaches, combined with other information available from the user context. 

The remaining sections of this paper are organized as follows. Section 2 
presents a review of the state of the art, focusing in the main concepts of this 
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work. Section 3 introduces the proposed method to be developed during the PhD 
project, presenting a small overview of the mobile multi-sensor system, methods 
that can be applied to sensors available on off-the-shelf devices, the current 
approaches obtained and the work in progress. Section 4 presents the discussion 
and conclusions. 

2 Related Work 

This research involves several topics, such as the identification of ADLs, the 
sensors available in off-the-shelf mobile devices and the different methods for 
acquisition, processing, validation, imputation, cleaning, and fusion of the data 
acquired. To conclude, a summary of the review about data mining, pattern 
recognition and machine learning techniques are presented. 

2.1 Identification of ADLs 

People’s self-care activities are commonly named as ADLs, which involve a 
desire to achieve a degree of physical comfort, self-care, and autonomy, that may 
promote feelings of independence and personal control. Examples of ADLs 
include activities related to personal appearance and hygiene, domestic skills, 
household management, family and child care, conversational and social skills, 
and leisure, education, training and work activities [6]. 

Several sensors, including the accelerometer, gyroscope, magnetometer, 
communication, proximity, light, gravity, RFID (Radio-Frequency IDentification) 
sensors, GPS (Global Positioning System) receiver, microphone and camera, may 
be used to detect when a person is having/preparing a meal, washing up, bathing, 
waking up, sleeping, standing, sitting, watching TV, using the phone, doing 
chores, cycling, jogging or perform other activities [7-10]. 

2.2 Sensors 

Sensors are small hardware components that capture different types of signals, 
which are widely available in several mobile devices, including smartphones, 
smartwatches, and tablets, which may be used to collect data in a plethora of 
situations, including the identification of ADLs [11]. 

Sensors may be used for different purposes and working environments, 
collecting different types of data [12]. On the one hand, these environments can be 
classified as controlled, uncontrolled, static, dynamic, uncertain and undefined. On 
the other hand, sensors, can be categorized in mechanical, environmental, motion, 
imaging, proximity, acoustic, medical, chemical, optical, and force sensors. 

Mobile devices may be considered as a multi-sensor platform, because they are 
equipped with several types of sensors whose combination may increase the 
reliability in the detection and identification of ADLs. However, the most 
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important stage in multi-sensor systems is the signal classification with pattern 
recognition or machine learning methods [13]. One example is a wearable multi-
sensor ensemble classifier for physical activity pattern recognition, developed in 
[14], which combines several classifiers based on different sensor feature sets to 
improve the accuracy of physical activities identification and recognition. 

2.3 Data Acquisition 
Data acquisition is supported with the sensors available in off-the-shelf mobile 
devices, which allows anywhere and at anytime the capture of data and conversion 
of the electrical signals received by each sensor into a readable format [15]. 
Several challenges are associated with the data acquisition process when 
recognizing ADLs, including the positioning of the mobile device, the data 
sampling rate and the number of sensors to be managed [16]. This process can be 
enhanced with several frameworks, including the Acquisition Cost-Aware QUery 
Adaptation (ACQUA), consisting in a query processing engine implemented for 
mobile devices that dynamically modifies both the order and the segments of data 
streams requested from different sources [17]. 

2.4 Data Processing 
Data processing may be implemented by two different architectures, such as the 
Device Data Processing Architecture and the Server Data Processing Architecture 
[18]. The first one, is designed to acquire the data from the sensors embedded in a 
mobile device and process the data locally. This architecture is useful when the 
processing methods require low resources, such as processing the accelerometer 
data, proximity sensor data, and others. On the contrary, Server Data Processing 
Architecture consists in the dispatch of the data collected to a remote server 
allowing the computation of a larger amount of data as well as computations of 
complex nature. This architecture is useful to work with data acquired by a GPS 
receiver or imaging sensors. 

2.5 Data Validation 

Data validation is the process executed simultaneously with data acquisition and 
data processing in order to validate if the data are correctly acquired or processed 
so as to obtain valid, accurate and reliable results. During the Data Validation 
stage, some tests are performed depending on the characteristics of the 
application, e.g. if it depends on continuous data collected during a time interval, 
if any value at a random instant is not correctly acquired or missing, the value 
should be inferred using data imputation techniques. Aiming at reducing noise 
artifacts the data captured or processed should be cleaned, treated or imputed, and 
therefore more prone to offer better and reliable results. 

Data validation methods are mainly implemented with machine learning  
algorithms, such as principal component analysis (PCA), relevance vector 
machine (RVM) and artificial neural networks (ANN) [19, 20]. 
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2.6 Data Imputation 

Data imputation is applied when the acquired data is faulty. The missing data 
failures can be classified as Missing Completely At Random (MCAR), Missing At 
Random (MAR) and Missing Not At Random (MNAR) [21]. MCAR happens 
when missing values are randomly distributed across all observations. MAR is 
observed when missing values are randomly distributed within one or more 
subsamples instead of the whole data set. MNAR is the type of missingness that 
arises when missing values are not randomly distributed across observations. 
Several methods for data imputation are presented in [22], being the K-nearest 
neighbors (k-NN) the most used method [23]. 

2.7 Data Cleaning 

Data cleaning is process similar to data imputation and is executed when the data 
contains incorrect values, also considered as noise. Data cleaning methods may be 
statistical and probabilistic methods, which are used to apply filters to the 
collected data and adjust the values into correct measurements [24]. The data 
cleaning process may be supported on spatial and temporal characteristics of the 
collected data. 

2.8 Data Fusion 
Data fusion is the most important step for the integration of the data collected by 
several sources, aiming at to increase the reliability of the algorithms for the 
identification of ADLs with mobile devices, to reduce the effects of the incorrect 
data captured by the sensors, or to support the data processing [25]. 

Data fusion methods may be executed either on the mobile application, as a 
background process, or on a remote system. These methods may be categorized as 
probabilistic, statistic, knowledge base theory and evidence reasoning methods 
[26]. Although, the most used method for data fusion is the Kalman filter, which is 
a dynamically weighted recursive least-squares algorithm [27]. 

2.9 Data Mining, Pattern Recognition and Machine Learning 
Techniques 

This is the last step in the recognition of ADLs, comprising the identification of 
the main features of the collected data, which may include the peaks of 
acceleration, the standard deviation of the acceleration, the maximum and 
minimum values of acceleration, the amplitude of the audio data captured, and 
others explored during this PhD project. 

The use of data mining, pattern recognition and machine learning techniques 
allows the classification of the sensors’ data. Several studies have been carried out 
to identify ADLs [28-35]. 
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3 Proposed Solution 

The proposed solution in this PhD project consists on a multi-sensor mobile 
system in which several techniques are applied aiming to create new methods to 
identify ADLs with high accuracy. 

3.1 Method Description 

The proposed method consists on an architecture to support the development of 
applications for the monitoring and identification of ADLs. Mobile devices 
combined with mobile applications are able to acquire and process the sensors’ 
data, and finally, show the obtained results. 

This method includes different techniques for the accurately identification of 
ADLs. First, it makes use of the sensors in mobile devices to enable the capture of 
several physical and physiological parameters optimized with sensor data 
acquisition methods. Second, the data may be processed with lightweight methods 
implemented on a mobile application. However, some of the data captured are too 
complex to be processed locally, therefore they must be sent to a remote server, 
which carries out the data processing and returns the results back to the mobile 
device. However, these methods need a constant connection to the network. 
Besides, during the data acquisition and/or data processing stages, some failures 
may occur and data imputation and data cleaning techniques should be applied. 
Depending on the types of data captured, different data processing techniques 
must be applied. Currently, the case study in this PhD project is focused on the 
processing of audio for the identification of ADLs, applying audio fingerprinting 
methods. After that, data fusion techniques should be applied in order to merge all 
the features obtained by all the sensors available in the mobile device. After the 
data is fused and taking into account user’s context, data mining, pattern 
recognition and/or machine learning techniques may be applied to create models 
for the identification of ADLs, which should be validated with the user’s 
feedback. 

3.2 Work in Progress 

Until now, the state of the art about the roadmap of the proposed method has been 
already researched and published at [43], discovering the most and the best 
models used in other research studies. 

At the same time of the capture of the data from the accelerometer, gyroscope, 
magnetometer, strength of the Wi-Fi signal and basic service set identification 
(BSSID) of the currently connected network, this project is aiming at creating a set 
of audio fingerprints for the identification of ADLs using the acoustic signal. The 
audio fingerprints will be based on the main features of the collected audio data 
using a mobile application specifically developed. This mobile application 
captures audio data, which is later stored in text files with signed or unsigned 
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amplitude values, the accelerometer data, the values of the location based on a 
GPS receiver and the data related to the Wi-Fi connection, e.g., the BSSID and the 
strength of the signal, which are also stored in text files for further analysis. At the 
end of this project, the data from all sensors are fused and the ADLs may be 
recognized with more accuracy. 

The analysis of audio data for the identification of ADLs is now focused on 
four scenarios: watching TV, working at a software development company, 
sleeping and walking. We are collecting several samples for further analysis and 
creation of the metrics for audio fingerprints of each activity. In addition, the 
accelerometer, gyroscope, magnetometer, GPS, BSSID of Wi-Fi connected 
network and the strength of the Wi-Fi signal are captured for further analysis, in 
order to complement the recognition of the ADLs using the audio fingerprinting. 

After the acquisition of a sample of audio data by the mobile device, it is 
processed to obtain the correspondent audio fingerprint that is then compared with 
the learned models based on the scenarios previously defined. However, each 
audio fingerprint obtained can match on several activities, thus distance metrics 
are applied. In addition, the use of multiple sensors for comparison are desirable, 
because it is expected to produce better results. 

At the learning stage, the data should be captured by a smartphone and/or a 
smartwatch combined with the user’s feedback and the users’ agenda to create a 
set of signals’ patterns and audio fingerprints with the characteristics of the data 
captured related to the different ADLs. After that, when a sample of the sensors’ 
data is collected, it should be compared with the data stored in the collection, 
identifying the ADLs more accurately. Generally, the sensors’ data related to the 
ADLs performed by a sedentary individual working at a software development 
company, includes the several ADLs, these are: 

● between 0h00m and 8h00m, the activity is sleeping (during the working 
days); 

● between 9h00m and 19h00m, the activity is working (during the 
working days, stopping the capture during the breaks); 

● between 19h00m and 0h00m, the activity is watching TV (during the 
working days); 

● between 15h00m and 19h00m, the activity is walking (during the 
weekend). 

More samples should be acquired to compare and to create a large set of 
identifiable ADLs, in order to create the different methods to the development of a 
personal digital life coacher. 

4 Discussion and Conclusions 

The review of the state of the art related to part of the proposed method for this 
PhD project has been already published. It was focused on several concepts, such 
as the identification of ADLs, the existence of several mobile platforms, the 
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diversity of the sensors available in off-the-shelf mobile devices, the concept of 
multi-sensor systems, the acquisition, processing, validation, cleaning, imputation, 
and fusion of the sensors’ data, data analysis with pattern recognition techniques, 
and user’s feedback. 

The diversity of sensors available in mobile devices and the constraints related 
to the low resources of the mobile devices and the position of the sensors during 
the acquisition of the data are some challenges that this PhD project needs to 
address in order to create a robust method for the identification of the ADLs. The 
method that we expect to create during the project should be based on a subjective 
validation provided by the user combined with adjustable models in order to 
obtain better results, and statistically validated. Thus, several models should be 
implemented and tested for the different user’s daily activities, such as: the k-NN 
for data imputation, and the Kalman filter for data fusion.  

The research is now focused on the capture and process of audio data in order 
to create a set of consistent audio fingerprints for the identification of ADLs. 
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Vox4Health: Preliminary Results of a Pilot
Study for the Evaluation of a Mobile Voice
Screening Application

Laura Verde, Giuseppe De Pietro and Giovanna Sannino

Abstract Mobile devices are rapidly becoming a part of everyday life as both com-
munication and information tools. The use of m-health systems may be helpful for
the collection of a set of data and information that can enable the individual to be
proactive in the management of his/her own health, focusing on wellness and pre-
ventive behaviors, and so improving quality of life. We have realized an app, called
Vox4Health, able to perform a fast, portable and simple voice screening test, due
to the rapid increase in the incidence of voice disorders. The voice screening test is
especially useful for teachers, singers, actors and other professional voice users who
use their voice in their own activities, this vocal abuse possibly increasing the risk
of suffering from dysphonia. Vox4Health analyzes vocal signals in real time, allow-
ing users to self monitor the state of their own vocal health, thanks to an appropriate
methodology. In this paper we present a pilot study conducted in two regions of Italy.
The aim of the study is to evaluate the accuracy, in terms of classification capability,
the usability and the degree of satisfaction with the developed app. The preliminary
results show an average score of 81.3 for usability and average values ranging from
1.48 for dependability to 2.12 for perspicuity calculated in accordance with the User
Experience Questionnaire.
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1 Background

Dysphonia is a disorder that alters the voice quality. The symptoms of this disor-
der can be characterized by objective signs, either acoustic (alterations in inten-
sity, frequency, timbre or texture), clinical (morphological or dynamic), physical
(pharyngeal-laryngeal paresthesia), or psychological (a feeling of unpleasantness
or inadequacy of one’s own voice), occasionally or constantly present, in all or in
particular communicative situations. The incidence of voice disorders is increasing
rapidly, such problems now affecting nearly one-third of the population [1]. Profes-
sional voice users (singers, actors or teachers) represent the most affected category
[2]. Unfortunately, too few people know about dysphonia and the causes of this
disorder, and for these reasons only a few sufferers consult a speech specialist.

Speech therapists evaluate the presence of dysphonia by performing several tests
including an acoustic analysis, in accordance with the SIFEL protocol [3] released
by the Italian Society of Logopedics and Phoniatrics, agree with the instructions of
the Committee for Phoniatrics of the European Society of Laryngology. The acoustic
analysis is useful to quantify the voice features through estimations of specific pa-
rameters like the Fundamental Frequency (F0), or jitter and shimmer. The parameters
are calculated from a recording of the vowel ‘a’ of five seconds in length. Each of
these parameters represents a particular feature of the human voice. For example, the
F0 indicates the oscillations of the vocal folds, and its alteration possibly indicating
the presence of voice disorders.

We have realized a mobile health (m-Health) application [4], that we have called
“Vox4Health”, that is able to estimate the F0 of the voice signal and to classify it
as healthy or pathological through a methodology, opportunely implemented for a
smartphone or a tablet. This would be a simple and fast instrument to perform a
real-time voice screening able to support people for the self-monitoring of the state
of their voice, and to suggest healthy behaviors to prevent or reduce voice health
problems. The objective of the study detailed in this paper is to test Vox4Health,
evaluating the performance of the embedded methodology for the F0 estimation,
the usability, and the user’s satisfaction with the realized app. We have drawn up
an appropriate trial protocol, a detailed document in which we have described the
complete execution plan, focusing on organizational and ethical aspects. Based on
this analysis of the literature, we have built a trial protocol in accordance with the
SPIRIT 2013 Statement [5], which provides some guidelines on the performance of
a clinical study.

2 Vox4Health

The system realized is able to estimate the F0 from the speech signal and to classify the
analyzed voice as healthy or pathological. In the following subsections, descriptions
of the F0 estimation and the functionalities provided by the app are presented.
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2.1 Fundamental Frequency Estimation

The developed methodology to estimate the F0 from vocal signal consists of several
operations, such as the application of a difference function and a cumulative mean
normalized difference function, the calculating of some threshold values, the appli-
cation of a parabolic interpolation, and the calculation of an average value to estimate
the F0 parameter. This methodology is based on the Yin method [6] and is detailed
in [4] and in [7]. In this latter manuscript, we have described the improvements in
the accuracy of the methodology achieved by introducing a Finite Impulse Response
(FIR) filter to remove the noise components that can compromise the useful voice
signal.

2.2 Functionalities of the App

The methodology is included in a mobile application, called Vox4Health, developed
by using the Java Programming Language. To access such functionalities, the user
must be registered, through the insertion of his/her information such as name, sur-
name, e-mail address, password, date of birth and gender. These data, in particular
the e-mail address and the password, are necessary to log-in to the Wellness Server.
The connection to the Wellness Server can store a knowledge base consisting of data
and documents that are sharedwith the other apps developedwithin the project Smart
Health 2.0 [8], to guarantee an environment of cooperation and information sharing
with the unique common goal of the improvement of the well-being of the patient.
When the user accesses the app, he/she can perform various procedures, such as visu-
alizing the General Indications, acquiring an Audio file, loading an audio, compiling
some questionnaires required by the SIFEL protocol, or loading a report. Interested
readers can find detailed information about the functionalities in [4].

3 The Trial Protocol

The developed protocol consists of several sections:

– Administrative: In this first section, all administrative information are reported,
such as the descriptive title that identifies the study design, useful for the trial
identification, the sources of financial support, and the roles and responsibilities
of the contributors to the process.

– Introduction: Here a description of the research question, including a the set of
the relevant published studies and the outcomes of the process, is reported. The
outcomes are fundamental for the trial process and the interpretation of results. The
main outcomes are indicated as primary outcomes, while the remaining outcomes
are described as secondary outcomes.
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– Methods: In this section the procedures to be followed during the process, iden-
tifying the location of the study (identification and description of the operating
structures), the eligibility criteria for participants (inclusion and exclusion criteria
useful to identify the study population), the timing, the recruitment and allocation
of participants, the plans for assessment and the collection of data are specified.

– Ethics and Dissemination: The protocol also provides for the definition of plans
for the ethical approval of the trial process and possible changes to the protocol in
the Ethics and Dissemination section. Moreover, the rules and behavioral norms
of the participants are specified, approved by the signing of the informed consent.

– Appendix: Finally, in the Appendix the necessary documents for the trial process,
such as the informed consent, the information sheet, the test for usability and the
anamnestic form, are included.

4 Pilot Study for Vox4Health

The trial was conducted in certain urban areas in the Campania and Calabria regions,
in detail in Naples, Cosenza, Crotone, San Giovanni in Fiore, and Lamezia Terme.
We divided the study into five phases:

1. Participants Recruitment
2. Identification of Eligible Participants
3. Participants Registration
4. 1st Meeting: Installation of the app
5. 2nd Meeting
6. 3rd Meeting: Data collection

We started with the participants’ recruitment phase by means of the promotion of
the testing program through information campaigns as documented in [9, 10, 11],
and through the use of tools such as posters, news published on the project web-site
[8], brochures, and news published on the main social networks, such as Linked-In
and Facebook. For each person who expressed an interest in participating in the trail,
possession of the eligible criteria requirements was verified. If this was confirmed,
the individual was able to access the second phase of the trial. Here, we provided
information on the scope of the study and the procedures of the trial process and
informed the participants that it was possible to interrupt the experimental practice
whenever they wanted. The interested individuals were then registered for the trial by
signing an anamnestic form with all their personal, medical and contact information,
a form for confirmation of the informed consent, and the privacy statement essential
for guaranteeing data protection. The anamnestic form is necessary in order to detect
any similarities between the individual’s distinctive characteristics and the onset of
the voice disorders. The next steps of the trial process were three meetings with the
participants distributed over twomonths.During the firstmeetingwe installed the app
on themobile devices and explained the functionalities of Vox4Health. It is important
to note that the Android operating system is required for the installation and use of
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the app. For each participant who did not have an Android-based smartphone, we
provided a Mediacomm Phonepad G501 smartphone on loan for use throughout the
duration of the study. In the second meeting, in order to involve the participants
in the trial process, they were updated on the progress of the project, as well as
provided with a new improved version of Vox4Health realized in accordance with
the indications suggested by the participants during the previous meeting. In the third
and last meeting we collected all the data from the mobile devices of the participants,
and additionally we talked with them encouraging them to discuss the use of the
application, any difficulties encountered during the trial, the perceived quality of
the information provided, and any preferences for different features. In this latter
meeting we also distributed the usability test questionnaires, asking the participants
to answer in a very spontaneous way. All the questionnaires were anonymous.

4.1 Methods

We recruited 49 volunteers into the study. In particular, 26 people were involved
in Naples (16 females and 10 males) and 23 (20 females and 3 males) in the four
districts of the Calabria region.

The experimental tests were performed individually. After the installation of
Vox4Health on the mobile devices each participant made a short recording on the
Wellness Server. This registration is required to access the functionalities of the
app. Each participant was given a short period of familiarization with the app, about
ten minutes, during which he/she was able to examine the offered features. Succes-
sively, we asked the participants to carry out a series of application-specific tasks
that included the following:

1. Access to the app;
2. Estimation of the Fundamental Frequency by the recording of a vocalization of

the vowel “a” five seconds in length without any interruption of sound;
3. Completion of the Voice Handicap Index (VHI) questionnaire [12] to estimate

the self-perception of their own voice;
4. Completion of the Reflux Symptom Index (RSI) questionnaire [13] to estimate

the self-perception of the presence and severity of extra-esophageal reflux;
5. Loading of a saved audio capture;
6. Loading of a saved report.

All analyses, including the F0 estimation and the calculation of the indexes (VHI or
RSI), are performed in real time. All evaluations are shown to the user providing a
feedback about the analysis performed, summarized in a pdf report file, suggesting
the corrective actions capable of improving the state of well-being. Concerning the
completion of the two questionnaires, the VHI and RSI, each participant must an-
swer the questions submitted, to which a specific score depending on the severity
of the symptom corresponds [12] [13]. During each session, the users were always
encouraged to discuss the ease of use of the application, the difficulties encountered,
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Fig. 1. Classification Results and Questionnaires Results.

the perceived quality of the information provided, and any preferences for differ-
ent features. These assessments were collected by means of an evaluation of the
post-usability test questionnaires, described in the following subsection. All data,
including audio recordings, field notes, usability questionnaires with participants’
comments, were saved in anonymous mode, and filed and elaborated to evaluate the
results obtained. Each participant was uniquely identified with a code.

4.2 Voice Classification Analysis

To classify a voice as healthy or pathological, we used a range of values selected in
collaboration with a group of experts from the Department of Otorhinolaryngology
at the UniversityMagna Graecia of Catanzaro (Italy) who are involved in the project.
In detail, the healthy range is 200-250 Hz for female voices and 100-150 Hz for male
ones. All values of F0 calculated by the app outside of this range are considered
pathological voices. The analysis of the participants voice signals indicated that,
out of 49 analyzed voices, 23 were considered to be healthy and 26 pathological.
The classification results are summarized in figure 1. There were 46 completed
self-assesment questionnaires. From an analysis of the VHI questionnaires it was
ascertained that 3 participants considered themselves to have a disorder with their
voices, that impacts on the quality of their lives. From an analysis of the RSI results,
it was observed that 11 people judged themselves to suffer from extra-esophageal
reflux.

4.3 Usability Evaluation of the App

A well-designed medical mobile application is generally useful and usable [14].
Usability is usually measured in terms of three attributes: effectiveness, efficiency
and satisfaction. The first, effectiveness, indicates the accuracy and completeness
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with which users can achieve specified goals. Efficiency, instead, can be evaluated
by estimating the resources expended in relation to the accuracy and completeness
with which the users achieve these goals. Finally, satisfaction refers to the user’s
subjective assessment of satisfaction. To evaluate these featureswe used two usability
test questionnaires:

– The System Usability Scale (SUS) [15] was used to assess the usability of the
Vox4Health application. It consists of a simple and reliable tool, a Likert scale,
which provides a comprehensive understanding of the subjective assessments of
usability, assigning a score to each question indicating the degree of agreement or
disagreement on a 5-point scale, providing an overall score between 0 and 100.
The values equal to 1 represent a level of strong disagreement with the assessment
proposed, while the values of 5 represent strong agreement.

– The User Experience Questionnaire (UEQ) [16], employed to assess, in particu-
lar, six basic aspects such as theAttractiveness of the product (a general impression
about the product, if for example users like or dislike it), Perspicuity (if for exam-
ple it is easy to learn, and easy to understand), Dependability (if the user controls
the interaction, if the interaction with the product is secure and predicable), Ef-
ficiency (is it fast, and organized?), Novelty (is it creative and innovative?) and
Stimulation (is it interesting?). For each of these parameters there is associated a
score, ranging between -3 and +3. -3 represents the most negative response, 0 a
neutral response, and +3 the most positive response. Scale values above +1 indi-
cate a positive impression of the users, while values below -1 represent a negative
impression. Since, in the practice setting, extreme values are rarely observed, the
examined scalemeans are in general in the range from -2 to +2. The scores between
-0.8 and +0.8 represent a neutral evaluation, values greater than 0.8 represent a
positive rating while those below 0.8 a negative assessment.

In Figure 2 the average given score for each question of the SUS questionnaire is
reported. All items are rated on a 1-5 Likert scale, where 1 corresponds to the most
negative answer (not enjoyable/ not helpful/ not liked), while 5 represents the most
positive answer (enjoyable/ helpful/ liked). The analysis of the SUS tests shows that
the application was well-received by the participants achieving a SUS score average
of about 81.3. The app was considered easy to use, well organized and with a clear
design, as shown in Figure 4, where the questions relating to the ease of use and the
integration of the functionalities of the app achieved high scores (respectively 4.50
and 4.32). All the participants in the study used the application for about twomonths.
After this experience, they completed the usability questionnaires, both the SUS and
UEQ.

The maximum running speed of the execution of each test is approximately 70 ms
and thiswas considered adequate, aswell as the navigation being clear and unambigu-
ous. These results were corroborated by the evaluations of the UEQ questionnaires,
which confirmed that the app achieved good results for the six analyzed variables,
the degree of interest in the product, perspicuity, dependability, efficiency, novelty
and stimulation, as shown in Figure 3. In this figure we can note that perspicuity
achieved a good score (about 2.12) which means that for the participants it was easy
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Fig. 2. The average given score for System Usability Scale (SUS) questions

Fig. 3. User Experience Questionnaire (UEQ) results

to understand how to use the app and to become familiar with its features. Further-
more, the app was liked, interesting and appealing (the scores for attractiveness and
stimulation were, respectively, 2.05 and 1.53).

5 Conclusions

Dysphonia is a voice disorder that can impact on the social and professional life
of sufferers people. The evaluation of the vocal health is performed thanks to the
acoustic analysis, an important examination provided in accordance with the SIFEL
protocol. It consists of the quantitative evaluation of characteristics parameters such
as the Fundamental Frequency. We have realized a methodology able to estimate
F0 and to discriminate between healthy voices from pathological ones, and we have
embedded it in a mobile application called Vox4Health, useful to easily perform a
screening test.

In this paper we have presented a trial study conducted to test Vox4Health among
a significant number of volunteers. The experimental phase has been useful to eval-
uate the usability of the app and the users’ level of satisfaction,calcutated by using
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post-usability test questionnaires. Additionally, this study will allow us to evaluate
also the reliability of the app in connection with the estimation of the F0 and the
classification of the voice between healthy and pathological. This will be under-
taken in the next feature, thanks to the University “Magna Graecia” of Catanzaro
and particularly their speech therapist staff who will perform a specialized medical
examination of each participant in this study. In this way, we will be able to calculate
classification performance parameters like accuracy, sensitivity and specificity. The
results will be compared with the most well known tools for the estimation of F0
exiting in literature.

The results show that Vox4Health is considered easy to use, it has a clear and
uncluttered screen design, and incorporates typographic elements that communicate
meaning and help users understand context and interactivity. Both questionnaire
results are good and all participants at the trial have expressed interest in the use of
the app and have enjoyed the intuitiveness and the ease of use of all its functionalities.
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Assessing Interpersonal Trust in an Ambient
Intelligence Negotiation System

Marco Gomes, Cesar Analide and Paulo Novais

Abstract This paper describes an approach to assess and measure trust based on
a specific Ambient Intelligence environment. The primary aim of this work is to
address and expand on this line of research by investigating the possibility of mea-
suring trust based on quantifiable behavior. To do so, we present a brief review of
the existing definitions of trust and define trust in the context of an Ambient Intel-
ligence (AmI) scenario. Further, we propose a formal definition so that the analysis
of trust in this kind of scenarios can be developed. Thus, it is suggested the use of
Ambient Intelligence techniques that use a trust data model to collect and evaluate
relevant information based on the assumption that observable trust between two en-
tities (parties) results in certain typical behaviors. This will establish the foundation
for the prediction of such aspects based on the analysis of people’s interaction with
technological environments, providing new potentially interesting trust assessment
tools.

Keywords Ambient Intelligence · Negotiation · Trust
1 Introduction

Trust is understood as a complex phenomenon and it is widely accepted as playing
a significant role in human social relationships. Analyzing the phenomenon and its
formal definitions we can find a profusion of interpretations containing different
trust types or facets, with different properties. A situation in which requires different
models for analysis. This statement is particularly evidentwhenone godeeper into the
primary disciplines concerned with trust relationships (psychology, sociology, etc.).
This abundance of meanings inevitably leads to a degree of uncertainty about what
is meant by trust, creating an enormous conceptual and terminological confusion.
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In fact, themost consistent thing about trust seems to bewhen it is absent [1]. Bearing
inmind these diverging views as towhat constitutes the appropriate definition of trust,
the present work focuses on some specific definitions of trust, which are simplified
so that these views can be captured algorithmically. Meanwhile, while a variety of
definitions of the term trust have been suggested, in this work we will use a specific
definition in which trust is seen as a rich and a complex mental attitude of x towards
y as for a given action and goal [2]. Accordingly to Castelfranchi [2], this approach
consists of evaluations of y and the situation, and of expectations about y’s mind,
behaviour and possible results. This includes, of course, the assumption that trust
should be understood and can be interpreted by framing its natural subjectivity and
the information needed at a particular time and for a specific context in a computer-
based model: an abstraction that have the power to represent data in terms of entities
and relationships relevant to a domain of inquiry (trust).

However, it is needed to find a way of evaluating (measure) trust to guide the
research effort in the correct direction. Facing this issue, a critical question must be
raised: how to balance the subjective nature of trust with the objectivity-dependent
nature of a computer system? In other words, how can a computer system deal
intelligently with this kind of subjectivity? Well, some glimpses of the ways that
computer systems meet subjectivity can be found in the “expert” literature. This is
exemplified in the work undertaken by Rosalind Picard in which she stressed that
this endeavour is challenging but achievable [3]. Afterwards, she outlined a strategy
for computer systems to cope with subjectivity issues. Specifically, it is proposed
a three-fold approach: that they [computer systems] will need to (1) share some of
the common sense of the user, (2) observe and model the user’s actions, and (3)
learn from these interactions. To summarize, this approach suggests that subjectivity
is expressed as the user interacts with the system during a succession of queries.
These involving inputs of the user can be tracked, modelled, and used to retrieve data
consistent with changing requests. In our opinion, this strategy seems to be suitable
to be applied so we planned to follow it in our work in ways to overcome the further
issue. Hence, our motivation to examine trust is two-fold. First, the present study
aims to address and expand on this line of research by investigating the possibility of
measuring trust based on quantifiable behavior. To do so, we present a brief review
of the existing definitions of trust and define trust in the context of an Ambient
Intelligence (AmI) scenario. Further, we propose a formal definition so that the
analysis of trust in this kind of scenarios can be developed. Thus, it is suggested
the use of Ambient Intelligence techniques that use a trust data model to collect and
evaluate relevant information based on the assumption that observable trust between
two entities (parties) results in certain typical behaviors.

2 Measuring Trust using an Algorithmic Approach

As suggested in [4], trust literature can be categorized based on three criteria:
(i) trust information collection, (ii) trust value assessment, and (iii) trust value
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dissemination. Each, in turn, can be further classified: trust information gathering
from three sources, namely (i) attitudes, (ii) behaviors, and (iii) experiences; trust
value assessment according to the data model, namely (i) graph, (ii) interaction, and
(iii) hybrid; and trust value dissemination into trust-based recommendation and vi-
sualization models. About this work, and taking into account the Sherchan’s strategy
[4], we will highlight the trust definitions, trust types, properties, and measurement
models from the perspective of the Computer Science and Economics disciplines.
Such approach seeks to focus on some particular aspects of trust measurement, which
are simplified so that these properties can be captured algorithmically. The simplify-
ing process is attached to the need for obtaining and/or quantifies trust using detect-
ing statistically significant trust-like behaviors. Therefore, the basis for our study is
a proposition that trust results in characteristic interaction behavior patterns that are
statistically different from random interaction in a computerized conflict and nego-
tiation management system [5]. However, regarding the relationship between trust
and negotiation one must stress that different research streams view trust in different
ways depending upon the relationship under consideration [6]. So another important
decision was to reduce the study of trust domain to the study of interpersonal trust,
transforming the challenge of measuring trust slightly more accessible.

Facing these challenges, how trust measurements can be classified? Accordingly
to [4], in general, it can be classified into two broad categories: “user” and “system”.
For the scope of this present work, we will consider only the notion of “user” trust is
derived from Psychology and Sociology, with a standard definition as “a subjective
expectation an entity has about another’s future behavior” [4]. This implies that trust
is inherently personalized. In this sense, trust is relational. As two individuals interact
with each other frequently, their relationship strengthens, and trust evolves based on
their experience. Following Adali proposition [7] related to interpersonal trust, the
main type or facet of trust understudy will be the basis for our proposal. Hence, the
focus will be on the following proposition: is possible to observe that trust between
two entities A and B will result in certain typical behaviours that can be statistically
captured. In other words, our aim is to quantitatively measure dyadic trust (trust
between two entities) based on observed behaviour in a negotiation process. These
behaviours are not only an expression of trust but can also facilitate the development
of further trust. The simplest such behaviour is just interaction, in which an action
occurs as two or more entities have some kind two-way effect upon one another.
Regarding trust evaluationmodels, our approach to trust computationwill be based on
an interaction-based trust model. In this case, our interaction-based model evaluates
trust based on the interactions performed in a computer-based conflict management
system. Then trust-related information will be captured and assessed following the
strategy aforementioned. The sources and themeans to assess trust can be resumed to:

– Source of trust information gathering: Behaviours. Why? Because user be-
haviours are an important aspect of trust. Another reason is as they are identified
by patterns of interactions they can be easily captured by an algorithm running
on a computer system. Therefore, this will be our main source of information
gathering. For example, in a negotiation scenario if a party is an extremely active
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participant and suddenly stops participating, this change in behaviour (he interac-
tion is interrupted) is noticeable and might imply that this party’s trust in the other
party or with the party with whom he/she had been frequently interacting with has
decreased.

– Trust value assessment: Regarding the techniques used to measure (compute)
trust, they can be broadly classified into statistical and machine learning tech-
niques, heuristics-based techniques, andbehaviour-based techniques. In thepresent
work, we will use behaviour-based techniques to assess trust. The reason for this
choice lies in the fact that our measure of trust is based on quantifiable behaviour.
So it seems obvious to choose assessment techniques based on this proposition.

After we have defined which directions and techniques we will embrace to mea-
sure trust, let us then formally define our proposal based on Adali’s approach. This
formalization is applied to the context of a negotiation, a process for two (or more)
parties to find an acceptable solution to a conflict. Within a negotiation process, each
party can make several proposals and exchange an unlimited number of messages.
For the context of the interaction in a negotiation, the input is the proposal stream in
a negotiation process, specified by a set of 4-tuples,

〈sender, receiver,message, time〉 (1)

note thatwe pretend to study the problemof trust purely from the observed interaction
statistics, using no semantic information. Meanwhile, in our formalization, in an
interaction between parties some semantic aspects (e.g. message) are considered in
order to provide posterior semantic analysis. The output considered here is a set T
induce from these inputs. The participants of the negotiation are represented by the
elements of this set.

Despite what common sense stands in a regular situation (which more often
interactions occur, the more likely that a trust relationship is likely to exist or to
develop), the presence of distrust can imply a lack of interaction in conflict mitigation
process. Assuming that, we postulate in this present work that the shorter and less
balanced (means the average number of times that two entities interacts within the
process) a interaction is between two parties, the more likely it is that they have a
trust relationship; in addition, the more interaction there are between such a pair
of elements, the less tightly connected they are. The fundamental task is first to
identify when two elements of T set are interacting. Let A and B be a pair of
users, and let P = {t1, t2, ..., tk} be a sorted list of the times when a message was
exchanged between A and B. Therefore the average timebetweenmessages is defined
as τ = (tk − t1)/k.

The measure of trust will be based on the interactions in I , obeying the following
postulates:(1)Longer interactions imply less trust;(2)More interactions imply less
trust; and (3)Balanced participation by A and B implies less trust. We define the
relational trust RI (A, B) as follows:

RI (A, B) = ∑l
i=1 ‖Ii‖ · H(Ii ) (2)
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Where H(Ii ) is a measure of the balance in the i interaction contained in I . We use
the entropy (measure of the amount of information that is missing in the flow of
interaction) function to measure balance:

H(Ii ) = −p log p − (1 − p) log(1 − p), (3)

where p(I i) is the fraction of messages in the interaction I i that were performed by
A. The complexity of the algorithms for computing relational trust isΘ(|D| log |D|),
where |D| is the size of the interaction stream.

3 Ambient Intelligence Applied to Trust Assessment

Ambient Intelligence has many uses in a wide domain. Under this paradigm, com-
putational power is seamlessly embedded into the environment, ultimately creating
computational environments that implement their life-cycle in an ideally invisible
way for the user. Our primary aim is to develop AmI platform that will support
the already electronic negotiation systems by providing relevant context information
derived from the environment. In that sense, this work was decided to develop an
environment that could be sensitive and responsive with both parties of a negotiation
platform. As a result, this environment allows that all the components can be com-
bined to implement complex functions. Namely, monitoring the negotiation process
and perceiving how each issue or event is affecting each party, namely knowing the
interpersonal trust of each party in each round.

Towards an intelligent conflict support system an ambient intelligence systemwas
developed. The general working is to sense conflict context, acquire it and then make
reasoning on the acquired context and thus acting in on the parties’ behalf. To achieve
this, the system builds up a profile and can link that profile subsequently with the
correct individual performance within the conflict process that is monitored by the
system. In other words, while the user conscientiously interacts with the system and
takes his/her decisions and actions, a parallel and transparent process takes place in
which contextual and behavioural information is sent in a synchronized way to the
conflict support platform. The platform after converting the sensory information into
useful data allows a contextualized analysis of the user’s data. The contextualized
analysis of user’s data is critical when the data is from heterogeneous sources of
diverse nature like sensors, user profile, and social media and also at different times-
tamps. To overcome some of these problems, the features are extracted frommultiple
sensor observations and combined into a single concatenated feature vector that is
introduced into different classification modules (conflict styles, trust analysis, etc.).
The multimodal evidence are integrated using a decision level strategy. Examples
of decision level fusion methods employed in this work include weighted decision
methods and machine-learning techniques and are detailed in previous work [8].
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3.1 Case-Study: A Negotiation Scenario

A negotiation scenario should specify everything we know about the problem be-
ing addressed to frame the interactions that occur within. Taking this into account,
a technological framework aimed to support the decision-making, by facilitating
access to information such as the negotiation style of the parties or their social
context, was adapted. In this work, it is introduced a new module that takes into
account the context using trust analysis. Moreover, at this point, is highlighted that
the primary objective of this research work is to identify and measure the users’
interpersonal trust, to correlate to their negotiation performance and how it can be
pointed out. Therefore, an experiment was set up in which we tried to estimate all
the relevant aspects of the interaction between the individual that occur in a sensory
rich environment (where contextual modalities were monitored). The participants of
the proposed experiment were volunteers socially connected with our lab members.
Twenty individuals participated, both female and male, aged between 19 and 42.
The first step of the experiment was to ask the volunteers to fill in a small individual
questionnaire. The next step was the monitoring of the individuals’ interaction with
the developed web-based negotiation game (in which subjects perform two distinctly
different roles). During the experiments, the information about the user’s context and
performance (extracted using models based on behavioral and contextual monitor-
ing [9], [10]) was provided through a monitoring framework, which is customized
to collect and treat the interaction data. The participants played the web-based game
through computers that allowed the analysis of the described features.

3.2 Results

After the experiment has been performed, the first step was to run some analysis to
compare two sets of data under study: the data collected through the application of
the questionnaire (measuring the participant’s relationships) and the data gathered
through the web-based negotiation game. According to our postulates, the basis
for this analysis was the assumption that if A and B have a strong relationship
then RI (A, B) value is below the median of the calculated trust for all the pairs
within the interactions data set. In other words, if one pair of participants has a
high degree of relationship then the same pair of participants, during the game, will
perform fewer interactions than the median of total interactions per game. At this
point, it should be highlighted that to apply non-parametric statistical analysis the
raw data were pre-processed and it was subjected to tests. Therefore, the outcomes
were compared using the Mann-Whitney U test (compares the central tendencies
of two independent samples), given the fact that most of the distributions are not
normal. The null hypothesis is thus: H0 = The medians of the two distributions
are different. For each two distributions compared, the test returns a p-value, with a
small p-value suggesting that it is unlikely that H0 is true. For each parameter (pair of
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participants), data from both samples is compared. In all the tests, a value ofα = 0.05
is used. Thus, for every Mann-Whitney test whose p−value < α, the difference is
considered to be statistically insignificant, i.e., H0 is rejected. Consequently, the
results have shown that no (statistically) important difference between data from the
two samples were found. In other words, it means that our assumptions were valid.
Another aim of this present work was to study the link in the relational trust between
opponents and their behaviour exhibited in a negotiation scenario. So to analyse
if trust relationships influence the negotiation performance, in the preliminary data
analysis, the experimental data is organized into two groups based on the analysis
of the trust measurements. One group contains the collection of some experimental
data about how a user (A) behaves when he/she negotiates with someone (B) in
which RI (A, B) have low value (RI (A, B) < median). In that sense, this approach
will enable the establishment of a baseline for comparison with the second group,
which comprises the data gathered from parties that negotiate with someone that
haves high RI values (RI ≥ median). In particular, to statistically deal with data
concerning the utility values of the parties’ proposals, it was necessary to convert to
an arbitrary numeric scale (0 is the least favorable style for the resolution and four
the most favorable style). This type of scale means that the exact numeric quantity
of a particular value has no significance beyond its ability to establish a ranking
over a set of data points. Therefore, it was built rank-ordering (which describes
order), but not relative size or degree of difference between the items measured. This
was a mandatory step to make the data suitable for statistical and machine-learning
techniques.

Moreover, the analysis shows that there is an apparent difference between the two
groups regarding the negotiation styles exhibited during the game. One conclusion
is that when participants share a significant trust relationship (low RI value) the
frequency of collaborative behaviours is far superior (49%) than otherwise (24%).
In a similar analysis, but now concerning the roles played by participants, we con-
clude that the sellers are much more competitive than buyers (57% vs. 29%) while
buyers are primarily collaborative. To interpret the significance of these results it
is important to recall that participants were asked to negotiate a favorable deal in a
competitive and win-lose scenario. Nevertheless, it is shown that when participants
have a significant trust relationship they are more likely to transform it into a win/win
situation. Something visible in the final results of the negotiations. On the one hand,
we find that 100% of the agreements made by parties with a relevant trust relation-
ship accomplished a successful deal, i.e., between the range of solutions that would
benefit both. On the other hand, only 50% of negotiations that occurred between
untrusted opponents (high RI value) reached a mutual benefits agreement. It may be
that they assumed they had to negotiate and get the best price (win/loose). But that
was not the objective. Their objective was to negotiate a deal so they would not go
bankrupt (win/win).

The preliminary evidence suggests a basis for expecting a connection between
trust relationship and the use of negotiation styles. Despite these results, we still do
not know much about how this kind of influence might facilitate (or inhibit) positive
negotiation outcomes. Therefore, we will perform more and deeper experiments to



148 M. Gomes et al.

understand how to collect and analysis relational ties that can influence negotiation
performance.

4 Conclusion

We aim at firstly to identify and apply an algorithm for measuring interpersonal
trust; secondly, to validate this approach opposing data collected from a question-
naire with data gathered from a web-based negotiation game to statistically study the
correlation between mutual trust and conflict styles. From the experiment outcomes,
the findings highlight the potentially quantifiable measurements of trust to further
the understanding of negotiation dynamics. They pointed out relationships between
the features being monitored and the participants’ relationships elicited through a
small questionnaire. These findings have the potential to enable the characteriza-
tion of individuals and enhance negotiation performance. Thus the identification of
trust relations between opponents in negotiation scenario in which can influence
the negotiation performance is the main contribution of this work. Meanwhile, we
can also conclude that these results are preliminary in the sense that there is more
information that one can retrieve from the collected data namely through a more pro-
found semantic analysis. This type of analysis could considerably enhance the trust
measurements. Furthermore, due to the small sample size used in the current study,
some caution must be taken when interpreting the results of the statistical analysis
presented and underpinning the conclusions. In that sense, additional limitations of
the current research must be pointed out. First, the participants were recruited from
a particular population (that are socially related to our lab members)- a population
that may limit the generalizability of the results. Admittedly, the participants of the
experimentmay not be representative of negotiation parties in general. Consequently,
we are unable to demonstrate the causality of the variables conclusively. Moreover,
it is possible that individual differences (i.e., personalities) might have influenced
the impact of the results. Second, we tested all of the variables at the individual
level that limited us from conducting global level analysis, which could provide us
more variance of the data. This can be seen as another drawback of our study. Also,
the data were collected through self-reported surveys at one time, which is subject
to common method variance problem. Finally, the computational facet of this work
should provide an understanding of the difficulties in algorithmically capturing and
computing interpersonal trust in an AmI environment. A more comprehensive and
in-depth study to provide theoretical advances, as well as implement technological
solutions, is yet under development.
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A Persuasive Cognitive Assistant System

Angelo Costa, Stella Heras, Javier Palanca, Paulo Novais and Vicente Julián

Abstract In this paper, we present a persuasive recommendation module to be in-
cluded into the iGenda framework. iGenda is a cognitive assistant that helps care-
receivers and caregivers in the management of their agendas. The proposed new
module will allow the system to select and recommend to the users the action that
potentially best suits to his/her interests. The multi-agent approach followed by the
iGenda framework facilitates an easy integration of these new features.

Keywords iGenda · AAL · Persuasive system · Persuasion · Recommendation

1 Introduction

Ambient Assisted Living (AAL) applications posses the capability to promote secu-
rity and comfort for the users, trying to provide an integrated solution that connects
several distinct devices to services to form a unique solution [1]. Current AAL ap-
plications can perceive the environment, monitoring events, and provide an adjusted
and timely response that enables it to interact with the users. However, these fea-
tures are not enough by themselves. The aim is to accommodate people, and people
change their needs and behaviors. These important aspects are not taken into account
in current AAL applications. Specifically, current AAL applications suffer from dif-
ferent problems to be directly used to persuade human behavior, mainly related with
the social environment of each individual. Often the target audiences are large and
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heterogeneous, and include users with wide-ranging goals, needs, and preferences.
Thus, persuading the entire audience effectively with a one-size-fits-all persuasive
intervention is difficult [2].

On the other hand, over the last few years, technology has been evolving in pur-
suit of persuading users and motivating them toward specific individual/collective
behaviors. One of the most employed technology in order to try to persuade users
is recommender systems. Current limitations of these systems are that traditional
recommender systems base their recommendations on quantitative measures of simi-
larity between theuser’s preferences and the current items to recommend (i.e. content-
based recommenders [3]), between the user’s profile and the profile of other users
with similar preferences (i.e. collaborative filtering recommenders [4]) and on com-
binations of both (i.e. hybrid recommenders [5]). However, [6] has stated the inability
of current recommender systems to use the large amount of qualitative and quantita-
tive data available in AAL domains to empower recommendations. Usually, recom-
mender systems do not provide an explanation about the reasoning process that has
been followed to come up with specific recommendations. However, this does not
follow current trends, where people trust recommendations more when the engine
can provide reasons for them [7]. Thus, what is understood as a good recommenda-
tion is changing from the one that minimizes some error evaluation to the one that
really makes people happier. Several studies demonstrated that the argumentation of
the different recommendations has a strong impact to strengthen these recommen-
dations, including direct feedback from the user and providing alternative options
which better fits the user needs and expectations [6][8]. The personalized selection
of arguments can streamline the persuasion task and make the desired behavior or
attitude change easier to achieve.

In order to overcome these problems, our proposal is to embed a new persuasive
layer into the iGenda platform [9, 10], taking into account aspects such as the gen-
eration of arguments that support tasks recommended by the AAL application to the
users. Our work involves a contribution in the above commented areas, presenting
a persuasive recommendation module to be used in iGenda in order to improve its
system credibility.

2 The iGenda Framework

The iGenda is a cognitive assistant built upon a multi-agent system. It’s purpose is to
help care-receivers and caregivers by managing their agendas (create and reallocate
events) and by presenting an easy-to-use visual interface for web and mobile usage,
the platform is presented extensively in the papers [1, 9]. The aim of the iGenda is
to be integrated on the users daily life and to become a constant helper, reminding
the users of their appointments and events. It promotes active aging by introducing
playful events on the users free time. Moreover, it serves as an visual interface to the
users, showing new events and notifications and allowing the creation of new events.
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It is designed to be used by the caregivers and the care-receivers alike, having each
one a specially designed interface that accounts for their roles on the platform.

One of the issues with iGenda, and most of the AAL platforms, is that it does
not gather the users input or opinion. Works by Holzinger el al. [11] and Lindley
et al. [12] have showed that it is imperative that the users feel included and part of
the decision process. It is hard to release the control of decision making after a life of
making choices. In iGenda when an event is scheduled it is showed to the user but not
explained why or give any option to decline or accept the event. The lack of reason
and justification of why the events should be performed may lead to the withdrawal
of the system by the users. A major advance would be to include persuasive methods
that may provide a motive to that specific event scheduling and compel the users to
attend to it.

In terms of the Free Time Manager (which promotes active aging through the
scheduling of activities on the care-receivers free time) most of the activities sched-
uled by it are optional, but they greatly help the users to be active and promote an
healthy life, but without a justification it is hard to put them in context or why they
matter. Each time iGenda detects that a new action must be proposed to deal with
the needs of the user, it selects a set of matching actions from its free time events
database. In the previous version of iGenda, if the system was able to find more than
one matching action to offer to the user, a single event was selected trough a biased
random function; the selection leans towards the best ranked six events or an unbiased
random event, the choice between the two functions is also random. However, the
potential willingness of the user to accept a specific action (based on his/her current
social context - i.e. the specific user, the specific caregiver, their relation, etc. - and
the knowledge of similar past experiences) was not taken into account.

One of the main features is the modular architecture that the iGenda has. Its open
connectivity allows the connection of newmodules that follow the protocols [13, 14].
Being a multi-agent system, the iGenda allows easy integration of new features and
the deployment and removal of agents at once [15].

3 Persuasion Module

In this section, we present the new persuasion module that we have added to the
iGenda tool. The new persuasion module enhances the performance of iGenda, by
allowing the system to select and recommend to the user the action that potentially
best suits to his/her social context and interests. In addition, the user is presented
with reasons that support the suitability of the action proposed. Thus, in this way the
iGenda system tries to persuade the user to accept the action and to motivate his/her
to put it into practice.

The persuasive module is based on the case-based argumentation framework for
agent societies presented in [16]. Therefore, when iGenda has to select a specific
event among a set, the system tries to create one argument (or more) to support each
action. Then, an internal argumentation process takes part to decide the action that
is better supported by its arguments.
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3.1 Argumentation Framework

In this work, we have applied Agent-specific Argumentation Framework in an Agent
Society (AAFAS) presented in [16] to determine which agent’s argument attacks
another agent’s argument in an argumentation process performed in a society of
agents and, in each case, which argument would defeat the other. To do that, we
have to consider the values that arguments promote (the preferences of the users),
the users’ preference relations (preference orderings), and the dependency relations
between agents (the relations that emerge from agent interactions or are predefined
by the system).

Hence, our system models a society of agents with a set Ag of agents of the agent
society S, a set of Rl agents’ roles that have been defined in S, a set of D possible
dependency relations in S, and a set of V values predefined in S. Thus, an agent
specific argumentation framework for an agent society is a tuple AAFAS = < Ag,
Rl, D, V , A, Role, DependencyS , val, Valpre fagi > where:

Definition 1 (Agent-specific AF for an Agent Society)

– Ag, Rl, D, and V are defined as the above elements of the agent society.
– A is the set of arguments of the argumentation framework.
– Role(ag, a) : Ag × A → Rl is a function that assigns an agent the specific role
that it plays (from its set of roles) when it has put forward a specific argument.

– DependencyS :<S
D⊆ Rl×Rl defines a reflexive, transitive and asymmetric partial

order relation over roles.
– val(ag, a) : Ag × A → 2V is a function that assigns an agent’s argument the
value(s) that it promotes.

– Valpre fagi ⊆ V × V , defines an irreflexive, transitive and asymmetric relation
<S

agi over the agent’s agi values in the society S.

In our system, agents can play the role of patients, caregivers (which can be
relatives, personal health assistants, friends, etc.), and doctors. We also consider the
followingdependency relations: (i)Power:when an agent has to accept a request from
another agent because of some pre-defined domination relationship between them.
For instance, in our agent society S, Patient <S

Pow Doctor , and Caregiver <S
Pow

Doctor since patients and caregivers must follow the guidelines recommended by
their doctors; (ii) Authorisation: when an agent has committed itself to another agent
for a certain service and a request from the latter leads to an obligation when the
conditions are met. For instance, in S, Patient <S

Auth Caregiver , if the patient has
contracted the health assistant service that a caregiver offers; and (iii) Charity: when
an agent is willing to accepts a request from another agent without being obliged
to do so. For instance, in S, by default Patient <S

Ch Patient , Caregiver <S
Ch

Caregiver and Doctor <S
Ch Doctor .

In addition, values represent preferences about the different types of activities that
iGenda can recommend to the user. Concretely, in our system we have established
the following typology of values and activities:
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– Motion Values: which represent preferences for activities that are performed still
or sitting (motionless), standing up or with little movement (low-motion), or those
performed with physical effort (motion).

– Location Values: which represent preferences for activities that are performed
indoors without movement (homebound), indoors with movement (indoors), out-
doors with movement (outdoors), or outdoors with movement but that implies that
the person has to be carried (limited-outdoors).

– SocialValues: which represent preferences for activities that involve socialise with
others (social), or not (individual).

– Environmental Conditions Values: which represent preferences for activities that
only can be performed with good weather (weather-dependent), or not (weather-
independent).

– Health Conditions Values: which represent preferences for activities that have
immediate or direct impact on health (mandatory), or not (not-mandatory).

We have adapted one of the knowledge resources of this framework, the argument-
cases case base, to use it as a persuasion resource for our system. This resource stores
previous experiences and their final outcome in the form of case-based arguments,
which can be retrieved and used later: 1) to generate new arguments that support
each action; 2) to select the best action to recommend in view of past experiences;
and 3) to store the new argumentation knowledge gained in each process, improving
the system persuasion skills. The argument-cases are the main structure that we
use to implement our framework and computationally represent arguments in agent
societies. Table 1 shows an example of the structure of a specific argument-case in our
system. The argument-cases have threemain parts: the description of the problem that
the case represents (i.e. the features that describe the situation where an action has to
be recommended), the solution applied to this problem (i.e. the action recommended)
and the justification why this particular solution was applied (i.e. specific features
that match the situation, guidelines that have motivated the recommendation of a
specific action, etc.). Therefore, an argument-case stores the information about a
previous argument that an agent created to support the recommendation of a specific
action.

Problem: The problem description stores the premises of the argument-case, which
represent the context of the domainwhere the casewas created. In addition, ifwewant
to store an argument and use it to generate a persuasive argument in the future, the
features that characterise the audience of the previous argument (the social context)
must also be kept.

Therefore, we store in the argument-case the social information about the pro-
ponent of the argument, the opponent to which the argument is addressed, and the
dependency relation established between the roles that these agents play. Thus, the
proponent and opponent’s features represent information about the agent that gen-
erated the argument and the agent that received it respectively. Concretely, for each
agent the argument-case stores a unique ID that identifies it in the system and the
role that the agent was playing when the argument was created. Moreover, if known,
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Table 1 Structure of an Argument Case AC1

PROBLEM

Domain Context Premises = {Sensors information, etc.}

Social Context
Proponent

ID = Doctor1 (D1)
Role = Doctor
Val Pre fD1 = [indoors<outdoors]

Opponent
ID = Caregiver1 (C1)
Role = Patient
Val Pre fC1 = [outdoors<indoors]

Dependency Relation = Power

SOLUTION

Conclusion = S1 (Outdoors gymnastics activity)
Acceptability State = Unacceptable

Received Attacks
Distinguish Premises = Rain
Counter Examples = {AC2}

JUSTIFICATION Guidelines = {G.1.2}

we also store the preferences of each agent over the pre-defined set of general val-
ues in the system. These preferences affect the persuasive power of the proponent’s
argument over the opponent’s behaviour. Finally, the dependency relation between
the proponent’s and the opponent’s roles is also stored.

Solution: In the solution part, the conclusion of the argument (the action that the
argument-case supports) is stored. Moreover, the argument-case stores the informa-
tion about the acceptability state of the argument at the end of the dialogue. This
feature shows if the argument was deemed acceptable, unacceptable or undecided
in view of the other arguments that were put forward. Regardless of the final accept-
ability state of the argument, the argument-case also stores the information about the
possible attacks that the argument received. These attacks could represent the justi-
fication for an argument to be deemed unacceptable or else reinforce the persuasive
power of an argument that, despite being attacked, was finally accepted. Argument-
cases can store different types of attacks, depending on the type of argument that
they represent: premises which value in the context where the argument was posed
was different (or non-existent) than the value that it took when the argument-case
was generated (distinguish the case) or argument-cases which premises also match
the premises of the context where the argument was posed, but which conclusion is
different than the conclusion of the case(s) used to generate the argument (counter-
examples).

Justification:The justification part of the argument-case stores the information about
the knowledge resources that were used to generate the argument represented by the
argument-case. In our system, the justification stores the information of the health
guidelines used to recommend a specific action for a specific user in a particular
situation.

Following aCBRmethodology, the knowledge resources of the agents’ case-based
argumentation system allow them to automatically generate, select and evaluate argu-
ments. However, the complete argument management process (how agents generate,
select and evaluate arguments by using the knowledge resources of their argumen-
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tation systems) is out of the scope of this paper. Also, the framework presented is
flexible enough to represent different types of arguments and their associated infor-
mation, but the value of some features on argument-cases could remain unspecified
in specific domains. For instance, in some open MAS, the preferences over values of
other agents could not be previously known. However, agents could try to infer the
unknown features by using CBR adaptation techniques. Therefore, in our proposal,
arguments that iGenda uses to are tuples of the form:

Definition 2 (Argument). Arg = {φ, p,< SS >}, where φ is the conclusion of the
argument, p is the preference value that the argument promotes and < S > is a set
of elements that justify the argument (the support set).

The support set< SS > is the set of features (premises) that represent the context
of the domain where the argument has been put forward (those premises that match
the problem to solve and other extra premises that do not appear in the description
of this problem but that have been also considered to draw the conclusion of the
argument) and optionally, any knowledge resource used by the proponent to gen-
erate the argument (e.g. the health guidelines). On the other hand, the support set
can also include any of the allowed attack elements of our framework. These are:
distinguishing premises, or counter-examples.

Now, the concept of conflict between arguments defines in which way arguments
can attack each other. There are two typical attacks studied in argumentation: rebut
and undercut. In an abstract definition, rebuttals occur when two arguments have
contradictory conclusions (i.e. if an argument a1 supports a different conclusion for
a problem description that includes the problem description of an argument a2).
Similarly, an argument undercuts other argument if its conclusion is inconsistent
with one of the elements of the support set of the latter argument or its associated
conclusion (i.e. if the conclusion drawn from the argument a1 makes one of the
elements of the support set of the argument a2 or its conclusion non-applicable in
the current recommendation situation). Thus, we can define the agent-specific defeat
relation of AAFAS as:

Definition 3 (Defeat). An agent’s ag1 argument a1 ∈ AAFAS that is put for-
ward in the context of a society S de f eatsag1 another agent’s ag2 ∈ AAFAS
argument a2 iff attack(a1, a2) ∧ (val(ag1, a1) <S

ag1 val(ag1, a2) /∈ Valpre fag1 )
∧ (Role(ag1)<S

PowRole(ag2) ∨ Role(ag1)<S
Auth Role(ag2) /∈ DependencyS).

3.2 Example

To exemplify our framework, let us propose a simple scenario of an open MAS
that represents a situation where iGenda has to schedule a health-care activity for
a patient P1. Thus, iGenda retrieves from its activities database a potential activity
S1 that was proposed by the patient’s doctor D1 by following a health guideline
G.1.2 and recommends an outdoors gymnastics activity that promotes the value
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outdoors. Also, it retrieves another activity S2 that was proposed by the patient’s
caregiver C1 by following another health guidelines and recommends an indoors
training that promotes the value indoors. The doctor D1 has a value preference order
Val Pre fD1 = [indoors<outdoors] that promotes outdoors activities over indoors.
On the contrary, let us assume that both the patient and his caregiver C1 have a value
preference order Val Pre fC1 = [outdoors<indoors] that represent their preference
for indoors activities over outdoors. In addition, as established by our system, doctors
have a power dependency relation over caregivers and patients that forces patients
and caregivers to accept the recommendations provided by doctors. In this context,
the iGenda system would internally generate a support argument (and its associated
argument-case) for each possible activity to recommend as follows:

A1 = {S1, outdoors,< Patient1, Sensors In f ormation,G.1.2 >} In view
of the current context, Doctor D1 proposes the outdoors activity S1 following the
health guidelines G.1.2. A2 = {S2, indoors,< Patient1, Sensors In f ormation,

G.3.2 >} In view of the current context, Caregiver C1 proposes the indoors activity
S2 following the health guidelines G.3.2, which promotes the value indoors that
matches the preference of the patient to do indoors activities over outdoors.

Up to this point, iGenda would have to schedule the activity S1 for the patient,
since the power dependency relation of doctors over caregivers and patients will
prevail, A1 rebuts A2, and A2 would be defeated by A1. However, let us assume
that the day is rainy. With this new information, the system would be able to find
and retrieve the argument-case AC2, which stores the information about a similar
situation where an indoors activity S2 was proposed by the doctor due to the bad
weather conditions. Then, the system will generate the following counter-example
for the argument A1:

A2.1 = {S2, indoors,< Patient1, Rain, AC2 >} In view of the current con-
text, Caregiver C1 proposes the indoors activity S2 following the health guidelines
G.3.2, which promotes the value indoors, matches the preference of the patient to
do indoors activities over outdoors, and takes into account the current rainy weather
conditions.

Clearly, A2.1 undercuts A1, since A1 did not take into account the new premise
rain and hence, A1 does not longer match the current situation of the patient. There-
fore, A1 would be defeated and iGenda would recommend the activity S2 for the pa-
tient. If no more activities and their associated support arguments are posed, iGenda
will finish the argumentation process and will store the new argument-case AC1
(as represented in 1). This new argument-case improves the recommendation skills
of the system by representing the knowledge gained in the above argumentation
process. Then, from now on and unless other argumentation process updates the
information of the argument-cases case-base, the outdoor activity S1 would never
be proposed again in rainy weather conditions (although it matches the preferences
of the doctor). In addition, the argument-cases can be used to prompt persuasion
messages for the user of iGenda. For instance, the system may create persuasion
messages as “iGenda recommends you to perform activity S1 since you prefer in-
door activities”, “iGenda recommends you to perform activity S1 since is rainy” or



A Persuasive Cognitive Assistant System 159

“iGenda recommends you to perform activity S1 since it follows the guidelines of
your doctor when rains”.

4 Conclusions

This paper has presented a new persuasive oriented module to be included into the
iGenda framework. The persuasive module is a case-based argumentation approach
which allows iGenda not only to select a specific event among a set, but also it allows
the system to create one argument (or more) to support each possible event. To do
this, an argumentation process takes part into the system to decide the action that
is better supported by its arguments. This process enhances the response given by
iGenda to the user because the selected action is presented with reasons that supports
it. Thus, the proposed solution tries to persuade the user to accept the action and to
put it into practice.
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Abstract Indoor positioning technology is commercially available now, however, 
the positioning accuracy is not sufficient in the current technologies. Currently 
available indoor positioning technologies differ in terms of accuracy, costs and 
effort, but have improved quickly in the last couple of years. It has been actively 
conducted research for estimating indoor location using RSSI (Received Signal 
Strength Indicator) level of Wi-Fi access points or BLE (Bluetooth Low Energy) 
tags. WiFi signal is commonly used for the indoor positioning technology. How-
ever, It requires an external power source, more setup costs and expensive. BLE is 
inexpensive, small, have a long battery life and do not require an external energy 
source. Therefore, by adding some BLE tags we might be able to enhance the 
accuracy inexpensive way. In this paper, we propose a new type of indoor posi-
tioning method based on WiFi-BLE fusion with Fingerprinting method. WiFi 
RSSI and BLE RSSI are separately processed each one by a Naive Bayes Classifi-
er. Then, Multilayer Perceptron(MLP) is used as the fusion classifier. Preliminary 
experimental result shows 2.55m error in case of the MLP output. Since the result 
is not as good as the ones using conventional method, further test and investiga-
tion needs to be performed. 
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1 Introduction 

In case of outdoor positioning, satellite-based GPS positioning works very well. 
However, indoor positioning [2] [5] is not so straight forward, and that area is glow-
ing research fields in mobile computing because of the popularization of mobile 
devices, like smartphones, tablets. The technologies currently most used in the  
development of Real-Time Location System are, RFID (Radio Frequency IDentifi-
cation) [10], Wi-Fi [6] or BLE (Bluetooth Low Energy) [4] [7]. Indoor positioning 
technology is commercially available now, however, the positioning accuracy is not 
sufficient in current technologies. Currently available indoor positioning technolo-
gies differ in terms of accuracy, costs and effort, but have improved quickly in the 
last couple of years. WiFi signal is commonly used for the indoor positioning tech-
nology. However, WiFi equipment requires an external power source and more 
expensive setup costs. WiFi signal is strong and it can cover relatively wide area. 
Bluetooth Low Energy (BLE) is one of the latest technologies. It is called BLE bea-
cons (or iBeacons) that are inexpensive, small, have a long battery life and do not 
require an external energy source. Both WiFi and BLE technologies bring a couple 
of advantages: easy deployment and are integrated in most of the current electronic 
devices. Thus, it has been actively conducted research for estimating indoor location 
using RSSI (Received Signal Strength Indicator) level of Wi-Fi access points or 
BLE tags.  

This paper reports a preliminary study of WiFi-BLE mixed indoor positioning 
engine, which can provide location information of people or objects inside a build-
ing with possibly better accuracy and better cost performance. The use of these 
technologies for location system is mainly based on intensity maps constructed 
from RSSI levels in different zones. The maps are used as a basis of obtaining the 
locations. The classifiers use the data of the maps and the data obtained from the 
devices to determine the position of a person inside a building.  

In this article, Section 2 describes our proposed method, Section 3 presents the 
detailed points of the experiment. Section 4 summarizes the experimental results, 
and in Section 5, we discuss about our next steps, finally, we conclude our report.  

2 Proposed Method 

There are various methods in terms of indoor positioning. In the study written by 
Gabriel [1], he used WiFi RSSI data with Bayesian network based classifier to get 
the estimated position data. The intensity map has the data structure shown in 
Figure1. Each data map contains the information of all the WiFi access point 
MAC addresses, RSSI values, as well as the coordinates (x, y). The RSSI values 
are considered to be the distance from the WiFi access points. The more data we 
use, the more processing time we need. 
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Our objectives are: 1) increase the positioning accuracy, 2) increase the pro-
cessing speed, and 3) increase the cost-performance. In order to meet those objec-
tives, first, we added more beacons to make the position estimation accurate. For 
those beacons, we chose simple BLE tags to reduce the additional cost. Then, we 
introduced the combination of Bayes classifier and Multi-layer Perceptron (MLP) 
in order to increase the processing speed without losing the accuracy. Similar 
study was reported by Javier [3]. He proposed the method using fusion classifier. 

Figure 2 shows the basic building block of the proposed fusion classifier, where ∑ ( ) is the expected location coordinates. The advantages of using BLE tags 
are not only improving the cost performance, but we might be able to implement 
many applications associated with BLE tags.  
 

 
Fig. 1 Data format of the intensity map 

 

 
Fig. 2 Block diagram of the proposed fusion classifier 

3 Experiment 

As for the test environment, we used our office shown in Figure 3. Three square 
symbols in that figure are WiFi access points, round ones are BLEs, and 100 fin-
gerprints are indicated by X marks. That office is 15 × 20m, approximately 300m2. 
There are around 30 additional WiFi access points in the building, and we allocat-
ed 8 BLE tags in the office. For the training data collection, one smart phone was 
utilized to measure the RSSI and other data. We measured the training data from 
100 locations in the room as total. At each location, RSSI values were measured 
10 times. That means 100 fingerprints were collected. Those collected data were 
used to train the Bayes classifiers. The output from the Bayes classifier is the es-
timated location coordinates (xi,yi). Both those estimated data and actual measured 
data were used to tune the MLP. 
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Fig. 3 Environment of evaluation 

In this study, our proposed indoor positioning system is based on the finger-
printing [7] on a map of intensities. In terms of the accuracy evaluation, we com-
pared four different positioning methods as shown below. The overall diagram is 
shown in Figure 4. 

1.   Bayes classifier with WiFi - RSSI 
2.   Bayes classifier with BLE - RSSI 
3.   Bayes classifier with both WiFi - RSSI and BLE - RSSI 
4.   MLP with Method 1 output and Method 2 output. 

 
Fig. 4 Block diagram of the experiment system 
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For the experiment, we used around 30 WiFi signals in the building as well as 
the three WiFi stations in the room. Those additional access points are the origi-
nally installed ones in the building. As for the testing data, we obtained 50 more 
measurement data, and used for the experiment.  

4 Experimental Results 

The experimental results are shown in Table 1. The average error shows that the 
proposed method (method 4) was not as good as other methods. In terms of the 
BLE tags, both method 2 and method 3 are slightly better than the WiFi based 
location estimation. More detailed evaluation with various conditions needs to be 
performed. 

Table 1 Errors of estimating [m] 

Method Max Error Minimum Error Average Error 
1 6.159 0.173 2.525 
2 6.367 0.198 2.254 
3 6.527 0.240 2.363 
4 5.898 0.292 2.555 

5 Discussion 

There are many issues we need to work further. For instance, how to stabilize the 
location estimation is very important challenge. Since we did not address about 
the WiFi intensity signal fluctuation associated with the equipment characteristics, 
variation in power source, and various room environment, some of the promising 
directions of improvement are: (1) Updating the fingerprint data based on careful-
ly observed signal intensity behavior. The fingerprints are normally influenced by 
environmental factors, the brands and models of the devices. (2) Eliminating nega-
tively affect devices by observing intensity level and fluctuation. (3) Applying the 
each probability distribution functions into the Bayes classifiers. 

6 Conclusion 

In this paper, we provided a preliminary study of indoor positioning estimation 
using WiFi-BLE fusion method. As for the classifiers, we tested the combination 
of Bayes classifer and MLP. We evaluated the overall fingerprint matching per-
formance between the proposed method and conventional method. The average 
error shows that the proposed method was not as good as other methods. In terms 
of the BLE tags, both method 2 and method 3 are slightly better than the WiFi 
based location estimation. Since both WiFi and BLE signal intensity is normally 
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influenced by environmental factors and device characteristics, more detailed 
evaluation with various conditions needs to be performed. 
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Providing Wellness Services Using Real Time
Analytics
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Abstract Data has increased in a large scale in various fields leading to the coin
of the term Big Data. Big data is mainly used to describe enormous datasets that
typically includes masses of unstructured data that may need real-time analysis. As
human behaviour and personality can be captured through human-computer interac-
tion a massive opportunity opens for providing wellness services. Through the use
of interaction data, behavioral biometrics can be obtained. The usage of biometrics
has increased due to several factors such as the rise of power and availability of
computational power. One of the challenges in this kind of approaches has to do
with handling the acquired data. The growing volumes, variety and velocity brings
challenges in the tasks of pre-processing, storage and providing analytics. In this
sense, the problem can be framed as a Big Data problem. In this work it is intended
to provide an architecture that accommodates the data pipeline of data generated
by human-computer interaction, providing real time data analytics on behavioral
biometrics.

Keywords Real-time analytics · Big data · NoSQL databases · Behavioral
biometrics

1 Introduction

A large amount of data is created every day by the interactions of billions of people
with computers, wearable devices, GPS devices, smart phones, and medical devices.
Inabroad rangeof applicationareas, data isbeingcollectedatunprecedented scale [1].
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Not only the volume of data is growing, but also the variety (range of data types
and sources) and velocity (speed of data in and out) of data being collected and
stored. These are known as the 3V’s of Big data, enumerated in a research report
published by Gartner [2].

Big Data refers to things one can do at a large scale that cannot be done at a
smaller one: to extract new insights or create new forms of value, in ways that
change markets, organizations, the relationship between citizens and governments,
and more [3]. Despite still being somewhat an abstract concept it can be clearly said
that Big Data encomprises the a new generation of technologies and architectures,
designed to economically extract value from very large volumes of a wide variety of
data, by enabling the high-velocity capture, discovery and analysis [4].

1.1 Human-Computer Interaction

With the advent of the Internet of Things the number of devices that are connected
is increasing every. Consequently, the number of interactions that can generate data
is growing as well. Humans tend to show their personality or their state through
their actions, even in an unconscious way. Facial expressions and body language, for
example, have been known as a gateway for feelings that result in intentions. The
resultant actions can be traced to a certain behavior. Therefore, it is safe to assume
that a human behavior can be outlined even if the person does not want to explicitly
share that information.

The interaction with computers and other technological devices can provide
dataset containing records that are relative to unconscious behaviors. The rhythm
at which a person types on a keyboard or the movement of the mouse changes when
the individual becomes fatigued or under severe stress, as it was established in [5, 6].
Moreover, the interactionwith smartphones can also provide analogous patterns from
diverse sources including a touchscreen (that provides information about touches,
their intensities, their area or their duration), gyroscopes, accelerometers, among
others.

2 NoSQL for Real Time Analytics

2.1 Real Time Analytics

In the spectrum of analytics two extremes can be identified. On one end of the
spectrum there is batch analytical applications, which are used for complex, long-
running analyses. Generally, these have slower response times (hours or days) and
lower requirements for availability.Hadoop-basedworkloads are an example of batch
analytical applications. On the other end of the spectrum sit real-time analytical



Providing Wellness Services Using Real Time Analytics 169

applications. Real-time can be considered from the point of view of the data or from
the point of view of the end-user. The earlier translates into the ability of processing
data as it arrives, making it possible to aggregate data and extract trends about the
actual situation of the system (streaming analytics). The former refers to the ability
to process data with low latency (processing huge amount of data with the results
being available for the end user almost in real-time) making it possible, for example,
to to provide recommendations for an user on a website based on its history or to do
unpredictable, ad hoc queries against large data sets (online analytics).

Regarding stream processing the main problems are related to: Sampling Filter-
ing, Correlation, EstimatingCardinality, EstimatingQuantiles, EstimatingMoments,
Finding Frequent Elements, Counting Inversions, Finding Subsequences, Path Anal-
ysis, Anomaly Detection Temporal Pattern Analysis, Data Prediction, Clustering,
Graph analysis, Basic Counting and Significant Counting. The main applications are
A/B testing, set membership, fraud detection, network analysis, traffic analysis, web
graph analysis, sensor networks and medical imaging ([7]).

According to [7] these are the most well-known streaming open source tools:

S4 Real-time analytics with a key-value based programming model and support for
scheduling/message passing and fault tolerance.

Storm The most popular and widely adopted real-time analytics platform developed
at Twitter.

Millwheel Google’s proprietary real-time analytics framework that provides exact
once semantics.

SamzaFramework for topology-less real-time analytics that emphasizes sharing be-
tween groups.

Akka Toolkit for writing distributed, concurrent and fault tolerant applications.
Spark Does both offline and online analysis using the same code and same system.
Flink Fuses offline and online analysis using traditional RDBMS techniques.
PulsarDoes real-time analytics using SQL.
Heron Storm re-imagined with emphasis on higher scalability and better
debuggability.

Online analytics, on the other hand, are designed to provide lighter-weight ana-
lytics very quickly. The requirements of this kind of analytics are low latency and
high availability. In the Big Data era, OLAP (online analytical processing [8]) and
traditional ETL processes are too expensive. Particularly, the heterogeneity of the
data sources makes it difficult the definition of rigid schemas, making model-driven
insight difficult hard. In this paradigm analytics are needed in near real time in order
to support operational applications and their users. This includes applications from
social networking news feeds to analytics, from real-time ad servers to complexCRM
applications.
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2.2 NoSQL - Not only SQL

Conventional relational databases have proven to be highly efficient, reliable and
consistent in terms of storing and processing structured data [9]. However, regarding
the 3 V’s of big data the relational model has several shortcomings. Companies like
Amazon, Facebook and Google started to work on their own data engines in order
to deal with their Big Data pipeline, and this trend inspired other vendors and open
source communities to do similarly for other use cases. As Stonebraker argues in
[10] the main reasons to adopt NoSQL databases are performance (the ability to
manage distributed data) and flexibility (to deal with semi-structured or unstructured
data that may arise on the web) issues.

A mapping between Big Data characteristics (the 3V’s) and NoSQL features can
be established. NoSQL data stores can manage large volumes of data by enabling
data partitioning across many storage nodes and virtual structures, overcoming tra-
ditional infrastructure constraints (and ensuring basic availability). By compromis-
ing on ACID (Atomicity, Consistency, Isolation, Durability ensured by RDBMS in
database transactions) properties NoSQL opens the way for less blocking between
user queries. The alternative is the BASE system [11] that translates to basic avail-
ability, soft state and eventual consistency. By being basically available the system
is guaranteed to be mostly available, in terms of the CAP theorem. Eventual consis-
tency indicates that given that the system does not receive input during an interval of
time, it will become consistent. The soft state propriety means that the system may
change over time even without input.

According to [12], the key characteristics that generally are part ofNoSQLsystems
are, the ability to horizontally scale CRUD operations throughput over many servers,
the ability to replicate and to distribute (i.e.,partition or shard) data overmany servers,
a simple call level interface or protocol (in contrast to a SQL binding), a weaker
concurrency model than the ACID transactions of most relational (SQL) database
systems, efficient use of distributed indexes and RAM for data storage, and the ability
to dynamically add new attributes to data records.

However, the systems differ in many points, as the funcionality ranges from a
simple distributed hashing (as supported by memcached1, an open source cache), to
highly scalable partitioned tables (as supported by Google’s BigTable [13]). NoSQL
data stores come in many flavors, namely data models, and that permits to accom-
modate the data variety that is present in real problems.

Key-Value Stores. AKey-value DBMS can only perform two operations: store pairs
of keys and values, and retrieve the stored values given a key. These kind of systems
are suitable for applications with simple data models that require a resource-efficient
data store like, for example, embedded systems or applications that require a high
performance in-process database. Redis and Memcahced are popular examples of
this kind of database.

1 http://memcached.org

http://memcached.org
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Document-Oriented Databases. These kind of data stores are designed to store
and manage documents. Typically, these documents are encoded in standard data
exchange (such as XML, JSON, YAML, or BSON). These kind of stores allow
nested documents or lists as values as well as scalar values, and the attribute names
are dynamically defined for each document at runtime. A single column can hold
hundreds of attributes (in an analogy to the relational model), and the number and
type of attributes recorded can vary from row to row, since its schema free. Unlike
key-value stores, these kind of stores allow the search on both keys and values,
support complex keys and secondary indexes. MongoDB and CouchDB are DBMS
that function in this paradigm.

Column-Oriented Databases. Column-oriented databases are the kind of data store
that most resembles the relational model on a conceptual level. They retain notions of
tables, rows and columns, creating the notion of a schema, explicit from the client’s
perspective. In this approach, rows are split across nodes through sharding on the
primary key. They typically split by range rather than a hash function. This means
that queries on ranges of values do not have to go to every node. Columns of a table
are distributed over multiple nodes by using “column groups”. Rows are grouped
into collections (tables), and an individual row’s attributes can be of any type. For
applications that scan a few columns of many rows, they are more efficient, because
this kind of operations lead to less loaded data than reading the whole row. Apache
Cassandra and Apache HBase are examples of this kind of data store.

Graph-Oriented Databases.Graph databases are data stores that employ graph the-
ory concepts. In this model, nodes are entities in the data domain and edges are the
relationship between two entities. Nodes can have properties or attributes to describe
them. These kind of systems are used for implementing graph data modeling require-
ments without the extra layer of abstraction for graph nodes and edges. This means
less overhead for graph-related processing and more flexibility and performance.
Neo4J is the most popular graph-oriented database.

Comparative Evaluation of NoSQL Databases. As it was presented, there are
several options when it comes the time to choose a NoSQL database, and the differ-
ent categories and architectures serve different purposes. Although four categories
were presented, only two of them are adequate for the purposes of this work. Re-
garding support for complex queries column-oriented and document-oriented data
store systems are more adequate than key-value stores (e.g. simple hash tables) and
graph databases (which are ideal for situations that are modeled as graph problems).
Considering the last presented fact a comparison is presented at [14], where several
DBMS are classified in a 5-point scale (Great, good, average, mediocre and bad)
regarding a set of quality attributes.
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3 Wellness Services Using Real Time Analytics

Gathering metrics on people’s behaviours and providing tools for visualization, par-
ticularly real time analytics, enables decision making and data-driven actions con-
cerning well being of individuals. The trend for data collection regarding sensing on
humans is growing and the perspective is for this trend to keep strong, giving the ex-
pected growth of IoT (Internet of Things). Moreover, Big Data tools and techniques
enable for this to be done at a large scale without compromising performance and
availability.

According to [5], by recording the data from the keyboard and mouse movements
it is possible to metrics that enable the prediction of fatigue levels. The captured
records contain fifteen values (represented as doubles) that are a result of applying
data redundancy techniques (i.e. aggregation of collected data by calculating values
such as mean and variance on the very frequently collected values) and additionally
contain a timestamp. Therefore, each record needs (15 times 8 bytes, the MongoDB
double size plus 8 bytes relative to the timestamp, and 8 bytes relative to two keys
that refer the task and user) 136 bytes of storage space. These records are produced
every five minutes for each user of the system. As a user is expected to be around
eight hours per day (13056 bytes, 12.75 Kbytes) interacting with its desktop/laptop
a prediction about the data volumes that need real time processing can be made
(see figure 1).

Table 1 Data growth projections.

1 user 100 users 10000 users 1000000 users
5 minutes 136 bytes 13.28 Kbs 1.297 Mbs 129.7 Mbs
1 day 12.75 Kbs 1.245 Mbs 124.5 Mbs 12.159 Gbs
1 week 89.25 Kbs 8.716 Mbs 871.6 Mbs 85.115
1 month 382.5 Kbs 37.354 Mbs 3.648 Gbs 364.8 Gbs
1 year 4.545 Mbs 454.5 Mbs 44.382 Gbs 4.438 Tbs

As it is shown in figure 1 the architecture of the desired system is divided in three
major components. The raw data is generated in the devices, then pre-processed (by
redundancy elimination) and stored locallywhenever possible (as in smartphones and
personal computers) in a SQLite database. Then data is synchronized with the web
servers in the cloud. The target database is MongoDB (object-oriented DB). Mon-
goDB2 is a database that is half way between relational and non-relational systems.
It provides indexes on collections, it is lockless and provides a query mechanism.
MongoDB provides atomic operations on fields like relational systems MongoDB
supports automatic sharding by distributing the load across many nodes with auto-
matic failover and load balancing, on the other hand CouchDB achieves scalability
through asynchronous replication. MongoDB supports replication with automatic
failover and recovery. The data is stored in a binary JSON-like format called BSON

2 https://www.mongodb.com

https://www.mongodb.com
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Fig. 1 Architecture of the real time analytics system.

that supports boolean, integer, float, date, string and binary types. The communica-
tion is made over a socket connection (in CouchDB it is made over an HTTP REST
interface).

MongoDB is actually more than a data storage engine, as it also provides na-
tive data processing tools: MapReduce3 and the Aggregation pipeline4. Both the
aggregation pipeline and mapreduce can operate on a sharded collection (partitioned
over many machines, horizontal scaling). These are powerful tools for performing
analytics and statistical analysis in real-time, which is useful for ad-hoc querying,
pre-aggregated reports, and more. MongoDB provides a rich set of aggregation op-
erations that process data records and return computed results, using this operations
in the data layer simplifies application code and limits resource requirements. The
visualization layer (as an web app) is developed on Java technology and uses the
D3 library for graphics and diagrams. Regarding fault tolerance MongoDB provides
master-slave replication and replica sets5. Nowadays, replica sets are recommended
for most use cases. The standard (and minimum) number of replicas in a set is three:
one being the primary (the only one with writes allowed), and two secondaries (can
become the primary in an election), since an odd number of members ensures that the
replica set is always able to elect a primary. Another aspect in the data architecture
that must be addressed is related to the storage engines. As the there is no longer
a universal database storage technology capable of powering every type of applica-
tion built by the business, MongoDB provides pluggable storage engines, namely

3 https://docs.mongodb.org/manual/core/map-reduce/
4 https://docs.mongodb.org/manual/core/aggregation-pipeline/
5 https://docs.mongodb.org/manual/replication/

https://docs.mongodb.org/manual/core/map-reduce/
https://docs.mongodb.org/manual/core/aggregation-pipeline/
https://docs.mongodb.org/manual/replication/
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WiredTiger and MMAPv1. Multiple storage engines can co-exist within a single
MongoDB replica set, making it easy to evaluate and migrate engines. Running mul-
tiple storage engines within a replica set can also simplify the process of managing
the data lifecycle. WiredTiger (default storage engine starting in MongoDB 3.2) will
provide significant benefits in the areas of lower storage costs, greater hardware uti-
lization, and more predictable performance6 and, consequently should be used in
this system.

4 Conclusions

In this work we presented an approach for handling the Big Data problems that may
arise from a large scale wellness application. The rate of data arriving, the volume
of the data and the need for real time aggregations (for data visualization) represent
the data requirements. The main challenges are related to the databases architecture,
particularly the storage and analytical layers. The database management system and
the replica set architecture have been presented. The analytical engine is the Mongo
Aggregation Framework, a feature of MongoDB that provides a pipeline for low
level analytics operations. The deployment of this data architecture will allow us to
test the ability of this kind of services to scale.

The door for large scale wellness services is opened, and big data techniques
appear as one of the most useful resources for this kind of services to succeed. By
aligning this trend with the advances on machine learning distributed systems and
Internet of things applications, a future for diverse wellness services can be sighted.
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Abstract This paper presents an adaptive platform that can simulate the central-
ized control of different smart city areas. For example, public lighting and intelli-
gent management, public zones of buildings, energy distribution, etc. It can  
operate the hardware infrastructure and perform optimization both in energy con-
sumption and economic control from a modular architecture which is fully adapt-
able to most cities. Machine-to-machine (M2M) permits connecting all the sensors 
of the city so that they provide the platform with a perfect perspective of the glob-
al city status. To carry out this optimization, the platform offers the developers a 
software that operates on the hardware infrastructure and merges various tech-
niques of artificial intelligence (AI) and statistics, such as artificial neural  
networks (ANN), multi-agent systems (MAS) or a Service Oriented Approach 
(SOA), forming an Internet of Services (IoS). Different case studies were tested  
by using the presented platform, and further development is still underway with 
additional case studies. 

Keywords Smart Cities · Intelligent systems · Machine to Machine · Internet  
of Services · Big data 

1 Introduction 

The concept of Smart Cities (SC) is a current trend in technological projects. The 
balance with natural resources and the environment is responsible for these para-
digms, which aim to increase the level of comfort for all citizens and institutions 
based on sustainable development. 
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When trying to make a city smarter, most of the efforts address energy areas 
because this will result in high resources saving which allow resources to be ap-
plied in other social areas. Therefore, improving the energy efficiency in cities is 
not only aims to reduce energy costs, but also to promote environmental and eco-
nomic sustainability. 

One of the main problems when developing hardware or software to increase 
citywide energy efficiency is the integration and deployment in real cities of a 
developed system, which can be tested and evaluated. In order to facilitate this 
integration task, a simulation environment that can test and evaluate both the 
hardware and the developed software or algorithms is presented. 

SC can be represented as a three-level platform, where hardware represents the 
base, the communication mechanism represents the middle layer, and the top layer 
is represented by the intelligent software [1]. 

The presented platform consists of a series of heterogeneous sensors that use 
M2M for the communication, and applies different AI and statistics technologies 
to evaluate the system and increase energy efficiency in cities. 

One of the main characteristics of the simulation environment is that sensors 
can be easily integrated with the system. In fact, the most commonly used sensors 
have already been integrated and developers can use them to get the information. 
In addition, there are some open data services available to provide useful infor-
mation that sensors cannot provide under simulated conditions, such as the city’s 
weather forecast or traffic. 

M2M communication platforms take the role of controlling the communication 
among all the connected elements of the cities. The decline in costs of connectivi-
ty and the price of required devices are driving the growth of this kind of commu-
nications. This platform is shaped by combining services to add some intelligence 
to these connected elements in an interoperable manner that provides the system 
with a highly heterogeneous content. That intelligence is added in the upper layer 
of the system to provide the best results depending on the environment status. 

The rest of this paper is structured as follows: Section 2 shows the state of the 
art concerning projects and research conducted in the field of SC, showing the 
most commonly used techniques and technologies in this field, and then carrying 
out a comparison between them and the system presented. Section 3 presents the 
developed system, its operation and details of the techniques used. Section 4 de-
scribes the case studies developed to test the platform. Finally, Section 5 presents 
some results and conclusions of the work. 

2 Background 

The concept of SC or smart environments [5] itself is still emerging. Making a city 
“smarter” is one of the main objectives of the researches as a strategy to reduce 
some problems caused by the rapid growth of the urban population. Problems such 
as pollution (visible in bigger cities), lack of resources, traffic congestion and 
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deteriorating infrastructure are some of the many problems that large urban popu-
lations are increasingly facing [4].  

There are multiple definitions of SC, for example as that proposed in [7]: “the 
use of smart computing technologies to make city services more intelligent, inter-
connected and efficient - which includes administration, education, health care, 
public safety, real estate, transportation and utilities.” From which we can deduce 
that new technologies (ICT, Information and Communication Technologies) are 
the base to provide better quality of life and prudent management of natural  
resources through the engagement of all citizens. 

A smart city is also considered a “system of systems” [6], where different inte-
grated systems form a closed loop and are characterized by functions: sensing, 
information management, analytics, modeling, and influencing outcomes. Every 
system produces its own information and consumes the information of others in a 
well- defined urban planning. 

More and more cities around the world are committed to developing pilot pro-
jects related to this movement, such as the SmartSantander1 project in Santander, 
where there is a large display of parking sensors that indicate available outdoor 
parking spaces to drivers. They have also deployed a municipal Wi-Fi network 
that aims to cover the entire city and obtain useful information about the number 
of Wi-Fi connections from all the parts of the city. Augmented reality applications 
focused on tourism are also offered. Málaga Smart City2 is a project that aims to 
save energy by applying micro power management, which consists of storing en-
ergy in batteries for use in buildings, street lighting and electrical transport. An-
other project is “Smart City Valladolid-Palencia”3. As the project is applied to two 
cities, and not one, it involves the additional task of addressing the issue of 
transport between the cities. The project has smart a meter network, integration of 
electric cars, energy efficiency in buildings, traffic organization, etc. 

As previously mentioned, SC are typically composed of three levels: hardware, 
communication and intelligence. While this research work comprises all of them, 
its main focus is the first level, which addresses infrastructure and the way the 
information is gathered, but also includes some aspects analysis. The present study 
introduces a simulation environment that incorporates different technologies, 
techniques or algorithms and can be easily applied to any city. 

With this platform, all innovations can be tested before deploying the infra-
structure in a real city, which makes it possible to reduce the budget for the testing 
phase, allowing all cities to have their innovation impact evaluated and tested  
the with the platform before being deployed in the real city. The only requests  
to use the platform are: i) configure different settings about the simulated  
structures, ii) integrate the used sensor network following the platform rules, and 

                                                           
1 http://www.smartsantander.eu/ 
2 http://www.lacatedralonline.es/innova/system/Document/attachments/12351/original/ 
  IDCCiudadesinteligentes.pdf 
3 http://www.valladolidadelante.es/lang/modulo/?refbol=adelante-futuro& 
  refsec=smart-city-vyp&idarticulo=79302 
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iii) select different on-line open data services that will provide all the information 
that the algorithms require as input. The system offers the use of previously vali-
dated algorithms and simulation models to improve the energy efficiency: howev-
er, developers can define those to be used, and then compare them to choose the 
best option to use in the real city. 

Regarding the hardware used for the simulation environment, the combined ap-
plication of M2M along with a data preprocessing step help to consider the city as 
a homogeneous network of sensors, even though the sensors used are heterogene-
ous [2][3]. The platform offers the use of different commonly used sensors to 
gather the most relevant information of any city, but new sensors can be integrated 
easily. 

The platform has been tested and validated successfully and continues its de-
velopment today. The following sections describe the operation and technologies 
used in the platform, and the results currently obtained in different case studies. 

3 Proposed Architecture 

The proposed architecture is structured by following the previously identified 
three layer model as shown in Fig. 1. To begin, the base of the architecture is rep-
resented by the city infrastructure, which is composed of every different objects of 
the city to be monitored in conjunction with the required sensor and the technolo-
gy used, in order to exchange the data with the system. 

Functionalities that are used to define and configure the sensor networks inte-
grated in the objects are located in the middle layer. Due to the multiple kinds of 
objects that compose the network, communications are heterogeneous in nature. 
Consequently, it is necessary to pre-process the data to allow the system to use 
data independently of the technology used for the transmission, and thus allowing 
the system to be appreciated as a single and homogeneous network. 

The third and final layer is the associated to the intelligence of the city, where 
all the information is analyzed and managed in such a way that the highest bene-
fits are provided and the most appropriate services are offered to the citizens. 

The following section describes all the layers and their sub-systems. 

3.1 Infrastructure Layer 

Starting from the lowest layer, the first level corresponds to both the connected 
objects of the city and the sensor networks. 

The number of objects that can be connected to the network to be monitored as 
part of a global system is invaluable. Not only the number, but also the type of 
these connected objects grows substantially every day. The most common  
connected objects of smart cities were included in the developed simulation  
environment. 
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Buildings: There are different kind of buildings distributed among the city 
mockup, each of which is organized in different districts according to its category. 
For example, there are residential, business, commercial, industrial or energetic 
districts. Each has its own features, for example when consuming or generating 
energy. These values can be simulated or provided by the developers when testing 
the system. The simulated values are based on different parameters like the day, 
the current time or the configured energetic infrastructures. 

Public Lighting: A series of lamps was distributed along the streets of the simula-
tion environment. The system makes it possible to both simulate and analyze the 
public lighting to detect failures and find optimal solutions. Moreover, the system 
allows the testing of different energy distribution algorithm according to different 
parameters, such as the assigned budget or traffic. 

Containers: There are several groups of recycling and waste containers distribut-
ed among the city districts. Their value can be simulated according to the con-
sumption habits of every district or even directly associated to real sensors that 
measure the fill level of the containers. Different calculations can be evaluated by 
using those data. For example, the route of every track can be optimized to collect 
only the waste of the full containers, or to change the location of those containers 
that are always empty. 

Energy Generation Elements: Several elements that simulate the production of 
electric power from the sun or the wind were included in the simulation environ-
ment. Data are simulated by using real open data services of the city that it is  
being simulated. 

Vehicles: One of the most important aspects to bear in mind when trying to make 
a city smarter is its traffic management and distribution. Vehicles, whether public 
or not, play an important role when evaluating the quality of the lives of the citi-
zens and that of the environmental, which is often harmed due to high pollution 
rates. Accordingly, all the vehicles included in the simulation environment are 
monitored and controlled to carry out different simulations. In order to guide them 
among the roads of the city, a steel rail is embedded in a methacrylate base and 
covered by a vinyl that simulates the road. Junctions are possible as a result of the 
servomotors that move the rail to follow the desired direction. Front wheels are 
guided by a small magnet that follows the steel rail, and rear wheels are directly 
connected to a DC motor whose speed can be controlled by software. To know the 
position of every car, several magnets were embedded in parallel to the steel rail, 
forming binary patterns that identify the street. To detect those magnets, cars are 
equipped with a hall sensor, allowing their position to be known at all times. 

The global sensor network may be composed of multiple heterogeneous sets of 
individual sensors associated to one or more objects of the city. These sensors are 
in charge of automatically gathering the requested data of the nearest environment 
by themselves. 

Table 1 identifies the sensors that were adapted to the main common objects, 
and the communication methods used in the test. 
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Table 1 Mockup connected elements, built-in sensors and the communication type. 

Elements Sensors Communications 
Buildings Ammeter, temperature, humidity Serial*, Wi-Fi, Ethernet 
Lamps Ammeter, voltmeter, LDR, CO2 PWM*, Wi-Fi, Ethernet 
Containers Ultrasonic, temperature Wi-Fi, BLE, 4G, GSM 
Solar panels Ammeter, voltmeter 4G, GSM 
Vehicles Hall*, voltmeter, ammeter BLE, Wi-Fi 

 

Sensors and communications marked with an asterisk (*) are only used for their 
integration with the simulation environment. 

3.2 Communication Layer 

Sensors must also incorporate some kind of mechanism to transmit this infor-
mation so that it can be integrated in the global system for future use. On many 
occasions, the cities already use sensor networks that have been incorporated in 
order to develop studies or to take measures. They could also have been added due 
to some other reason, prior to the process of transforming the city into a smart 
city. In addition to the previously commented evolution in technology, this could 
result in the cohabitation of different kinds of sensors, gathering the information 
associated to a same environment. 

Large-scale systems typically include middleware (MW) to collect information 
coming from the sensors. The main task of this MW is to allow the information 
gathered by the sensors to be standardized within the system. To do so, the system 
includes an intermediate layer specialized in collecting information by using the 
required protocol for each technology. Once the information is obtained by the 
sensor and transmitted, the MW collects it and processes it (without interruption) 
to produce a new encapsulation to a common protocol for the whole system. 

This way, the inclusion of new technologies, which may appear in the future to 
offer new or better features, prevents the bulk of the smart-cities management 
system from being affected in the case of using them. In such cases, the procedure 
would be based, as a general rule, on creating a new module incorporating the 
MW as a driver. This module will include the programming associated to the con-
version of information formats and communication protocols. In turn, it will allow 
the definition of every configuration parameter that such technology requires. 

The inclusion of an MW with such characteristics is necessary in the system, as 
it means a reduction in risk of some factors that affect the conflict of decision 
making regarding the technology to be used in a city. In particular, the communica-
tion protocol directly affects important factors such as sustainability, adaptability 
and system maintenance over time. 

Hosting and information processing services are performed in a Cloud Compu-
ting (CC) environment; therefore, such environments support the communication 
and subsequent levels. The application of CC technology, particularly to smart 
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city management, provides a deployed system with different benefits. To begin, 
the initial investment will be reduced due to the fact that there is no need to ac-
quire hardware and software to deploy the system. Flexibility is the other main 
advantage provided by CC because the service is capable of adapting itself to the 
demand and always providing the necessary resources. As a result, the size of the 
city is no longer relevant. 

Using a practical case taken from this work as an example, the MW is divided 
into a series of modules, each of which is associated to a different technology. For 
example, to communicate through Bluetooth 4.0 (BLE - Bluetooth Low Energy), 
there is a module in charge of requiring the technology-specific information need-
ed to register a sensor of this kind. For the case of BLE, this information only 
includes the MAC (Media Access Control) address. Once the configuration has 
been stored, the Gatttool library is internally used. This library makes it possible 
to use any BLE device through a series of simple commands. Similarly, there are 
specific modules to communicate through ZigBee, RFID or Wi-Fi technology, as 
well as through wired sensors, independently of their protocol or API. In every 
particular case, the specific de-encapsulation, associated to the technology, is per-
formed. To do so, the obligatory information is extracted and the encapsulation to 
the protocol required by the higher layers in the system is performed. These pro-
cesses are all performed remotely (in the CC environment), which allows us to 
take advantage of the benefits each technology offers regarding consumption, 
range or duration, without affecting the gathering of data by the higher levels of 
the architecture. 

Thus, it is necessary to include a MW with such features in the system, as it 
implies the resolution of the protocol incompatibility conflict, which directly af-
fects the stability of the entire system. However, despite using these techniques, 
additional conflicts still remain. 

3.3 Intelligence Layer 

The last layer is composed of three big blocks: i) the set of technics and algo-
rithms used for the data treatment and processing; ii) the generation of several 
services based on the platform data or the integration of third party services to 
allow real simulations; iii) the set of final applications. 

First, the set of technics and algorithms implemented in the platform is scalable 
and reusable. So far, there are different technics and algorithms that allow devel-
opers to store, manage and analyze all the system data. As the number of connect-
ed objects can grow, the storage infrastructure and the data treatment algorithms 
must be ready to grow at the same pace. The last layer is deployed in a CC plat-
form and uses mechanisms to deal with big data. 

Developers that use the platform can specify their own AI algorithms or use 
those that have been proposed to test them or compare their effectiveness. 
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To use the proposed algorithms, the platform architecture must be based on 
SOA. A set of internal and third party data based services are offered, which the 
developers are free to access because of the IoS. 

These services are used by all the developed applications, which increase the 
quality of services delivered to the citizen or to the city in general. For example, 
the simulation environment provides different apps such as citizen recommenda-
tion, citizen participation, energy management, efficiency measurement or public 
services path planning. 

4 Results, Conclusions and Future Work 

Different vertical applications have been developed and integrated with the simu-
lation environment. This article is focused on the development of a platform that 
can optimize various aspects of city management, including the collection routes 
used by waste trucks. In this case, the optimization is performed by taking into 
consideration the fill level of the glass, paper, plastic and waste containers of the 
city. 

This section details the case study, specifically the hardware integration with 
the simulation environment platform, which is the lower layer, as the upper layer 
is designed for the applications of other developers. Finally, conclusions and  
future work are presented. 

4.1 Waste Collection Optimization 

As previously mentioned, the mockup is composed of different districts with dif-
ferent containers: paper, glass, plastic and waste. During simulation, they are filled 
in a pseudo-random way, taking into account different parameters associated to 
their district, the time or the weekday of the simulation. 

Two different kinds of sensors were integrated, both of which are associated to 
the value of two mockup containers. Different tests to place the sensor in a real 
container were evaluated, as well as the type of communication.  

Figure 2 shows the schema of the sensor used for the integration with the two 
evaluated communication types: i) by using a GSM 3G module, which requires 
the use of a microcontroller to analyze the measured data, and ii) a Wi-Fi module 
with integrated processing capacity, which is capable of reading the measured 
value, processing and transmitting it only when there is a change, which saves the 
battery life. 

The sensor used in this case study is an HC-SR04, which works at a frequency 
of 40kHz in a range from 1.7cm to 4.5m, thus making it very suitable for use in 
containers. 
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Hash-Chain Based Authentication for IoT
Devices and REST Web-Services

António Pinto and Ricardo Costa

Abstract The number of everyday interconnected devices continues to increase and
constitute the Internet of Things (IoT). Things are small computers equipped with
sensors and wireless communications capabilities that are driven by energy con-
straints, since they use batteries and may be required to operate over long periods
of time. The majority of these devices perform data collection. The collected data
is stored on-line using web-services that, sometimes, operate without any special
considerations regarding security and privacy. The current work proposes a modified
hash-chain authentication mechanism that, with the help of a smart-phone, can au-
thenticate each interaction of the devices with a REST web-service using One Time
Passwords (OTP). Moreover, the proposed authentication mechanism adheres to the
stateless, HTTP-like behavior expected of REST web-services, even allowing the
caching of server authentication replies within a predefined time window. No other
known web-service authentication mechanism operates in such manner.

1 Introduction

The Internet of Things (IoT) can be seen as a distributed network of devices that
interact with human beings and with other devices [1, 2]. New applications for such
devices appear on a daily basis and these, typically, use sensors to collect data. The
IoT is expected to become a key source of big data and analytics [3]. Example sensors
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are accelerometers, gyroscopes, magnetometers, barometric pressure sensors, ambi-
ent temperature sensors, heart rate monitors, skin temperature sensors, GPS, video
cameras, microphones, among others.

A possible classification of IoT devices can be done with respect to their com-
munication capabilities. The adopted reference scenario is depicted in Figure 1 and
comprises three types of sensors. Type A sensors are characterized by requiring a
specific Wireless Sensor Network (WSN) gateway, typically from the same manu-
facturer of the devices, and by being built for ultra low power operation. These run
on (coin shaped) batteries and minimize wireless communications in order to expand
their lifetime. The security, authentication and confidentiality of the collected data
is achieved by means of pre-built, per device, cryptographic encryption keys that are
exchanged with the WSN gateway upon initial set-up. Type B are characterized by
being more autonomous, not requiring a gateway, and by being able to interact di-
rectly with the on-line central server. These are either connected to a power outlet or
run on batteries with larger capacity, which are also recharged more frequently (daily
or more). The security, authentication and confidentiality of the collected data can be
achieved by any available mechanism. Type C are characterized by requiring a type
B device in order to upload the collected data to the on-line central server. These use
short range wireless communication capabilities, such as Bluetooth, to communicate
with a type B device that has standard IP connectivity. The security, authentication
and confidentiality of the collected data can be achieved by any mechanism available
in the type B device.

Fig. 1 Adopted reference scenario

The data collected by all these sensors tend to be personal, sensible and private.
The privacy and control over the collected data was already addressed by the authors
with the Sec4IoT framework [4]. Nevertheless, the need to assure that the collected
data is always maintained within the control scope of the Sec4IoT framework, an
end-to-end device authentication mechanism is required.

The paper is organized in sections. Section 2 describes and compares the work
of others that is related to ours. Section 3 describes the proposed authentication
mechanism and performs its security validation. Section 4 describes the experimental
set-up, the implemented authentication prototype and presents the obtained results.
Section 5 concludes the paper.
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2 Related Work

REST is a distinct way of deploying web-services that is becoming quite common
due to its simplistic and HTTP-like behavior. The key REST principles are threefold:
1) explicit use of HTTP methods; 2) stateless; and 3) resources must be named using
URLs (Uniform Resource Locators). The hyped stateless operation of a REST server
may not be completely possible, especially if one considers clients authentication
and authenticated sessions management. Current solutions make use of standardized
HTTP related authentication mechanisms, such as Basic and digest access authenti-
cation [5], or of Open standard for authentication (OAuth) [6, 7], or use proprietary,
in-house developed, solutions.

The HTTP protocol supports several authentication mechanisms [8] in order to
control the access to pages and other resources. This solutions make use of the 401
status code and the WWW-Authenticate response header [5]. In form-based authen-
tication, developers, instead of relying on authentication at the protocol level, can
make use of web-based applications or HTML code embedded into their web pages.
They can use INPUT elements in HTML Forms to request the client’s credentials
(User and Password) as a normal part of their web application. The Open stan-
dard for Authentication (OAuth) [6, 7, 9] provides a method for a web application
to grant third-party access to their resources without, actually, sharing their clients
credentials. In [10] the authors propose the use of a token based approach for authen-
tication in REST-based web services. Their proposal consists in extending the HTTP
authentication to include a UsernameToken as a secondary password verification.
This would allow providers to customize their own authentication according to their
specific need, improving flexibility and security, and introducing the possibility of
the server challenging the client in order to authenticate it. The key advantage of
this solution was lost as it addresses the same shortcomings of the first HTTP Digest
authentication, as does HTTP1.1.

Table 1 compares the solutions identified as related to ours. For instance, the
version 1.1 of the HTTP digest authentication performs data encryption (2nd col-
umn), authenticates both server and client (3rd column), resists attacks that resend
previously exchanged messages (4th column), is secure against eavesdropping and
Man in The Middle (MiTM) attacks (5th column), does not require trust third parties
(6th column), the authentication is performed at the HTTP layer (7th column) and

Table 1 Related work comparison

Solution Data Mutual Replay MiTM 3rd Auth. OTP
enc. auth. resistant resistant parties control

Basic N N N N N HTTP N
Digest Y N N N N HTTP N
Digest 1.1 Y Y Y Y N HTTP N
OAuth Y N Y Y Y App N
AuthToken Y N Y Y N HTTP N
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has no support for OTP (8th column). Regarding the authentication control, it can
either be controlled by the web server (identified in the table with HTTP) or by the
web-service (identified with App). None of the presented solutions supports trans-
action control by means of OTP. The authors believe that such OTP per transaction
approach is the one that better suites the REST design philosophy.

3 Minimalist Authentication Mechanism

The proposedMinimalist AuthenticationMechanism (MAM) requires a secure client
register procedure, deployed as a secure web page (HTTPS), that is assumed to be
in operation. The secure register procedure will enable the secure generation and
exchange of a per device secret (Asec). The proposed algorithm implies that any
request made by clients to the server must comprise, aside other parameters, the
client identification and an OTP. A, per device, set of OTPs is generated with the
login procedure. The login is initiated when the client calls the login procedure made
available by means of a REST-based web-service. The client computes the non-
guessable random value nonceA1, calculates both the cli_n2 and the T ime values
and passes them as parameters to the login procedure. The nonce generation function
is assumed to be secure. T ime value is obtained by rounding up the current time in
intervals of 10 minutes. The server will compute a local n2 value using a secure hash
function over nonceA1, n1 and the T ime value. The computed n2 value, if equal to
the cli_n2, will be used to create the initial security token (tk0). After the generation
of the initial token, tokens tk1 to tk512 will be calculated by using the cryptographic
hash function over the previous token. Both server and client will store the set of 512
tokens to be used as OTPs, in reverse order, in the subsequent 511 requests of that
client. Such will enable anti-replay protection and prevent both man-in-the-middle
and Denial of Service (DoS) attacks. Additionally, and due to the fact that the server
returns both the seedT ime and the token tkT ime

512 to the client, both server and client
are mutually authenticated.

The way the OTPs are obtained depends on the type of sensor (Figure 1). On
the one hand, type B sensors have the required capabilities, in terms of wireless
communications, CPU and available battery lifetime, to perform a complete login
by themselves. At the end of the login procedure, the device will have a set of OTPs
to be used in the subsequent requests to the REST web-service. On the other hand,
both Type A and C require additional devices in order to complete a successful login
procedure. Currently, type A devices require a specific WSN gateway, whereas type
C devices require a paired smart-phone.

In the proposed solution, a smart-phone will be used to complete a successful
login and to obtain a set of OTP which will then be sent to the type A or C sensor
by any means available in the sensor. Such will avoid two major drawbacks of the
current solutions. Firstly, the WSN specific gateway will no longer be required as it
can be replaced by a existing wireless Access Point (AP) with Internet connectivity.
Secondly, none of the cryptographic material to be stored on the sensors, the set of
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OTPs, can be used to perform a new login in the system. A sensor login procedure
that will authenticate the smart-phone is assumed to be in operation. Nevertheless,
the REST web-service does not take part in the sensor/smart-phone authentication
procedure.

Type A sensors run on ultra low power hardware, use small sized batteries and
communicate periodically in order to save power. The size of the OTPs set must be
adapted to each case. For instance, if a sensor communicates with the server once
per hour, it will require 24 OTPs per day, 167 per week, or 672 OTPs per month. The
REST web-service will have a set of URLs that will enable the login procedure to
reply with sets of OTPs of different sizes and using different secure hash functions.

3.1 Security Analysis

The Automated Validation of Internet Security Protocols (AVISPA) [11] tool was
used to perform the security validation of the proposed authentication mechanism.
The AVISPA tool performs the automated validation of security protocols described
in High Level Protocol Specification Language (HLPSL) [12]. HLPSL enables the
description of both the protocol and the required security properties, such as secrecy
and authentication. AVISPA adopts the Dolev-Yao intruder model [13] where the
intruder is in complete control of the network. Our HLPSL specification is available
online1.

The client-server communication confidentiality is obtained by means of a pre-
shared secret between that specific client and the server. This pre-shared secret is
assumed to be available on the client and on the server and to be refreshed frequently.
For instance, suchpre-sharedkeymaybe refreshedupon every client successful login.
If an attacker obtains a capture of the exchanged messages, and while being able to
obtain the nonceA1 and cli_n2 values, these are the result of one way hash functions.
Meaning that eavesdropping attacks are not possible.

An attack such as aman-in-the-middle attack is only possible if the pre-shared key
is compromised. The proposed solution assumes that this key is secure. Nonetheless,
the pre-shared key is never transmitted on the link an is assumed to be a result
of a specific pre-shared key creation procedure that may be triggered by the user
whenever he wants to, by means of a user management web site requiring a two-
factor authentication.

Despite the fact that both sides make use of random values to generate or verify
an authentication token (tk512), these values are never exchanged in clear text. The
only value exchanged between client and server, besides the authentication token, is
the seed value. The seed value is, in turn, the result of a secure hash function. Neither
entity can force the other in to generating a specific seed or authentication token.
Meaning that attacks that are based in key control are also not possible.

1 Available at http://www.estgf.ipp.pt/~apinto/mawr.hlpsl

http://www.estgf.ipp.pt/~{}apinto/mawr.hlpsl
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Table 2 Request processing capabilities by the server

Digest algorithm Requests/sec Request (ms)

SHA-256 207.5 4.7
SHA-512 211.3 4.8

The proposed solutionmakes use of the the nonceA1 that is assumed to be securely
generated and only used once. If a second request is received with a repeated nonce
value, the server will ignore the request and, thus, reject replay attacks.

DoS attacks are based on overwhelming a server with requests so that it is not
able to respond to legitimate requests. The proposed solution, uses the T ime value,
rounded up to 10 minute intervals, so that all requests sent by the same client within
this time interval (up to 10 minutes) will have the exact same reply. Due to being a
REST-based solution, it can easily be deployed within a Content Delivery Network
(CDN) [14], i.e. such reply could be cached, making it very difficult to perform a
successful DoS attack. This approach limits the number of per device successful
logins to one authentication per time period of 10 minutes. This is a drawback of
the proposed solution but the time period can be reduced and fined tuned to each
implementation.

4 Experimental Results

The prototype was developed using Java and theNetbeans Java IDE. TheWeb appli-
cation ARchive (WAR) file was built and deployed on a Glassfish 4.1 server, running
on a 64 bit Linux system (kernel 3.18.8-201.fc21.x86_64) with 8GB of memory and
a dual-core Intel Pentium G645 2.9GHz processor. All results shown in this sec-
tion were obtain by running multiple sets of 1000 executions each. SHA-256 and
SHA-512 where the selected secure hash algorithms, from the list of the algorithms
available in the Java language, mainly because the remaining ones are currently con-
sidered insecure by multiple sources. Stevens demonstrated a collision attack on the
MD5 algorithm [15] and Liang et. al, later presented an improved collision attack
to the same algorithm [16]. The SHA-1 algorithm was also demonstrated to be less
complex that the initial expectation. In particular, Wang et al. demonstrated that the
theoretical number of 280 hash operations that where assumed to be required to find
a collision could be reduced to a lesser value of 269 operations [17].

Table 2 shows the average number of requests processed per second and the
average time required by the server to process one request, for both the SHA-256
and the SHA-512 secure hash algorithms. As can be seen, a user login procedure
takes approximately 5ms to be completed and the server is able to process about 210
requests per second. While there is a difference between the results obtained using
different secure hash algorithms, this difference is very small can be neglected.
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Table 3 Average request processing time required per HTTP authentication mechanism

HTTP Authentication Mechanism Request (ms)

Basic 4,8
Digest HTTP1.0 64,7
Digest HTTP1.1 64,0
MAM (SHA-256) 4,7

The bandwidth usage tend to be slightly more (approx. 8% more) when using the
SHA-512 secure hash function. If we consider that login procedure, described in the
previous section, returns the token tk512 that is the result of the used hash function
and, evidently, will be larger when using the SHA-512 when compared to the use of
SHA-256. The remaining elements of the messages exchanged between server and
client are of equal size and independent of the secure hash algorithm that was used.

Table 3 shows the average processing time for each authentication mechanism
made available by the HTTP protocol. The results show that both digest authentica-
tion mechanisms supported by HTTP take 64 ms, or longer, on average, to process
a client authentication. The insecure basic authentication, that does not encrypt user
credentials, was the only one that obtained processing times similar to those obtained
by the proposed solution.

The results shown in Table 3 were obtained on a system running a 64 bit Linux
with 8GBofmemory and a dual-core Intel PentiumG645 2.9GHzprocessor.AHTTP
server was setup in a virtual machine running Linux. The Apache web server was
installed and configured to support the three authentication mechanisms identified.
The Linux curl command was used as the HTTP client. All results shown in this
section were obtain by running 3 sets of 1000 executions each. The proposed solution
(MAM) is the fastest one, requiring only 4,7 ms to conclude. It is even slightly faster
that the HTTP basic authentication.

5 Conclusion

The IoT is becoming the next big technological hype. New services that make use
of IoT devices appear every day. These new services use web-based storage and the
IoT devices are starting to interact directly with such web-storage. Two problems
arise from such a scenario: 1) the privacy and control over the collected data; and 2)
end-to-end authentication for low specked devices. Our previous solution (Sec4IoT)
dealt with the first problem, the later subsisted.

This work addresses the second problem while still maintaining a REST-like API
so it can be integrated within any existing web-service. Moreover, the proposed au-
thentication mechanism does not require trust in third-parties, maintains the authen-
tication control in the web application and, by requiring low computational power,
it can be deployed in low end IoT devices.
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Smart Computer-Assisted Cognitive
Rehabilitation for the Ageing Population

Miguel Oliver, Pascual González, Francisco Montero, José Pascual Molina
and Antonio Fernández-Caballero

Abstract This article introduces some solutions based on assistive technologies to
help ageing populations in relation to their inherent problem of interaction. These
technologies envision physical and cognitive rehabilitation. Examples of research
and commercial systems in both types of rehabilitation are shown in this article.
Finally, and based on our prior experience, a recently developed system for cognitive
rehabilitation with physical exercise is presented. The main characteristics of this
system are that it adds intelligence provided by a Rule Authoring component, and it
offers the possibility of expansion in the future due to its implementation.

Keywords Gerontechnology · Assistive technologies · Cognitive rehabilitation ·
Physical exercise

1 Introduction

The interest of society to live longer and better is always growing. Formerly, peo-
ple wanted to live longer. However, with increasing life expectancy the interest in
living a better old age has also grown. In addition, in the field of computing there
is a high interest in working on several aspects to make people live better. One of
this research highlights is related to technology associated with the older people
(gerontechnology).
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The principal mission of assistive technologies is to bring technology to people
presenting a problem of interaction with the computer. More specifically, assistive
technologies for rehabilitation attempt the rehabilitation process to be supported by a
computer system. The rehabilitation process can be physical (affecting themovement
of bones and joints) or cognitive (affecting brain processing). This paper presents a
system to aid in cognitive rehabilitation of older people. The main advantage of this
system, over the existing ones, is that it provides cognitive rehabilitationwith physical
exercise. In addition, this software has an architecture that provides intelligence to
help the user when performing the rehabilitation, and the therapist during monitoring
of the rehabilitation. It also has an architecture that allows its expansion in the future
through the inclusion of new types of exercise.

2 Assistive Technologies in Rehabilitation

Assistive technologies attempt to bring technology to peoplewho cannot access it due
to physical or cognitive impairments. In the case of computer-assisted rehabilitation
systems, the intention is to improve the physical or cognitive condition of the patients
through the use of expert systems that help specialists and patients to achieve effective
rehabilitation.

2.1 Assistive Technologies in Physical Rehabilitation

There are multiple systems for the physical rehabilitation of patients. These systems
attempt patients to regain the lost physical mobility, either due to the inherent deteri-
oration with age, or as a consquence of surgery. People who are born with a disability
belong to another group of patients who might benefit from the system. In this case,
the system’s mission is that the patients acquire a mobility as functional as possible.

There are works that use Kinect depth sensors for the study and development
of computer-based rehabilitation systems (e.g., [1], [2], [3]). In addition, there are
also commercial systems such as those proposed by KineLabs, Vera, Toyra, TeKi or
VirtualRehab.

2.2 Assistive Technologies in Cognitive Rehabilitation

In the event that a patient has a cognitive impairment, there are also systems that
help in the rehabilitation process. Users who make use of these systems are people
who need to recover lost cognitive abilities. This may be due, as in the previous case,
by the degradation resulting from age, or from an injury that affects their cognitive
abilities. Those who suffer cognitive deficits since birth can also make use of these
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systems. In this case, the system’s mission is to correct deficiencies. It is impossible
to define a unique way of dealing with these problems. This is due to the multitude
of cognitive deficits and shortcomings that occur in the human brain, as well as the
variety of ways in which they are presented. Each type of brain disorder requires
different methods and specialists for their treatment [4].

Among the systems that can be used for the treatment of cognitive problems, we
emphasize the software for neuropsychological rehabilitation of cognitive impair-
ment named Gradior [10], that is intended for people with traumatic brain injury,
schizophrenia or dementia. The JClic system [11] is another example oriented to-
wards primary education patients.Meanwhile, BungalowSoftware [12] andLearning
Fundamentals [13] are software programs for the rehabilitation of language. One of
the most complete systems is COGREHAB [14] which collects 50 cognitive reha-
bilitation programs. Also noteworthy is the Tango: H system [5] that makes use of
a Kinect sensor to recognize the user’s body. This program focuses on hospitalized
children with disabilities. In fact, cognitive rehabilitation is a field in which continu-
ous research is conducted. A recent example is a multisensory treatment for people
with space hemineglect [6]. Another example is the HABITAT system [4], developed
to assist people with acquired brain injury (ABI).

Therefore, in this paper we present a system that combines cognitive and physical
rehabilitation. Connecting these two aspects of the rehabilitation process enrich this
type of systems, offering the therapist the possibility of designing more complex
therapies that improve the rehabilitation of a specific patient. In addition, for the
physical rehabilitation therapies, the inclusion of some cognitive tasks provides pa-
tients with a more enjoyable environment, where the physical rehabilitation becomes
a more game-based experience. Finally, our proposal allows the therapist to design
therapies that include the definition of more complex exercises since they can control
different difficulty and precision levels, and the decision of increasing or decreasing
these levels is made by controlling the specific variables of the exercise and vital
signs of the patient.

3 Proposed Cognitive Rehabilitation System

The proposed system combine cognitive rehabilitation with physical exercise. In ad-
dition to exercising the brain, the user also exercises the body for complete rehabili-
tation. The rehabilitation specialist creates each therapy, based on existing literature
and the particular nature of each older people. We have used the same therapy de-
composition as in [10]. A Therapy is defined as a set of Activities to rehabilitate a
specific physical or cognitive impairment. Each Activity can be divided into elemen-
tal Tasks. Each Task is a sequence of Steps, which are user’s gestures or postures
that can be either controlled by the Kinect or can be only informative. In our case
we associate the concept Exercise to the Step, and we include a new level of detail,
named Sub-step that allows controlling a specific exercise.
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Moreover, our system allows the design of rules to control the therapy execution.
These rules are the knowledge base of the system to decide, at runtime, which is the
best transition between the available ones, i.e. which is the most desirable next action
that a user should make while he/she is performing a Step, a Task or an Activity.
Each exercise consists in a series of visual objects that have a specific meaning,
which the ageing adult should recognize and carry out a specific cognitive process
such as association, categorization, and so on. For this, the therapist selects the size,
position, orientation and colour of each of the items on the screen.

For its part, the user is placed in front of a Kinect sensor that captures his/her
shape and displays it on the screen. The elements defined by the therapist, along with
the instructions that guide him/her in developing the exercise appear around him/her.
To select items, he/she places a particular body part on an item. The patient’s mission
is to select all items on the screen following an order imposed by the therapist.

3.1 Types of Exercises

Currently, the system allows developing three types of exercises: Pair Association
Exercises, Multiple Association Exercises, and Categorisation Exercises. The exer-
cises have been selected because they are widely applied in the rehabilitation ofmany
cognitive deficits of front executive function of the brain [4]. In addition, it offers a
kind of free exercise, in which the therapist can define all options of all elements.

– Pair and Multiple Association Exercises. The application displays elements and
these must be related to other ones. The relationship is two elements in the case
of pairs and or multiple elements otherwise.

– Categorisation Exercises. In this case, the application displays a number of items
and the patient must sort them. The sorting mode depends on the correct order set
by the therapist.

3.2 System Architecture

The architecture of the developed system is shown in Fig. 1. On one side, Therapy
Design component is handled exclusively by the therapist, as he/she is the one who is
allowed to design therapies for each older person. TheTherapyAuthoring component
allows the therapist to create and modify therapies for each patient by using a user-
friendly interface. The therapist defines the activities, tasks, and steps needed to
develop a therapy [7]. Moreover, the Rule Authoring component allows the control
of rehabilitation. The difficulty and accuracy of each exercise, as well as the next
step of the rehabilitation process, are determined through controlling the specific
variables of the exercise and the vital signs of the user [7]. In addition, there are the
Physical/Cognitive Exercise Authoring modules. The Physical Exercise Authoring
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Fig. 1 Component diagram.

module has been presented in previous works [3], and Cognitive Exercise Authoring
module will be presented below.

On the other side, this component is responsible for controlling users and system
sensors, as well as the execution of rehabilitation exercises. Firstly, achieves the
data from all the Kinect sensors and merges them to get an overall picture of the
rehabilitation ward [8], [9]. Thus, the system can present the user-data to other
system’s modules in a unified way. Sencondly, the systemmonitors the rehabilitation
exercises that are carrying out by each user. To achieve a correct control of the therapy
execution, the systemuses several physiological signals (skin conductance, heart rate,
EEG, etc.), captured from external devices, to detect the current state of the patients
and act accordingly.

3.3 Cognitive Rehabilitation Module

The cognitive rehabilitation module is in charge of supporting therapists and older
people in the process of cognitive rehabilitation. Next, the system is shown from the
point of view of the roles involved in the process.

Rehabilitation Specialist. The specialist is responsible for designing a specific
therapy for a particular patient. Through the Therapy Authoring module he/she is
able to design the structure of a therapy, by defining activities, tasks and, finally,
steps that are associated with a particular cognitive exercise. Each step has a specific
rehabilitation tool that allows the therapist to define a more precise exercise. In this
case, the cognitive rehabilitation system is responsible for allowing the therapist to
define a specific cognitive exercise.
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Fig. 2 Type of exercise selection screen.

Fig. 3 Exercise edition screen.

When creating an exercise, the four types supported by the system appear (see
Fig. 2). After selecting the desired type of exercise, the exercise edition screen is
displayed (see Fig. 3). This screen is divided into three areas. At the bottom, the
elements necessary to perform the exercise are available to the therapist. On the right
side, the name and objective of the exercise, which the specialist must specify, as
well as the current work area, are shown. In the current work area, a list of elements
that have been added from the bottom area are presented. On the left side, a list of
items added to the current workspace are depicted. Besides, there are the ‘Sub-steps’
that make up the exercise. An exercise may consist of one or more Sub-steps. In each
Sub-step, the items displayed can be totally different from the rest of the others.

Each added element is set as a valid, distracting or prohibited item. Valid elements
are those on which the user must act when performing an exercise. Activating one
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Fig. 4 Zone edition screens.

of them is a hit for the user. Distracting elements are used to add difficulty to the
exercise. Each time the user activates one distracting element, it is counted as a
cognitive error. Prohibited items represent areas where the user can not enter a part
of his/her body. If he/she does so, it is counted as a physical error. The configuration
options are shown by double clicking on each area; these are shown in Fig. 4.

All these options enable the rehabilitation specialist to design an exercise as he/she
wishes. But they also make a simple exercise to be too time consuming. For this
reason, there are some pre-set options for each of the exercises. So, the therapist just
needs to change as little as possible.

Older Patients. The patients’ part is simpler than the therapist’s one. This prevents
the user from becoming frustrated and quitting the application, and its use is possible
for people with little technical knowledge. The Therapy Execution Environment
takes data from previous rehabilitation sessions, the therapy created by the specialist
in the Therapy Authoring and the rules of the Rule Authoring modules, and shows
the most appropriate rehabilitation exercise to the user.

At the beginning of the exercise, the user can see, at the top of the monitor, the
name and the target set by the therapist. These will be read out loud by the system,
which will help people with physical or cognitive impairments to get the read text.
These should be sufficiently explanatory so that the user does not need any more
information for performing the full exercise. In the central part of the screen, the
first Sub-step created by the therapist appears, and in its background the figure of the
proper person is displayed. This image is captured by a Kinect sensor placed in front
of him/her. On the right side of the interface there are also highlighted the number
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of hits, cognitive and physical failures, the duration of the exercise, and the patient’s
physiological data (e.g., heart rate or concentration).

4 Discussion and Conclusions

This article has presented a system for computer-assisted cognitive rehabilitation.
We have also explained the architecture on which it is based, and which makes it
possible for this system to be intelligent and expandable in the future. Because of the
wide range of cognitive injuries that may occur, and the large number of exercises
that exist to treat them, it is impossible to design a system that covers all of them.
Therefore, the constructed system has focused on a small group of exercises (Pair
Association, Multiple Association, Categorisation). But it has left the door open to
future extensions towards a more complete system.

The development of the tool for the specialist has followed two fundamental
principles. On the one hand, the tool is powerful and configurable enough to allow
any type of exercise. On the other hand, it is simple enough so that the specialist
is not overwhelmed by a very complex tool. This has been achieved by creating a
generic tool that allows the user to perform any exercise. A wizard, which provides
the most common parameters for each selected exercise, has been added. Thus, the
therapist just need to put some elements in the work area. In the case of the ageing
adult’s application, we have followed the principle of simplicity. Thus, the cognitive
load of the application is minimal, since the exercises start automatically. This allows
the use of the application to people who do not have all cognitive abilities, or to the
ageing adults’ group representing the main interest of this application.

The future of the system follows three different lines which are discussed now.
The first objective is to conduct a pilot experiment with potential system users and
cognitive rehabilitation specialists. Thus, we can get a list of changes and improve-
ments in the system. The second goal is to add new types of exercises that expand
the catalogue of cognitive disorders treatments. Thus, the number of potential users
should grow. Finally, the third objective is the expansion of the type of devices
used for rehabilitation. We propose to use haptic devices for cognitive rehabilitation
systems [3] and immersive virtual reality devices [6], among others.
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EEG Mapping for Arousal Level
Quantification Using Dynamic
Quadratic Entropy

Arturo Martínez-Rodrigo, Beatriz García-Martínez, Raúl Alcaraz,
José Manuel Pastor and Antonio Fernández-Caballero

Abstract Developed countries are experiencing a dramatic increase in population
ageing. Moreover, it is well known that elderly prefer stay at their homes over other
options, increasing this way the medical expenditures. This also involves a major
impact on the social and economic balance of the countries. Consequently, an im-
portant number of works have been carried out to improve the elderly quality of life
and reduce the healthcare costs. However, few efforts have been made in monitor-
ing the mental and emotional states of the ageing adults. This paper introduces a
new approach based on the dynamic quadratic entropy for distinguishing different
arousal levels. 278 one-minute-length EEG recordings from Dataset for Emotion
Analysis using Physiological Signals are used in this study. The results show a de-
creasing brain complexity under excitement stimuli in central and parietal areas.
These findings could be useful to train an emotional system for recognizing some
basics emotions.

Keywords EEG mapping · Non-linearity · Elderly · Monitoring · Emotions

1 Introduction

Nowadays, healthcare is the largest area of expenditure in developed countries,
mainly due to an increasing population age [1]. Moreover, it is well known that
ageing adults prefer staying at their homes over other options, which increases even
more medical expenditures [2]. In this regard, it is expected that the percentage of
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world population over 65 raises up to 16% in 2050 [3]. This involves a major impact
on the social and economic balance of most countries around the world. Bearing all
this context in mind, it is not surprising that theWorld Health Organization considers
cost reduction in healthcare systems as one of the most promising challenges in the
upcoming years [4].

An important number of works have been carried out in the last years to face
this problem, focusing their efforts on the research and development of telemedicine
devices or fitness accessories [5], [6], [7]. Novel electronic devices, sensor miniatur-
ization, power saving and efficient communication protocols enable rapid advance-
ments [8]. In this sense, wireless body area networks (WBAN) are emerging as
the most reliable and cheapest way to take care of patients who stay at home [9].
WBANconsist of sensors networkswhich areworn on clothes or implanted on human
body, permitting to continuously monitoring some physiological signals. Moreover,
WBAN enable physicians to remotely monitor vital signs of patients and provide
real-time feedback with medical diagnosis and consultation.

Although many attempts have been made in improving the physical health on
elderly, very few efforts have been put in trying to quantify and regulate the elderly
mental and emotional state [10], [11]. Ageing adults at home are prone to suffering
from loneliness, increasing the probability of falling into mental illness like depres-
sion, anxiety or stress [12]. Hence, emotional systems able to interact and recognise
human emotions could be the key to face this challenge. However, the inefficiency
of machines on recognising human emotional states has been described [13]. Hence,
emotion detection models and the development of systems based on emotional in-
telligence are promising working fields in the near future.

Neurophysiological researchers agree that feeling an emotion leads to changes in
the physiological activity, producing variations in the nervous system arousal [14].
Hence, these alterations can be quantified by means of physiological signals which
recollect the status of the autonomous central nervous system. Some of the most
widely signals used are electromyogram (EMG), electrocardiogram (ECG), electro-
dermal activity (EDA), skin temperature, among others [15]. However, latest studies
are intensifying their efforts in quantifying the brain activity throughout electroen-
cephalography (EEG) recordings, because cognitive processes are primarily gen-
erated in our brain [16]. Indeed, it seems more relevant to measure directly over
the main source of the emotional processes, rather than using other secondary vari-
ables produced indirectly by the brain (muscle contraction, heart rate variability,
sweat, etc.). The main drawback of EEG approaches is that the 32-channels stan-
dardized 10-20 system requires more computing power to manage all the signals.
Moreover, given the non-linearity nature and complex dynamics of EEG recordings,
the use of non-linear methodologies [17] is necessary. Indeed, the difficulty to detect
any changes in physiological EEG features through traditional lineal methods has
been reported [18].

This work aims at studying brain alteration caused during different arousal levels.
The excitement or calmness produced by a stimulus can lead to states of relax,
stress or anxiety in the elderly. Consequently, the development of effective models
able to determine basic feelings is the first step towards an emotion recognition
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system. A new approach based on dynamic approximated entropy is used in this
work to determine the activation of the different areas of the brain in relation with
the arousal level.

2 Materials and Methods

2.1 Database

The publicly-available Database for Emotion Analysis using Physiological Signals
(DEAP) [13] is used in this work to obtain pre-processed EEG data along with
affective ratings given by the subjects under study. The database consists of EEG
recordings from thirty two patients (50% both males and females, with mean age
equal to 26.9 years). In order to elicit different emotions, the subjects under study
visualized forty, one-minute length, music videos with emotional content. Then,
participants rated the videos in terms of valence and arousal by using self-assessment
manikins. EEGdatawas acquired at a sampling frequency of 512Hz, using a standard
10-20 system (32 electrodes) over the scalp. Then, data was processed by a band-
pass filtering between 4-45 Hz and down-sampled to 128 Hz. Moreover, eye blink
artefacts were removed via independent component analysis. Additional information
about the details of this database can be found in [13]. Among the entire database, an
EEG recordings subset was formed with those audiovisual fragments where subjects
reported an arousal lower than 3 (group I or calmness) and higher than 7 (group II
or excitement). Finally, the group under study consisted of 278 samples, where 147
segments belong to group I and 131 segments belong to group II.

2.2 Quadratic Sample Entropy and Its Dynamic Extension

Sample Entropy (SampEn) examines a time series for similar epochs and assigns
a non-negative number to the sequence, with larger values corresponding to more
irregularity in the data [19]. Two input parameters, a run length m and a tolerance
window r , must be specified for SampEn to be computed. SampEn(m, r, N ), being
N the length of the time series, is the negative logarithm of the conditional probability
that two sequences similar for m points remain similar at the next point, where self-
matches are not included in calculating the probability.

Thus, given N data points from a time series x(n) = {x(1), x(2), . . . , x(N )},
SampEn can be defined as follows:

SampEn(m, r, N ) = − ln
[ Am(r)

Bm(r)

]
. (1)

where Bm(r) is the probability that two sequences will match for m points, whereas
Am(r) is the probability that two sequences will match for m + 1 points.
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Fig. 1 Dynamic quadratic sample entropy windowing.

Although m and r are critical in determining the outcome of SampEn, no guidelines
exist for optimising their values [20]. Thus, a slight modification of this entropy
metric has been recently proposed to do it more insensitive to the r selection [21].
This new measure, named Quadratic SampEn (QSE), allows to vary r as needed to
achieve confident estimates of the conditional probability and is defined as:

QSE(m, r, N ) = SampEn(m, r, N ) + ln(2r). (2)

On the other hand, it is worth noting that because the EEG recording is a non-
stationary signal [22], a dynamic extension of QSE was used in this work. More
precisely, QSE was obtained from a set of consecutive N sample-length windows
overlapped L samples, such as Fig. 1 shows. Thus, for a specific EEG recording with
M samples in length, dynamic QSE (DQSE) was computed as the average of the
QSE values obtained from �M−L

N−L � windows, such that:

DQSE(m, r, M, N , L) = meank=1,2,...,� M−L
N−L �{QSE(m, r, N )k}. (3)

3 Results

m = 2 and r = 0.25 times the standard deviation of the original data were used to
compute DQSE, because these parameters are the most widely established values
for SampEn computation [20]. Additionally, only the last 30 seconds of the EEG
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Fig. 2 Boxplot of the DQSE values computed from the most statistically significant recordings,
i.e. FC5, FC6, CP5, P4.

recordings (M = 3840 samples) were analysed, similarly to previous works [13].
Finally, after some experiments, N = 256 and L = 128 samples were chosen, since
they reported the best results.

Levene test proved that DQSE distribution was normal and homoscedastic. Con-
sequently, mean and standard deviation values of entropy were computed from EEG
channels for the two groups under study. Features reporting statistical differences
(ρ < 0.05) through a one-way ANOVA test are shown in Fig. 2. As can be appreci-
ated, 4 channels out of 32 reported statistical differences among the two groups. All
of them are located in the frontal and parietal zones on the head, being symmetrical to
each one. Thus, FC5 and FC6 correspond with left and right channels located in the
frontal-central part of the brain, respectively. Similarly, CP5 and P4 correspond with
left and right part of central-parietal and parietal zones on the brain, respectively.

As can be observed, average entropy values are lower in FC5, FC6 and CP5 when
the arousal level increases.On the contrary, P4 presents higher values of entropywhen
the arousal level increase. From an statistical point of view, the highest significance
was provided by parietal channels CP5 and P4.

In order to provide a global view of brain complexity, EEG maps containing the
average entropy for each channels and for all the patients under the two study cases
are shown in Fig. 3. In agreement with the results obtained throughout one-way
ANOVA test, a low entropy can be observed in frontal-central channels in group B,
but not only in FC5, but also in FC1 and FC2. Moreover, central and central-parietal
channels experienced also a decreasing in the brain complexity, more concretely
C3 and CP5, which are located in the left hemisphere. Indeed, it seems that the
left hemisphere experiences, in average, a higher decreasing of brain complexity in
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Fig. 3 EEG maps containing the average entropy for each channel and for all the patients under
study.

regards to the right hemisphere. On the other hand, parietal channel P4 and temporal
channel T7 present a high average brain complexity when the arousal level grows.

4 Discussion and Conclusions

Lately, an important number of studies have put their focus on how the brain works
when it is elicited with different kinds of emotions (e.g. [23], [17], [13], [24]). Elec-
troencephalography is emerging as a reliable alternative to the traditional methods
based on the quantification of alterations in the autonomous central nervous sys-
tem. The main reason relays in that brain signals represent actions directly from the
source, while other physiological signals are activated by the autonomic nervous sys-
tem in response to commands originated in the brain. Recent technological advances
in sensor miniaturization, together with the development of Software Engineering
methodologies, are facilitating new affordable systems for EEG recording and their
inclusion into WBAN. The first step towards the development of an emotional sys-
tem is to find a model to quantify the electro-physiological variations caused by
emotional changes. Thus, in this work, a preliminary study is performed. Dynamic
quadratic entropy is used to evaluate the non-lineal dynamics presented in the brain
when subjects are exposed to different levels of arousal. Although a low-high arousal
level can contemplate positive and negative connotations depending on the valence
level, our final application is focused exclusively on the excitement or calmness that
a stimulus produces in the ageing adult.

Given the statistical significance obtained for some channels, it seems that non-
lineal analysis is a good indicator of the brain working dynamics. According to the
results, excitement states experience lower entropy levels than calm states. These dif-
ferences aremainly located at the left hemisphere in central and left parietal channels.
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Thus, FC5, FC1, C3 and CP5 show an important average complexity reduction for
all the subjects under study (see Fig. 3). Such a reduction represents a decrease in
brain system complexity and therefore an increase in regularity. On the contrary,
when subjects are under calm events, brain complexity increases, this way elevat-
ing the complexity of EEG signals. These findings agree with other works, where a
reduction in fractal dimensions in participants under negative emotional stress has
been reported [25]. On the other hand, some channels experience an inverse trend,
i.e, the brain complexity raises when the arousal level is increased. The existing dis-
sociation between arousal and valence could be the cause of this effect in parietal
electrodes [26]. In this regard, it is worth noting that our study is focused exclusively
on changes in arousal. Therefore, the variations in valence level could be responsible
of the inverse trend in some channels.

In conclusion, the information revealed in this work could be useful to carry
out a mathematical model to discriminate some basic emotions such as calm and
excitement. The results have shown that central and parietal channels are the most
significant channels to focus on, because they experience a global decreasing of
the complexity against excitement stimuli. The immediate future work consists in
carrying out a discrimination analysis to assess the classification performance of
these findings.
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ARISTARKO: A Software Framework
for Physiological Data Acquisition

Arturo Martínez-Rodrigo, José Manuel Pastor, Roberto Zangróniz,
César Sánchez-Meléndez and Antonio Fernández-Caballero

Abstract This paper introduces a software framework denominated ARISTARKO.
ARISTARKOhas been designed and developed to integrate the data acquisition from
awearable physiological data acquisition devicewith anynecessary processing layers
in order to classify the acquired signals into a predefined set of emotional states. In
this particular article, we use ARISTARKO for the sake of designing an experiment
capable of showing a series of images from the well-known IAPS database. The
IAPS pictures are labelled with arousal, valence and dominance values. Arousal
is classified from the information contained in the database and the physiological
signals acquired by the wearable, namely electro-dermal, electrocardiogram and
superficial electromyogram activity, and skin temperature.

Keywords Wearable · Physiological data · Software framework · EDA · ECG ·
EMG · SKT
1 Introduction

Wearable physiological monitoring systems use an array of integrated sensors that
continuously acquire and transmit the physiological data to a remote monitoring sta-
tion. The data captured at the remote monitoring station is correlated to study the
overall health status of the wearer. In recent years there has been increasing inter-
est in wearable health monitoring devices. Indeed, a number of experiments have
been described on wearable systems for healthcare monitoring (e.g. [1], [2], [3]).
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Wearable systems are particularly important to an ever increasingly ageingpopulation
[4], [5]. The potential of real-world applications using wearable health monitoring
is paramount. Just to name of these, HealthGear, a real-time wearable for monitor-
ing, visualizing and analysing physiological signals, was one of the first systems
presented [6]. A more recent paper has reported on the development of a wearable
system using wireless biomedical sensors as ubiquitous healthcare service [7].

Nowadays, wearable sensors are being successfully integrated into clothing gar-
ments aswell as fashion accessories such as hats,wrist bands, socks, shoes, eyeglasses
and headphones. These systems often include temperature sensors and accelerom-
eters, which are often used to monitor and classify a person’s physical activity. In
addition to classifying physical activity, our group is exploring sensors that are fun-
damental to psychophysiology and understanding of human emotion, in a similar
approach to [8].

We feel that it is still a challenge to design and develop wearable data acquisition,
processing and transmission systems. These have to be portable and comfortable to
wear, provide sustainable battery power and a remote monitoring station [9]. The
wearable physiological data acquisition hardware described in this article allows
long-term and continuous recording of electro-dermal activity (EDA), electrocar-
diogram (ECG), superficial electromyogram (EMG) and skin temperature (SKT).

2 Wearable for Physiological Data Acquisition

A first description of the hardware of the wearable for physiological data acquisition
has been introduced recently [10]. In Fig. 1, youmayobserve a picture of thewearable
(at the left); some photos of EDA, ECG and EMG devices are shown at the right
side of the figure. In the present article, only an excerpt of the previous paper is
introduced, as we want to centre here on the software framework for physiological
data acquisition.

2.1 Electro-Dermal Activity

The EDA signal morphology corresponds to the superposition of two dominant com-
ponents. On the one hand, the spontaneous skin conductance (SSC) is the result of
an increasing activity in the sympathetic nervous system. It is reflected in the signal
as a wave with a variable level of amplitude depending on the intensity and duration
of the stimulus [11]. On the other hand, the basal skin conductance (BSC) is related
both to the sympathetic nervous system and the dermal characteristics of skin [12].
Considering the different behaviour of these two components, BSC is quantified by
calculating the mean over the windowed temporal signal. An impulsive signal is
shown when an SSC appears unlike in the basal response. Therefore, the onset and
peak boundaries are first detected for each event by using an algorithm capable of
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Fig. 1 Wearable for physiological data acquisition.

detecting sudden slope changes [13]. Then, different markers that evaluate the inten-
sity and duration of the events are computed [14]. Thus, duration and intensity are
computed by evaluating the temporal distance andmagnitude differentiation between
onset and peak, respectively.

2.2 Electromyogram

EMG is a measure of the electrical activation of the muscles. It is controlled by
the nervous system and produced during muscle contraction. Unfortunately, several
kinds of noise signals use to be foundwhen recording anEMGsignal, as, for instance,
inherent noise in the electrodes,movement artefacts, electromagnetic noise, and cross
talk, among others [15]. Consequently, the processing of EMG signals is mandatory
to detect muscle activation events, and to reduce or eliminate undesired effects due
to noise. A discrete wavelet transform is used, applying a Daubechies’s function at
decomposition level 4 [16]. Next, the muscle activation event is gotten by applying
a simple threshold which determines the existence or absence of EMG activity.
Finally, some features involving the muscle activation are calculated. In this work,
four temporal markers which involve the EMG integral, the mean absolute value, the
root mean square and the variance of the detected EMG events are used [17].

2.3 Electrocardiogram

Electrical activation of the heart takes place by means of the activation of the sinoa-
trial node which spreads out an electrical impulse from the atrium to ventricles.
Heart activity is reflected in the electrocardiogram (ECG) through the P-wave, QRS
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complex and T-wave, which represent the atrial depolarisation, the ventricular po-
larization and ventricular depolarisation, respectively. In this regard, while P-wave
usually appears in the ECG as a noisy and low amplitude wave, the QRS complex
presents the highest amplitude within the ECG, andmore specifically the R peak. For
this reason, R peak is usually designed to locate the heart cycle within continuous
heart activity. In order to track this activity, the R peak is located at each heart cycle
and, then, the distance between consecutive R peaks are measured (RR series). This
way, the heart rhythm or heart rate is obtained. Nevertheless, given that heart activity
is caused by the autonomous nervous system, heart rate variability (HRV), showing
the alterations of heart rhythm, is usually computed to evaluate the arousal level of
an individual. In our work, the R peaks are firstly located within the ECG by using
a second-order derivative algorithm. Then, several temporal features are calculated
over the RR-intervals including mean, standard deviation and root mean square.

2.4 Temperature

When human body is under stress, muscles are tensioned, contracting the blood
vessels and thus provoking a decrease of temperature [18].Unlike the aforementioned
features, SKT changes are relatively low, such that long-term variability monitoring
is necessary. In thiswork, amean of temperature, considering a five-minutes temporal
window, is used to compute the mean.

3 Framework for Physiological Data Acquisition

ARISTARKO is a software framework developed to integrate the data acquisition
from thewearable physiological data acquisition deviceswith any necessary process-
ing layers in order to classify the acquired signals into a predefined set of emotional
states. Fig. 2 shows the main screen of ARISTARKO framework. ARISTARKO
offers three options in the menu, namely File, Experiments and Database.

The menu File enables the user to load the records of a patient or to add a new
patient to the experimentation system. The menu Experiments is provided to help the
user in designing new experiments. Finally, Databasemenu is thought to connect to
a database of previously designed experiments, as well to add a new experiment.

In this article, we have usedARISTARKO for the sake of designing an experiment
capable of showing a series of images from the well-known IAPS database [19]. The
images contained in IAPS are labelled with arousal, valence and dominance values.
Valence and arousal are usually used to obtain faithful information from several
emotions, according to the circumplex model of affect [20].
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Fig. 2 The ARISTARKO main screen.

Fig. 3 Left: Connection with database. Right: New patient setup.

3.1 Connecting to a Database

The first step in the design of any experiment is to connect to a database. In this
way, it is possible to access to older experiments or to prepare a database to contain
a new experiment tat will be designed during a further step. Fig. 3 (left part) shows
the layout of the screen for connecting to a database. In order to access the database,
the designer has to introduce values for Host, User, Password and Database.
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Fig. 4 Experiment designer.

3.2 Setting up a New Patient

Should it be necessary to add a newpatient (or participant) to the experimental design,
the set up is as shown in Fig. 3 (on the right). Name, Surname, Gender and Age are
the minimum parameters to be introduced for a given participant. Obviously, if the
patient already exits in the system, he/she is easily accessible.

3.3 Designing an Experiment

In this particular case, designing an experiment consists in selecting a series of pic-
tures from the IAPS database that will be used to classify the arousal from the proper
database information and the signals acquired from thewearable. Notice in Fig. 4 two
very important parameters that are to be tuned for a correct experimentation. These
are Picture Duration and Silence Duration, that is, the time (in seconds) that each
image is displayed during the experimentation, and the time that is spent between
each pair of images shown to the participant.
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Fig. 5 Left: ARISTARKO viewer. Right: ARISTARKO post-processor.

3.4 Running an Experiment

After designing an experiment, you have to run it. The experiment will be part of the
connected database and will be assigned to the current patient. The ARISTARKO
viewer (see left side of Fig. 5) enables seeing the continuous drawing of the acquired
signals. Thisway its is possible to verify that thewearable system isworking correctly
and that there is no anomaly. In order to run the experiment with another patient, it
is mandatory to select this participant (obtaining the information from an existing
patient or inserting a new one).

3.5 Post-processing the Data

The last step in this implementation of ARISTARKO framework is data post-
processing. Fig. 5 (at the right) shows the outcome of the system in terms of the
arousal level calculated from the input physiological data of the selected participant.
At this moment of the implementation, initial results demonstrate the possibility of
classifying the patient’s arousal in terms of high,mediumand low level, in accordance
with the values offered by the IAPS picture database. The classification accuracy is
above 85% after experimenting with 30 subjects.

4 Conclusions

This paper has introduced the ARISTARKO software framework. ARISTARKO
has been designed to integrate the data acquisition from a wearable physiological
data acquisition device with any necessary processing layers in order to classify the
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acquired signals into a predefined set of emotional states. We have described the
main functionalities of the framework.

In this particular approach to ARISTARKO, we have developed a system to de-
sign an experiment capable of showing a series of images from the well-known IAPS
database. The IAPS pictures are labelledwith arousal, valence and dominance values.
Arousal is classified from the information contained in the database and the physio-
logical signals acquired by the wearable, namely electro-dermal, electrocardiogram
and superficial electromyogram activity, and skin temperature.
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Vowel Recognition from RGB-D Facial
Information

José Carlos Castillo, Irene P. Encinar, Alfonso Conti-Morera,
Álvaro Castro González and Miguel Ángel Salichs

Abstract One of the main concerns in developed countries is population ageing.
Elder people are susceptible of suffering conditions which reduce quality of life
such as apraxia of speech, a burden that requires prolongued therapy. Our proposal
is intended to be a first step towards automated solutions that assist speech ther-
apy through detecting mouth poses. This work proposes a system for vowel poses
recognition from an RGB-D camera that provides 2D and 3D information. 2D data
is fed into a face recognition approach able to accurately locate and characterize the
mouth in the image space. The approach also uses 3D real world measures obtained
after pairing the 2D detection with the 3D information. Both information sources are
processed by a set of classifiers to ascertain the best option for vowel recognition.

Keywords Apraxia of speech · Visual recognition · Classification · RGB-D
1 Introduction

Population ageing is a recent phenomenon in developed countries which has been
drawing attention. People tend to live longer and with high quality of life although
in some cases certain conditions such as dementia or Alzheimer prevent the af-
fected ones from living a full and active life. These conditions may involve memory
impairment, dyscalculia, agnosia, apraxia and aphasia [12]. In parallel to pharmaco-
logical ways of treatment, in recent years social robots have been involved in non-
pharmacological therapies to mitigate some of the symptoms. For example, Paro is
a socially assistive baby harp seal robot used to support therapeutic interventions for
the stimulation of social and communications skills in dementia affected subjects [8].
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One limiting cause is apraxia of speech (AOS), a speech motor disorder caused
by damage to the brain which hinder saying sounds, syllables, and words. Studies
show how this condition can appear even without true language abnormalities. The
progressive deterioration of speech production is linked to alterations of mood and
dysphagia [3].Commonly, treatments involve exercises specifically designed to allow
the person to repeat sounds over and over and to practise mouth movements for
sounds. This exercises are usually supervised by speech therapists, caregivers or
even relatives. For this reason, automated solutions that assist speech therapy may
help increasing the well-being of people affected by such problems while reducing
the burden for caregivers and relatives.

Face recognition systems are able to automatically identify the position of a face
and its constitutive elements in images by analysing some specific features [19].
These systems can be also used to isolate and track the different parts composing a
face, e.g. the mouth. The bibliography offers a great number of proposals for face de-
tection though not all of them are suitable for an accurate mouth detection since hav-
ing an adequate set of points composing the mouth is crucial to distinguish different
mouth poses. Works such as [10] present good results when detecting faces and lo-
cating their main components, although they lack enough detail to allow recognizing
different mouth poses. Besides, common problems in face detection are illumination
changes and face rotations due to users moving in front of the camera. Another work
proposes using local patches around facial landmarks using discriminative areas to
reduce illumination problems and in-plane rotation [13]. Other approaches, such as
Stasm provide acurate mouth recognition, allowing distinguishing the different part
of a face [9]. That work uses Active Shape Models for locating facial landmark and
add a simplified form of scale-infariant feature transform SIFT descriptors [7] for
template matching. In this sense, using a camera-based system for therapy represent
a feasible option. Our goal is to develop a vowel recognition system for AOS therapy
using information of a commercial-off-the-shelfRGB-D camera. In this case, the sys-
tem will provide not only the mouth position within the face, but also a classification
result to identify the user utterance within a set of vowels.

The rest of the paper is organized as follows: Section 2 describes the main steps
of the proposal as well as the main classifiers considered in our tests. Section 3
describes the dataset specifically recorded for this work and analyses the results
obtained. Finally, the main conclusions are drawn in Section 4.

2 From Face Recognition to Vowel Identification

This work aims to develop a visual vowel recognition system through 2D and 3D
information. The system described here uses a Microsoft Kinect™, which provides
RGB images and depth data synchronized both in terms of time and field of view.
After information acquisition is performed, the system extracts face features in 2D
using the Open Source library Stasm [9]. Then, those features are translated into 3D
points which are finally classified to recognize the mouth pose (see Fig. 1).
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Fig. 1 Main steps of the proposal.

2.1 Process Description

The process is composed by three main steps. The two first ones, namely acquisition
and detection, are connected through ROS messaging system [14]. The third one,
classification, is performed off-line to allow testing several classifiers. The idea of
this work is to check the feasibility of different classification techniques towards
recognizing vowels. Thus, we have employed WEKA [4], a well known data min-
ing tool that allows pre-processing, classification, regression, clustering, association
rules, and visualization of data. In our case, several state-of-the-art classifiers are
employed to check their suitability in 2D and 3D mouth pose recognition.

Data acquisition is performed through amiddleware specifically designed to work
withRGB-D devices,OpenNI1. Two information flows are generated from theKinect
device: an RGB image stream and a point cloud containing depth information. Next,
the system processes the RGB data to identify the mouth within a detected face using
Stasm. This library characterizes a face with 77 points of which 18 belong to the
mouth. These points are next matched to the depth information from the camera and
formatted to be used in the next step, classification.

The last step is to check the feasibility of a set of classifiers in the task of dis-
tinguishing different vowel mouth poses from the 2D and 3D points composing a
mouth in image and real-world coordinates, respectively. The approaches used in this
work range from probabilistic techniques to decision trees or neural networks. These
classifiers are:Bayesian networks, probabilistic models that represent set of variables
and their conditional dependences through a directed acyclic graph [2].Naive Bayes,
a conditional probabilistic model highly scalable in which the classifier assume that
the value of a particular feature is independent of the value of any other feature [17].

1 OpenNI website: http://openni.ru/

http://openni.ru/
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k-nearest neighbors, uses the k closest training examples in the feature space [1].
Random forest, an ensemble learning method for classification that operate by con-
structing a multitude of decision trees [5]. Multilayer Perceptron (MLP), composed
by multiple layers of nodes in a directed graph, with each layer fully connected to
the next one [16]. Support Vector Machines (SVM), a supervised learning technique
that builds a non-probabilistic binary linear classifier [18].C4.5 builds decision trees
from a set of training data using the concept of information entropy [15]. 1R is a
classifier that learns a one-level decision tree [6].

3 Evaluation of the Proposal

This section describes the dataset we used in this paper to test the different classifiers.
To enable comparison,wedecided to classify the2Dmouthpoints detectedby the face
recognition algorithm (see Fig. 1) and check those results against the 3D classification
output. The metrics employed are also briefly reviewed in this section as well.

3.1 Dataset Description

Given the specificity of our proposal, recognizing vowels in RGB-D information,
we were unable to find public datasets that suited our purposes. For this reason,
we decided to create our own dataset. The dataset is composed by several video
sequences containing different persons pronouncing vowels. More precisely, we col-
lected images from 4 men and 2 women, generating a dataset of 5971 images of
which 1089 corresponded to A, 1284 to E, 1388 to I, 1222 to O, and 988 to U. For
our purposes, the dataset just contains images with mouth poses corresponding to
the pronunciation of the spanish vowels (/a/ = “ah”, /e/ = “eh”, /i/ = “ee”, /o/ = “oh”,
/u/ = “oo”). Intermediate poses are not included since this system will be used for
mouth recognition with users holding the same pose steady.

Prior to that, we conducted some tests placing users at different positions in order
to test the maximum and minimum distance from the camera at which the detection
of the mouth is accurated enough for classification. Figure 2 (a) shows an example
of close distance, 0.5m, in which the mouth detection operates with good resolution
(for a face) thus the detection performance is reliable. Figures 2 (b) and (c) show
mouth detection atmediumdistance, 1m. In this case, the number of pixels composing
the mouth clearly decreases, which lead to inaccuracies in the detection. Finally, we
tested the feasibility of the detection by placing the user farther from the camera, 2m.
In this case, the detector had to work with a reduced number of pixels and, while
the user’s face was still detected, the inaccuracies of the mouth features were too
big to consider training a classifier with such points (Fig. 2 (d)). With these data we
concluded that our tests should be performed recording users at close or medium
distance from the camera to avoid translating detection problems to the classification
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(a) (b) (c) (d)

Fig. 2 Detection results at different distances from the camera. 18 dots characterize the mouth. (a)
the person is close to the camera and the mouth is correctly detected. (b) the person is at medium
distance from the camera and the mouth is correctly detected. (c) the person is at medium distance
from the camera and the mouth is not accurately detected. (d) the person is far from the camera and
the mouth is not correctly detected.

stage, which might be an issue depending on the final application. In our case this
will not be a problem, since vowel detection is thought to operate with users in front
of a camera and at a close-range.

3.2 Evaluation Criteria

Some measures widely used by the computer vision community, such as recall,
precision and F-score [11], were considered to evaluate the performance of the pre-
viously described segmentation algorithms. These measures are calculated as shown
in equations (1), (2) and (3), respectively.

recall = T P

T P + FN
(1)

precision = T P

T P + FP
(2)

F-score = 2× precision × recall

precision + recall
(3)

where TP (true positives) are the amount of correct mouth detections in the sequence,
FP (false positives) are the mistaken detections gotten and FN (false negatives) are
the amount of vowel poses present in the dataset images but not detected.

The precision shows the percentage of true positives with respect to the total
number of detections, i.e., the probability of classifications which really correspond
to a determined vowel. On the other hand, the recall shows the probability of a specific
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Fig. 3 2D and 3D F-Score for the classifiers tested. 1) Bayes Network; 2) 1-Nearest Neighbors;
3) 2-Nearest Neighbors; 4) 4-Nearest Neighbors; 5) Random Forest; 6) OneR (Min. Bucket Size
= 6); 7) Naive Bayes; 8) MLP (Learning Rate = 0.2, Training Time = 1000); 9) MLP(Learning
Rate = 0.3, Training Time = 500; 10) SVM (Cache Size = 40, Probability Estimates = False); 11)
SVM (Cache Size = 40, Probability Estimates = True); 12) SVM (Cache Size = 250, Probability
Estimates = True); 13) C4.5 (Confidence Factor = 0,25); 14) C4.5 (Confidence Factor = 0,1), 15)
C4.5 (Confidence Factor = 0,05)

mouth pose on the image to be really detected. Finally, F-score provides an overall
vision of the system performance, considering precision and recall.

3.3 Results

The classifiers described in Section 2.1 are tested with different configurations to
ascertain the most suitable for vowel recognition. Some of the classifiers parameters
are kept with the default values provided byWEKA whereas others have been tuned
up as shown in Fig. 3. For all of the tests we used 10-fold cross-validation.

Our initiall assumption was that vowel classification might perform better in 3D
points due to their invariance to distance changes towards the camera since 2D infor-
mation extracted from an RGB image do not provide information about the absolute
distance between the points. Nevertheless, we tested the performance of both op-
tions to prove the validity of our hypothesis. Figure 3 left offers the classification
F-Score for the 2D test set. We detected strong variations not only depending on
the classifier employed but also on its configuration and the classified vowel. Conse-
quently, results present great variability, having Random Forest the best performance
for all of the vowels, with an average F-Score of 0, 7922. Other approaches such as
k-nearest neighbors bring also competitive performance with a 0, 7824 for the best
configuration (1-nearest neighbour).

Next, the same set of classifiers is run through 3Dmouth points to test the hypoth-
esis that using real world measures is more robust than considering 2D pixel-level
information. As shown in Fig. 3 right F-Score is higher for all classifiers, with Ran-
dom Forest providing again the best classification performance, 0.8224. Again, other
approaches, such as k-nearest neighbors orC4.5 provided good performance as well.
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4 Conclusions

This paper has presented a comparison of classifiers for vowel recognition from
RGB-D information. The main steps proposed were acquisition, detection and clas-
sification, where Open Source code have been employed to fulfil our goal. Stasm and
WEKA provided the necessary capabilities for detecting and recognizing the mouth
pose. The main goal of this work, to introduce a first step towards automated speech
therapy using an RGB-D commercial sensor, is met considering the results achieved.
The RGB information provides competitive results, but the classification from 3D in-
formation presents the most accurate performance, with classification values around
80%. Although the system presented in this work does not operate in real-time, we
are working on its adaptation to run real experiments with elder people suffering
AOS in cooperation with therapists, who will ultimately decide whether the obtained
results are good enough for our purposes.
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