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Foreword

The 18th International Conference on Human-Computer Interaction, HCI International
2016, was held in Toronto, Canada, during July 17–22, 2016. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,354 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 74 countries submitted contributions, and 1,287 papers and
186 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of the design and use
of computing systems. The papers thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 27-volume set of the
conference proceedings are listed on pages IX and X.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2016
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2016 Constantine Stephanidis
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• David Combs, USA
• Andrew J. Cowell, USA
• Martha Crosby, USA
• Priya Ganapathy, USA
• Rodolphe Gentili, USA
• Michael W. Hail, USA
• Monte Hancock, USA
• Ion Juvina, USA
• Philip Mangos, USA
• David Martinez, USA
• Santosh Mathan, USA
• Chang Soo Nam, USA

• Banu Onaral, USA
• Robinson Pino, USA
• Lauren Reinerman-Jones, USA
• Victoria Romero, USA
• Jose Rouillard, USA
• Amela Sadagic, USA
• Patricia Shewokis, USA
• Paula Alexandra Silva, USA
• Anna Skinner, USA
• Robert Sottilare, USA
• Ann Speed, USA
• Roy Stripling, USA
• Eric Vorm, USA
• Peter Walker, USA

The full list with the program board chairs and the members of the program boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/2016/



HCI International 2017

The 19th International Conference on Human-Computer Interaction, HCI International
2017, will be held jointly with the affiliated conferences in Vancouver, Canada, at the
Vancouver Convention Centre, July 9–14, 2017. It will cover a broad spectrum
of themes related to human-computer interaction, including theoretical issues, methods,
tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website: http://2017.
hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2017.org

http://2017.hci.international/

http://2017.hci.international/
http://2017.hci.international/
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Abstract. The Generalized Intelligent Framework for Tutoring (GIFT) project
is partially an effort to standardize the systems and processes of intelligent
tutoring systems. In addition to these efforts, there is emerging research in
agent-driven systems. Agent-based systems obey software and messaging
communication protocols and accomplish objectives to the original system, but
have different architectural structure. This paper describes the upcoming
research changes for GIFT, from a module-driven system to an agent-driven
system, the reasons for wanting to do so, the advantages of the change, some
initial technical approaches which encapsulate current functionality, and the
types of research that this change will enable in the future.

Keywords: Intelligent tutorins systems � Agent based systems � eLearning �
mLearning � Software-as-a-service

1 Introduction

The Generalized Intelligent Framework for Tutoring (GIFT) is a science and tech-
nology project whose goal is to reduce the technical cost time and skills required to
author intelligent tutoring systems (ITS) and to increase the effectiveness of automated
instruction in new domains [1]. This is accomplished through the implementation of
four primary principles: domain independence, componentization, generalized ITS
authoring tools, and automation. A core design philosophy of GIFT is to separate
domain-dependent from domain-independent components. This allows the same
tutoring infrastructure to be used to train car repair, or medical triage, or team situa-
tional awareness, and reduces the number of unique ITS components. Under the
principle of componentization, the modules in GIFT, their functions and the messages
exchanged between them are standardized to simplify tutor creation and modification.
Using this design, an ITS author does not need to have computer programming or
instructional system design skills to create a functional ITS.

Componentization simplifies design and processes through constrained input/output
sets. The constraint of these input/output sets, in turn, renders them easier to automate
or self-construct. Recent projects involving GIFT attempt to build a “policy” which
maps inputs to outputs in a few fashions. As a few examples, an instructional policy
may recommend immediate or delayed feedback based on a profile of a learner, a
learner profile may choose the frequency with which to communicate information to an
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instructional module, or a model of the domain may choose specific implementations of
feedback (in game, avatar-driven, flashing, etc.). These policies can be constructed,
based on historical data, via software process or modified based on the observations of
student state and instructional effects.

Just as componentization simplifies the engineering design space of its components,
the creation of policy-driven input/output functions is easier to automate. Techniques
for automatically creating agent-driven input/output policies are well studied in the
reinforcement learning literature, including techniques such as neural networks,
entropy-reducing decision trees, Markov processes, and others. However, in a system
like GIFT with disparate processes, input/output options, and data sources, these
techniques result in policies that are customized towards each module. A gen-
eral-purpose solution for optimizing the finite-action set is preferred. Over time, ITSs
have developed from custom-crafted systems into systems of interchangeable parts and
into systems of software-customized policies. In this paper we will outline the next step
of ITS evolution into true agent-based systems, which construct their own policies.

This paper briefly reviews the history of the creation of agent-based ITS, agent-based
frameworks for educational purposes, how an agent-based and policy-driven system can
be constructed over top of an existing modular system (i.e. GIFT), the advantages and
disadvantages of doing so, and initial planning steps of implementation. The paper
presents draft designs for interoperability and communication as well as sample tech-
nologies for general-purpose adaptation in the presence of data for the purpose of gaining
knowledge or optimizing instruction.

2 Existing Work with Agent Frameworks and Intelligent
Tutoring Systems (ITS)

In order to frame the discussion of the emergence and development of an agent-based
system, there should be a discussion of what defines an agent, and how the term is
used. Franklin and Graesser present the essence of agency as having components of
sensing the environment, acting upon it, having a sense of time, and pursuing goals [2].
They also state that such agents can be composed of multiple sub-agents, each meeting
the above criteria. Based on this definition, the modules of GIFT do not currently have
all the traits of agents, but do meet some of the criteria. GIFT modules have infor-
mation from the environment (the system) and produce outputs, however they indi-
vidually do not always have a means of assessing the impact of that output on the
environment (knowing if they have achieved a goal). A plug-in, or within-module
process, which is able to track within-module data, determine the module output, serve
the goal of the module (usually modeling), and adjust itself over time would enable
GIFT modules to meet the criteria of agents set for by Franklin and Graesser.

The idea of using a framework of cooperative agents as part of an intelligent
tutoring system is not new. The problems faced by the field in 1995 were similar to the
problems faced with modern-day systems (e.g., lack of reuse, lack of standards, and
lack of flexibility). Overcoming these problems by creating a modular framework
of agents to provide tutoring capabilities, was the objective of the Generic Instructional
Architecture (GIA) project [3]. The GIA and GIFT projects share similar goals,
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but where GIFT attempts to modularize and then automate, GIA attempts automation
directly. In a system such as GIA, the Agent Communication Language (ACL) forms
the backbone of communication, with agents advertising their functionalities, avail-
ability, and ontology for communication. However, the lack of call for specific agents,
or specific groups and types of agents, adds, rather than cuts, from developmental time
of a system. Not specifying the required agents, policies, and functions, results in a lack
of development for specific system instantiation. This weakness is present in the lack of
adoption of the system for in-the-wild tutoring.

Gascueña presents another agent-based system composed of a Student, Domain,
Pedagogical, and Educational Module, similar to structure adopted by the GIFT project
[4]. Each module in Gascueña’s system could have multiple agents and each agent its
own software program which can provide recommendation on the output or action of the
total module. Examples of these agents include Pedagogical agents for Preferences,
Accounting, Exercises, and Tests. Other researchers have proposed similar designs that
include Assistant, Evaluation, and Pedagogical agents [5], or may divide these agent
capabilities into services such as a Domain, User, Adaptation, and Application Service
[6]. GIFT handles functions such as Adaptation and Application through optional and
additional plug-in services, which are updated based on outcomes from processing
system outputs. However, currently neither GIFT nor Gascueña provide a suggestion of
conflict management between recommend agent actions. Overly specifying functions,
agents, and policies results in a tightly bound system where few functions can be added.

Inside of the framework of an educational system, additional agents beyond the
above are needed that function to enable content/training delivery to a student. The
previously mentioned agents only function as part of online instructional management
while greater functionality is needed for full individualization. Examples of the types of
needed agents are provided by Lin et al. [7] who describe a series of external agents
running outside the core instructional loop. These include an adviser agent, which
advises the next content to view, a collaboration agent, for collaborating with peers, a
course planning agent, which plans a student path through a course, a course delivery
agent, which accommodates different delivery styles, and several others. These agents
are managed by an agent management and deployment service. Other work, such as
Regan’s Training and Learning Architecture (TLA) [8], or the Personalized Assistance
for Learning (PAL) [9] effort describe the system-of-systems approach to agent con-
struction. Further work examples can be seen in the Dynamic Tailoring System (DTS),
which provides an agent derived from the Soar cognitive architecture programmed for
the purpose of pedagogy and scaffolding [10]. These systems show the flexibility
required for addition, but, like GIA, cannot function as a pure delivery system.

Each of these systems discussed so far has either (a) not specified the functions
which are required for agents (e.g. recommendation agent), or (b) overly specified the
information for agents (e.g. domain hinting agent). The problem with not specifying the
requirements for agency adequately is that it makes it impossible for the system to be
adopted as an agent-based system. On the other hand, when the functions are too
constrained, they become less flexible and this limits the manner of system expansion.
As we look to ways of transforming GIFT to an agent-based system, it is important to
provide specifications for the addition of new agents without being overly restrictive on
how those agents will function within the GIFT environment. One of the primary
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advantages of GIFT is that very little new ITS functionality is dictated, existing
functions are standardized, and the ability to expand is clearly defined.

3 Online Agents and Online Learning

Terms such as “microadaptive instruction” or “inner instructional loop” may refer to
one or more tutoring actions taken with the student. These actions may include hinting,
prompting, metacognitive reflection, and others. All these actions are provided to help
the learner overcome an impasse in problem solving. For the systems able to assign
multiples of these actions (i.e. a service which recommends hinting conflicting with a
service recommending prompting), there is a mitigation function to help make sure that
all available instructional actions are not taken simultaneously. As an example,
AutoTutor Lite uses a cycle of pump → hint → prompt → assert as the student
progressively needs more content or assistance [11]. Generally speaking, these online
actions are taken in order to nudge, rather than didactically instruct, the student towards
the preferred manner of thinking on problem solving. The online and real-time com-
ponents of these decisions deal with data and decisions which are of small grain size, or
of small individual impact.

3.1 Learning Agents

The typical approach for the creation of an intelligent tutoring system follows a rela-
tively simple process. First, a system is developed and deployed into a production
setting while using a baseline (usually manually created) process. Second, the learner
data for this system is analyzed using an approach such as a Bayesian network, rein-
forcement learning algorithm, or equivalent. Third, the findings are used to improve the
initial models, which serve as the baseline for the next version of the system. This
collect-model-update cycle varies for different ITS. Many systems have followed this
approach for affective learner modeling [12], domain modeling [13], or instructional
modeling [14].

An alternative approach for creating an ITS is to develop agents which can learn in
the presence of new data. While this approach reduces human control of the final
model, and perhaps reduces scientific validity, it generally produces improved model
quality [14]. This is because an agent-based ITS can continuously improve its
underlying models based on ground truth observations, customized to the actual con-
tent delivered. An example of such a system is one which begins to build an initial
model from available data/decisions, modifies or customizes the model for a new
student, and puts the new model into practice immediately. It makes most use of policy
information compatible with multiple instructional domains, allows configuration from
observed evidence, and can potentially share this knowledge with other similar agents
and processes.
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3.2 Potential Implementations

GIFT is based on the learning effect chain, whereby learner data informs learner states
which inform instructional strategy selection which influence learning gains [1].
This chain is instantiated in the GIFT software as a Domain Module which informs a
Learner Module which informs a Pedagogical Module which selects instructional
strategies which are implemented as instructional tactics in the Domain Module. Each
portion of data is passed in real-time in order to deliver content to the student. The most
basic implementation of agent policies is to add a policy-handling component to the
existing structure. The left side of Fig. 1 shows how these items exist in current GIFT
architecture, while right side of Fig. 1 shows the addition of policy information. Figure 2
shows an in-depth implementation of the concept of policy overlay to existing
functionality.

Fig. 1. The addition of a policy component to the existing GIFT structure in order to
accommodate real-time agent functionality.

Fig. 2. Addition of a policy component shown in greater detail within an instructional module
(pedagogical policy)
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However, as agents and agent-based practices are added to GIFT, a manner of
representation is needed, this is especially prevalent for a changing structure over time,
such as when a policy is learned for a specific class of users over a large series of
interactions. A manner of autonomously changing system behavior can be added
through the addition of a policy component as an overlay to the module. In this manner,
the initial module configuration (via various configuration files) can be referenced in
mutable policy, changed in the presence of new data, and de-conflicted in the event of
conflict. The addition of this type of policy information enables additional features and
functions to be supported. Examples of these behaviors for specific model instantia-
tions are presented in Table 1.

4 Offline Agents and Services

In contrast to online agents which perform as part of the real-time decision loop for
managing instructional decisions and delivery, there is a need for offline agents and
services. The factors driving the need for an offline agent or service include output that
takes too much time to produce in real-time, the size of the instructional decision is
larger than a single time-step, a need to reach back to an alternative data source, or
output that is appropriate for multiple online modules.

The expansion of the GIFT architecture shown in Fig. 1 allows for a single policy
which links to other policy components in other modules. As an example, a policy of
“progressive mastery” (teaching one concept to mastery, then moving to the second
concept) can be linked across the pedagogical and domain modules in order to coor-
dinate instruction. Such a policy would require components to be present in both of the
key areas, initialized at runtime, and have a communication component for synchro-
nization. This policy add-on enables two core functionalities: switching policies based
on observed results, and having policies based on multiple module functionality. This
addition of a policy component, although simple, provides significant capability.

Table 1. Listing of modules, example module policies, and data sources for model updates

Module Policy example Cause for alteration

Domain
module

Selection of instructional tactic,
selecting a shorter segment instead
of a longer one

Time available for student

Domain
module

Generation of an after action review
(AAR) as part of a sequence of
content

Student actions

Learner
module

Prediction of student state, based on
difficulty of concepts (mined from
previous example)

Updated assessment of individual
student, classroom, or
introduction of new data source

Pedagogical
module

Selection among conflicting
instructional policies (“hint” or
“prompt”)

Varying observed effects dependent
on authored quality
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4.1 Functions and Features

The Advanced Distributed Learning (ADL) group has put together a number of
technologies for providing underlying standards for the next generation of intelligent
tutoring systems. Some examples of the offline services offered by agents include items
such as the Learning Registry, which is an indexing service which extends to a number
of publishers for the point of being able to integrate content, as a reusable learning
object, into various learning systems. On top of this layer, it is anticipated that offline
agents can be constructed to provide additional information on the content (e.g.
metadata, paradata, learning object descriptors) or to provide content-matching services
between the users and the content. The accumulated products of these offline agents
would have be available to the online services and agents such that online services
could make use of them. As new offline agents are developed to provide new products,
online ITS agents would simply require new policies to enable them to make appro-
priate use of those new products.

Finally, it is possible that some policies may be developed offline but utilized online.
For example, some instructional decisions may require information gathered across
several modules, or may be based on products compiled from other offline agents but
that inform decisions made in an online environment. Such information may require the
use of a policy component which is constructed offline, but shared in an online envi-
ronment. This type of function would learn from many different instructional decisions
from many learners in many domains, with varying amount of learner history.

4.2 Potential Implementations

Unlike online agent, policies, and services, GIFT has no prescribed structure for the
implementation and communication of offline components. Provided that formats and
configurations are suitable for online instantiations, there is no requirement for offline
standardization at this time. This leaves the offline implementations free to use all data

Table 2. Module-specific services and policies for GIFT

Module using
agent/service

Service/policy example Data source

Domain
module

Creation of customized
scenarios around instructional
needs

Bank of specific, instructionally valid,
examples

Domain
module

Pre-generation of hints, loaded
in for selection at runtime

Domain-specific text corpus, learning
objectives

Domain
module

Recommendation service Based on learner learning goals

Learner
module

Modeling of competencies and
mapping to taught concepts

Learner record store, trace data of
transferability of skills from previous
sessions

Pedagogical
module

Update to instructional model
for a specific domain

History of many learners across many
courses
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available and all standard formats. The limitations on offline services are more relaxed,
and examples of various potential services are provided in Table 2.

5 Efforts Towards Unification and an Interoperable Learning
Ecosystem

One of the core concepts behind the GIFT architecture has been to unify the various
commonly used portions of intelligent tutoring systems. This effort now allows for the
incorporation of agents and policy components which can be expanded across each of
its core modules, and across offline and online processes. However, GIFT is not unique
in its role to attempt standardization among various services. Techniques such as those
implemented in the Open Agent Architecture (OAA) serve as brokering functions
between application agents, meta-agents (facilitate coordination with other agents), and
user agents. The typical functions from this and similar systems from various frame-
works include the user side (front end), processing side (back end), and functionality
side (module purposes).

Not only do we seek to unify commonly used portions of intelligent tutoring
systems, but also to enable GIFT to be interoperable with the larger learning ecosystem.
As described above, the ADL group has been developing standards and agents (e.g.,
PAL, TLA) for such a purpose. As more of these services are developed by various
groups, the risk is that interoperability challenges will multiply. In such an increasingly
diverse and complex ecosystem, the need for intelligent agents will only grow. Agents
will be needed to broker the needs of systems like GIFT and the potential catalogue of
services available in the larger learning ecosystem. As an example, the Virtual Human
Toolkit (VHTk) provides the functionality to model the various aspects of virtual
humans. This functionality includes aspects and services such as speech processing,
emotional modeling of the learner, emotional modeling of the virtual human, the
gestures of the virtual human, rendering, and other services. It has been used in many
tutoring or learning programs [15]. This particular product/package provides for the
integration of many functional back-end features required for human modeling. Virtual
humans serve as a good example of agents or agent based systems that would routinely
interact with an ITS like GIFT. Currently GIFT has limited ability to operate with the
VHTk through basic service calls to supporting functionality. However, in a more
agent based GIFT, this would be accomplished much more easily by creating the
necessary policies via the VHTk, having them represented within modules, and
delivering them to the students.

A final example of services being developed in the larger learning ecosystem is the
Generalized Learning Utilities (SuperGLU). This is a collection of back-end services
and features developed through Office of Naval Research initiative funding to provide
functionality for offline processes and policies [16]. These services include the com-
munication of learner performance data, through the xAPI standard [8], the ability to
add agents without knowledge of the other agent components, and the overall inte-
gration of various tutoring services and data structures. SuperGLU is additionally
intend to work with LearnSphere, as an effort to unite the storage and processing of
data generated by tutoring systems.
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6 Conclusion and Future Research

Transforming GIFT into an agent-based system has both advantages and some dis-
advantages. The anticipated benefits include the simplification of development through
automating the creation and refinement of underlying models and to simplify inter-
operability with a larger learning ecosystem. A potential disadvantage is that as agents
take over the task of refining models and managing interactions among different sys-
tems, humans become monitors and managers of system development rather than
architects. There is some risk that this would result in humans being less effective or
efficient in troubleshooting or in making system-wide changes that might improve
performance, considering the additional complications of having a system which
changes over time.

The benefits of making GIFT into a learning agent-based system are enticing.
Developing learner and pedagogy models through research is time and resource
intensive. Developing intelligent learning agents that can in effect figure out what
works and automatically improve those models could potentially save huge amounts of
time and resources. Furthermore the larger learning ecosystem is an ever changing
entity. Using intelligent, learning agents to constantly search that ecosystem and
establish interfaces between GIFT and new and changing services and agents in that
ecosystem would also save substantial resources.

On the other hand, the risks of converting GIFT (or any system) into an agent-based
system should not be overlooked. As humans manage system evolution by changing
system rewards through new or revised policies, there is always the risk that those
changes may not have the intended effect on learning performance. For example,
suppose a policy was created to reduce time to train one module in a course without
decreasing performance in that module. Suppose the policy change was successful, but
a second order consequence was that there was a decrement in student performance on
another module in the same course. Single-minded focus on limited metrics can result
in unintended effects on other, unmeasured, items. To troubleshoot such issues, it will
be necessary for system managers to be able to understand why those policy changes
had those effects. This would not be a simple problem to solve and it would be more
difficult if managers could not see or understand what the agent had done to reduce
training time for the targeted module. Add to this the possibility that multiple agents
could be making changes to different models at the same time, and one can see that
untangling the causes and effects on overall system performance could be quite diffi-
cult. Thus it will be important to develop ways for agents to provide system managers
with human-readable reports on changes made to the system as well as other agent
activities. These and perhaps other challenges lie ahead as we implement an
agent-based design for GIFT.

Agent-Based Practices for an Intelligent Tutoring System 11
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Abstract. Extending the application of intelligent tutoring beyond the desktop
and into the physical world is a sought after capability. If implemented correctly,
Artificial Intelligence (AI) tools and methods can be applied to support person‐
alized and adaptive on-the-job training experiences as well as assist in the devel‐
opment of knowledge, skills and abilities (KSAs) across athletics and psycho‐
motor domain spaces. While intelligent tutoring in a physical world is not a tradi‐
tional application of such technologies, it still operates in much the same fashion
as all Intelligent Tutoring Systems (ITS) in existence. It takes raw system inter‐
action data and applies modeling techniques to infer performance and competency
while a learner executes tasks within a scenario or defined problem set. While a
traditional ITS observes learner interaction and performance to infer cognitive
understanding of a concept and procedure, a physical ITS will observe interaction
and performance to infer additional components of behavioral understanding and
technique. A question the authors address in this paper is how physical interac‐
tions can be captured in an ITS friendly format and what technologies currently
exist to monitor learner physiological signals and free-form behaviors?
Answering the question involves a breakdown of the current state-of-the-art
across technologies spanning wearable sensors, computer vision, and motion
tracking that can be applied to model physical world components. The breakdown
will include the pros and cons of each technology, an example of a domain model
the data provided can inform, and the implications the derived models have on
pedagogical decisions for coaching and reflection.

Keywords: Intelligent tutoring systems · Physical modeling · Psychomotor ·
Wearable sensors

1 Introduction

The concept of Augmented Cognition (AugCog) is based on the application of tech‐
nology to impart information on a user that is not inherently perceivable in the natural
task environment. This information is intended to assist a user in executing a task by
enhancing an individual’s cognitive function in support of meeting a specified objective.
From a training and education perspective, AugCog practices are associated with adap‐
tive instructional techniques that augment the path an individual takes in learning a topic
or skill and the type of coaching they receive along the way. These management
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decisions are based on models configured to inform interactions across domain, learner,
and pedagogical representations of a training space. These applications are traditionally
referred to in the literature as Intelligent Tutoring Systems (ITS).

To date, majority of ITSs are built around strictly cognitive problem domains, with
notable successes seen across an array of academic and military applications [1]. What
is a sought after capability, and more achievable now than ever with advances in wear‐
able technologies, is extending these practices to the physical world in pursuit of training
psychomotor skills. This involves tasks that associate cognition with physical interaction
to meet an established goal, and incorporates a combination of hand-eye coordination,
muscle memory, and behavioral techniques that dictate performance and assessed
acquisition of skill.

While this can be considered a novel extension of traditional ITS methods, its imple‐
mentation doesn’t vary significantly from systems of the past. It utilizes models built on
domain and learner information to inform a pedagogical decision. In this instance, the
domain isn’t informed solely by performance and procedural information communicated
by a training application; it now requires methods to collect task relevant behavioral
measures that can be used to capture a physical technique and assess performance against
a set of specified standards. The important component here is that the information
collected must be done in a task’s natural environment, where the physical actions can
be performed with zero hindrances.

An area of interest to the research community is identifying data types required to
model psychomotor interactions at a hand-eye coordination level, and how best to utilize
available sensor technologies to instrument the learner and the training environment
with data streams that can accurately track behavior. In this paper we discuss the facets
associated with the development of a psychomotor adaptive training capability. This
includes reviewing theory surrounding psychomotor learning and skill acquisition, how
to enable assessment and coaching from a physical problem space, and what commercial
off-the-shelf sensors can provide valuable data to infer skill.

2 Learning a New Skill and the Role of Coaching and Feedback

There are common tenets expressed in the literature associated with learning a new skill
(see Fig. 1 for a mind map of variables associated with psychomotor skill development
[2]). The first and foremost is that experience and practice trumps all. However, simply
practicing a skill over and over does not necessarily lead to expert performance. How
individuals progress in skill development is based on a number of factors. Anders Eric‐
son’s theory of deliberate practice highlights the following attributes of an effective
practice event: (1) the event is designed to improve performance; (2) the individual has
the ability to repeat the application over multiple trials; (3) the task requires high mental
engagement; and (4) feedback is continuously made available that is designed to serve
in a coaching capacity [3]. The fourth factor is critical when determining the implications
of using ITSs to replace human counterparts to train psychomotor skills.
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Fig. 1. The psychomotor domain as mind mapped by Faizel Mohidin [2]

Acquiring a new skill follows three primary phases of development, each building
on top of the other: (1) beginner/novice phase where an individual tries to understand
the cognitive and physical requirements of the activity to generate actions while avoiding
errors; (2) the intermediate/journeyman phase where focused attention on task perform‐
ance is no longer required and noticeable errors become increasingly rare; and (3) the
expert phase where the execution of a skill becomes automated with minimal effort and
exertion [4, 5]. How individuals progress through these three phases of skill acquisition
and the rate at which they do so is dependent on the factors listed above.

From the coaching perspective, especially within the beginner/novice phase, how
can an individual modify behavior if there is no way to effectively link actions to
observed outcomes? During this phase of learning, behavioral tendencies are established
and schemas are built in memory, making feedback to instill proper habits critical. In
the traditional sense, a coach/instructor with knowledge in the domain will observe a
learner, identify errors in their behavior as determined by a performance outcome, and
provide feedback to correct errors and reinforce proper technique.

Utilizing technology to facilitate this inference procedure is challenging. It requires
a machine to have the ability to consume perceptual information that associates with
behaviors an expert human would assess, and models to determine how the captured
data relates to a representation of desired behavior. This identified capability requires a
representation of knowledge an expert works with to dictate coaching practices and
warrants the utility of a deconstructed task analysis, breaking a domain down into its
piece parts in a hierarchical structure of varying skills and applications.
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2.1 Deconstructing a Psychomotor Domain

In terms of relating what’s already been discussed to a real-world example, take the
domain of basketball. When someone is attempting to learn basketball for the first time,
the initial approach to instruction is focused on a set of fundamentals. These fundamen‐
tals set a foundation of required skills to successfully perform as an elite basketball
player. In this instance you can decompose basketball into three physical fundamental
skills: (1) dribbling, (2) passing, and (3) shooting. Each of these breakdown further into
a set of sub-skills that ascend in complexity as you progress through practice opportu‐
nities (e.g., dribbling with your dominant hand, to dribbling with your non-dominant
hand, to dribbling between hands, to dribbling between your legs, to dribbling behind
your back, etc.). The desired end state is the development of muscle memory to auto‐
matically perform a task without dedicating cognitive function to make it happen. When
you establish automated execution of fundamental behaviors, then an individual can
progress to more complex scenarios requiring advanced application of a skill (e.g., drib‐
bling while being defended). This is followed by practice opportunities to combine the
application of skills to perform a higher level task.

This analogy can associate with almost all psychomotor domains of instruction,
regardless if its association with job-related activities or athletics. Each domain can be
deconstructed into a set of fundamental components that are performed when a situation
warrants their execution. The goal of an automated ITS is to establish models of funda‐
mental behaviors to make the assessment space manageable. While the assessment space
of a domain is defined around a set of concepts and objectives, it is inherently dictated
by the data one can collect.

3 Modeling the Physical World

Modeling a physical task requires an understanding of the physical environment that
task is being performed within. The environment will determine the granularity level of
data a model can be built from, and can range from a highly customized room built with
sensing technologies to detect specific data feeds, to an open warehouse or gymnasium,
to an open field in the wild. The ideal situation involves a task environment instrumented
to inform both performance and behavior metrics that can assess causal relationships.
But the ideal environment to support this methodology is rare. That is why establishing
tools for collecting relevant information in a less controlled space is critical to the success
of ITSs being used in the wild. In the following subsections, we will describe three
modeling scenarios: (1) modeling a psychomotor task in a highly sensorized environ‐
ment that is tightly-coupled, (2) modeling a psychomotor task in a confined space with
no custom sensors that is loosely-coupled, and (3) modeling a psychomotor task in an
unrestricted space out in the open.

In each scenario, sensor inputs will be identified. While the first scenario is based on
an actual research project being conducted at the U.S. Army Research Laboratory, the
latter two are presented as hypothetical applications. In this instance, we aim to identify
notional applications of sensor technologies to monitor physical interaction and behav‐
iors that can personalize training in physical spaces.
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3.1 Modeling a Physical Task in a Highly Sensorized Environment

Highly sensorized training environments used to develop physical skills provide excel‐
lent opportunities to produce initial psychomotor ITS applications. In these scenarios,
an environment is built with components to track predefined behaviors. These behaviors
are tracked to allow instructors to better inform their decisions on what aspects of a skill
to instruct, or in this instance use sensors to model task behaviors to automatically assess
skill and trigger coaching feedback.

An example of this ideal scenario can be seen in work we’re performing on the
development of an adaptive marksmanship training capability [6]. For this project, we
are working with the U.S. Army’s Engagement Skills Trainer (EST; see Fig. 2). The
EST is a simulated firing range that recreates the tasks executed on a live range in a safe/
cost-effective setting. In our effort, we’re focused on building an ITS to support the
development of Basic Rifle Marksmanship (BRM) skills and fundamentals.

Fig. 2. The U.S. army engagement skills trainer

The EST offers an excellent testbed for this use case based on the features it provides.
The system was developed to log data linked to both performance and behavioral
metrics. In terms of BRM, the EST tracks performance across a set of grouping exercises
that gauge metrics on group size and group accuracy. In addition to the performance
metrics, the EST weapons are outfitted with sensor technologies that associate with
behavioral properties. These include sensors to track: (1) the aim trace of the weapon
barrel, (2) the distance the trigger travels in relation to time, (3) the cant angle of the
rifle, and (4) the amount of pressure applied to the buttstock of the rifle.

With all of this contextual data, we were able to build models of expert behavior
across a set of performers within the Army Marksmanship Unit’s Service Rifle Team.
The models were based on the four fundamentals of BRM outlined in the training field
manual: (1) breathing, (2) trigger control, (3) body position, and (4) sight alignment.
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The models are used as benchmarks to assess a trainee’s behavior against to determine
if they are properly performing the fundamentals of BRM procedures as deemed by a
field of experts. To build out this prototype, we utilized the Generalized Intelligent
Framework for Tutoring (GIFT).

Generalized Intelligent Framework for Tutoring (GIFT). GIFT is a domain-
independent framework established to author, deliver, and evaluate ITS technolo‐
gies [7]. It provides a set of standards to follow in creating models across a domain,
learner, and pedagogical schema. In special instances, GIFT supports the consump‐
tion of sensor information to inform states not linked directly to system interaction
data and can extend modeling techniques to monitor affective and physical attrib‐
utes of a learner. For the adaptive marksmanship ITS, GIFT is configured to take in
the EST data streams through the sensor module, where the data is filtered and
processed in real-time to assess against the represented expert behaviors. This assess‐
ment is used to select a performance state for each of the BRM fundamentals, where
those skills assessed as below expectation are used to guide the selection of coaching
feedback to deliver. While we are making good progress on developing an ITS for
teaching BRM, and the EST provides an ideal set of behavioral information, how to
extend these methods into more advanced skills of marksmanship execution (i.e.,
hitting moving targets) need to be further conceptualized.

3.2 Modeling a Physical Task in a Confined Space with no Custom Sensors

In this scenario, psychomotor activity is believed to be performed in a controlled space
designed to support task execution, but lacks the inclusion of customized sensors built
to collect task relevant information. In this instance, we are interested in identifying
technologies that can extend the assessment space of these environments to inform
contextually relevant variables. This includes identifying what variables matter in
consistently gauging performance and behavior across a wide range of tasks.

While each domain has unique assessment requirements, many can share similar
data to infer completely different skill applications. This would depend on how the data
is represented in a model and how that model is linked to a component and/or funda‐
mental of a skill. The hope is to avoid building a set of custom sensors and to utilize
commercial off-the-shelf sensing technologies. In a controlled space, the following
technologies are believed to provide valuable information for modeling the physical
world: (1) motion tracking and (2) wearable sensors.

In most instances, this scenario may be the most complex of the three. With the task
being performed in a confined space, the characteristics of the task actions most likely
associate with fine motor control over a set of environmental objects. For this reason, it
is important to understand the current state of the art of what information can be made
available for modeling purposes, and how that impacts the type of domains an ITS can
currently support under these environmental conditions. An overarching assumption
with all selected technologies is that they can communicate data in real-time to an archi‐
tecture that can process and model its outputs, such as GIFT.

18 B. Goldberg



Motion Tracking. In many psychomotor tasks, monitoring the physical motions of an
individual’s movement and skeletal structure can go a long way into assessing their
behavior. This is especially true in fitness training, athletics, and task-oriented domains
that require precise movements to meet standard performance. Depending on the domain
being trained, the body is constrained to certain movements and actions that can be
executed in support of meeting a task objective. It is assumed under these conditions
that behavioral characteristics can be modeled for determining proper execution. In this
instance, logging data over a window of time as you observe a set of experts perform a
task can be used to determine if there are trends in behavior that influence outcomes and
proper techniques. If trends can be identified through statistical inference procedures,
then models can be established to compare trainee data against in real-time to diagnose
performance on a set of behaviors.

The challenge is using motion based information, which can be noisy in nature and
not of appropriate validity in measuring precise movements, to build assessment models
that operate in an ITS. Outfitting the environment with motion tracking technology can
be used to quantifiably monitor user actions, which is a start. For the context of this
paper, we associate motion tracking technology as a free standing system of cameras
and sensors that can be placed throughout a confined space. The issue is that a technology
of this nature limits the amount of space a task can be conducted within. That’s why it’s
important to understand the characteristics of a domain to determine if this type of
modeling technique is viable.

For implementation purposes, systems can be as complex as cameras placed
throughout a training space that are designed to locate and track a set of reflective
markers that can be placed on a number of items (e.g., placed on a bodysuit worn by a
user or on interaction environment elements in an environment, like a baseball bat seen
in the left image of Fig. 3). Motion tracking can also be supported by commercial prod‐
ucts like the Microsoft Kinect 2, where no markers are required to capture and track an
individual’s skeletal structure, producing an image like the one seen on the right of
Fig. 3. Regardless of the approach selected, motion tracking can be a nice option when
the task environment is confined. There is still much work to.

Fig. 3. Motion tracking technologies: on left is motion tracking resulting from wearable bodysuit
with mounted reflectors; on right is motion tracking resulting from Microsoft Kinect.
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Wearable Sensors. Recent advancements in wearable technologies have made them a
viable data source when considering inputs for informing models to train psychomotor
skills. In the context of this paper, wearable sensors are any technology that can be
unobtrusively attached to a user that logs physiological and behavioral measures.
Common metrics collected by these devices include electrocardiogram/heartrate infor‐
mation, accelerometer data, gyroscope information, galvanic skin response, breathing
patterns in some instances, and location data if GPS compliant.

The current application of these sensors within the commercial world is primarily
for health tracking purposes. The combination of data channels can output metrics
related to activity levels, stress, and sleep patterns. The market is very competitive, with
a near endless selection of options ranging from the data they provide and the style of
which they are worn.

From a training perspective, the research goal is to identify how best to use these
technologies to collect information that can be used to guide skill acquisition of a phys‐
ical task. Majority of the current products involve sensors that wear either around the
wrist or ankle. These typically record a comprehensive set of physiological markers,
behavioral movement data, and environmental factors such as temperature and UV
exposure. While many of these provide valuable information to monitor activity and
affective variables such as stress, they lack granular data sources linked to precision of
movements from a motor-control angle.

However, that’s not true for all wearable sensors. Products like the MOOV Now and
Zepp Sports sensors provide real-time 3D motion tracking of a joint/limb on the human
body (see Fig. 4). This information is logged and visualized for replay purposes. Current
applications like Zepp allow you to replay your data feed side-by-side with data collected

Fig. 4. Wearable sensing technologies: upper left is the Microsoft Band 2 [http://www.
microsoft.com/microsoft-band]; lower left is the MOOV now activity bracelet that supports 3D
motion tracking [http://welcome.moov.cc/] and the Zepp Baseball sensor output [http://www.
zepp.com]; right is Zephyr Technologies’ BioHarness 3 wearable sensor [http://www.
zephyranywhere.com/].
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from an expert for a comparative evaluation, but there is no coaching beyond that.
Exploring modeling techniques that take these three dimensional tracking feeds and
associate behavioral parameters in association with a task fundamental or objective is
essential for ITSs supporting this interaction environment.

3.3 Modeling a Physical Task Out in the Open

In considering a physical domain performed in a boundless open environment, sensing
technologies play a different role than seen in the confined space. In this instance, tasks
are performed that require coordination of movements and activities over possible large
distances, with factors of location, speed, acceleration, and terrain playing a role in how
the task is performed. For an excellent review of this conceptual environment with a use
case centered on land navigation, see Sottilare & LaViola, 2015 [8]. In their review, the
authors present a set of ‘smart glasses’ and a feasibility analysis of their application in
a live land navigation training scenario.

As the majority of smart glasses sync to a cellular device for processing purposes,
the smart glasses themselves primarily serve as tools to present information to a user,
with many options including simple text message overlays, objects placed to augment
the visual environment, or videos containing instructional material. From a behavioral
sensing standpoint, these smart glasses can utilize forward facing cameras to assess an
individual’s orientation within an environment, with the ability to make inferences on
what someone should see based on a calculation of their visual field of view from a
specified Global Positioning System (GPS) coordinate.

Beyond the smart glass inputs and outputs, the real sensing taking place in this
training environment is provided through the phone, with this example providing GPS
location data as tracked over a cellular network. With this information, assessment rules
can be built in GIFT based on the data factors listed above. Zones of interest can also
be established that can trigger situational awareness oriented tutorial interventions,
forcing an individual to reflect on the situation and respond to a prompt that can be used
to assess competency and trigger coaching interactions.

In these open environment training events, there can be a combination of open and
confined task characteristics, where a sensing technology can be applied to track both
location, as well as fine motor-movements. In this instance, computation on wearable
sensors providing 3-D motion tracking, like the MOOV Now sensor described above, must
be done on a mobile device. This requires GIFT modules to run locally, as the range on
wearable sensors doesn’t support long range distances. Computations must be performed
on the cellular device, with behavioral state information communicated through the
network in support of GIFT’s learning effect chain. This approach to physical modeling is
also critical for team-oriented training tasks. From this perspective, multiple entities can
be tracked in a single environment. Formations can be monitored, and team oriented
behaviors can be modeled to establish boundaries of acceptable performance.
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4 Conclusion

In this paper, we present high-level hypothetical considerations that can be used to guide
requirement discussions in the development of a psychomotor-based ITS. Modeling the
physical world to support automated coaching of psychomotor skills is not by any means
a simple task. As evident by the described modeling use cases, capturing data granular
enough to inform accurate assessments is limited, even when customized environments
are established. In addition, there are multiple architectural considerations that must be
addressed to consume, process, and act upon behavioral information linked to a skill
fundamental.
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Abstract. Augmented reality (AR) and virtual reality (VR) training systems
provide an opportunity to place learners in high stress conditions that are
impossible in real life due to safety risks or the associated costs. Using physio-
logical classifiers it is possible to continually measure the stress levels of learners
within AR and VR training environments to adapt training based on their
responses. This paper reviews stress measurement approaches, outlines an
adaptive stress training model that can be applied to augment training and
describes key characteristics and future research that is critical to realizing
adaptive VR and AR training platforms that take into account learner stress levels.

Keywords: Adaptive training � Objective stress measurement � Training
fidelity evaluation � High-stress training � Augmented Reality

1 Introduction

One goal of Augmented Reality (AR) training is to inject virtual objects and events into
a live environment to allow trainees to acquire the targeted knowledge, skills, and
abilities in a highly realistic environment. Two primary reasons to apply AR within a
training program are to reduce the cost associated with live training entities and to
create stressful conditions that could cause a significant level of risk if completed live.
The goals and benefits of Virtual Reality (VR) training are a similar balance of creating
highly realistic and potentially stressful conditions while controlling the risk and cost of
training. The process of inducing stress within a controlled training environment is
important when preparing learners to perform for high-stress conditions. Alternatively,
there is utility in increasing levels of perceived stress and associated arousal within AR
and VR environments in order to engage learners.

A variety of methods of inducing stress during training have been developed and
evaluated [1–4] and resilience training and stress inoculation programs rely on those
applications to elicit target states during training. For example, the U.S. Air Force’s
Stress Inoculation Training (SIT) program trains battlefield airmen to first understand
the negative effects of stress, learn to detect and control stress responses, and finally
practice skills taught under realistic high stress conditions [5]. Guidance followed
during this program suggests that stressor intensity should be incrementally increased
as task proficiency is demonstrated [6]. This approach ensures that trainees are not
overwhelmed early which could interfere with skill acquisition while continuing to
push learners operate under more and more realistic high-stress conditions [6].
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The greatest challenge with creating training that balances learner stress levels lies in
the ability to track learner stress levels over time.

This paper presents an approach to objectively measure stress levels during AR and
VR training and reviews applications of the approach to optimize and evaluate training
programs. The presented technology leverages a physiology-based stress classification
algorithm that has the capability to objectively and unobtrusively capture real-time
individualized stress data in a mobile environment with over 95 % accuracy. While
originally designed to support Veteran mental health therapy, the algorithm, which uses
a wrist-worn device to collect human physiology state provides a continuous realtime
stress measure that can be used to optimize AR and VR training. The approach pro-
vides a more effective option to alternatives, including subjective stress ratings or
cortisol analysis post-training.

Two key applications of the stress classifier are presented in this paper. The first
application is the creation of adaptive AR and VR training systems that adjust stressors
that are presented to learners based on their state and performance. The goal of this
application is to balance stress with training progression during AR and VR training
exercises. The second application included is the objective evaluation of AR and VR
training event fidelity based on objective trainee responses, with the goal of optimizing
future training events. In addition to reviewing frameworks to support the application
of stress evaluation in AR and VR environments, a comparative evaluation of stress
evaluation techniques is presented.

2 Measuring Stress

The most important and difficult step in creating a training platform that can adapt
based on trainee stress is the effective evaluation of stress. Early measurements of
psychological stress have relied upon written scales that leverage a battery of validated
questions to elicit a rating of stress for each individual. These scales were initially
developed to support clinical psychologists and fall within two general categories of
measures: Measures of stressful life events that have occurred; and measures of the
subjective evaluation of perceived stress and/or ability to cope with stress.

The use of life event scales date back to Holmes and Rahe’s 1967 Schedule of Recent
Experiences (SRE) which includes a checklist of 43 stressful life events such as the death
of a spouse, divorce, or being fired from work [7]. Each of the life events that were
experienced on that scale are counted and the total is used to provide a relative stress
level for the person being evaluated. Since the inception of the SRE, longer batteries and
a variety of specialized batteries have been developed for special groups such as children
[8] or combatants within the Gulf War [9]. Because the scales that are used require a
level of customization to the events that occur within the targeted population, this
approach to measuring stress has the potential to lack consistency or sensitivity.

A second approach to measuring stress involves the use of perceived stress mea-
sures. The most commonly used perceived stress measure is the Perceived Stress Scale
(PSS) [10]. The PSS includes questions that measure of how unpredictable, uncon-
trollable, and overloaded respondents lives are in combination with direct evaluations
of experienced stress levels and is available in a four, ten, and fourteen item batteries.
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Although perceived stress measures are more generalizable than life event scales and
can be gathered more efficiently using the four item form, they still require some level
of self-evaluation and cannot be continuously gathered without breaking the flow of
training.

2.1 Physiological Stress Monitoring

To support the capabilities to unobtrusively modify training based on trainee stress and
performance or objectively evaluate the effectiveness of a stressor to create targeted
trainee states, it is critical to move away from written batteries and towards physio-
logical measures of stress and negative arousal. Advances in wearable physiological
sensors have made it possible to measure human states that are capable of quantifying
stress [11, 12], including cardiovascular and respiratory measures and electrodermal
activity. Because most tasks that AR and VR training are beneficial to train require
physical activity, there is risk that those measures could contain noise during training.
Particularly, because the same physiological states that are affected by increases in the
sympathetic nervous system activity (which allows them the be effective stress mea-
sures [13]), also tend to fluctuate due to physical activity or environmental conditions,
there is a need to cast a wider net when classifying stress, and take into account a
variety of physiological and environmental sates simultaneously. Table 1 provides and
overview of physiological states that are particularly useful for classifying stress,
examples of conditions that could create noise in each data type, and references of
previous efforts to apply each measure to classify stress.

Researchers recently developed a physiological classifier of stress that leverages a
combination of skin conductance, cardiovascular features, skin temperature, and
physical movement collected from an Empatica E3 band to serve as the core of a
clinical stress therapy tool [19]. After collecting EDA and HRV data for participants
under baseline conditions and under stressed conditions (created using the Trier Social
Stress Test (TSST) protocol), a linear classifier (see Fig. 1) was trained to differentiate
psychological stress vs. non-stressed conditions at over 95 % accuracy. In addition to
leveraging multiple features listed in Table 1, the researchers leveraged gyroscopes to
detect movement and skin temperature to detect temperature to discount components of
the classifier when significant levels of noise were present.

Table 1. Physiological states, features, and sources of noise for stress classification

Measure Features Causes of noise Reference

Skin
conductance

Skin conductance level, phasic
skin conductance response

Environmental and skin
temperature, humidity

[12, 15–
18]

ECG Heart rate, heart rate variability Physical movement and
performance

[12, 14,
15]

Respiration Breathing rate, breathing depth,
respiratory sinus arrhythmia

Physical movement and
performance

[14, 18]
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3 Leveraging Stress Measures to Improve Adaptive Training

Two of the key characteristics that are evaluated in AR and VR training applications
are immersion and presence. Although throughout the history of VR and AR devel-
opment there have been various interpretations of the terms, immersion generally refers
to the level of fidelity of the sensory cues used within the environment while presence
is a subjective response of the person experiencing the environment [20]. By this
definition, it is apparent that fidelity can be objectively evaluated by comparing the
visual, auditory, haptic, and olfactory cues present in a VR or AR environment to those
in the live environment. Presence is a more difficult to objectively measure construct as
it relies on the evaluation of the person experiencing the environment. To target this
evaluation and move away from subjective ratings or presence, physiological data,
including those that are described above to measure stress (e.g. change in heart rate and
skin conductance) have been studies and demonstrated a correlation with presence
measures over 15 years ago [21, 22].

In addition to measuring the sense of realism that VR and AR systems can instill,
the use of physiological stress measures in combination with real-time performance can
be used to drive adaptive training. Adaptive training has the potential to significantly
optimize training efficiency [23] and based on the varied response of learners to stress
exposure training, the process of adapting training based on individual responses to
stressors holds even more potential. Originally designed as a clinical intervention for
patients that required coping mechanisms for conditions like anger and phobic reac-
tions, the goal of stress exposure training is to alleviate the negative effects of stress on
performance by preparing personnel to perform tasks effectively under high-demand,
high-stress conditions [24].

Fig. 1. Decision boundary for linear stochastic gradient descent- trained E3 classifier applied
(left; reprinted from [19] with permission) and Empatica E3 band (right)
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Figure 2 outlines a simplified stress appraisal process and includes two paths of
stress response, one associated with the availability of effective coping mechanisms
that results in normal performance and one that is associated with a stress appraisal that
leads to a decrease in normal performance. VR and AR Stress Exposure Training seeks
to build effective coping mechanisms through repeated presentation of stressors. In the
therapy domain, this process is used to target a single phobia or condition with con-
tinuous support of a therapist throughout the process. When preparing for a wide array
of stressors, such as preparing for battlefield stressors in an active combat environment,
this task becomes more complicated because individuals react differently to environ-
mental stressors based on past experiences and their appraisal of the situation [25].

In order for the stress exposure therapy process to continually present new stressors
within training to (1) determine the conditions that must be targeted in training and
(2) repeat the exposure in a controlled environment that allows the development of
effective coping mechanisms, it is critical that a performance and stress measurement
feedback loop be created and used to drive future presentations of stressors. Stress
training aims to teach the necessary skills for maintaining effective task performance
under stress conditions and to enhance familiarity within the environment. Research on
stress exposure training and the effects of stress provide the following guidance to the
development of adaptive AR and VR training frameworks:

• Virtual training scenarios must continually be adapted to add various types of stress
within the environment in order for trainees to develop coping mechanisms.

• In order ensure effective transfer of the coping strategies to the live environment,
stress conditions must be similar to those found in the live environment.

• Because the goal of stress exposure training is to ensure effective task performance
under stress, training must take into account the real-time performance of trainees to
ensure that use of the system does not lead to negative training.

Figure 3 outlines an adaptive stressor process diagram that can be followed to
control stressor presentation within VE and AR training platforms. The approach and
architecture requires four key components in order to effectively drive stress training:

• Performance Evaluation- The ultimate goal of training is to improve learner per-
formance. Although stress exposure training has the secondary goal of training
performance under high stress conditions, optimizing performance must remain as

Fig. 2. Appraisal process and effects of stress
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the core goal of training. In order to ensure that negative training is avoided when
inducing stress, it is critical to take into account trainee performance on targeted
training objectives prior to evaluating learner stress states. The goal of the evalu-
ation is for learner performance to remain high (or bounce back when performance
drops) when new stressors are presented within the training scenario. For this to
effectively work in a closed adaptive system, the performance evaluation metrics
should be coded within the AR/VR training environment.

• Stress State Evaluation- Physiological stress monitoring provides a real-time and
objective method to continuously track stress and the response to stressors within
the AR/VR training environment. A wrist-worn stress monitoring approach similar
to the one described above has the potential to evaluate stress when learners are in
an environment that allows them to move around, such as an AR training space.

• Trainee State Classification- Once trainee performance and stress state is calculated,
it’s important to merge the data to support the determination of overall trainee state
and the appropriate response of the training system to meet the targeted training
goals. For example, the combination of good performance and a low stress state
should be used to trigger a new stressor within the scenario while a combination of
high stress and low performance should be used to reduce/remove the stressors
present to allow trainee performance to normalize and avoid negative training.

• Stressor Activation/Deactivation Methods- In order for scenario adaptations to be
applied based on performance and stress states, it is necessary to include hooks into
the code to activate and deactivate stressors in real time. To meet this need, modular
stressors that can be activated in real-time (e.g. reducing visual acuity of the scene,
integrating additional enemies, etc.) must be designed and scripts developed to
trigger them based on the evaluated trainee state.

By applying a closed adaptive training cycle that can modify AR and VR training
scenarios in real-time it is possible to create an ever-changing environment that pushes
learners to create coping mechanisms for environmental stressors that they are expected
to operate during the presentation of in a live transfer environment. The approach
allows a variety of potential stressors to be presented in close succession and only
continuing the focus on those that require additional coping strategies. If this approach

Fig. 3. Adaptive stress training process diagram
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is scaled to groups of learners, it is possible to garner knowledge regarding the
effectiveness of each stressor to trigger targeted stress states on a more generalizable
scale. This capability to evaluate stressor effectiveness is a second key benefit of
objectively measuring stress within AR and VR training environments. By measuring
the response to cues across trainees, it is possible to classify or order stressors based on
their effectiveness of created targeted stress states. By evaluating additional charac-
teristics of each trainee during this evaluation, it is possible to further classify the
effectiveness of various stressor cues based on trainee characteristics such as expertise
level or past experience with particular cues/conditions in a live environment. This
subclassification of training stressor effectiveness has the potential to optimize the order
and presentation of scenario stressors based on each trainee’s specific experiences.

In order for the evaluation of stressor cues to be supported in real-time, an
infrastructure must be developed to precisely track the presentation of cues in the
training environment. Specifically, in addition to objective measures of stress, the
following characteristics must be tracked in order to develop models of stressor
effectiveness:

• Cue activation tracking- Within an AR environment stress induction cues can be
triggered live or as an augmented component of the scenario. In order to evaluate
the effects of cues and combination of cues accurately, a tracking system must be
instantiated to track when live and augmented cues are triggered.

• Trainee characteristics- By tracking a database of trainee characteristics in addition
to the stress response to various stressors as they are presented, it is possible to
create a more precise prediction of the cues that will be responded to in similar ways
during future training.

The approach of leveraging physiological data in combination with performance
data to drive adaptive training augmentation has demonstrated significant value in
previous research. For example, research has suggested that skin conductance response
(SCR) as a measure of arousal can be used in combination with a contextual under-
standing of the training tasks that learners are completing to predict learning gains and
modify adaptive tutoring systems [26]. Further research conducted at the Army
Research Lab led to the development of an architecture, similar to that presented in
Fig. 3, of personalized adaptive training that leverages a combination of trainee
physiological state and performance to drive training adaptations [27].

4 Future Research

The research into adaptive training platforms that leverage physiological stress states to
drive training augmentation shows potential to optimize training. In order to meet the
potential of the approach, additional research is needed to improve stress classification
and the application of stress evaluations in the adaptive training domain. Two particular
areas that require additional research include the application of deep understanding of
the effects of stress on learning and memories and the development of personalized
measures of stress and ruggedized sensor arrays that further improve stress classifi-
cation accuracy.
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Learning and memory development occurs in stages, including initial memory
encoding, consolidation, retrieval, and reconsolidation. Research shows that the pres-
ence of stress affects each stage of the memory/learning process in different ways
[28–36]. Although factors aside from the timing of stress during the learning, recall,
and reconsolidation process have effects on the process, the general understanding of
the effects of stress on each stage of the process are outlined in Fig. 4. Future research
on the integration of stress within VE an AR training environments should apply these
basic constructs of learning and memory to create micro-adaptive training that not only
adapts training to present the correct cues and conditions (as objectively evaluated), but
also present them at the correct time. The goal of this application should be to prime
learners to retain and consolidate new information or break the retrieval or reconsol-
idation of negatively trained actions and memories.

A second avenue of research that is critical to improve the capabilities of VE and
AR training systems to support adaptive stress training is the enhancement of classifiers
of stress that are used to drive adaptations. Specifically, there is a need to develop
approaches and systems to automate the development of personalized classifiers of
stress and systems to evaluate the effects of stress training across studies and as learners
move to a transfer environment. Finally, to meet this need, there is a need to develop
new noninvasive hardware platforms that can measure the core features that can be
used to classify stress while accounting for the noise that is associated with measuring
stress in unpredictable environments. By continuing research in these domains, it will
be possible to merge the power of adaptive training within AR and VR environments
and objective stress measurement to better prepare people for high risk and high stress
jobs and potentially reduce the impact of negative stress on people in those positions.

Fig. 4. Effects of stress on learning and recall process
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Abstract. Gauging the impact of simulation-based training (SBT) technology
has been straightforward in the past when applied to domains such as pilot
training and ground vehicle operator training. In the dismounted infantry soldier
skills domain, the low hanging fruit for effective use of (SBT) are weapons and
equipment operations training. However, the complexities of the operational
environment are often too difficult to replicate in current virtual environments to
represent an accurate or effective training for the skills requiring identification of
enemy activity or reacting to enemy contact. This paper discusses the need for
an alternate method of performance assessment when comparing traditional
training means to SBT.

Keywords: Simulation based training � Infantry soldier training � Rubric �
Return on investment

1 Introduction

In early 2013, a research team composed of personnel from the U.S. Army Research
Laboratory and the University of Central Florida performed a data collection activity
with the Florida Army National Guard’s 2/124th Regiment Apache Company. The data
collection activity focused on individual and team performance of soldiers performing
room clearing exercises. In this experiment, a company of soldiers were divided into
two groups, where the control group only was provided training using a traditional
classroom method and the experimental group was provided training that included a
game-based simulator. Subject matter experts (SMEs) were tasked with assigning a
pass/fail rating to each soldier and fire team. The research team did not wish to interfere
with the method of assessment used by the SMEs, as the guidance for this is given in
training support packages provided by the U.S. Army Training and Doctrine Com-
mand. Analysis of this categorical data proved to be problematic and yielded results
that could only indicate differences in soldier performance, but not by how much. In
essence, it was only possible to determine if the virtual training treatment had an effect.

Since mid-2014, the research team has been conducting studies using large num-
bers of soldiers to determine how effective virtual training methods are in comparison
to traditional training methods for dismounted infantry soldier skills in the Warrior
Leader Course (WLC) at the Florida National Guard’s 211th Regional Training
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Institute. The ARL/UCF team worked with the WLC course managers to incorporate
lessons learned from the previous experiment to create a new assessment methodology
for collecting more meaningful data. A new rubric was jointly developed and used
during data collection activities. This paper discusses the rationale for incorporating
new ideas that enhance the development of the performance rubric. The rubric allows
for a more in-depth understanding of the required tasks. Instead of using the traditional
assessment “GO or NO-GO” ratings for the task evaluation, the revised rubric incor-
porates each major task and list all related subtask activities. Modifying the rubric not
only allows for clarification of each major task but also assess whether the subtasks
were successfully accomplished. In addition to discussing the performance rubric, this
paper also integrates sample performance data collected from 20 squads of soldiers and
demonstrates the value of the revised rubric to the data analysis.

2 Background

The United States Army has invested significant funding dedicated to the use of virtual
environments (VEs) for training infantry soldier skills. There is a pervasive attitude in
the acquisition community that a simulation-based training (SBT) system’s graphics
quality are the strongest indicators of utility and training quality. Very little data exists
to quantify the return on investment (ROI) provided by these training systems
(Bell et al. 2008). There is also a lack of formal methodologies for the identification of
where in the training cycle these technologies belong as well as which training tasks
they should be applied (Kincaid et al. 2003; Salas et al. 2003). The United States
Government Accountability Office issued a report in August of 2013 which calls for
better assessment of performance and accounting of costs to accurately assess SBT
systems throughout the United States Army and Marine Corps (Pickup 2013). As a
result of limited empirical data supporting training effectiveness using VEs (Haque and
Srinivasan 2006), there is little guidance for the program manager’s to follow in the
decision-making process. This leaves the requirements generation team and the
acquisition process to attempt to simulate the training provided by traditional means
using VEs. There is too much leeway in the interpretation of this replication and lack of
empirically driven data to make informed decisions.

To further complicate matters, the lack of formal requirements and performance
measurement methodologies has led to a fracturing of the training space within the
United States military that utilizes game-based virtual environments (GBVE).
Although, there is a GBVE training system listed as the program of record called
Virtual Battlespace, it is limited for specialized training needs of some organizations.
Pockets of innovation and product development in recent years have resulted in
numerous training systems specializing in different utilization such as education
(McLennan 2012) and military applications (Buede et al. 2013).

The United States Army requires a mechanism for properly assessing the perfor-
mance of infantry soldiers who have been trained using virtual simulations in order to
establish statistically significant differences (if any) for comparisons to traditional
training methods. This research initiative was conducted through Cooperative Agree-
ments (CA) #W911NF-14-0012 and #W911NF-15-0004 between the United States
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Army Research Laboratory and the University of Central Florida. These CAs were
created to facilitate the investigation of training effectiveness of operationally relevant
tasks in a VE as compared to traditional classroom and live training. The desired
outcome of this work is to establish a methodology for quantitatively defining the
training effectiveness differences between traditional and virtual methods, and
acquiring data through field experimentation to apply the methodology.

A literature review has revealed a lack of knowledge surrounding the efficacy of the
practical application of virtual world technology for infantry soldier training, specifi-
cally ground combat skills training such as room clearing and reaction to contact
(Lackey et al. 2014). Due to the current subjective nature of gauging training effec-
tiveness of VEs, it is difficult to calculate a ROI. Lastly, it is difficult to determine
comparisons of knowledge transfer between traditional and virtual training activities
for ground combat skills.

Whether it is labeled virtual world technology, GBVEs, or VEs, the technology is
becoming ubiquitous in the lives of infantry soldiers. However, it is unclear as to where
in the ground combat skills training cycle this technology is applied most effectively.
The literature is terse in identifying the appropriate tasks the technology is most
suitable for training. Further, the assessment methodology is not standardized across
the combat skills training cycle and is often assessed through subjective means.

3 Infantry Soldiers Skills Assessment

Minimal empirical evidence exists regarding the effectiveness of game-based and
virtual world SBT (Whitney et al. 2014; Sotomayor and Proctor 2009), especially at the
collective echelon. While some virtual training has been empirically proven to be
effective in the transfer of skills to the live environment (Blow 2012; Hays et al. 1992),
this has been primarily demonstrated for platform-centric training, such as aviation and
vehicle-type training. However, platform-based training is restricted to low-density
specialties in the United States Army; the vast majority of soldiers do not require this
type of training and are not tethered to a platform. In contrast, all soldiers are required
to be proficient in basic infantry skills, yet minimal SBT capabilities exist to support
this training need and are rarely examined for efficacy. Therefore, this study’s primary
objective was to examine the training efficacy of SBT for infantry skills.

Training effectiveness evaluations are generally subjective in nature, making it
difficult to ascertain whether or not training technology, methods and/or approaches are
effective. The literature indicates that some of the primary challenges to effective,
collective training in simulation are the lack of clear performance measures (Seibert
et al. 2011) as well as a lack of comprehension of the simulation’s capabilities by the
unit trainers (Seibert et al. 2012). Thus, technology is only part of the analysis; the
selection of the proper instructional strategy is equally as critical to whether or not
training is effective (Salas et al. 1999).

Current approaches to measuring training effectiveness remain primarily subjective
in nature (Wong et al. 2012; Sotomayor and Proctor 2009; Beal and Christ 2004;
Kunche et al. 2011), employing techniques such as questionnaires, knowledge review
and evaluation of training by trainees or SME observers. These means of assessment
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offer insight into trainees and trainers’ perceptions of training environments, but
reporting might be influenced by factors other than those directly attributed to the
training itself. Therefore, a secondary goal of this study was the creation of a rubric that
minimizes subjectivity in performance assessment, while not increasing raters’ over-
head, in order to determine whether game-based simulation and virtual world
simulation-based training is truly effective or not. Objective evaluation of performance
is critical in order for the Army to design, create and implement the next generation of
simulation-based trainers for infantry-centric skills training.

3.1 Pilot: Assessment of Room Clearing Task Performance

The ARL research team worked with the 2/124th Florida Army National Guard to
design a training event that coincided with data collection activities. The data collection
event represent the presentation of a single ground training task to the unit. The training
condition chosen for this study is a room clearing task that requires a fire team com-
posed of four soldiers to enter and search a room. The participants are assessed both at
the individual performance level as well as group performance level.

For this data collection event, two training conditions were selected for the soldiers.
The first condition represented the control group and was composed of traditional
classroom and slide presentation of the procedures described by FM 3-21.8, Field
Manual for the Infantry Rifle Platoon and Squad (U.S. Army Training and Doctrine
Command 2007) for room clearing (Fig. 1). The experimental condition comprised of
training materials presented to the soldiers using a prototype virtual training simulator,

Fig. 1. 2/124th classroom training site
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called the Military Open Simulator Enterprise Strategy (MOSES) (Ortiz and Maxwell
2016). MOSES was used to provide a virtual training arena utilizing practice task
scenarios (Fig. 2) (Maraj et al. 2015).

Room clearing exercises represent one of the most common tasks performed by an
infantry soldier, and is considered to be of the most dangerous tasks to complete.
Although this is a collective task, each of the individual positions in the task is assessed
independently. This allows for both an individual performance assessment and a col-
lective team assessment.

On the day of the experiment, 64 soldiers were divided into two groups, 32 soldiers
each and placed into groups of four to compose 8 fire teams. All of the soldiers were
assembled and provided with a briefing to explain the intent of the experimentation.
Each soldier signed a consent form agreeing to participate in the study. Due to the
nature of the experimental design and utilizing a targeted population, the ARL/UCF
team required two formal review processes. One process occurred through the UCF
Institutional Review Board (IRB) and another through ARL IRB before data collection
efforts began for the two groups.

One group received virtual training while the second group received the traditional
training. After training, all soldiers were asked to perform a live room clearing exercise

Fig. 2. 2/124th virtual training site
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during which time the SMEs assessed their performance according to the rubric.
Although the task of clearing a room is performed as a collective effort, each position in
the team is unique and can be assessed individually. The assessment is provided using a
“GO or NO-GO” rating, which indicated whether the soldier completed their task to the
SME’s satisfaction.

The SMEs rated the performance of 64 individuals and 16 fire teams by following a
4 step rubric (Fig. 3). Table 1 shows the tasks and assessments for collective perfor-
mance. Step one of the rubric (entry phase) was to assess the speed of entry, removal of
self from the entry area, follow the path of least resistance and flow of movement. Step
two (eliminate threat phase) was to maintain correct sector of fire throughout the flow.
Step three (position of dominance) was to assess the soldier’s ability to move to the
correct position of dominance for their position in the entry team and for the team leader
to announce “CLEAR.” Step four (Consolidation and Reorganization) is to assess the
team’s ability to report ammunition, casualty, and equipment status (ACE report).

The data collected from this event provided enough information to determine the
performance effect of different training conditions of individual soldiers. In this case,
the independent variable is the training condition and the performance assessment is the

Fig. 3. 2/124th live assessment activity

Table 1. Rubric for collective performance assessment for 2/124th FLANG Leesburg trial

Task Assessment

Step 1. Entry phase Go/No-Go
Step 2. Eliminate threat phase Go/No-Go
Step 3. Position of dominance phase Go/No-Go
Step 4. Consolidation and reorganization Go/No-Go
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dependent variable. The use of a “GO/NO-GO” performance metric limited the data
analysis to simply determining dependence of the variables to each other. This cate-
gorical data lent itself to Chi-Square analysis and could indicate whether differences
between the two training conditions were significant. However, this data could not be
used to determine by how much the performance differences between the two training
conditions. The ROI of the virtual treatment could not be established using this method.

3.2 Warrior Leader Course: Assessment of Dismounted Infantry Soldier
Skills

The Florida Army National Guard’s 211th Regional Training Institute, located at Camp
Blanding, incorporates the Warrior Leader Course (WLC) as part of its training cur-
riculum. This leadership course is designed to teach squad leadership skills to the
infantry soldier (Association of the United States Army 2010), specifically the squad
leader position.

The course managers, or Small Group Leaders (SGLs), worked closely with the
ARL/UCF research team to examine the WLC to determine how to create a comparison
study similar to the one described in Sect. 3.1. An examination of the course revealed
that it would be possible to use a between-treatments experimental design to compare a
traditional training treatment to a virtual training treatment.

Table 2 shows the original evaluation rubric used in the course for team perfor-
mance evaluations. In order to gather the data from the WLC, it was necessary to make
adjustments to the rubric so that a more meaningful comparison could be made between
the control and virtual training treatment. As with the room clearing tasks from the
2/124th, the WLC training also relied on a “Go/No-Go” performance evaluation metric.

This research focus seeks to determine applicability of specific infantry soldier
skills against different training treatments. The current rubric indicates differences
between the training treatments, but a new rubric is required to provide a comparison of
how much one treatment differed from another. Each major training task was divided
into subtasks and the assessment performed utilized a four point Likert scale (Garland
1991). A four point Likert scale provides an opportunity to make a choice by elimi-
nating the midpoint responses. This research expands the rating categories from two
(i.e., GO/NO-GO) to four (i.e., needs improvement, adequate, successful, and excels)
which enables the research team, as well as the course cadre, to gain greater insight into
whether or not the preceding training condition had an effect on trainee performance.

Table 2. Original rubric for collective performance assessment for 211th FLANG RTI pilot

Task Assessment

1. React to indirect fire while dismounted Go/No-Go
2. React to improvised explosive device Go/No-Go
3. React to near ambush Go/No-Go
4. React to far ambush Go/No-Go
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Coded categorical data can be treated as numerical and lends itself to deeper analysis if
the optimal number of categories are employed. For this study, four categories of rated
performance were created through a questionnaire and used in order to not overload
cadre rating requirements (i.e. performing the actual evaluations); while providing the
research team with quantifiable data for analysis. Further, subjectivity in evaluation was
reduced by decomposing the training tasks to the subtask level, thereby allowing the
cadre to increase their objectivity ratings of the performance evaluation at each atomic
step. Table 3 shows the adjusted rubric the ARL/UCF team provided to the SGLs for
use in their final squad performance evaluations.

The period of instruction (POI) for this course is 20 days. For days 1–17, the
soldiers receive the same classroom-based training including PowerPoint slides and
SME instruction. Typically, day 18 is reserved for practical exercises with a four hour
block allocated for scenario-based training. The practical exercises consists of “walk-
throughs,” where the four major tasks are posed to the soldiers and they are given the
opportunity to practice responding to the task. The 211th RTI uses the United States
Army’s Virtual Battlespace 3 (VBS3) simulation platform for training. On days 19 and
20, a formal assessment of the squad’s performance is evaluated during an on-site
situational training exercise (STX).

For this experiment, an adjustment was made to the POI such that the class was
separated into two groups and provided with different walkthrough training treatments.
This control group represented a traditional method of providing practical instruction.
The practical instruction comprised of sending the control group into the near-by
wooded areas where an instructor provides guided instruction during the practical
exercises (Fig. 4.). Alternatively, the experimental group received the training treat-
ment in a computer lab using the VBS3 suite (Fig. 5.) The VBS3 scenarios were
developed by onsite contractors who replicated the STX lanes the soldiers would
encounter the following day during their performance evaluations.

Table 3. Revised Rubric for Task 1

Task Assessment
Needs
improvement

Adequate Successful Excels

1. React to indirect fire while
dismounted

1.1 Shout “incoming” in a loud,
recognizable voice

1.2 React to the Instruction of the
leader and look for guidance

1.3 Seek nearest cover
1.4 Assess situation
1.5 Report situation to leader
1.6 Continue mission
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On day 18 of the POI, all soldiers enrolled in the WLC were assembled and
provided a brief describing the experiment. The soldiers were given the opportunity to
ask questions pertaining to the experiment before signing consent forms. The
UCF/ARL IRB reviewed the consent form to ensure the study had minimal risk to the
soldiers. After the soldiers signed the consent forms, they completed a series of
pre-experimental questionnaires.

Fig. 4. Warrior leader course control group in traditional “walkthrough” treatment

Fig. 5. Warrior leader class using virtual battlespaces 3 (VBS3)
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Following the walkthroughs on day 18, the two treatment groups assembled at the
STX lanes (on day 19) to participate in the live simulation that evaluated the perfor-
mance of the training tasks (Fig. 6.). The SGLs assessed the squads (or groups)
according to a new rubric in real-time. This evaluation process was repeated for nine
WLC class rotations, starting in April 2015 and ending in December of 2015. A total of
23 squads were evaluated and over 250 soldiers provided questionnaire input. Twenty
squads followed the experimental protocols explicitly, yielding data for 10 squads
exposed to the control treatment and 10 squads with the virtual treatment. By applying
the new rubric, a large number of data points were generated allowing the team to apply
parametric statistics to the survey data and calculate analysis of variables on the squad
performance data. Implementation of the new rubric was instrumental for gathering
expanded data points to calculate comparisons between the two treatment groups.

4 Discussion

The purpose of this study was to initiate an examination and analysis of the training
effectiveness of game-based and virtual world simulation as it applies to
infantry-centric skills training. The selection of infantry-centric skills for analysis
represents a novel approach, as most SBT for the United States Army is affiliated with a
particular platform, such as a helicopter or tank. However, the large majority of soldiers

Fig. 6. Live performance assessment in the situation training exercise (STX) lanes
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have no requirement to be proficient with this type of equipment; in contrast all soldiers
must be proficient in basic infantry skills. Therefore, it is authors hope that this lon-
gitudinal study provides the Army with meaningful data to create effective,
next-generation simulation-based trainers that are applicable to more than just niche
specialties.

Removing the implicit subjectivity of training effectiveness evaluations is an
ambitious goal, which may or may not be achieved. The creation of a rubric that
reduces subjectivity in performance assessment, through the use of multiple categories
on a four-point Likert scale with training tasks decomposed to the subtask level, will
hopefully contribute to and improve the quality and accuracy of SBT efficacy evalu-
ations. This is a critical first step to determine whether game-based simulation and
virtual world SBT are truly effective. Future papers will expand on SBT as an effec-
tiveness tool for training soldiers on basic infantry skills.
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Abstract. This paper discusses our research efforts aimed at improving the
training effectiveness and efficiency of the U.S. Army’s gunnery and rifle marks‐
manship curriculum. Soldier assessments, typically in the form of final qualifi‐
cations scores, are insufficient to conduct experimental comparisons required to
evaluate training effectiveness. More importantly, this level of performance
assessment does not speak to the root cause of the errors soldiers make during
training. Using the Experience API (xAPI) specification, learning experiences are
represented in terms of activity statements and can be used to track learning that
happens both inside and outside of the classroom, enabling the development of
robust, persistent student models. Importantly, xAPI data are interoperable across
training systems, allowing a student’s performance to be tracked across multiple
platforms. Our research demonstrates the utility of xAPI to improve the effec‐
tiveness of Army simulation-based training through improved performance
assessment capabilities.

Keywords: Adaptive learning systems · Experience API · Data interoperability ·
Training effectiveness evaluation

1 Introduction

Throughout military history, simulation has been used to train warfighting skills. The
benefits of simulation include the ability to provide a controlled, safe environment to
experiment at a relatively low cost. Simulation enables warfighters to experience high
fidelity replications of operational settings prior to combat, which reduces the risk to lives
and equipment. Unlike live operations, in simulated environments events can be replayed,
paused, and customized, providing the opportunity for tailoring learning experiences to the
individual or unit. Despite its clear benefits, quantifying the benefit of simulation-based
training remains a challenge. Recently, the Government Accountability Office [1]
critiqued the U.S. Army and the Marine Corps for insufficiently assessing the effective‐
ness of their simulation-based training systems. In response to this report as well as
broader budgetary limitations, there has been a renewed interest in training effectiveness
assessments (TEA) by the Department of Defense, and the Army in particular.
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The value of training technology is typically conceptualized in one of two ways,
depending on the rationale behind the evaluation. TEA focuses on the learner, and the
extent to which he or she develops and applies new skills as a result of the training.
When applied to new technologies, training effectiveness is usually evaluated through
comparison to existing solutions or to live training. If learning outcomes are similar or
improved relative to the standard, the training is considered effective. Another approach
to evaluating training systems involves determining their cost effectiveness. As one of
the primary benefits of simulation is reduced training costs, the purpose of these analyses
is to demonstrate the extent to which a simulator can produce comparable learning
outcomes to more expensive solutions. Variables of interest often include material costs,
time to train, instructor hours, transportation costs, and increased safety. While TEA is
centered on the trainee and often disregards cost considerations, cost effectiveness anal‐
ysis (CEA) assumes similar learning outcomes and instead focuses on training resources.
However, to fully address the value of training systems, both training and cost effec‐
tiveness should be considered. In other words, these systems should be evaluated in
terms of training efficiency.

The concept of evaluating training efficiency is not new, but performing such an
analysis has proven prohibitively challenging. Fletcher and Chatelier [2] described the
goal of combining assessments of training and cost effectiveness for military training
and identified barriers to conducting such an analysis. Training outcomes are difficult
to quantify in financial terms. Additionally, modeling the cost element structure asso‐
ciated with developing, delivering and sustaining military training is in itself very
complex [3]. Despite this, the Department of Defense does evaluate the cost of imple‐
menting any technology prior to a procurement. On the other hand, TEA is rarely
conducted, and if so, it is typically not conducted well. Improving the TEA process,
then, would go a long way toward improving our understanding of the true value of
simulation-based training.

Why is TEA conducted so rarely? Evaluating military simulation as an effective
means of instruction is not a new problem, and best practices for conducting TEA have
been well-documented [4, 5]. Despite ample evidence to the contrary [6], an attitude
that simply replicating the operational environment to the highest fidelity possible is
sufficient to guarantee effective training persists in the military community. While the
U.S. Defense laboratories are funded to conduct training research, acquiring troop
support and equipment for data collection is consistently difficult. A more challenging
issue, however, is a lack of objective, valid measures of warfighter performance during
training events. Typically, performance is assessed either subjectively by an instructor
or through a single qualification score at the end of a training event. These data are
typically insufficient to conduct the experimental comparisons required to evaluate
training effectiveness. More importantly, this level of performance assessment does not
speak to the root cause of errors warfighters may make during training.

What is needed is a methodology to develop objective measures and metrics of
warfighter performance within simulator systems. These metrics could be generated
using the data simulators currently use to drive the training curriculum they provide.
Currently, these metrics are not calculated, largely because training systems developers
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are not required to do so. In addition, there is no guidance for these developers with
regard to how to identify the appropriate metrics for use in these systems.

In this paper, we describe ongoing research efforts aimed at improving Army training
effectiveness through the use of interoperable performance data. This work focuses on
two critical warfighting domains: crew gunnery and basic rifle marksmanship. Using
the Experience API (xAPI) as a means of standardizing performance data, we demon‐
strate the extent to which TEA can be improved. Importantly, our research also speaks
to the larger challenge of assessing training efficiency through performance assessment.

1.1 Assessing the Effectiveness of Simulation-Based Training

Training effectiveness is usually thought of as the extent to which learners gain an
understanding of a content domain as a result of a training intervention. As such, TEA
has historically used assessments of learner knowledge as criteria. One enduring model
for conducting these evaluations is Donald Kirkpatrick’s Four Levels [7]. Using this
approach, training effectiveness is evaluated based on four criteria, or levels. Level 1,
“Reaction,” focuses on the extent to which trainees enjoy the learning experience, which
is usually assessed by a questionnaire at the end of the training. At Level 2, “Learning,”
effectiveness is conceptualized as a change in knowledge gained, skills acquired, or
attitudes changed as a result of the intervention. Level 3, “Behavior,” refers to the extent
to which the training event influences subsequent actions. This is usually operationalized
as an assessment of learner performance on the job by a third party, such as a supervisor
or peer. Finally, the fourth level, “Results,” describes the overall impact of a training
intervention on the organization as a whole. In a corporate setting, Level 4 is often
assessed in terms of a company’s productivity or profitability. Defining the value of a
training event on this level is challenging, and is rarely achieved. The benefits to an
organization are not immediately evident, and determining them requires a long-term
assessment strategy. Further, isolating the effects of a single intervention in the context
of larger organizational shifts that naturally happen over time is difficult.

Although Kirkpatrick’s Four Levels were designed to address the effectiveness of
training in a civilian corporate context, this approach has been widely adopted to assess
military training. Morrison and Hammon [4] and Simpson and Oser [5] advocate this
framework as a basis for designing TEA for simulation-based training in particular.
While this approach is certainly appropriate, its application to military training tech‐
nology comes with unique challenges. A primary limitation is the feasibility of
conducting Level 3 and 4 assessments. Typically, simulation is one component of a
training continuum spanning introductory didactic instruction, hands-on exercises
increasing in levels of complexity, and cumulating in a live exercise and qualification
event. In this context, a Level 3 evaluation would involve assessing the extent to which
simulator performance transfers to subsequent, higher fidelity training events. While the
opportunity for this assessment exists, an individual warfighter’s performance is not
typically tracked across training events, and often final qualification scores are the only
persistent record of the training experience. Level 4 evaluations are rare in any setting,
but in a military context, “Results” translates to the effectiveness of a unit during combat
operations. Opportunities to assess these events are rare, and the complexities of the
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battlefield make definitive assessments of the impact of one training event nearly impos‐
sible. Examples of successful Level 4 evaluations of military training have involved air-
to-air combat outcomes [8] and bombing accuracy [9]. However, the outcomes of ground
operations are much more difficult to evaluate. As a result, most evaluations of simula‐
tion-based training are limited to Level 1 and 2. While impressions of training and
retained knowledge are important, the true value of training is the ability to apply what
is learned in an operational setting.

Ultimately, the success of achieving Level 3 and 4 evaluations is dependent upon
the ability to assess the extent to which knowledge and skills gained during training
transfer to higher fidelity, if not live, environments. Historically, collecting assessments
of performance across a variety of training platforms has proven prohibitively difficult.
However, recent developments in learning technology have supported the capture and
analysis of more granular performance data. The rise of mobile technology and ubiqui‐
tous wireless data access have enabled both training and assessment anytime and
anyplace. Improvements in low-cost wearable sensor technology have made unobtrusive
assessments of a learner’s location, physiological state, and activity level a possibility.
Advances in machine learning have facilitated the interpretation of these data, and the
ability to store massive amounts of data in a cost-effective way without reducing
processing speed has made “big data” a reality. As a result of these recent advances, the
data exist to inform real-time performance measurement in nearly any environment. A
remaining challenge involves standardizing these data for use across multiple platforms.
To address the need for performance data standardization, the Experience API (xAPI)
was developed.

1.2 The Experience API and Data Interoperability

xAPI is a data specification developed by the Advanced Distributed Learning (ADL)
Co-Lab as a means of tracking learning experiences across a wide variety of technology
platforms. Although other data standards, such as High Level Architecture (HLA) and
Distributed Interactive Simulation (DIS), are used in the context of training technology,
xAPI is the only one designed specifically to capture and share human performance data.
Using xAPI, learning experiences are represented in terms of statements in the format
“Actor – Verb – Object” (e.g., “Chad read Twilight”), with the option of including addi‐
tional contextual information and results. Performance data in xAPI format are stored
in a Learning Record Store (LRS), which serves as a mechanism for multiple training
and analysis systems to store and access these statements through a centralized point.

The primary benefit of using the xAPI specification is the ability it affords to store
human performance data from multiple sources in a single, intuitive format. Because of
its flexibility, xAPI enables the capture of a wide variety of learning experiences, both
inside and outside the classroom. This data interoperability allows a much broader
assessment capability than was previously possible. In terms of TEA, there are a number
of implications. xAPI supports the development of robust, persistent learner models in
training systems. As a result, tracking performance across multiple training events is
possible. Importantly, all types of experiences can be represented in xAPI format,
including events that occur completely outside of a training environment. Whereas Level
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3 and Level 4 evaluations were previously limited in terms of reliable access to opera‐
tional performance data, xAPI enables objective assessment of skill transfer to a higher
fidelity or live scenario.

In addition to enabling more robust TEA, interoperable performance data support
advanced training methodologies that have been shown to improve the efficiency of
simulation-based training. Persistent models of learner performance enable the adapting
of training content to the individual based on their performance in previous training
events. These data allow for the predictive modeling of training outcomes, which can be
used to prescribe a training curriculum based on existing knowledge, skills, and abilities.

Our research demonstrates the utility of xAPI to improve the effectiveness of Army
simulation-based training through improved performance assessment capabilities.
Below, we describe efforts to investigate the extent to which the effectiveness of an
unstabilized crew gunnery simulator was improved by adapting training using intero‐
perable data from an individual gunnery simulator. In addition, we address our research
into the extent to which these data could be used to improve the overall efficiency of the
Army training process by addressing the needs of multiple stakeholders in the marks‐
manship training community.

2 Adapting Training Using Interoperable Performance Data

In 2011, the Army’s Training and Doctrine Command (TRADOC) published the Army
Learning Concept for 2015 [10], a document outlining a vision for modernizing Army
training. This new Army Learning Model (ALM) called for increasing the role of
emerging technology as a way of improving the quality of soldier training while reducing
costs. In particular, the ALM identified adaptive training technology as a means of
efficiently tailoring learning experiences to the individual warfighter. Despite this guid‐
ance, adaptive training has still not been widely adopted by the Army. One reason for
this is the expense associated with developing adaptive training systems, and research
efforts such as the Army Research Laboratory’s Generalized Intelligent Framework for
Tutoring (GIFT) have focused on reducing these costs by improving the reusability of
adaptive training content. However, a more significant barrier to the implementation of
adaptive training is a lack of clear data showing the benefits of these systems. In their
review of adaptive training technologies, Durlach and Ray [11] call for additional
research to quantify the improvements in effectiveness expected from adaptive training.

A challenge in conducting TEA of adaptive training technologies is the need to
provide a non-adaptive system as a standard for comparison. Typically, military training
systems are developed to meet a specific requirement, and developing an additional
adaptive or non-adaptive version for research purposes is prohibitively expensive. Under
our current research effort, our team has been fortunate enough to have the ability to
conduct such a comparison. Raydon Corporation’s Unstabilized Gunnery Trainers
(UGT) are simulators that support the training of Army gunnery crews. These trainers
provide training on the individual level to gunners as well as gunnery crews in accord‐
ance with Army gunnery standards. Warfighters first learn gunnery basics, including
how to maneuver the weapon, how to respond to commands, and how to quickly acquire
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and destroy targets in the individual trainer. In this simulator, the gunner interacts with
a virtual crew and engages targets in a number of scenarios under a variety of conditions
(e.g. day/night, stationary/moving) per the relevant Army training manuals (TC
3-20.31). This trainer is unique in that instead of progressing the warfighter through the
entire training tables, the curriculum is adapted in real time based on the performance
of the gunner. As the gunner progresses through the tables, subsequent scenarios are
automatically selected based on the score the gunner receives. (The specific details of
how the training is adapted are documented in Long et al. [12, 13].)

After the gunner completes individual training, he or she progresses to a crew simu‐
lator in which a live crew composed of the gunner, a commander, and driver, trains
together to complete the gunnery tables required for qualification. Similar to the indi‐
vidual trainer, the crew is required to master target engagement in a variety of positions
and conditions prior to graduating to a simulation of the live qualification exercise. The
training is facilitated by an instructor, who scores the crew’s performance. (Again,
specifics are described in [12, 13].)

For research purposes, an experimental crew curriculum was developed that adapted
the crew’s course of instruction based on the performance of the gunner during indi‐
vidual training. Specifically, the crew’s training was accelerated based on the tasks and
conditions in which the gunner demonstrated proficiency. This adaptation was made
possible by leveraging the xAPI specification as a means of communicating performance
data across simulators. Our task was to determine the extent to which using this adaptive
training curriculum would increase the efficiency of the training process. To that end,
we compared the performance of a group of participants who completed the crew
training with no adaptation to a group who completed the experimental curriculum,
which was tailored to their previous performance in the individual trainer. Our partici‐
pants were a sample of Reserve Officers’ Training Corps (ROTC) cadets from a local
university. Performance was defined as the crew’s final qualification score and the time
required to complete the training.

The results of this experiment showed that while both groups performed exception‐
ally well, the adaptive group completed the training in nearly 40 % less time than the
non-adaptive control. These findings speak directly to the current limitations of most
TEA conducted with military simulations. If our evaluation had simply focused on
comparing learning outcomes as most TEA do, the finding that both experimental and
control groups performed well above standard would suggest no benefit to the adaptive
curriculum. However, by assessing the time required to complete the training, our find‐
ings speak more to training efficiency. Further, because the manpower and material
resources needed to conduct training using these simulators are knowable quantities, the
resulting cost savings to the Army could easily be calculated.

An important caveat to this point is the finding that using these simulators, nearly
all crews achieved a “distinguished” rating. While this speaks to the effectiveness of the
training, it begs the question of whether the existing Army guidance on gunnery training
could be further streamlined. While the goal of all Army training is to produce highly
proficient soldiers, it would be worthwhile to investigate the extent to which training
requirements could be reduced before a decrement in performance is noticed in order to
maximize the efficiency of this training requirement.
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3 Improving Training Efficiency with Interoperable
Performance Data

Our research shows the utility of interoperable performance data to facilitate the eval‐
uation of training technologies. While TEA is critical in demonstrating the value of
training systems, what it does not capture is the broader context in which these tech‐
nologies are used. Simulation-based training is rarely used alone, and is typically
conducted as part of a curriculum involving introductory, didactic instruction followed
by increasingly complex, hands-on practice. The Army refers to this process as “crawl-
walk-run,” and simulation is often used as part of the “crawl” or “walk” phases of soldier
training. In order to determine the true value of a training system, the extent to which it
maximizes the efficiency of the entire training process should be considered. Our
ongoing research efforts aim to determine a methodology and system for using human
performance data to evaluate and improve the overall efficiency of the Army basic rifle
marksmanship process.

Army rifle marksmanship is a skill every soldier must acquire during Basic Combat
Training. Thousands of soldiers every year complete the basic rifle marksmanship
curriculum, which involves classroom familiarization with marksmanship fundamen‐
tals, ballistics, and weapon care, simulation-based training on grouping and zeroing, and
honing skills on live ranges. The management of this process requires extensive coor‐
dination between many groups of stakeholders, including drill sergeants, training devel‐
opers, range control personnel, resource managers, and simulator operators. Each of
these groups require specific data to accomplish their responsibilities. However, these
data are often stove-piped in different databases, and coordination is difficult. As a result,
precious training time is often wasted, drill instructors are overwhelmed, and soldiers
are not receiving an optimal training experience. If access to performance data
throughout the entire training process was improved, the marksmanship training process
could be much more efficient.

A first step in conducting this research was the identification of the limitations of the
current training process, which was carried out through a user needs analysis with repre‐
sentatives of the marksmanship training community at Fort Benning. Our team
conducted interviews and focus groups with drill instructors, instructors from the
Marksmanship Master Trainer Course and the 194th Armor Brigade, and training devel‐
opers from the Individual and Systems Training Division of the Department of Training
Development. Additionally, we consulted resource managers associated with marks‐
manship training, including managers from the Simulations Training Division, Range
Control Operations personnel, and the Maneuver Center of Excellence’s Ammunitions
Manager. Finally, we discussed the extent to which improved access to marksmanship
data could support research goals with Research Psychologists from the Army Research
Institute’s Fort Benning Research Unit. These discussions resulted in an understanding
of the extent to which soldier marksmanship performance is currently being assessed,
the challenges associated with delivering marksmanship training, and opportunities for
improving the training process.

Our findings showed that while basic rifle marksmanship training takes place over
the course of approximately two weeks, objective measures of soldier performance are
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typically not captured nor maintained with the exception of a final qualification score.
However, many opportunities for assessing performance over the course of training
exist. If performance was assessed more frequently, the Army could realize many bene‐
fits. Tailoring training to the individual soldier would be possible, maximizing the
potential of each soldier. More accurate estimates of soldier needs for simulation hours,
ammunition, and range time could be produced. The effectiveness of the training curric‐
ulum could be evaluated, and experimentation with new training systems could easily
be conducted.

Discussions with marksmanship instructors informed the most common and critical
issues soldiers have when learning to shoot. The issues reported described various
cognitive, psychomotor, and affective components of marksmanship performance.
Based on these discussions, we developed prototype measures of these components for
implementation. The cognitive measures include assessments of soldier knowledge and
aptitude. Measures of the marksmanship fundamentals, vision, and handedness address
the psychomotor components of the domain. Affective measures include perceived
stress, grit, conscientiousness, and self-efficacy. Our future research will validate these
measures with a sample of soldiers undergoing marksmanship training.

In order to provide access to these data across the marksmanship training community,
our team designed a system for tracking trainee performance across multiple instances
of Army basic rifle marksmanship training, across a variety of training technologies
using the xAPI standard. The system enables (1) a historical view of trainee or unit
proficiency, (2) a live view of performance, and (3) macro and micro adaptation.

4 Conclusions

Our research speaks to the extent to which human performance data can be used to
improve the TEA process. At a broader lever, our aim is to not only demonstrate the
extent to which training systems provide learning experiences to trainees, but to address
the efficiency of the training process. To do this, the extent to which training systems
provide benefit above and beyond existing solutions should be evaluated with an appre‐
ciation for the costs associated with delivering training. As our gunnery simulator
research shows, systems can provide comparable learning outcomes with very different
costs associated with implementing them. In addition, our research suggests perform‐
ance data can be used to not only assess the efficiency of the training process, but to
improve it through addressing the needs of the broader training community.
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Abstract. Intelligent Tutoring Systems (ITS) are not yet widely implemented in
learning, despite the general prevalence of digital resources in educational and
training environments. ITS have been demonstrated to be effective for learners,
but ITS development is not yet efficient for authors. Creating an ITS requires time,
resources, and multidisciplinary skills. Authoring tools are intended to reduce the
time and skill required to create an ITS, but the current state of those tools is
categorized as a series of design tradeoffs between functionality, generalizability,
and usability. In practice, the former two factors matter little if potential authors
disregard the ITS in favor of other solutions. In this sense, authors, not learners,
are the primary users of an ITS; the user experience of authors is critical to greater
ITS adoption at an organizational level. With those challenges in mind, ongoing
work and lessons learned on the design of authoring tools are described for a
specific ITS platform, the Generalized Framework for Intelligent Tutoring
(GIFT). User-centered design considerations are examined through the lens of
authors’ goals, mental models for authoring, and the definition of authoring sub-
roles. Recommendations for authoring tool design and future research directions
for design research in authoring tools are discussed.

Keywords: Intelligent tutoring systems · Adaptive tutoring · Authoring tools ·
User-centered design · User experience · Mental models · Design research

1 Introduction

Intelligent Tutoring Systems (ITS), or adaptive tutors, are learning systems that have
the ability to collect data about a learner, including assessments, attributes, and states,
in order to tailor content to that learner’s needs. These systems have been demonstrated
to be more effective than many other types of instruction, approaching the effectiveness
of one-to-one human tutoring [1]. However, ITS are not yet widely implemented in
educational [2, 3] or military [4] environments, despite the prevalence of general digital
resources in learning environments. One contributing factor to the slow adoption of ITS
is the lack of accessible authoring tools that can meet the needs of modern training and
educational institutions. There has been an extensive body of research on the engineering
and development of authoring tools, but there is a considerable lack of literature related
to user experiences and user goals associated with authoring tools. Thus, the current
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work takes a user-centered approach to authoring tool design and user acceptance. End-
user needs are also discussed in the context of identifying requirements for and focusing
engineering efforts in authoring tools. First, an overview of ITS as well as learning and
training environments is provided.

1.1 Intelligent Tutoring Systems

ITS, which are also referred to as adaptive tutors, have been described as “computer-
based learning systems which attempt to adapt to the needs of learners” (p. 350) [5], or
a computer system that customizes instruction and/or feedback to learners [6]. Intelligent
tutoring systems are modular with four primary components: a learner/student model,
a pedagogical/instructional model, a domain knowledge model, and a user interface/
communications model. Each of those components exchanges data with one another,
either directly or indirectly. Unlike traditional computer based training, ITS capture and
process data about the learner, in order to tailor instruction toward individual learners’
needs. In addition to performance and behavioral learner modeling, ITS can support the
affective and motivational needs of the learner as well [4, 7].

The educational and training potential within ITS is underscored by one inherent
problem, succinctly described by Murray, “Intelligent Tutoring Systems are highly
complex educational software applications used to produce highly complex software
applications” [8]. Despite decades of research and development, barriers to greater ITS
adoption from an authoring perspective include high development costs, limited reuse
of tutors, and the multidisciplinary skills required to build a robust tutor [9, 10]. Thus,
by focusing on the needs of those that develop and manage adaptive training content,
the ITS community can begin to address some of the barriers to greater adoption, both
within the classroom and beyond.

1.2 Technology in the Classroom

A recent report from the Bill and Melinda Gates foundation describes the current state
of educational technology in the classroom: Although 93 % of participating teachers use
some form of digital resources in their instructional plans, more time is spent without
digital tools than with them for independent practice, for assessment, and for individual
tutoring [2]. Further, 58 % of teachers found digital tools to be effective, but gaps in
these tools were reported to exist in all subject areas and grades. For instance, only 33 %
of teachers believed that digital tools could be useful in remediation. ITS have the
inherent capabilities to support all of those activities.

So why would a teacher select some other instructional method over using an ITS?
The report provided some additional clues: When selecting instructional resources,
teachers place the most emphasis on cost-effectiveness, ease of integration with their
current methods and materials, and the ability of the tool to help teachers tailor instruc‐
tion toward student needs. Additionally, organizational commitment to technology
usage varies wildly, leaving many teachers (31 %) to acquire digital tools and manage
the data produced by digital tools on their own [2]. Ultimately, most classroom time is
still spent on whole-classroom instruction, despite the availability of digital tools.
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Barriers to incorporating ITS (and digital tools, in general) are further compounded for
classrooms in developing countries with respect to availability of hardware, infrastruc‐
ture, and appropriate instructional content [11].

1.3 Tutoring Beyond the Classroom and in Military Domains

Considerations for ITS in developing countries may seem ancillary to tutor authoring
concerns, given general availability of internet, electricity, and data connections for the
ubiquitous devices in developed nations. However, those barriers which inhibit the use
of digital tools in developing world classrooms are not unlike the challenges associated
with learning in the field, particularly military training for and in operational environ‐
ments (sometimes referred to as tutoring in-the-wild).

The Army, for instance, requires training solutions that are cost-effective, readily
available and easily accessible. Current Army training needs include leadership, long-
term learning, and operational adaptability under conditions of uncertainty and
complexity [12]. To that end, there are cases in which training at a desktop computer is
not practical, such as training for psychomotor tasks and field work. Further, Soldiers
need to be able to train anywhere, at any time, and for a variety of operational constraints.
Those constraints (whether simulated for training purposes or actual constrains imposed
by the setting) include environments that are noisy, lack a data connection, and may be
GPS-denied; a land navigation is one such task in which field training with an ITS is
challenging [13]. Soldiers sensory attention and gear configuration in a hemorrhage
control training task, for example, may prohibit tactile interaction with a digital tutor
[14]. Similar lists of constraints may be identified for other physical and field-based
tasks in non-military domains as well.

Finally, ITS (or adaptive tutoring) in military domains is also limited due to the
complexity and ill-defined nature of military tasks. For instance, there are many
aspects to peacekeeping operations in foreign environments, where the structure of
knowledge is not declarative, there are no clear right or wrong solutions, and the
quality of those solutions are likely to change based on specific situational factors
[4]. Task complexity and ill-defined tasks are challenges to ITS adoption in the class‐
room and the field, in military applications and elsewhere (e.g., a tutor for jazz piano,
or theatrical improvisation).

2 Authoring Tools: From Usability to User Experiences

The previous section paints a broad picture of the potential for ITS in educational and
training settings along with real-world factors that inhibit increased ITS use. Greater use
of adaptive tutoring in training and education ultimately requires the trust and confidence
of training and educational stakeholders. Students and learners might be considered
stakeholders, but they typically consume the courses developed within an ITS. Thus,
the stakeholders of current interest are course creators, data managers, and facilitators.
Teachers, instructional designers, and subject matter experts may fill one or more of
these roles; therefore the needs of these users are paramount in designing sub-systems
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and tools that foster trust and confidence in ITS. Authoring tools for ITS do not directly
address all of the needs of those groups, but authoring tools influence and are influenced
by every other aspect of the ITS, including the tutor-user interface, pedagogical engines,
domain models, and data management dashboards.

Much has been written on the topic of theory- and engineering-based efforts to
develop authoring tools that provide to potential authors the functions necessary to create
tutors without computer science or instructional design knowledge [15–18]. Murray,
specifically, has published numerous works on authoring tools over the past two decades.
His work includes analysis of the problem (or opportunity) in which design tradeoffs
are made in authoring tools between usability, depth, and flexibility [19, 20]. In
summary, increasing the power of the authoring tools (i.e., depth), the applicability of
the tools to different domains and problem spaces (i.e., flexibility), or the usability of
the tools themselves (i.e., learnability, productivity), comes at a cost to one or both of
the other two [3].

The current discussion does not endeavor to duplicate the effort of those prior works,
rather to extend and build upon the dialogue on tradeoffs in two very important ways
from the perspective of user experience (UX) research and practice.

2.1 Authoring Tools and the Reality of Alternatives

First, it is imperative to start thinking about ITS and Authoring Tools from a product
perspective if the ITS community truly wants to have a user base that extends far beyond
its respective ITS research communities. Even if monetization is not part of an ITS
project plan, the non-learner users of an ITS must be thought of and treated like
customers. For instance, any time teachers, subject matter experts, or instructional
designers interact with a channel associated with an ITS product (e.g., software, website,
documentation), those users’ experiences should be ones in which they feel confident
and positive about using the associated authoring tools. Further, regardless of users’ skill
levels, developers should aspire to create experiences that make users feel smart when
using their authoring tools. Consider, for example, how patient and tolerant a potential
user might be with a set of authoring tools, before giving up completely. As the idiom
states, you only have one chance to make a first impression.

Taking a product perspective allows ITS development teams to consider the reality
of alternatives. There are currently a handful of ITS systems in the public domain, which
are a subset of available digital tools in general, in addition to tools already available in
the analog space. Simply put, a potential user of an ITS can consider many alternatives
whose functionality and learning-benefit may vary wildly in comparison to a specific
ITS. However, if a textbook, digital tool, other ITS, field manual, job-aid, etc. is
perceived by a potential author to be good enough, the usability-depth-flexibility chal‐
lenge becomes something of a moot issue. In some cases, a decision to not use an ITS
may result in a potential author choosing to do nothing at all, focusing their time else‐
where. Recall, the reasons why ITS have not been more widely adopted in the first
sections of this paper. Marketing might contribute to the problem of ITS adoption, but
marketing is outside the scope of this discussion. While superficially similar, marketing
is selling, user experience is serving [21].
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This is not to say that the depth and flexibility of the product are not important; of
course they are. Great experiences can quickly sour if there is no substance to the product.
Rather, the emphasis on UX complements Murray’s notion that subject matter experts
(i.e., potential authors) should be involved in the ongoing development of authoring
tools [3, 10]. Identifying user goals, user expectations, and the issues that users encounter
provides a path to creating authoring tools right, in addition to the right authoring
tools. Furthermore, the overall user experience associated with ITS and its authoring
tools need to not just be as good as whatever a potential ITS user is doing now, but it
has to be better in order to justify switching to a new method of training or educating.
This applies to the actual author as well as their associated organizational stakeholders.
In that sense, the concept of the positive user experience covers all types of authoring
systems along the usability-depth-flexibility continuum.

2.2 Complex Authoring Tools Can Be Usable

Second, UX design can help the ITS community to rethink the problem of trading
authoring tool depth or flexibility for usability. Murray operationalized usability for ITS
Authoring Tools as learnability (how easy is it to learn a system) and productivity (how
efficiently a tutor can be authored) [3]. In order to rethink the usability tradeoff, inspi‐
ration can be found within the similarly complex domain of game design and their asso‐
ciated game development tools.

Like intelligent tutors, games come in many shapes and sizes, with various levels of
depth and flexibility. With respect to learnability, the barrier to game design previously
limited the user-base to those with computer programming experience; today, freely
available development tools and game engines provide the foundation for designers of
all skill levels to start learning to create their own games (again, of varying scope and
complexity). The powerful, flexible Unity and Unreal game development tools, respec‐
tively, are available at no cost, whose learnability is broadly supported by user-driven
communities. The popular Minecraft game is an example of using a simple tool to teach
students about a variety of subjects including programming fundamentals [22]. There
are also genre-specific game development tools including Super Mario Maker and RPG
Maker, for 2D-platform and role-playing games, respectively.

Similarly, the potential for what an ITS could be is still evolving, which creates a
moving target for authoring tool design [19]. There will continue to be a variety of ITS
platforms with authoring tools of varying levels of depth and flexibility corresponding
to the needs of various learning environments. Along the depth/flexibility continuum,
the key is providing authoring tools with a comprehensive approach to learnability
including forums, examples, tutorial videos, and web-documentation, in addition to
usable tools. In this way, a novice author that uses simple authoring tools to create a
simple tutor can gain the knowledge and confidence to use complex authoring tools to
create a complex tutor in the future, apply skills to a different authoring platform, or
perhaps develop an entirely new type of tutor, not yet imagined.

With respect to productivity, current user experience research in game development
tools seeks to increase the efficiency of even the most complex development tools, for
example, by reducing the time to complete specific tasks, helping the user to organize
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information, and reducing the potential for user error [23]. These are usability improve‐
ments that do not come at the cost of depth and flexibility; rather research effort improves
development tools by identifying user goals, understanding human mental models of
specific tasks, and adjusting interface elements in order to help developers to accomplish
their tasks in a more efficient way. Similar efforts are needed to increase the efficiency
of ITS authoring tools, without changing the power of the existing system. The power
of specific authoring tools can also scale with automation and templates. In this way,
simple and complex authoring tools become part of the same system, giving the author
the flexibility to discover and explore advanced authoring functions, when desired (see
[10] for an authoring tool design case study).

In thinking about the design of authoring tools, the ITS community should endeavor
to separate usability from the depth and flexibility tradeoff. Next, the notion of usability
should be expanded to a comprehensive user experience for authoring tools, which
considers every point of interaction between the system and the potential user. This
approach applies to authoring tools that have both limited and wide application, as well
as tools that exist today and ones not yet conceived. Because user trust is slowly gained,
and easily lost, the needs of potential authors and organizational stakeholders should be
at the center of any authoring tool design plan. If it seems difficult to justify allocating
resources to the UX of authoring tools, consider the cost of not doing this work with
respect to the user base and overall success of the ITS platform.

3 Practical UX Requirements for Authoring Tools

The current work concludes with some practical examples of in-progress user experience
efforts for a specific ITS platform, the Generalized Intelligent Framework for Tutoring
(GIFT). GIFT is described as “an empirically-based, service-oriented framework of
tools, methods, and standards to make it easier to author computer-based tutoring
systems (CBTS), manage instruction and assess the effect of CBTS, components and
methodologies” [4]. Simultaneously, GIFT is an open-source research project and
public-facing application. GIFT is currently under development and includes a number
of technologies, features, tools, and methods intended to support a variety of users
including instructional designers, authors, instructors, researchers, and learners.

While the UX requirements described below are framed in the context of GIFT-based
research, the requirements can be adapted to other ITS authoring tools. Finally, this list
is not intended to be comprehensive. Instead, the examples in the following sections
serve to illuminate UX concerns and generate dialog for improving authoring tools to
the benefit of current and future adaptive tutor authors and associated organizations.

3.1 Comprehensive Help and Documentation

GIFT has seen numerous improvements to its authoring tools and overall authoring
workflow. In the absence of formal tools, GIFT courses were created by editing eXten‐
sible markup language (XML) files. The first formal authoring tools allowed for indirect
manipulation of the XML files through desktop software. Currently, web-based
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applications are being developed that provide a more menu-based approach to creating
courses. While the underlying structure of the GIFT architecture has not changed
dramatically, the end-user authoring experience has seen significant change. In order to
provide a consistent experience with the web-application, the GIFT team is working to
transition the support documentation to an online, web-based format, which can be
rapidly updated along with the application.

ITS Documentation and help files must (first exist, and then) keep pace with
authoring tool development. Creating this material may be one of the last tasks in a
development effort, but documentation will be one of the first elements that an ITS author
will seek when encountering an issue. Therefore documentation warrants considerable
attention. Documentation should be up to date, searchable, and internally cross-refer‐
enced. Help (in the form of descriptions, hints, and tips) should be easily accessible
within the interface at the point-of-need. Help and documentation should serve to
support authors’ knowledge and confidence, as well as prevent them from getting lost
in authoring tool interfaces.

3.2 Beyond Documentation: Demonstrations and Social Channels

ITS authoring tools should contain example courses to inspect and modify. These exam‐
ples should be highly polished (both visually and functionally) in order to make a posi‐
tive first impression on users. To the extent that is practical, supplementary documen‐
tation should reference these examples in order to ground the authors’ knowledge in a
tangible work. Complementary to that, ITS support should extend beyond software tools
into social media, which might include tutorial videos, conversations in forums, and
interactions with users via social channels. Some of the topics to discuss in these chan‐
nels are obvious: What is [product name]? What do I do now/first? Or, what is a tutor
and how is one created? Topics for other tutorials and discussions can be generated from
user research, as well as through internal discussion within the interdisciplinary devel‐
opment team. Finally, opening channels for conversation will help authors to connect
one another, and hopefully form a community around which a user base can grow and
improve together.

GIFT, for example, has forums in which users can quickly connect with key members
of the development team. Additionally, the GIFT authoring tools contain a number of
courses that demonstrate technical functionality. These courses can also be viewed
within the authoring tools to get a sense of how those courses were created. However,
much of the burden is on the author to discovering how all of the systems work together,
and it is not immediately clear how these examples would apply to authors’ original
course creations. The GIFT team is currently working to develop additional example
courses, as well as provide additional support through interactions in forums and via
tutorial videos in order to support knowledge development.

3.3 Authoring for Non-traditional Learning Environments

When designing a tutor, authors must consider their learners and the environments in
which they will interact with the tutor. Thus, authoring system design must also consider
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the learning contexts for which authors will need appropriate tools in order to properly
configure a tutor-user interface. For example, authoring systems may need visual styling
options in order to simultaneously support PC, tablet, and mobile displays, respectively.
Where text input may be appropriate for PC learning, voice input may be required for
tutoring on a mobile device in a field environment. Further outside-the-box thinking
might consider tutoring with wearable displays such as smart watches, smart glasses, or
augmented reality headsets in which novel methods are needed to communicate across
the tutor-user interface. Other considerations include designing courses for limited
power (processing or battery, respectively) capacity as well as supporting downloadable
courses to use in a temporarily offline state.

Multiple lines of GIFT research and development are addressing mobile, offline, and
field tutoring, respectively. The GIFT Cloud web-application provides the first steps
toward browser-based compatibility with mobile and tablet systems. The PC-based
GIFT Local supports offline use, with a server-based implementation in planning for
secure network environments. Finally, distinct research efforts are examining non-tradi‐
tional displays, such as sand-tables [24] and smart-glasses [13, 14], in order to define
software and hardware requirements supporting tutoring in-the-wild for military tasks
in operational settings. These efforts, in turn, continue to define requirements for new
authoring tools including, for example, situated GIFT authoring within an external soft‐
ware application.

3.4 Collaboration, Sharing, and Authoring Roles

Part of a comprehensive user experience is understanding how actual users might use
an ITS in a real-world environment. Given the skills involved in creating a tutor (e.g.,
computer science, instructional design, and subject matter expertise) it is reasonable to
anticipate that teams of authors, instead of individual authors, will be creating adaptive
tutors. These teams might be centrally located or geographically distributed. They may
be working on the same course at the same time or multiple courses simultaneously. As
such, ITS authoring tools will need to have features supporting, for instance, collabo‐
rative editing, change tracking, approval, and version control. Additionally, user roles
will be necessary to support project management structures within the organization using
the tools. Authoring roles can benefit specialized authors as well; for example, the tools
and default view available to a subject matter expert should be different than those of
an instructional designer.

GIFT, specifically, is research-driven. Thus, GIFT has a particular need to support
experimental research, in addition to collaborative authoring. To that end, additional
tools have been created in order to facilitate experimentation in topics related to adaptive
tutoring. While those tools have no direct impact on the usability, depth, and flexibility
of the authoring tools, the research tools complement the authoring tools in a way that
provides functionality that meets needs of a subset of end-users. Specialized interfaces
allow researchers to create research studies from existing courses, with specialized
access links, and participant data reporting interfaces. The GIFT team continues to gather
information about how authors might want to utilize GIFT, and consider this input for
UX and feature improvements in subsequent platform updates.
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3.5 Mental Models for ITS and Authoring Tools: The Elephant in the Room

Finally, Murray [19] explained that authoring tools should help users build accurate
mental models of the ITS building blocks, configurations, and workflow afforded by the
authoring tool. This is inherently difficult, because ITS are evolving, and each ITS will
differ in some ways from others. However, mental model theory can provide some
guidance with respect to approaching this interaction problem en route to an accurate
mental model. Rouse and Morris [25] described mental models as “mechanisms whereby
humans are able to generate descriptions of purpose and form, explanations of system
functioning and observed system states, and predictions of future states” (p. 7). Mental
models influence users’ expectations regarding a system’s functionality and guide user
interaction behavior [26]. An individual’s mental model regarding a particular system
is influenced by past experiences and perceived similarity of other systems to the target
system. Further, human mental models do not need to be complete or even accurate to
be applied to a specific system interaction [27].

To that end, there are a number of approaches for designing authoring tools with
human mental models in mind. For instance, in the absence of a mental model for ITS
authoring, users will attempt to leverage a known model of another system, and test
assumptions about the authoring tools, based on that model. The mental model that a
user selects can be influenced by the look and feel of the authoring tool. For instance, a
mental model of PowerPoint may be suggested by stacking course elements along the
left side of the UI, with the design space occupying a larger right-side area. The use of
metaphors and existing mental models can be useful in acclimating new users to a
system. However, the usefulness of that approach has limits; and in order to leverage a
metaphor it is generally necessary to also understand the user’s mental model of the
metaphor system (e.g., what they know about PowerPoint). The goal of this approach
is that, over time, users will exhaust the metaphor model and develop a distinct mental
model of the target authoring system.

An alternative approach leverages general and specific mental models in helping
new users to understand ITS authoring tools. Generally, there are some basic concepts
and components that are common to ITS (e.g., learner model, pedagogical model,
domain knowledge, tutor-user interface). However, the specific manner in which these
components are operationalized will differ with each ITS, and therefore within each
authoring system. In order to address the learnability of a specific authoring system, it
may beneficial to first establish the general mental model of an ITS with potential
authors. Then, potential authors can use this generalized mental model to develop a
specific model of a particular ITS and associated authoring tools. In this way, authors
would be better prepared to move between novice and expert tools within the same
authoring system, or apply their knowledge to other authoring systems, with a stronger
baseline mental model for adapting to those new experiences.

GIFT, specifically, has a variety of general (theory-based) and specific (applied)
scholarly publications located on the web-based portal located at www.gifttutoring.org
in order to support current and potential users in their development of system mental
models. Additionally, GIFT has seen significant improvements to the authoring interface
with the alpha release of the web-based GIFT Cloud application. Current efforts are

Practical Requirements for ITS Authoring Tools 63

http://www.gifttutoring.org


examining the use of familiar interface elements to potentially evoke system metaphors
and increase the learnability of GIFT. Potential authoring design interfaces being
considered include lists and hierarchical structures, as well as object-oriented structures
such as flow charts and discrete-event models.

4 Discussion

Intelligent tutoring systems have the potential to revolutionize how, when, and where
learners can interact with instructional content. Though, despite decades of research and
development in ITS, they are not yet widely used outside of research and development
settings. Significant barriers to the greater adoption of ITS in educational and training
contexts include the steep learning curve and high resources required to create adaptive
tutors. Authoring tools can reduce these barriers and make ITS more accessible to both
novice and expert adaptive tutor authors. While authoring tools continue to evolve in
depth and flexibility, it is necessary to expand the concept of tool usability toward a
comprehensive end-to-end user experience with respect to actual users interacting with
ITS authoring products in real-world contexts.

Interactions with ITS authoring tools should build trust and confidence in their users,
and authors should feel smart when interacting with authoring tools. Authors should be
able to view high-quality example courses showcasing the power and/or flexibility of
an ITS, and then use authoring tools to examine and deconstruct those examples.
Authoring tools should provide capabilities that allow novice users to create tutors, while
providing discoverable advanced functions that help novice users become experts.
Further, simple authoring tools for simple tutors create opportunities for potential users
to get interested in tutor authoring. Forums, social media, and video tutorials are recom‐
mended to grow community of practice around the authoring tools, and encourage inter‐
action among members and ITS developers, respectively.

Designing the user experience of authoring tools is not an effort that should come at
the cost of theory and platform development; it should be an integral part of the devel‐
opment plan from the outset of an ITS project. By considering the needs, goals, and
mental models of potential end-users, system developers create a path to building the
right authoring tools, while building authoring tools right. In order to gain greater adop‐
tion in educational and training communities, ITS and authoring tool end-user experi‐
ences must not just be as good as digital and analog tool alternatives, they must inspire
trust and confidence in order to switch from alternatives, they must be better.
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Abstract. The goal of the Squad Overmatch (SOvM) for Tactical Combat
Casualty Care (TC3) study was to introduce and assess an integrated training
approach (ITA) for producing adaptable, high performing infantry squads. The
challenge is to create the conditions and encode learning experiences for re-use
in combat situations. Effective performance embedded in force-on-force actions
are unscripted and required unpacking to understand and use as performance
feedback. This paper describes the development of a prototype team perfor-
mance observation tool developed to support the assessment of mission critical
tasks during the simulation and live training phases of the ITA. The tool was
constructed based on tactical use cases developed with subject matter experts.
Discrete TC3 tasks were defined so that observers could recognize and record
squad member performance, and that could be traceable to understanding
underlying cognitions of team members during an after action review. Lessons
learned on usability and reliability of the tool are discussed.

Keywords: Infantry squad � Decision making � Sense making � Observation
rubric � Human dimension � Measurement

1 Introduction

In a complex world, infantry squads must be prepared to recognize patterns, make
accurate predictions, select workable courses of action (COAs), and adapt to uncer-
tainty [6]. Squad behaviors are context-driven and shaped by the experience of decision
making, using pattern recognition and predictions to select courses of action. Condi-
tions that produce problems that reward adaptive thinkers with success based on
accurate predictions and timely decision making are a challenge to simulate for
training. In dynamically complex contexts like the battlefield, effective performance
embedded in force-on-force actions are unscripted and required unpacking to under-
stand and use as performance feedback.
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While military training developers have adopted many adult learning strategies and
instructional technologies, virtual training simulations and live training have not filled
the measurement gap. Traditional, easy to produce measures like killer-victim score-
boards fall far short of explaining how cognitive complexity was mastered by the most
skilled practitioners of infantry tactics. The challenge for small unit trainers is making
sense of human performance and then measuring the collective performance as training
takes place in both virtual- and live training systems. In other words, understanding
performance of high performing teams requires more than checking the box that
Warrior Leader-, collective- or individual tasks have been performed [5]. Of greater
importance to the trainee in the context of the infantry squad is the ability to benchmark
team performance in order to focus and adapt training for performance improvements
and developing accurate shared mental models. Direct measures of cognitive perfor-
mance are inconsistent because outcome measures alone cannot be traced directly to
decision skills.

The purpose of this paper is to describe the development and application of a
prototype observation tool and observer training rubric that was developed to address
this problem. The tool development was a key effort in a series of Squad Overmatch
(SOvM) studies focusing on whether an integrated training approach (ITA) of
instruction, simulation, and live training, could effectively demonstrate methods, tools,
and strategies for improving team performance and creating resilience among squad
members [1]. An observation rubric was developed as a set of guidelines and proce-
dures for providing observable evidence of the type of behaviors and thinking skills
that expert teams use to continually improve; and it was tested during the most recent
SOvM 2015 study that focused on Tactical Combat Casualty Care (TC3).

2 Approach

We adopted the Simulation-Based Training (SBT) method as an organizing framework
for designing and constructing the SOvM TC3 observation tool. SBT was developed and
validated to create an instructionally sound, organizing framework for designing and
delivering effective team training [2, 3]. It is effective because it provides an adaptive
training approach - through seven linked elements - that use performance results from
training exercises to tailor future exercises that accelerate development of skills.

The cycle begins with identifying competencies (knowledge and skills) and the
associated learning objectives (LOs) based on the military mission essential task lists.
Then, specific instructional strategies are derived from the LOs so that skill develop-
ment is optimized. Training strategies enable defining the training simulation scripts
and scenario events. Events are scripted into a scenario that will allow for performing
the targeted skills. Diagnostic performance measures are developed and used to
determine if the LOs have been mastered. Once diagnoses are defined, a structured after
action review (AAR) can be constructed and delivered so there is a basis on which to
improve in subsequent scenarios. To close the loop, performance information must be
incorporated into future training sessions to ensure new training objectives build on
what has already been learned.
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SBT will be effective if the measures used during training exercises can be
employed to diagnose learning and performance for the AARs, and are used for
determining future training objectives in order to adapt training to learning require-
ments. Next, we describe the development of the prototype team performance
assessment rubric and lessons learned following the SOVM TC3 demonstration con-
ducted in October and November 2015.

3 TC3 Mission Tasks

We leveraged the existing research products from the SOvM 2014 demonstration to
focus on the TC3 mission task components for 2015 [1, 5]. Working with TC3 Subject
Matter Experts (SMEs) we focused on the combined challenges of handling both the
tactical and casualty care responsibilities. The key TC3 mission tasks were determined
to be:

• Integrate Medical Planning with Tactical Plans
• Provide Care Under Fire (while in contact or kill zone)
• Perform Tactical Field Care (once area has been secured)
• Manage Casualty Evacuation (priority of care/treatment)

Use cases were then developed for each of the major mission task areas; examples
for Care Under Fire (CUF) and Tactical Field Care (TFC) are detailed below.

3.1 Care Under Fire

The Squad is conducting combat operations and has taken casualties. During the direct
fire engagement, the casualty is reported. The wounded individual informs the Squad
Leader of who is injured, the nature of the injury, whether the wounded individual is
capable of Shooting, Moving, Communicating (staying in the fight), what treatment is
required, and who must perform the treatment. The casualty is moved to safety or
covered position where treatment is performed. When any of these elements of casualty
information are missing, medical decisions are delayed. Tasks common to CUF are:

• Squad Leader receives a report of a casualty
• Squad achieves fire superiority and continues the mission
• Squad Leader decides how to act based on information in the casualty report.
• Treatment is based on information displayed on the Combat Casualty Card
• Treatment is begun in a covered (safe) area until the area is secure
• Treatment priorities are followed in accordance with SOP
• Treatment is appropriate for the wound type
• Combat casualty card is prepared and maintained as treatment progresses
• Squad Leader submits contact/casualty report to Platoon
• Squad identifies and secures a Casualty Collection Point based on situation
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3.2 Tactical Field Care

The Squad is conducting combat operations and has taken casualties. They have
achieved control over the situation. A Casualty Collection Point has been established in
a secure area, where the Medic/Corpsman can manage the treatment. He determines the
treatment needs and allocates resources to provide the necessary care. He organizes the
CCP based on the casualty markings and wound type, to facilitate effective treatment
and efficient transport to an evacuation point. He maintains contact with the Squad
Leader and keeps him informed on the status of injuries. He recommends evacuation
actions based on his awareness of the medical situation at the CCP. The Squad Leader
allocates resources and prioritizes support of the CCP. If evacuation is necessary, he
prepares/ submits the 9-line report. He keeps the Platoon aware of the situation in his
area. Tasks common to TFC are:

• Squad Leader receives a report of a casualty
• Squad achieves fire superiority and continues the mission
• Squad Leader decides how to act based on information in the casualty report
• Treatment is based on information displayed on the Combat Casualty Card
• Treatment is begun in a covered area until the area is secure
• Treatment priorities are followed in accordance with TC3 standard operating

procedures
• Treatment is appropriate for the wound type
• A combat casualty card is prepared and maintained as treatment progresses
• Squad Leader submits contact/casualty report to Platoon
• Squad identifies and secures a Casualty Collection Point based on situation

4 Competencies and Learning Objectives

Listed below are the key TC3 competencies (knowledge and skills) and learning
objectives that were developed and verified with SMEs based on the use case analyses.
Advanced Situation Awareness (ASA) and Resilience and Performance Enhancement
(RPE) had been identified under the SOvM 2014 study; and we then added Team
Development and Learning to the competency requirements for SOvM TC3.

Tactical Combat Casualty Care - while maintaining a tactical mission focus,
manage combat casualties and provide the right treatment, by the right person, at the
right time, to reduce the death by wound rate and facilitate evacuation to the appro-
priate medical treatment facility.

Advanced Situational Awareness - gain time or stand-off for disrupting or pre-
venting an attack by detecting hostile indicators and anomalies and comparing them to
a baseline of normality consisting of patterns of human behavior and environmental
factors; this includes accurate assessment of enemy intentions or risks by using per-
ceptual actions (orienting on target, observing patterns, interpreting patterns), selecting
courses of action, and reporting actionable information.

Resilience and Performance Enhancement - monitor and maintain individual
resilience by self-monitoring and regulating physical and cognitive resources in order
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to balance individual energy and attention resources when encountering operational
stressors.

Team Development and Learning - exchange information, communicate clearly,
support and backup team members, use initiative, provide guidance and priorities, and
employ guided team self-correction during AARs to improve learning effective team
performance behaviors.

5 Event-Based Scenarios and Measures

Based on SOvM 2014, the SOvM TC3 curriculum was implemented in three stages and
modalities: knowledge acquisition in the classroom, skill acquisition and practice in
virtual simulation-based training, and skill application in live, simulation enhanced
training exercises. In each modality, a standard approach was used to frame the
instruction based on learning objectives, guided learning, and checks on learning. This
instructional design created a foundation for learning, scaffolding for skill develop-
ment, and coaching for continual improvement. As the participants progressed through
each stage, the aim was to produce near-term transfer that would support achievement
at the next stage.

Event-based scenarios and the performance observation rubrics were developed
from the use cases. A task sequence was constructed within each use case that was
aligned with the doctrinal norm and based on SME inputs. In this manner we created a
set of performance indicators that we reasonably expected would occur. The same story
narrative and critical events were used in both the simulation and live training
scenarios.

Using one of the live scenarios as an example, Table 1 shows how each of the
competencies was linked to key chronological events and tasks in the scenario. Our
goal was to present sufficient opportunities for squads to demonstrate performance in
each of the four competency areas over the course of the scenario, which lasted about
45 min. In this scenario we generated a total of 97 instances for the 5 key events.

Table 1. Chronological scenario events, tasks and instances of key competencies

Chronological scenario events/tasks Instances of expected actions
tied to competencies

Total
instances

TC3 ASA RPE TD

1. Planning and troop leading procedures
(TLP)

1 6 2 10 19

2. Surveillance and reporting from an
observation post

—— 8 2 9 19

3. Key leader engagement (2 events) 2 8 5 10 25
4. Respond to sniper attack and care under
fire

5 5 3 5 18

5. Tactical field care (once area has been
secured)

5 5 2 4 16
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Next we developed the observation measurement rubric based on the complete lists
of expected behaviors derived for each of the events in the two simulation and two live
training scenarios. The intent was to determine what task behaviors could be observed
and whether they could be reliably assessed by multiple observers.

For each scenario, a short description of each event was presented on a single page.
For example, Event 4 – Respond to Sniper Attack And Care Under Fire – requires the
squad to react to sniper fire and respond to a civilian casualty while on patrol. Two
women (roleplayers) plead with the squad for medical assistance which should cause
the Squad to stop. A sniper (shots are heard) begins engaging the squad with effective
direct fire, initiating “Respond to Sniper Attack.” One of the females is shot and falls to
the ground, and this should cause the squad to attempt to render aid, initiating “Care
Under Fire.” Then a squad member receives a gunshot wound to the arm, which
requires treatment. The Squad should take cover, returning fire and maneuvering
against the sniper as its immediate response. There is no follow-on attack by the Sniper.

Table 2. Instances of expected squad behaviors

TC3 (5) ASA (5) RPE (3) TD (5)

During care under
fire, moved the
casualty from
effective enemy
fire to a safe area

Initial treatment to
control bleeding
Chest seal on
female;
tourniquet on
Soldier

Medic/Corpsman
monitored the
situation to be
tactically aware

Treatment for the
gunshot wound
provided by
using a first aid
kit

Casualty card
completed and
casualty status
reported to
Medic/Corpsman
to main-
tain situation
awareness while
the area is being
secured

Cover is provided
for SL as females
are meeting with
the squad asking
for assistance

Suppressive fires
resulted in sniper
withdrawing from
his firing position

Squad exploited site
where the shot
was fired to
collect additional
information

Squad assessed and
reported
atmospherics for
indications of a
threat to others

Squad used their
optics to scan the
area for threats

Squad members
accepted that they
cannot prevent
every friendly
casualty, they
focused on
“What’s Important
Now” and resumed
their mission focus

Squad members used
deliberate
breathing to deal
with the threat
posed by snipers

Squad member used
buddy talk to help
members overcome
the close call and
resume the mission

Squad members
exchanged
information about
the location of the
sniper as they used
suppressive fire
and maneuver to
neutralize the
threat

Squad members
communicated
details clearly

Squad members
exchanged
information to
maintain the
momentum of their
response to the
sniper

Squad Leader
submitted a report
to Platoon as soon
as he understood
the situation

Squad Leader
communicated
with others
including the
Medic about the
wounded civilian’s
medical needs
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Then, the behavioral indicators were listed in columns for raters to look for during
the event. For example, above are listed the 18 instances of expected behaviors that
should be triggered in the squad from Event 4 in Table 2. TC3 had five indicators, ASA
had five indicators, RPE had three indicators, and TD had five indicators.

The rubric in total consisted of 40 pages of data collection sheets. Table 3 presents
an example of how the Team Development behaviors for Event 4 were presented as an
observer checklist. A checkmark is placed next to the behavior if it was observed
during the scenario.

6 Lessons Learned

Three criteria for an effective rubric were prescribed by the SOvM research team: the
content and criteria must be valid; the rubric must be usable; and the rubric must result
in reliable data collection. If these criteria were met, the study results would show that
critical incidents were observable and the team performance could be assessed by
trained data collectors.

Therefore, several weeks before the SOvM TC3 demonstration, a team of six
experienced researchers were assembled for one-day rubric training. They possessed
knowledge of the curriculum, had participated in observer training, and understood the
training design. The training session was conducted to develop an understanding of
how the tool would be used. Then the tool was tested during the SOvM TC3
demonstration over a 5 week period in October and November 2015 with four USA
and three USMC squads.

During the two virtual simulation-based training scenarios, observers listened to
squad member communications over headsets and in the simulation room, and were
able to observe the squad member movements in the virtual world on a “god’s eye”
view computer monitor. During the two live training scenarios, some observers listened
to the squad member communications in a control room facility and observed a live
feed of video and audio of the environment as the squad moved through it. Other
observers were co-located with the squad and walked with the squad through the
exercise at a safe distance. Observers used the checklist when they heard or saw squad
members performing the indicated behaviors for each scenario event.

Table 3. Observer checklist for team development behaviors

Event 4 - Team development checklist ✓

• Exchanged information about the location of the sniper as they used suppressive fire
and maneuver to neutralize the threat

• Clearly communicated details about sniper location
• Exchanged information in response to sniper
• Squad Leader submitted a report to Platoon
• Squad Leader communicated with others including the Medic/Corpsman about the
wounded civilian’s medical needs
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6.1 Content

Responses from observers led us to conclude that the use cases were sufficiently clear
and complete to support the data collection requirement. Each use case was based on a
tactical event. However, depending on the experience level of the Squad and their
interpretations of various tactical cues, it was never possible to completely track per-
formance as it was defined in the use case. For future studies we will update the content
and structure of the rubric as we improve the prototype. Use cases will be adapted to a
checklist sheet similar to the TARGET methodology [4] developed to increase the
reliability of observing and counting instances of the behaviors during training and as
part of the team AARs that follow.

6.2 Usability

Usability issues interfered with the ability to pinpoint squad performance and assign an
accurate or consistent checkmark. We found data collectors experienced difficulty
keeping up with the pace of the scenarios. The layout and form of the rubric use cases
tended to interfere with the direct observation and recording of reliable data. This was
an inevitable outcome based on the complexity of the scenarios, size of the squad, and
size and structure of the rubric. Each Observer adapted and found alternative ways to
capture the performance indicators that suggested learning had taken place. This
included concept maps, field notes, transcripts of voice communications, and checklists
of key events. To improve its usability and the functionality necessary for efficiently
navigating through the tool and reducing workload when it is critical for the observer to
attend to the squad performance, we will implement the rubric on a tablet. The tablet
will initially store data and accumulate results for off-line data analysis. We intend to
develop a set of Behaviorally Anchored Rating Scales (BARS) that are aligned with the
key performance areas. These BARS include a feature for “tagging” weighted per-
formance indicators within each BARS and generating a rating for use by analysts.

6.3 Reliability

We also learned that the researcher’s qualifications were not sufficient for using the
rubric to observe squad tactical performance during virtual or live training. Data col-
lection was hampered by a lack of understanding of the tactical behaviors being
demonstrated by the squads. A more rigorous training and preparation period for data
collectors/non-participant observers is needed. This would include interactive
multi-media training solutions that would provide researchers and data collectors an
opportunity to test the rubric using videos and observations of live and virtual training.
Aligning data collectors with specific teams that make up the squad, i.e., the Squad
Leader and Medic/Corpsman and individual the infantry fire teams is expected to
reduce workload and increase reliability.
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7 Conclusion

Infantry squad training is a “wicked” problem. Small unit training has assumed greater
importance because operations in a complex world demand agile, adaptive thinkers
who must make critical decisions under pressure. Training that focuses on tactical
outcomes misses the point of developing the underlying critical cognitive skills. The
SOvM TC3 research exposed a gap in current training that affects the development of
high performing teams. The SBT approach enabled us to systematically develop and
demonstrate linkages between mission tasks, competencies, learning objectives,
instructional strategies, scenarios, and a prototype team performance observation tool.
The rapid development and testing of the prototype observation rubric enabled
researchers to determine how to link task performance with cognitive skills such as
decision making and problem solving. Lessons learned enabled us to chart a path
forward for a more valid and reliable automated, transition-ready data collection tool.
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Considerations for Immersive Learning in Intelligent
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Abstract. Research has examined the benefits and retractors of immersing the
learner in an environment. Immersive computer-based training environments are
costly to construct and may not always lead to significant learning or transfer
benefits over other methods. The current paper presents a brief review of presence
and immersion research in computer-based learning and adaptive tutoring. The
Generalized Intelligent Framework for Tutoring (GIFT) is an open source
domain-independent framework for creating intelligent tutoring systems (ITS).
GIFT offers flexibility, and can be interfaced with training applications ranging
from highly immersive computer-based learning environments (e.g., TC3Sim,
VBS2) to less immersive mediums such as PowerPoint. The capabilities of GIFT
that can be used to create immersive adaptive tutoring are discussed. Additionally,
the use of GIFT to run and generate experimental studies to examine the impact
of immersion is highlighted. Finally, recommendations are given on how to
provide more opportunities to integrate immersive environments into GIFT.

Keywords: Immersion · Intelligent tutoring systems · Generalized Intelligent
Framework for Tutoring · Presence

1 Introduction

Presence and immersion are concepts that are tightly coupled together in the literature
[1, 2]. In many cases the terms have been used interchangeably to represent similar
concepts [1]. Presence has been defined as “the subjective experience of being in one
place or environment, even when one is physically situated in another” [2, p. 225].
Therefore, presence is the overall feeling that an individual has of being somewhere
different than they are based on what they are experiencing. Immersion has been defined
in the literature as “a psychological state characterized by perceiving oneself to be
enveloped by, included in, and interacting with an environment that provides a contin‐
uous stream of stimuli and experiences” [2, p. 227]. McMahan [1] clarified immersion
as being when an individual feels highly engaged in or “caught up in” an environment
or story, and the positive feelings towards the environment. Further, McMahan distin‐
guished presence from immersion, as presence is a term that tends to be applied to virtual
reality and virtual environments [1].

As technology continues to rapidly improve, opportunities to encourage feelings of
immersion in both virtual and physical environments have become more frequent.
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Feelings of immersion and presence are often goals of different entertainment mediums
such as videogames, movies, and theme parks. Videogames have become increasingly
more interactive with not only more visually realistic environments, but also more real‐
istic motion based user input methods as seen in the Nintendo Wii, Kinect and Playsta‐
tion Move [3]. In an effort to encourage consumers to see movies in theaters, the film
industry have moved in a similar direction by releasing movies that are in 3D and IMAX
3D to give the audience the impression that they are in the action instead of watching
it. Additionally, DBOX has specially designed seats in select theaters that move or shake
depending on what is happening on the screen. Rather than just relying on the film’s
story to draw viewers in, these 3D and tactile elements provide additional sensory cues
to further enhance feelings of being in the action as opposed to watching it. Theme parks
have also moved toward including 3D in their rides, to further enhance the experience.
While the “land” structure of theme parks such as Disney’s Magic Kingdom and
Disneyland are not a relatively new idea (i.e. Fantasyland, Tomorrowland, Frontierland,
etc.), there has recently been a trend toward new highly themed and conceptually tied
together “lands” that make the visitor feel like they have walked into a movie such as
Harry Potter or Avatar by seamlessly recreating places that have only existed in film or
books. The goal of lands is not only to provide an attraction, but also an experience
where the guest feels that they are transported to a different, often fictional, place.
Immersion can occur in the multisensory mediums described, however, getting highly
involved in a book or movie and putting oneself in the place of a character is a form of
immersion as well [2]. The current strategies of 3D and large format screens, and being
able to walk into a fictional place like Hogwarts Castle at a theme park are examples of
approaches that are currently being used to foster these feelings of identification with
characters and immersion.

There are individual differences and characteristics of individuals which may make
them more or less likely to become involved with a virtual environment or other medium.
Scales such as Witmer and Singer’s Presence Questionnaire [2] and the ITC-Sense of
Presence Inventory [4] have been developed in order to measure and quantify these
feelings of presence. Immersion and presence are goals of all the previously described
entertainment mediums. However, all of these examples are of mediums that are trying
to create a sense of immersion and presence that are primarily aimed at entertainment.
Many times these immersive videogames, rides, and movies get positive reviews and
feedback from consumers, which results in a continued push towards using these
methods. In general people tend to like systems that offer more realism and fidelity,
however, this may ultimately be more distracting to the task than helpful [5]. As video‐
games and virtual environments have become more prevalent, they have been harnessed
for learning and training purposes. The assumption that is often made is that because
something is more immersive it will lead to better outcomes in training and transfer to
real world tasks. Immersion has been found to have positive impacts on learning due to
encouragement of situated learning, and simulating the real world [6], however, it may
not be the case for every domain. Training transfer may not occur from all videogames
and virtual environments, and research is needed to continue examining the interactions
and impacts of presence and immersion on outcomes [7]. While immersive virtual envi‐
ronments and videogames may provide opportunities to learn and practice skills they
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may not always include pedagogy. Intelligent tutoring systems (ITS) can be combined
with these environments and games to improve learning outcomes, and to foster research
into the influence of these environments on training transfer/learning.

2 Considerations for Immersive Learning and Tutoring

Immersive learning environments can include established videogames or virtual envi‐
ronments in which learners are taught to perform a task. Learners may interact with these
while looking at a computer screen and typing their inputs; or they may wear a head
mounted display, or look at another visual display. Rather than simply using a keyboard,
the user input method may be by motion (i.e. Kinect), voice command, or game
controller. Using these varying displays and input methods may impact how immersed
the individual learner feels in the environment [8].

Immersive environments are designed to engage learners in their story and the action
that is being performed. By adding tutoring and feedback components to these envi‐
ronments it requires providing instruction and feedback. However, sometimes it can be
distracting for feedback to be provided to the learner while engaging with the environ‐
ment. If the gameplay is stopped to provide video or auditory feedback it may take the
learner out of the experience. Also, it is important for the feedback to be salient enough
for the learner to understand it. Therefore, careful consideration should be given to the
method in which feedback is given, how frequently it is given, and how disruptive it
should be to engaging in the environment [9, 10].

It is important for there to be a match between the learning environment and the
material that is being taught [8]. It has been found that using head mounted displays
while engaging with a learning environment about science and botany did not lead to
positive training or transfer effects [11]. However, a head mounted display may not have
been the ideal environment to teach that specific material in. Another topic that may
lend itself to the display method may have had differing results. For instance, land navi‐
gation has been suggested as a relevant domain that could be used for adaptive tutoring
with smart glasses [12], however, teaching algebra using smart glasses may not be as
beneficial. Therefore, it is important for the match between the domain and delivery
method to be examined.

There may be individual differences in learners in regard to how likely they are to
become involved or immersed in an environment [2]. Additionally, while the assumption
is generally made that more detail or fidelity in an environment will lead to better learning
outcomes, it is not necessarily true [5]. If extra non-relevant details are included it may
actually lead to distraction from the important information. This distraction has been
referred to as the seductive details effect, and has been found in both assessments after
viewing text based, and multimedia based training/videos [13, 14]. Therefore, it is
important to consider how much detail to provide and to make sure that it enhances the
focus of the tutoring rather than distracting from it.
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3 Intelligent Tutoring Systems and Immersive Learning

Intelligent tutoring systems and adaptive training provide excellent opportunities for
both instructors and students. Materials can be presented to students, and the computer-
based system can then react and adjust the student’s path based on their specific char‐
acteristics, answers to questions, and performance in assessments. Instructors have the
flexibility to decide what material they would like to teach and create alternate paths
that can help provide remediation on material that students are not necessarily grasping.
Additionally, the performance of a student in one lesson can generally be stored and
applied to their future interactions with the learning system. ITS result in highly adapt‐
able learning content that is tied to the specific learner’s strengths, weaknesses, and
needs. ITS instruction can assist in improving learner outcomes [15, 16]. While benefits
of training in immersive environments alone are not always clear, integrating these
environments with an ITS could help improve learning outcomes.

3.1 Challenges of Creating Immersive Tutoring in an ITS

Even though ITS have benefits, there are still challenges to instructors who want to use
them, specifically in applied domains that have virtual environment training associated
with them. In general, ITS often take a great deal of time to author, as their multiple
paths result in the need for more content, and carefully selected rules to send students
down those specific remediation paths based on performance. [17]. Additionally, due to
the time it takes to create the materials and structure of an ITS they tend to be tightly
linked to the subject matter or domain that they were designed for, as opposed to flexible
and reusable. Finally, creating an ITS can be very expensive due to the amount of time
that it takes to author it, as well as the expertise that is often needed: subject matter
expert, instructional designer, computer programmer, etc. [17].

While some tutors engage with students through simple questions/answers, and more
traditional assessments, it is also possible to create tutoring/feedback that is incorporated
into interactive and immersive computer-based environments. In many cases to create ITS
instruction, a course instructor will need to know the subject that they want to teach, have
an established videogame or virtual environment, and will need to be adept at computer
programming in order to successfully design the tutor. If the instructor does not have the
computer programming expertise to integrate their environment, then they will need a
computer programmer to do the initial integration, which could be costly. Therefore,
creating an adaptive tutor with immersive content could be cost prohibitive, and difficult.

3.2 The Generalized Intelligent Framework for Tutoring (GIFT)

Many of the challenges of creating adaptive tutoring can be lessened by using a domain-
independent framework that is designed for reusability. The Generalized Intelligent
Framework for Tutoring (GIFT) is a free, open-source, domain independent framework
for creating ITS that has been developed in order to increase the usability of ITS compo‐
nents, reduce the expertise level needed to author an ITS, and reduce the time it takes
to create an ITS [17]. GIFT can be used by instructors and subject matter experts (SMEs)
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to author adaptive tutoring. At the current time, GIFT is available in two forms: down‐
loadable (from https://www.gifttutoring.org) and cloud based (GIFT Virtual Open
Campus, https://cloud.gifttutoring.org). Adaptive tutoring can be created with both
versions, and student data can be extracted by instructors in order to monitor a student’s
learning and progress.

One of the larger challenges of creating immersive training in an adaptive tutoring
system is the need to integrate the training application/environment with the tutor. GIFT
includes a number of modules that traditionally exist in ITS: learner module, pedagogical
module, domain module, sensor module, and a gateway module [18]. The gateway
module serves as the bridge between GIFT and external training applications. Messages
can be sent between the external game and GIFT through this gateway module. This
allows for a consistent method of integration of different environments with the GIFT
system. While integrating a virtual environment or training application with GIFT may
initially appear challenging, GIFT includes a Developers Guide (in the GIFT help files/
documentation) to assist in the process. While it is unlikely that an instructor themselves
will be conducting the initial integration, the guide will help streamline the process for
the individual that does, reducing the amount of time required.

Once the integration has occurred, the course instructor will have the opportunity to
author adaptive feedback that links directly to the actions that occur within the immersive
environment/game. This feedback is authored by creating a Domain Knowledge File
(DKF) using the GIFT Authoring Tool. See Fig. 1 for an example of a DKF in the GIFT
Authoring Tool. There are three levels or states of performance that a learner can have:
above expectation, at expectation, and below expectation. When selected actions or inac‐
tions occur in the environment, it can trigger a move from one of these states to the next,
which then subsequently triggers authored feedback. The DKF interfaces with the training
environment, and feedback can be provided through the game itself or through a feed‐
back bar on the left side of the screen that is graphically separate from the environment.

Fig. 1. Screenshot of DKF authoring in the GIFT Authoring Tool
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GIFT will track the learner’s state and follow the authored instructions to provide specific
adjustments and feedback based on actions in the environment. Additionally, GIFT is
integrated with PowerPoint, which can be used by instructors to enhance their courses
with lesson materials or create interactive material using Visual Basic for Applications.

All of the components of the desired course are put together using the GIFT
Authoring Tool. DKFs can be accessed, created and edited with this tool. Additionally
the flow of the course is determined by the author by adding different elements including
instructions, surveys, training applications, and after action reviews. See Fig. 2 for a
screenshot of course authoring in the GIFT Authoring Tool.

Fig. 2. Screenshot of course authoring in GIFT. Components of the course and their order are
listed on the left side of the screen.

There are two highly immersive games/environments that are currently integrated
with GIFT: the military based training game, Virtual Battlespace (VBS2 and VBS3) and
the medical game, TC3Sim (VMedic). VMedic can be downloaded for free from GIFT‐
tutoring.org, and is used to run the Explicit Feedback within Game-Based Training-1
and Explicit Feedback within Game-Based Training-4 courses in the desktop version of
GIFT. These courses demonstrate an integration between an immersive game and GIFT.
The development of these courses and the associated experiment has been documented
in the literature [19, 20]. Additionally, an interactive excavator training course which
uses an XBOX controller can be accessed in both the cloud and desktop versions of
GIFT. The authored components of these courses (Course Files, DKFs, etc.) are also of
interest to individuals who wish to use GIFT as they provide working examples of the
technical files associated with GIFT, which can then be used as a basis for future course
and experiment development. Further, instructors may be able to use these integrated
virtual environments to create new GIFT courses without needing to engage in inte‐
grating an entirely new training environment with GIFT.
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3.3 Considerations and Future Directions for Immersive Learning in GIFT

At current time, the immersive virtual environments that GIFT has primarily been inte‐
grated with have been computer-based games that are intended to be interacted with on
a stationary computer. However, GIFT has been integrated with the psychomotor
domain of adaptive marksmanship training, which provides feedback based on actions
that individuals physically take as opposed to keyboard input [21, 22]. Initial work and
idea generation has also begun toward moving GIFT to the “wild”, such that learners
can receive feedback through mobile devices, smart glasses, and smart watches instead
of at a stationary computer [12, 23].

Integrating GIFT with virtual reality systems and head mounted displays such as
Oculus RIFT has not yet occurred. However, it would be an interesting future direction
that would be beneficial to examining immersive training. Providing tutoring in conjunc‐
tion with head mounted displays could be advantageous, but it would also lead to specific
considerations about feedback. If feedback was to occur visually it would require space
within the display, and may distract from the training. Feedback could be provided by
audio, which could assist in feelings of immersion or presence that a learner may expe‐
rience in the training environment without overtaxing the visual channel. However, it
would be beneficial for research to be conducted on the most effective ways to provide
adaptive feedback when training is occurring using a head mounted display. Addition‐
ally, Cave Automatic Virtual Environments (CAVE) provide large screens that surround
the individual with the virtual environment, and can be used for training. Similarly, to
integrate a CAVE environment with adaptive tutoring, thought would need to be put
into where the feedback would be displayed, and in which modality. A portion of the
screen could be set aside for feedback, but it would be necessary to confirm that the
participant looks at that area of the screen and that it does not negatively impact feelings
of immersion. As the area that visual feedback is displayed on would be very different
in both of these instances (head mounted display and CAVE) it may be helpful to have
a tool that would allow authors to select where their visual feedback will be located and
superimpose it upon the image screen size that they expect their learners to view.
Templates for standard size screens could be provided. This would help for course plan‐
ning purposes, and also can help course authors to see any initial problems that may
come up with their configuration.

It would be helpful for authors to have very clear options and precise control over
the modality that feedback is presented in. Some authors may want a character present
with text, others may want a character present that speaks with no text, and others may
just want text without a character taking up screen space. Providing clear flexibility and
options within the authoring process will be beneficial to facilitating the feedback
presentation. Additionally, it would be helpful for the course author to have a scenario
preview before finalizing their course, such that they can see how their authored feedback
is presented in the virtual environment without needing to validate their entire course.

As more research is needed into the impacts of presence and immersion on learning,
GIFT could also be used to conduct studies. GIFT offers flexibility in the presentation
of materials and has assessment capabilities that would be useful to conducting this type
of research. Measures of presence and immersion can be given to learners who engage
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with GIFT through use of it’s Survey Authoring System (SAS). One or more question‐
naires such as Witmer and Singer’s Presence Inventory [2] or the ITC-Sense of Presence
Inventory [4] could be entered into the GIFT’s SAS and presented to the learner. Further,
scores on the scale could be stored for the individual, and if desired, adaptation to the
course could occur based on answers that are provided by the learner. These surveys
could be automatically presented to the user before or after entering the training envi‐
ronment or completing gameplay.

4 Conclusions

Game based learning and immersive training environments can provide highly engaging
educational environments for learners. However, often times there could be a benefit
from integrating the learning environment with intelligent tutoring such that learners
can get real time adaptive feedback. GIFT provides an opportunity to integrate a virtual
environment with training, while aiming to reduce the time and effort that it would
traditionally take to do so. GIFT could be used to conduct immersion and presence
research, or it can be used by instructors who wish to provide an adaptive tutoring
component to their game based training. GIFT has begun branching out into different
tasks and modes of input/feedback that would be advantageous to use with virtual envi‐
ronments. Those who choose to integrate ITS and immersive training, need to give
consideration to a number of features of their training including display and input
methods, learner characteristics, and how/where feedback will be provided. Due to
GIFT’s flexibility, it can be a used for future research to further examine the influence
of presence and immersion on ITS learning outcomes in varying domains.
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Abstract. This paper discusses critical elements of adaptive instruction in
support of training and education. Modeling and assessing learners and teams,
optimizing adaptive instructional methods, applying domain modeling outside of
traditional training and educational domains, automating authoring processes,
and assessing the learning effect of instruction are among the challenges reviewed.
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1 Introduction

The goal of adaptive instruction is to tailor learning experiences to the capabilities and
needs of each individual learner or team. Adaptive instructional systems, also known as
intelligent tutoring systems (ITSs) alter their decisions, behaviors, and actions based on
their recognition of changing states/traits of the learner or changing conditions in the
environment [1]. These changes are usually managed by software-based agents who use
machine learning techniques (i.e. Markov Decision Processes (MDPs), k-Nearest
Neighbor, Support Vector Machines) to optimize their responses (decisions and actions)
[2, 3]. Adaptive instruction usually results in increased authoring requirements, some
of which may not be completely defined at the outset, to support tailored learning expe‐
riences for the wide variety of learner states and traits. The following research goals are
on the critical path of making adaptive instruction practical and affordable:

• Understand and model the states and traits of individual learners and teams
• Tailor adaptive instructional methods to optimize learning, performance, retention

of knowledge and skill, and transfer of learning to other domains
• Understand and model domains beyond those traditional well-defined intelligent

tutoring system (ITS) domains (e.g., mathematics and physics)
• Develop replicable processes to assess the appropriateness of models beyond lever‐

aging subject matter experts
• Investigate and develop methods to automate authoring processes and thereby reduce

the time and skill needed to develop ITSs
• Investigate and develop methods to assess learning effect and thereby provide a

mechanism with which to continuously improve adaptive instruction
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2 Modeling Individual Learners and Teams

The more the tutor understands about the learning habits, capabilities, and needs of the
learner, the more efficient and effective that tutor will be in guiding learning experiences.
Lepper et al. [4] identified the characteristics of an expert human tutor in their INSPIRE
(intelligent, nurturant, Socratic, progressive, indirect, reflective and encouraging)
model. The characteristics in this model were further explored in Lepper and Woolver‐
ton’s [5] study of highly effective tutors with the goal of developing best tutoring prac‐
tices. Expert tutors are such that they have subject matter knowledge and understanding
the appropriate teaching strategies for the types of problems at hand. Capturing the traits
and interpreting the states of the learner is a key to modeling the learner’s habits, capa‐
bilities and needs, and thereby critical to selecting the most effective learning strategies.
Lepper and Woolverton found that highly skilled tutors manage two primary processes
related to learning: engagement and motivation.

While there are several challenges in modeling individual learners and teams to
support the goal of adaptive instruction, four areas of research are noteworthy: techni‐
ques to model individuals and teams (i.e. how to identify differences affecting learning
and performance); use of big data to support domain competency modeling of the
learner; providing training at the point-of-need (i.e. tutoring anyplace and any time also
known as “in the wild”); and the use of artificial intelligence (AI) techniques to support
learner state classification (i.e. Bayesian Classifiers, Markov Decision Processes) [6].

Each of these four areas of research prompts associated questions. What learner states
and traits are needed for our learner model? What measurements are needed to assess
domain competency? What methods are available to capture data when the training is
provided at the point-of-need? What methods can be used to classify learner states based
on captured data (Fig. 1)?

Information Needed for 
Development of Model (i.e. current 
state of arousal, prediction based 

on past performance)

Available Measurement Techniques 
(i.e. Performance, Physiological, 

Self-Reports)

Data Capturing Tools (i.e. 
Wearables, Mobile Devices, Sensor  

Data)

Classification Methods (i.e. MDP s,  
Bayesian Networks)

Individual and Team 
Modeling

Fig. 1. Open questions related to individual and team modeling

3 Tailoring Adaptive Instructional Methods

The goal of adaptive instruction is to tailor training and educational experiences to match
the learning capabilities and needs of each individual, and thereby reduce the amount
of instruction required to reach a minimum level of competence in a given domain [7].
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By evaluating the states and traits of the learner in real-time, ITSs can select an optimal
strategy or plan for action (e.g., prompt the user for additional information) and thereby
select an optimal tactic or tutor action (e.g., ask a specific question based on where the
user is in the instruction). In the Generalized Intelligent Framework for Tutoring (GIFT),
an open-source architecture for authoring, delivering, and evaluating ITSs [8], instruc‐
tional decisions are driven by two processes: Merrill’s component display theory [9],
and the learning effect model (LEM) [10].

There are several challenges associated with tailoring adaptive instruction, but five
areas of research are noteworthy: determining the type and frequency of guidance and
feedback provided by the tutor; understanding the effect of social dynamics in instruc‐
tion; understanding the effect of metacognitive processes on self-regulated learning;
optimizing the selection of instructional tactics; and the effect of personalization (occu‐
pational and non-cognitive factors) on learning, retention, and motivation [11].

4 Modeling Non-traditional Domains

Today, ITSs primarily represent well-defined, process-oriented domains which include
mathematics and physics. The primary goal for domain modeling is to be able represent
the diversity of domains in training and education. This means expanding assessment
methods to allow measurement of key moderators of learning for a variety of tasks and
conditions, and well beyond common desktop training and education applications.

Again, there are several areas which provide challenges, but we have selected four
that align with our primary goal: representing and understanding the influence of domain
attributes; reducing the time, cost, and skill required to author and deliver complex
instruction; improving the interoperability of domain models; and extending adaptive
instruction to include fuzzy domains [12].

5 Automating Authoring Processes

Authoring or development costs are the most significant element in determining the
affordability of adaptive instruction. The return on investment is clearer for high density
courses where there are many students, but much less so for courses with lower density.
Processes are needed to make authoring affordable regardless of density [13]. Beyond
affordability, improved authoring experiences can make adaptive instruction more
enticing and engaging to the community, and thereby increase use and buy-in of ITSs.

Another major goal is to reduce the time and skill needed to author adaptive instruc‐
tion so tailored instructional solutions can be available to the masses at an affordable
cost, and so people with domain knowledge (but lacking programming skills and
instruction design knowledge) can author them. Identifying candidate authoring tasks
for automation can reduce the time users spend manually generating tutors and reduce
the skill required to author ITSs.

There are five major challenges in automating authoring processes are: describing
mental models and defining interaction paradigms for authoring (i.e., different mental
models exist for different user groups, which alter how the system is used); identifying
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candidate processes for automated authoring (i.e., taking those well defined tasks and
automating them to reduce workload); extending authoring capabilities to support inte‐
gration with existing training and educational systems; and enabling collaborative
authoring to match skills with authoring tasks [13]. If these challenges are met, then
authoring has the opportunity to be less focused around the system itself, and more
concentrated on the user and paths to getting the authoring task completed.

6 Assessing Learning Effect

The major challenges in assessing effect during adaptive instructional events include the
development of accurate assessment methods for measuring: learning, performance,
retention potential, and transfer potential; the wide spectrum of task domains (e.g.,
cognitive, affective, physical, social); the varying spectrum of kinetic tasks (i.e., from
static to limited kinetic to full kinetic) [7].

7 Next Steps

Each version of GIFT has been focused on improving the interoperability of ITS compo‐
nents, capturing best instructional practices, and developing tools and methods to reduce
the time and skill needed to author adaptive instruction. Future versions of GIFT are
targeted to capture the results of training and educational research with the goal of
bringing the state-of-the-art concepts to the state-of-practice. Of particular emphasis is
the understanding and development of shared mental models to support adaptive instruc‐
tion for teams [14, 15].
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Abstract. This paper discusses tools and methods which are needed to support
adaptive instruction for individual learners within the Generalized Intelligent
Framework for Tutoring (GIFT), an open source architecture for authoring,
adapting instruction, and evaluating intelligent tutoring systems. Specifically, this
paper reviews the learning effect model (LEM) which drives adaptive instruction
within GIFT-based tutors. The original LEM was developed in 2012 and has been
enhanced over time to represent a full range of function encompassing both the
learner’s and the tutor’s interactions and decisions. This paper proposes a set of
10 functions to enhance the scope and functionality of the LEM and to extend it
to be a career-long model of adaptive instruction and competency.

Keywords: Adaptive instruction · Intelligent tutoring systems · Learning effect
model

1 Introduction

Adaptive instruction is a critical concept in the partnership between self-regulated
learners and computer-based intelligent tutoring systems (ITSs). Adaptive systems
demonstrate intelligence by altering their behaviors and actions based on their recogni‐
tion of changing conditions in either the user or the environment [1]. This change is
usually managed by software-based agents who use artificial intelligence techniques to
guide their decisions and actions [2, 3].

The ability of ITSs to enhance self-regulated learning (SRL) habits is an ongoing
challenge in the ITS development community. Self-regulated learners develop skills to
allow them to persist in pursuit of learning goals in the face of adversity. Question asking,
hypothesis testing skills, and reflection are examples of good SRL attributes. To foster
the development of these SRL attributes, the adaptive ITS must allow interaction with
the learner to influence ITS courses of action. This is the basis of the learning effect
model (LEM) [4] used to drive adaptive instruction in GIFT [5] today.

The original LEM [6] examined the relationship between the learner’s data (meas‐
ures of behavior, physiology, and the learner’s input and interaction), the learner’s
states (informed by the learner’s data) and the strategies/tactics (plans and actions)
available to and selected by the ITS, but other processes are also important to
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extending the LEM to be a long term model of instruction. In other words, it is desir‐
able for the model of instruction to extend beyond a single lesson and to be a career-
long model of instruction and competency. If we were to develop a user interface
(UI) to support interaction between the learner and the tutor, this UI might include
some of the functions shown in Fig. 1 below. These functions are shown without
respect to their order or the relationship between these functions and represent brain‐
storming of representative functions for our UI.

Fig. 1. Functions in an adaptive user interface

Learning objectives define the learning and performance end-state after training/
education. Concepts, the basis of GIFT’s instructional model, break down learning
objectives into measurable elements. Learning events define the tasks or experiences
needed to expose the learner to all the concepts identified in our learning objectives.
Other critical elements of this UI are the conditions under which the tasks will be
conducted during training and how they will be measured. Finally, the UI must determine
how the tutor will respond to learner actions and changes in the instructional environ‐
ment to optimize learning and performance.

So, what is missing from this model? As noted earlier, the functions in Fig. 1 are
shown without respect to their sequencing, inputs or outputs. To develop a more
comprehensive UI and to understand the effect of these functions on learning and
performance, we must understand the ontology or relationship of these functions [6].

2 Functions of a Learning Effect Model

The latest version of the LEM is shown in Fig. 2. Note that both learning and performance
are essential measures in the LEM, but learning is the key measure to determining
acquisition of knowledge and skill, and transfer of skills to new experiences. Perform‐
ance is a behavioral indicator of the learner’s ability to apply skills to new experiences
and tasks of increasing complexity over time.

Each of the ten functions shown in the figure and are discussed below in terms of
their functional description, relationships to other functions (e.g., inputs and outputs),
and their impact or effect on learning and performance.

2.1 Function 1: Identifying Required Knowledge and Skills

Whether the learner is interacting with a human tutor or an ITS, a key first step is to
identify what knowledge and skills the learner should acquire over time. The complexity
of skills and the time needed to reach a level of competency in a particular domain should
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be considered. Domain knowledge and skills along with minimum standards are usually
determined at the organizational level to support organizational competencies and goals.
Input to this function includes the learning and performance history of the learner (see
Function 10) which is compared to the required knowledge and skills to identify the
output of this function: learning gaps.

2.2 Function 2: Developing and Maintaining Learning and Performance
Objectives

Learning gaps from Function 1, identifying required knowledge and skills, are used to
determine learning and performance objectives for future learning events which are
tailored for each individual learner. Learning and performance objectives act as a
roadmap. Once we have identified where we want to go on the map, we can begin figuring
out how to get to our destinations by using objectives to inform the scope and complexity
of a series of tailored learning events.

2.3 Function 3: Crafting a Tailored Learning Event

Learning and performance objectives developed in Function 2 are used to identify a set
of experiences (problems or scenarios) which can impart knowledge and develop/exer‐
cise skills. The tailored learning event represents what was called “context” in previous
versions of the LEM, and influences the selection of specific actions or tactics by the
tutor as discussed in Function 8. The tailored learning event also aids in identifying
learning and performance measures.

Fig. 2. 10 functions in an adaptive instructional platform for individual learners
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2.4 Function 4: Identifying Learning and Performance Measures

Based on the tailored learning event, we must identify learning and performance meas‐
ures which are used to compare the knowledge acquisition, skill acquisition, and
performance during the tailored learning events to an expert model (highest standard)
or standards of minimum performance. Measures are part of a larger dataset which we
identify as learner data.

2.5 Function 5: Capturing Learner Data

The learning and performance measures are usually captured via sensors which monitor
learner behaviors or via learner responses to assessments, but learner data includes more
than just learning and performance data. Learner data may also include behavioral and
physiological data captured by sensors, but unrelated to learning or performance meas‐
ures. Learner data may also include achievement data or other trait data (e.g., prefer‐
ences, interests, or values) which may be used to inform the learner’s states and the
selection of an instruction strategy.

2.6 Function 6: Classifying Learner States

As noted above, learner data is used to classify learner states. Methods for classifying
learner states vary and the types of learner states include cognitive, affective, and phys‐
ical states which may moderate learning and performance. Cognitive states include, but
are not limited to learning and performance states, engagement, and comprehension.
Affective states include personality, mood, motivation, and emotions. Physical states
include speed, accuracy, and stamina. As with learner data, learner states are also used
to influence instructional strategy selection.

2.7 Function 7: Optimizing Instructional Strategies

In the LEM, instructional strategies are plans for action by the tutor based only on the
states and traits of the learner. In other words, the selection of an instructional strategy
is independent of the instructional context, domain or learning event. It’s all about the
learner. Examples of an instructional strategy include prompting the learner for more
information, asking the learner to reflect on a recent learning event, asking the learner
a question, providing feedback to the learner, or changing the challenge level or
complexity of a problem or scenario to match the learner’s changing capabilities. The
instructional strategy narrows the options for selection and implementation of specific
instructional tactics.

2.8 Function 8: Optimizing Instructional Tactics

Now that the selection of instructional strategy has been determined by the tutor, the
selection of an appropriate action or instructional tactic can begin. General options for
instructional tactics fall into two categories: interaction with the learner or interaction
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with the learning environment. Examples of these align with the examples provided in
Function 7 (optimizing instructional strategies) and simplified interactions between the
learner, the learning environment, and the tutor are illustrated in Fig. 3.

Fig. 3. Interaction between the tutor, the learner and the instructional environment

If the instructional strategy selection was to “ask the learner to reflect on recent
learning event”, GIFT considers “context” in selecting an appropriate tactic. Context
includes consideration for where they are in the learning event described in Function 3.
More deeply, it also includes consideration for what quadrant (rule, example, recall,
practice) of Merrill’s Component Display Theory [7] is under instruction. Function 9:
Measuring Learning and Performance States.

It should also be noted that the implementation of an instructional tactic may also
influence the learner (see Function 5) and affect their cognitive, affective, or physical
measures and thereby their associated states. For example, a tactic involving an increase
to the challenge level of a scenario might surprise the learner and increase their mental
workload resulting in physiological changes.

2.9 Function 9: Tracking Learning and Performance States in Real-Time

An important subset of classifying learner states (Function 6) is the process of tracking
changes to learning (knowledge and skill acquisition) and the performance of tasks
which are indicators of learning. As with other transient learner states (e.g., affect),
learning and performance are informed by learner data (Function 5) which include
learning and performance measures identified as part of Function 4. In GIFT, achieve‐
ment or mastery of concepts are recorded in a long-term learner model via experience
application program interface (xAPI) statements of achievement [8]. Achievements can
be defined at various levels of granularity (e.g., course completion, concept mastery, or
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assignment completion). Over time, changes to learning and performance states indicate
trends which form the basis for a long-term learn model of learning and performance
discussed in Function 10.

2.10 Function 10: Logging Learning and Performance History

In Function 9, we periodically assess the progress of the learner toward learning and
performance objectives and at a more granular level their progress in mastering specific
concepts and performing specific tasks under a set of conditions to a specific standard
(e.g., passing = 70 % correct). If we track learning and performance over time, we see
trends including progress of the learner compared to standards, norms, or other learners.
We may also be able to classify the domain competency of the learner relative to an
upcoming training or educational experience. This can be used to identify tailored
learning and performance objectives (Function 2) for an individual learner relative to
the required knowledge and skills (Function 1) for a given training or educational
domain.

3 Next Steps

To date, both instructional strategies and tactics within GIFT are based on decision trees
and have largely been developed based on best instructional practices identified in the
literature. To a large degree many of the best practices implemented are domain-inde‐
pendent and the literature does not cover all of the conditions which might be encoun‐
tered by the learner during an adaptive instructional event.

Experimentation is needed to identify domain-specific tactics and domain-inde‐
pendent strategies which deal with uncertainty related to classification of learner states
in order to optimize learning and performance in real-time during instructional events.
Ideally, some type of machine learning algorithm which provides reinforced learning
over time will allow GIFT to tailor and optimize learning with each individual learner
it encounters. Software-based agents are needed to monitor the status of the 10 LEM
functions described in this paper and to develop appropriate policies to govern tutor
actions with the goal of optimizing learning and performance.

Finally, an enhanced LEM must be developed to support team tutoring or adaptive
instruction for collaborative learning, team development, and cooperative, interde‐
pendent tasks.
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Abstract. The Flip-Flop instructional methodology involves students in creating
quizzes synchronized with video recordings of lectures. While students create
questions, which involves generating right and wrong answers, feedback for the
answers, hints and links leading to relevant resources, they get deeply involved
with the content presented in the lecture screencasts. We propose to conduct a
wide range of experiments testing the effectiveness of this approach – from simple
surveys, evaluations of time spent creating quizzes and assessment of their quality
to extensive longitudinal studies of the students’ emotional responses and cogni‐
tive load using a electroencephalography (EEG), electrodermal activity (EDA),
heart rate variability (HRV) and facial electromyography (EMG).

Keywords: Instructional methods · Inverted classroom · Educational technology ·
Augmented cognition · Cognitive neuroscience · Psychophysiological methods

1 Introduction

The Flip-Flop instructional methodology is designed to augment the currently increas‐
ingly popular teaching concepts that rely on students learning from video recordings of
lectures posted online. Inverted or flipped classroom and learning based on MOOCs
(Massive Open Online Classes) are prime examples of such educational strategies. Our
Flip-Flop method requires the students to construct quizzes that are synchronized with
the screencast of the lecture. In essence, Flip-Flop offers a structured approach to the
“Learning by Teaching” concept and supports it with several online tools that facilitate
creating quizzes, taking quizzes, administrative chores such as scheduling and creating
quiz templates. Moreover, our Flip-Flop tools support instructors in evaluation of the
quizzes and provide them with a plethora of data that can be used for grading and to
ascertain the effectiveness of a students’ learning. In addition, peer evaluation is also an
integral component of the Flip-Flop method.

Since Flip-Flop quizzes are tightly interconnected with the lecture videos, students
do not just listen to a lecture, but are virtually guaranteed to interact with its content -
either while making a quiz from one of its segments, or by taking a quiz from the other
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segments of the screencast that were created by one of their peers. In particular, creating
a quiz is an intrinsically creative endeavor that the vast majority of students have never
attempted before. Studies devoted to this uncharted creative activity promise to deliver
fundamental insights into students’ emotion and cognitive load, which can provide deep
insight into how deeply the information is being processed, the creativity used to create
the quizzes, and the effectiveness of the method.

2 Theoretical Background Flip-Flop

At the core of the Flip-Flop methodology is the concept of making and taking quizzes
synchronized with video recordings of lectures in order to deepen the students’ under‐
standing of the subject presented in the screencast. On the technology side, this basic
strategy is supported by several online tools.

Taking a quiz is straightforward: As the screenshot in Fig. 1 shows, while the students
view at the lecture video on the left hand side of the screen, tasks are displayed to the
right. A smiley face confirms that a correct choice has been selected at which point a
feedback may provide additional information. Similarly, a crying face indicates an
incorrect answer. When student selects the hint button, the video stops playing and a
short hint text appears. The hint can be accompanied by link to a web page with related
information.

Fig. 1. Taking a quiz: selecting a correct choice displays a feedback that offers additional
information.

But the Flip-Flop methodology goes beyond simply taking a quiz prepared by the
instructor: Using the online quiz authoring tool depicted in Fig. 2, students create quiz
tasks synchronized with video lectures. When students need to formulate a multiple
choice task related to a segment of the video they need to view the segment, understand
what the lecturer is presenting within this particular segment and then formulate a related
question with numerous possible answers. In addition to entering the question and
answers as text and/or image, the Flip-Flop authoring tool supports entering a feedback
for each of the correct and incorrect choices, adding a hint text and creating a link button
with a web address (URL) that leads to an external online document that offers additional
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information that may help solve the task. Students are encouraged to formulate feed‐
backs that point to reasoning why the correct choice is incorrect and what is the likely
misconception that leads to answer incorrectly. The screenshot in Fig. 1 shows, for
instance, a feedback that explains why the chosen answer is the correct one.

Fig. 2. Creating a quiz: multiple-choice task synchronized with a segment of video and entries
for hint text, hint link label, hint link URL, and for choice feedback.

Peer evaluation is another essential component of Flip-Flop. Students are asked to
have several poll questions at the end of each quiz. These survey questions allow the
quiz author’s peers to judge the quality of the questions, the answers, the feedbacks as
well as the hints and the resources accessed via the hint links.

The Flip-Flop technology incorporates two other online support tools. The sched‐
uling tool offers extensive support for the students as well as for the instructor: it can be
used assign students to groups, it provides the quiz author with an initial quiz template
and notifies the other members of the other members in the group once a quiz is ready.

The Instructor Support Tool allows the instructor to view all the quizzes students
created and add to the database their evaluation of all the components of a quiz – ques‐
tions, answers, feedbacks, etc. This data together with the students’ peer evaluations
may constitute a valuable component of grading.

2.1 Creativity and Cognitive Load Measured by EEG

When developing hypotheses for this study, it was first necessary to deconstruct the
cognitive processes associated with the study task—a text-based creation of a quiz with
feedback using a novel tool. Students will creatively generate quiz questions with feed‐
back using this tool. In this study we will use EEG and psychophysiological measures.
EEG is a psychophysiological measurement of post-synaptic electrical potentials on the
surface of the scalp [1]. Electrodes are placed on specific locations of the scalp which
collect the summation of synchronized activity from underlying pyramidal neurons lying
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near the surface of the cortex. The measure at each electrode location is then compared
to a reference electrode located elsewhere on the scalp [2]. The recorded oscillations of
brain activity at each electrode are complex waveforms that can be decomposed into
simple waveforms of different periodicity at varying amplitudes. EEG researchers often
are interested in five frequency bands: delta (<4 Hz), theta (4–8 Hz), alpha (8–13 Hz),
beta (13–20 Hz), and gamma (>20) [2]. In this study we focus on the alpha band because
of the inverse relationship between alpha frequency amplitude and attention, wherein
lower levels of alpha represent higher levels of cognitive processing. This phenomenon
is referred to as “alpha blocking” [3–5].

This study focuses on the alpha band because of a plethora of findings relating the
alpha wave to creative processes. At this point it is important to delineate different crea‐
tive processes and their effects on cortical activation and the alpha rhythm. In an exten‐
sive review of the EEG and ERP literature, Dietrich and Kanso [6] discuss the findings
of many EEG studies examining divergent thinking, artistic creativity and insight. There
findings indicate that much of the divergent thinking literature findings relating to the
alpha wave is contradictory, but the findings on insight are consistent [6]. In one study
of creativity, a coherence analysis of EEG data (i.e., showing correlations of activity
among different electrode sites) found that when examining the alpha band in groups of
participants, increased coherence is observed throughout the alpha band, exhibiting
intra- and interhemispherical long-distance coherences [7] and, more specifically higher
levels of alpha in response to creative tasks, such as alternate uses tasks [8, 9]. Other
creativity findings have shown increases in alpha power being associated with creativity
(both divergent thinking and artistic) [10]. In the realm of divergent thinking, findings
have indicated that disinhibition (increases in power within frequency bands) corre‐
sponds to increased creativity [11]. Another line of EEG research has found that
increases in the alpha rhythm in the frontal cortices during creative ideation [12].
However, these findings note an intriguing nuance. Increases in the alpha rhythm are
found only during internally oriented attention that is characterized by the absence of
bottom-up stimulation [12]. When creative generation is externally-directed, however,
decreases in alpha power have been observed [12]. In the context of Flip-Flop creative
generation it is important to note that external stimulation is occurring as the individual
interacts with the quiz design tool to generate quiz ideas.

One consistent finding in the EEG creativity literature deals with insight. Insight
refers to acquisition of a new understanding of the problem situation after repeated
attempts to solve the problem [13]. Studies have shown that creative insight problem
solving requires less working memory than other problem solving [14]. Research on
insight using EEG has found consistently a decrease in alpha power in frontal, temporal
and parietal sites [6]. Idea generation is process that links two or more separate concepts
in working memory to produce a new idea [15]. There are two different processes to this
linking, search and insight, with search being a more methodical process and insight
being more creative [16, 17]. Methodical thinking is commonly associated with activa‐
tion of the frontal cortex [18, 19]. Creativity and insight have been studied in a variety
of contexts using EEG [6]. Findings on insight have been fairly consistent, with several
EEG studies finding decreases in alpha power in the frontal cortices to be connected to
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insight [20–22]. In generating a quiz question within the Flip-Flop environment, it is
expected that the students will generate insightful thinking.

In addition to creativity, the current research will examine the cognitive load of the
students while they generate quiz questions in the Flip-Flop environment. Working
memory plays a central role in cognition and cognitive load [23]. It encapsulates both
what many consider “short-term memory” and attention. Therefore, working memory
is pivotal for both information processing and decision making, responsible for encoding
information from the environment and retrieving information from long-term memory
in order to make sense of it [23–25]. A useful computer analogy for understanding
working memory is that it represents the brain’s RAM, storing of information currently
undergoing processing but limited in its capacity [26]. Working memory is located in
the frontal areas of cortex, namely Dorsolateral Prefrontal Cortex (DLPFC) [27].
Changes in activity in the DLPFC can indicate changes in working memory load and
attention [18, 28]. In EEG, attenuation of the alpha rhythm over DLPFC indicates
increases in working memory load [29]. Better performance has been found as a result
of increased activity in this region [30]. Initially using the Flip-Flop tool to generate
quiz questions should result in increased levels of cognitive load. However, as the
student becomes used to the generative process and the tool, it is expected the cognitive
load required to generate quizzes will decrease, despite an increase in the difficulty of
the questions they are generating.

3 Method

3.1 Experimental Context and Participants

The “Algorithms” course is a key course at Department of Information and Computer
Sciences at University of Hawaii - it is the prerequisite for most of the senior level
courses and no student will be able to graduate without passing it with a satisfactory
grade. The majority of the students consider this course to be the most demanding course
in the curriculum.

This course has been taught in the inverted classroom fashion for the last five semes‐
ters. The lectures consist of 72 screencasts, mostly 15–20 min long. The students have
to view typically 3 or 4 screencasts at home before they come to a classroom session.
There are two such classroom sessions per week. Every screencast set is accompanied
by a web page with detailed notes and the students are encouraged to view these notes
while watching the videos. During the classroom session the students first take a paper
quiz, and then solve class problems that practice the topics presented in the corre‐
sponding set of screencasts.

The Flip-Flop method is being applied in a pilot fashion in the “Algorithms” course
during the current semester. Preliminary results indicate that while student are concerned
about the extra time needed to make and take the quizzes, they are more than willing to
take on these chores to gain bonus points. Moreover, the quality of the quiz tasks seems
to have improved considerably within only a couple of weeks.

The Flip-Flop method will be applied systematically in the aforementioned “Algo‐
rithms” course in the upcoming Fall 2016 semester. We expect that 20 to 30 students
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will enroll in each of the two sections. After an initial introductory classroom session
the students will complete a ‘warm-up’ exercise where they will make a quiz from a
YouTube video of their choice. Based on our experience from current pilot course, the
students a likely to choose a topic related to their hobbies, favorite sports, movie trailers,
music videos, etc.

In subsequent weeks, both course sections will be subdivided into groups of up to
four students. The Flip-Flop scheduling app will then subdivide each screencast into
four segments and assign each student one of the segments to make a quiz from. This
tool also allows the student author to download a template that she can then upload
within the quiz authoring tool to define a set of default multiple-choice tasks as well as
the set of peer evaluation poll questions asked at the end of the quiz. Since the default
length of each task is one minute, most screencasts are 15 to 20 min long and each is
subdivided among four authors, the template typically defines 4 to 5 tasks. This template
greatly simplifies the menial chores of defining the components of a task – question,
answers, feedbacks, hints and links to online resources - as well as of synchronizing the
tasks with the video segments.

Once the author has created the quiz, she can use this app to send an email to the
other three the students in the group announcing that the quiz is ready and they can take
it. Note that this way every student creates one quiz and takes three other quizzes from
a screencast. As a consequence the quizzes she makes or takes cover the entire length
of this video.

We plan to ‘flip-flop’ alternate set of screencasts for each of the sections. I.e., suppose
that the classroom sessions will be scheduled for Monday and Wednesday for both
sections – then the first section will make and take the quizzes from screencasts for the
Monday’s session and the other section from screencasts for the Wednesday’s session.
In other words, the sections will use Flip-Flop for different sets of screencasts. Since the
paper quizzes as well as the problems on midterms and final exam will be identical for
both sections and will be closely related to the topics of the individual screencasts, we
will be able to contrast the student’s performance on problems where they either created
or took a quiz with the problems related to screencast that they only needed to watch.
Our hypothesis is that they will receive significantly more points on problems related to
their ‘flip-flop’ topics.

To be able to assess the quality of the quizzes students created, our instructor support
tool will integrate evaluation facilities that will allow a rater to give points to all of the
individual components of a task: the questions, answers, answer feedbacks, hints and
links to related resources. Our hypothesis is that the ratings for all the task components
will be significantly better towards the end of the semester.

Furthermore, we plan to augment the quiz authoring software to collect data while
the author is creating a quiz. Obviously, it will be interesting to investigate the time
needed to create the entire quiz. Moreover, the times needed to create a question, to
come up with the correct and incorrect answers, and to formulate a hint will be collected.
Our hypothesis is that despite the fact that the course topics are more difficult towards
the end of the semester, all these times will become gradually improve, and at the end
of the semester they will be significantly shorter than at the beginning of the semester.
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Our intuition as instructors lets us believe that creating an incorrect answer is more
difficult that creating the correct answer – after all, an incorrect answer should be neither
partially correct nor obviously wrong. Furthermore, a good task should have several
incorrect choices so that guessing the right choice is less likely and coming up with yet
another ‘good’ incorrect answer seems to be increasingly difficult. The analysis of the
quiz-making data will show us whether this hypothesis is correct.

In addition to the above data analysis we will let the students fill out a survey ques‐
tionnaire asking for their assessment of the Flip-Flop method at the beginning, after the
second week, and at the end of the semester. Our hypothesis is that they will be initially
inclined to give rather positive feedback given that they could freely choose the subject
of the warm-up exercise. We expect, however, that the students will be much more
critical once they had to make a few quizzes based on the actual course screencasts.
(After all, taking quizzes and in particular making quizzes takes time). Finally, their
assessment at the end of semester is likely to be more positive as quiz-making and -
taking becomes merely another routine.

3.2 Neurophysiological and Psychophysiological Measurement of Flip-Flop

Our dependent variables are cortical alpha wave activity, autonomic arousal, and
emotional valence. These are operationalized using neurological and psychophysiolog‐
ical measures. EEG measures will be collected using a 14-channel headset (Emotiv
Systems, San Francisco, CA, USA) with electrodes dispersed over the scalp along the
10–20 system [31] (see Fig. 1). The electrodes connect with the scalp surface via felt
pads saturated in saline solution. The reference electrodes are located at P3 and P4 over
the inferior, posterior parietal lobule [31]. All other channels were measured in relation
to the electrical activity present at these locations, sampled at 128 Hz. Impedances were
verified and data collected using Emotiv TestBench Software Version 1.5.0.3, which
export into comma-delimited format for subsequent analysis (Fig. 3).

Fig. 3. Position of the electrodes on the EEG headset with labels along the 10–20 system

Autonomic arousal will be operationalized as skin conductance level measured with
disposable electrodes filled with electrically neutral gel and adhered planar surface of
the foot. A Biopac MP150 system will be used to collect the skin conductance data at
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1000 Hz. Emotional valence will be operationalized as the relative activation of the
corrugator supercilli muscle group (facial EMG). Corrugator EMG will be measured
using a pair of mini (4 mm) reusable AG/AGCL electrodes filled with electrolyte gel
placed above the subject’s left eye after dead skin cells has been removed by a skin prep
pad containing rubbing alcohol and pumice. The bipolar corrugator measures were
collected using the Biopac MP150 system with high pass filters set at 8 Hz. The full
wave signal was rectified and then contour integrated online at a time constant of 100 ms,
and then sampled at 1000 Hz by the Biopac MP150 system.

4 Future Directions

The empirical examination of the Flip-Flop tool opens many doors in the educational
arena. First, the neurophysiological and psychophysiological correlates of using this
method in the classroom will be elucidated. There are many different ways individuals
learn and much research in psychology has examined it. However, using EEG and
psychophysiology in such an applied setting can provide insight into how to better
engage students in the process of learning. Tying these to behavioral outcomes (i.e.,
surveys and instructor evaluations) will provide invaluable feedback in how to develop
tools that help facilitate learning. Furthermore, the use of the tools from cognitive
neuroscience could spawn a new area of research that can be used in a variety of
academic settings to evaluate pedagogical tools and their outcomes. We refer to this
future research area as “NeuroEDU.” NeuroEDU utilizes the tools of cognitive neuro‐
science (EEG, fMRI, fNIRS, etc) to understand and facilitate the development or
improvement of pedagogical methods or tools. Our study will provide the first longitu‐
dinal investigation of a developed tool that ties both neurophysiology and psychophysi‐
ology to course outcomes. Future NeuroEDU research can examine the effectiveness of
Flip-Flop and other emerging educational methodologies for different age groups – in
particular at high-school and elementary school level –, different subject areas – such
as social sciences and arts – as well as in different educational settings – for instance in
commercial training courses.
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Abstract. Inferring the cognitive state of an individual in real time during task
performance allows for implementation of corrective measures prior to the occur‐
rence of an error. Current technology allows for real time cognitive state assess‐
ment based on objective physiological data though techniques such as neuroi‐
maging and eye tracking. Although early results indicate effective construction
of classifiers that distinguish between cognitive states in real time is a possibility
in some settings, implementation of these classifiers into real world settings poses
a number of challenges. Cognitive states of interest must be sufficiently distinct
to allow for continuous discrimination in the operational environment using tech‐
nology that is currently available as well as practical to implement.

Keywords: Cognitive state · Real time · Eye tracking · Attention

1 Introduction

The link between the mind and the brain makes it possible to use objective physiological
signals to infer the mental state of an individual. Decoding of mental states, however,
is currently limited with regard to both precision and efficiency. In a typical scenario,
data is collected over many trials that occur under varying conditions designed to elicit
distinct cognitive states, then the aggregate data is subjected to statistical analyses in
order to determine if discrimination between cognitive states is possible based on phys‐
iological data associated with each task condition (see [1] for review). This approach
increases statistical sensitivity by virtue of including a large number of samples in the
analysis, but it does not allow for cognitive state inference on a trial-by-trial basis,
thereby limiting efficiency.

Construction of a classifier capable of real time cognitive state inference is desirable
in a number of contexts as it allows for implementation of adjustments that prevent errors
or enhance performance while a task is ongoing. For instance, assessment of cognitive
state in real time may prove valuable in determining if a driver is distracted or engaged
in the driving task [2], in providing feedback with regard to emotional state and cognitive
load of operators [3], in classifying an individual as alert or fatigued during visual search
[4], and in detecting deception allowing for adjustment of questioning [5]. Researchers
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have used a number of technologies to accomplish real time cognitive state assessment,
often by using neuroimaging data such as electroencephalogram (EEG; [6]), functional
magnetic resonance imaging (fMRI; [7]), or functional near-infrared spectroscopy
(fNIRS; [8]), as well as physiological data such as galvanic skin response (GSR) and
heart rate [9]. Such technologies, however, have several limitations. For instance, MRI
equipment is expensive, immobile, noisy, necessitates a shielded room, and requires
participants to lie perfectly still during scanning, making it infeasible to implement in
most job contexts. EEG, fNIRS, GSR, and heart rate monitoring all require an individual
to wear equipment that limits mobility and may become uncomfortable over time,
making these methods ill-suited for data collection over long durations of time, such as
a regular workday of 8 h [10].

Eye tracking technology uses video recordings from cameras which may be unob‐
trusively placed in nearly any environment to quantify eye phenomena such as pupil
size, eye fixations, eye movements, and blinks [11]. The temporal resolution of these
recordings is on the order of milliseconds, allowing for discrimination between cognitive
states in real time using these eye metrics [4]. While the notion that eyes are the window
to the soul may be debatable, eye metrics are thought to reflect brain activity, thereby
acting as a window to cognitive processes [12–14]. Brain state information may be less
susceptible to conscious or unconscious countermeasures than indirect metrics such as
blood pressure, respiration, and GSR [15], thereby making incorporation of brain state
information particularly valuable as a relatively clean source of data reflecting the mental
state of an individual.

Broadly speaking, the human visual system may be divided into two modes of atten‐
tional processing: ambient and focal. During ambient processing attention is allocated
broadly across the visual field. This type of processing is subserved by a dorsal neural
pathway in the brain dedicated to determining where in space objects exist and how to
interact with them. During focal processing attention is allocated to a region of the visual
field defined by an object. Focal attention is associated with a ventral neural pathway
concerned with object identification [16]. These distinct brain processes manifest in the
amplitude and duration of the saccadic eye movements that occur between fixations (a
relative stillness in eye position lasting from tens of milliseconds to several seconds and
largely considered indicative of attention to the given position), may be categorized as
related to ambient or focal processing based on the amplitude and duration of saccades,
or the quick motions of the eye from one fixation to another, prior and subsequent to the
fixation [11, 17]. Thus, for an individual engaged in a task with a visual component it
is possible to monitor the balance between ambient and focal attention in real time. Eye
tracking is therefore efficient, as its temporal resolution is conducive to real time moni‐
toring, as well as relatively precise, in that it enables classification depth beyond a coarse
inference of whether or not an individual is allocating attentional resources to a task by
further allowing determination of type of attentional resources allocated.

Often, visual search follows a coarse-to-fine strategy in which initial search is domi‐
nated by ambient processing characterized by long saccades and short fixations in order
to acquire the gist of a scene, followed by focal search characterized by short saccades
and long fixations for purposes of object recognition; essentially exploration followed
by inspection [18]. There are, however, exceptions – for instance free viewing of natural
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scenes such as land or cityscapes in the absence of a task or goal is characterized by
dominant focal attention, both over time and immediately following stimulus onset [17].
Thus, it is important to consider how task demands influence search patterns [19]. Real-
time assessment of the balance between ambient and focal attention may be a valuable
predictor of performance in a variety of domains, enabling implementation of mitigation
measures prior to a critical incident. For instance, drivers have demonstrated selective
impairment in response to side tasks depending on if the ancillary task required ambient
or focal processing [20], while level of stress [21] and mood [22] bias the amount of
time spent in each processing mode. Thus, real-time assessment of visual processing
that allows for discrimination between focal and ambient processing may allow perform‐
ance predication as well as inference of cognitive state.

One method of visualizing the dynamic interplay between ambient and focal atten‐
tion is to compute the K-Coefficient by standardizing the current fixation duration and
the subsequent saccade amplitude and taking the difference between them, with positive
ordinates indicating focal processing at the fixation and negative indicating ambient
processing [23]. In the current work, we applied this method to two categories of task-
oriented viewings of natural scenes. For the first category of images, we gave participants
the task of determining either the profession portrayed in a photograph or the season
during which the photograph was taken. For the second category, we asked participants
either to count the number of vehicles in an image or to count the number of floors in
the tallest building in the image. Eye movements were recorded during image search,
and fixations were subsequently categorized as ambient or focal using the K-Coefficient
algorithm. The results from this analysis are used to underscore obstacles to real time
cognitive state assessment.

2 Method

Participants. Forty-one participants (Males = 22; Age: Mean = 26.97, SD = 11.53,
Range = 17–65 years), employees, interns, staff, and contractors of Sandia National
Laboratories, participated in this study. Three did not provide the requisite demographic
information. Technical issues led to loss of data in two instances, reducing usable data
to n = 39 (Males = 20; Age: Mean = 27.14, SD = 11.69, Range = 17–65 years). Partic‐
ipants were paid their hourly wage for participation in the study.

Stimuli. Photos, 13 in all, were divided into two categories: (1) five with cars and
buildings (CB) and (2) eight that we have termed ‘Seasons, Professions’ (SP), photo‐
graphs of people in various roles ranging from that of an early 20th century factory
assembly line to policemen.

Visual Search Task. Participants completed a still image search task in which they
were directed to answer a given question based on what they discerned from various
photographs. The task was created and presented with EyePresentation, visual stimulus
presentation software developed at Sandia National Laboratories. Stimuli were
presented at a resolution of 1280 × 1024 on a Dell 1901FP LCD Monitor (38 cm x
30 cm). Before viewing the photos, participants were presented with a slide that asked
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questions similar to a Yarbus task [24]. Questions on instruction slides pertaining to CB
images included “How many vehicles can you see?” or “How many stories does the
tallest building have?” while questions preceding SP images were “In what season was
this photo taken?” and “What job or profession is portrayed in the photo?” While all
participants saw all images, questions were counterbalanced by condition (CB and SP).
After viewing an instruction slide, participants viewed a fixation cross for 1 s. A fixation
cross preceded all instruction, image stimulus and response slides. All participants
viewed the photographs in the same order, but two orders of questions were used such
that across participants both questions were asked for each image. For instance, in the
SP condition both groups saw a photo of an early twentieth century assembly line,
however one group (n = 18) was asked “What job or profession is portrayed in the
photo?” and the other (n = 21) responded to, “In what season was this photo taken?”
Our other condition (CB) featured city and landscapes in which participants were asked
either “How many stories are in the tallest building?” or “How many vehicles are there?”
When prepared to answer the question, participants pressed the space bar on a keyboard.
The image was replaced by the fixation cross and followed by a response slide.
Each phase of the trial was self-paced. Participants pressed the space bar on a keyboard
to progress to the next phase when they understood the question, obtained an answer,
and had verbalized their answer for the experimenter. There was, however, a ceiling of
45 s for instruction, image stimulus and response slide viewing. Most participants
proceeded through the task before reaching this. See Fig. 1 for visualization of the task
progression.

Fig. 1. Timeline of each trial, using vehicle counting as an example. The progression from
instructions to image stimulus to response was self-paced, within a 45 s time window for each
portion of the trial. Image source: CC0 Public Domain, https://pixabay.com/en/berlin-germany-
urban-buildings-103154/.

Procedure. After being informed of their rights as research participants and providing
informed consent, participants completed a demographic questionnaire providing infor‐
mation on age, sex, and experience with visual imagery work such as photography and
other forms of imagery. Participants were then seated in a 148 cm long × 102 cm wide
(58 in. x 40in.) ‘SE 2000’ soundproof, dark room manufactured by Whisper Room
Sound Isolation Enclosures at a viewing distance of 54–92 cm from the computer
monitor. The door was propped open to enable verbal communication between the
participant and experimenter. The open door allowed ambient light to enter the room
and the amount varied between participants. Although we did not take light measure‐
ments, typical illumination ranges from 1 lx in a very dim room to a typical value of
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90 lx in a work or living space [25]. Prior research indicates that illumination in the
range of 0 to 1000 lx does not significantly affect accuracy or precision of eye tracking
data [26].

We collected eye tracking data using EyeWorks Suite (v. 3.12.5395.30517) on a
DELL Precision T3600 using Windows 7 operating system on an Intel Xeon CPU
E5-1603 0 @ 2.80 GHz with 8 GB of RAM. All stimuli were presented at a resolution
of 1280 × 1024 on a DELL 19” LCD monitor. We utilized a 60 Hz FOVIO eye-tracker
manufactured by Seeing Machines and verified calibration through a five-point calibra‐
tion procedure in EyeWorks Record prior to the task. Calibration was considered suffi‐
cient if the dot following the eye movement trajectory was sustained (indicating that the
eye movement monitor was not losing tracking) and if the calibration dot was accurate
(falling on the calibration check targets at the center and corners of the screen when the
participant was instructed to look at them, with inaccuracy of up to one centimeter for
the upper two corner targets). The eye-tracker was located between 9.5 cm and 8 cm
beneath the bottom of the viewing screen. Following calibration, participants completed
the task as described above, and in Fig. 1.

After completing this task, the FOVIO was recalibrated before moving on to a
Smooth Pursuit task. As this task is not pertinent to this article, it is not discussed further
but is described in [27]. Upon completion of this task, the experimental portion of the
study was complete and subjects discussed the study with the experimenter before
leaving. From consent to debriefing, the study duration spanned roughly 45 min.

3 Results

Fixations were classified as relating to ambient or focal attention using the K-Coefficient
[23], which was calculated for each fixation using the difference between the standar‐
dized values (z-scores) of the duration of the current fixation (di) and subsequent saccade
amplitude (ai + 1), as such:
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𝜎
d

−
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i+1 − 𝜇
a

𝜎
a

, i ∈ [1, n − 1] (1)

In this equation, μd and σd represent the mean and standard deviation, respectively,
of the fixation duration while μa and σa represent the mean and standard deviation,
respectively, of the saccade amplitude, computed over all n fixations. Positive values
therefore represent a relatively long fixation followed by a relatively short saccade,
indicative of focal attention for that fixation. Conversely, negative values represent a
relatively short fixation followed by a relatively long saccade, indicative of a state of
ambient attention for that fixation. Similar to prior research [17], scanpaths with less
than four total fixations were excluded from analyses. In addition, the first fixation for
a given trial was removed from analysis to compensate for the effect of the fixation cross
which biases first fixations toward the center of the screen.

In order to evaluate potential differences between conditions with regard to ambient and
focal attention, a RM ANOVA was conducted, with two levels of fixation type (ambient
vs. focal) and four levels of condition (cars vs. buildings vs. seasons vs. professions).
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All pairwise comparisons were planned, and thus no alpha correction was applied. This
analysis revealed an attention x condition interaction, (F(3,36) = 2.930, p = 0.047), as well
as a main effect of attention (F(1,38) = 8.946, p = 0.005) and a main effect of condition
(F(3,36) = 8.325, p < 0.001). Follow-up pairwise comparisons indicate a greater number
of focal vs. ambient fixations (mean difference .617, p = 0.005) and that more fixations
(collapsed across attention type) occurred in the buildings vs. cars condition (mean differ‐
ence 4.438, p < 0.001), in the buildings vs. professions condition (mean difference 3.651,
p < 0.001), in the seasons vs. cars condition (mean difference 3.511, p < 0.001), and in the
seasons vs. professions condition (mean difference 2.727, p < 0.001).

Additionally, there was a simple effect of condition within ambient attention
(F(3,36) = 6.774, p < 0.001) and a simple effect of condition within focal attention
(F(3,36) = 9.460, p < 0.001). Follow-up pairwise comparisons indicate a greater number
of ambient fixations in the buildings vs. cars condition (mean difference 3.628,
p < .001), in the buildings vs. professions condition (mean difference 2.934, p = 0.003),
in the seasons vs. cars condition (mean difference 3.325, p < .001), and in the seasons
vs. professions condition (mean difference 2.630, p < 0 .001). Additional pairwise
comparisons indicate a greater number of focal fixations in the buildings vs. cars condi‐
tion (mean difference 5.248, p < 0.001), in the buildings vs. professions condition (mean
difference 4.368, p < 0.001), in the seasons vs. cars condition (mean difference 3.697,
p < 0.001), and in the seasons vs. professions condition (mean difference 2.816,
p = 0.002).

These pairwise comparisons indicate similar findings for both focal and ambient
fixation types (more of both types for buildings vs. cars and vs. professions, and more
of both type for seasons vs. cars and vs. professions). In order to determine if these
findings may be an artifact of differential search times between conditions (given the
nature of the task involved self-terminated search up to a ceiling of 45 s) we conducted
a number of pairwise comparisons evaluating the effect of condition on search time,
collapsed across attention. These comparisons revealed a greater amount of time (in
seconds) was spent searching in the buildings vs. cars condition (mean difference 1.445,
p = 0.004), in the buildings vs. seasons condition (mean difference 1.541, p < 0.001),
in the buildings vs. professions condition (mean difference 2.215, p < 0.001), and in the
seasons vs. professions condition (mean difference .674, p = 0.021; see Fig. 2). As these
differences closely mapped onto the findings for number of fixations, we re-ran the
previous analysis with total search time within the appropriate condition(s) as a cova‐
riate. With this control in place, the difference in number of focal or ambient fixations
between conditions was no longer significant for any comparisons between conditions
(all ps > .05).

Due to the overall differences in search times between conditions, and based on
previously identified visual processing periods, we divided data into early, middle, and
late search periods, as in [28]. The early search period corresponds to the first 1.5 s of
scene viewing, the middle to 1.5–3.0 s, and the late 3.0–4.5 s. Early visual search phases
are thought to be driven largely by bottom-up visual features (e.g., color, edges, lumi‐
nance, motion) while during later stages top-down influences (e.g., task goals, motiva‐
tions, strategies) are thought to dominate [29]. Therefore, we investigated the possibility
that bottom-up and top-down search contributions would shift across these search
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periods, reflected in a difference in number of ambient or focal fixations over time.
Collapsed by condition, there were no significant differences in number of ambient or
focal fixations between time periods (all ps > 0.05; see Fig. 3), though the trend of more
focal relative to ambient attention over time is consistent with previous literature [28].

Fig. 3. Average number of fixations by search period and attention type, collapsed across
condition.

Additional planned pairwise comparisons were conducted in order to investigate a
potential effect of time within each condition and attention type. These pairwise compar‐
isons revealed a significant difference within ambient attention for the buildings condi‐
tion, such that the middle search period contained more fixations than the late search
period (mean difference .494, p = 0.013) and for the professions condition such that the
middle search period contained more ambient fixations than the early search period
(mean difference .342, p = 0.031). Within focal attention, for the buildings condition
more fixations occurred within the middle search period than the late search period
(mean difference .414, p = 0.018), and more within the late search compared to the early
search period (mean difference .523, p = 0.003). For the seasons condition, more focal
fixations occurred within the middle than the early search period (mean difference .560,
p < 0.001) and more focal fixations occurred within the late vs. early search period (mean
difference .517, p < 0.001). For the professions condition, more focal fixations occurred
within the middle vs. early search period (mean difference .431, p = 0.002) and within
the late vs. early search period (mean difference .520, p < .001).

Fig. 2. Average search time in seconds broken down by search condition. Note that overall
differences in search time between conditions account for differences between conditions in
number of ambient and focal fixations.
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We also calculated planned pairwise comparisons between conditions within early,
middle, and late search periods in order to determine if there was a difference within any
search period for the different search conditions. These analyses revealed no significant
differences in ambient fixations within the early search period (all ps > 0.05), but a
significant difference in focal fixations within the early search period such that there
were more focal fixations in the cars condition vs. the professions condition (mean
difference .325, p = 0.041). Within the middle search period there was a difference in
ambient fixations, with more fixations in the seasons condition vs. the cars condition
(mean difference .678, p = 0.008) and more in the profession condition than the cars
condition (mean difference .580, p = 0.021). There were no differences for focal fixations
in the middle search period (all ps > 0.05). In the late search period, there were differ‐
ences in number of ambient fixations, with more occurring in the seasons vs. cars condi‐
tion (mean difference .555, p = .005), more in the seasons vs. buildings condition (mean
difference .739, p < 0.001), more in the professions vs. cars condition (mean differ‐
ence .434, p = 0.04), and more in the professions vs. buildings condition (mean differ‐
ence .618, p = 0.01).

4 Discussion

Eye tracking represents a non-invasive method of collecting data that may be imple‐
mented in many research and job contexts without interfering with task performance,
and is therefore a technology worth pursuing in the realm of real-time assessment. There
are, however, a number of challenges to overcome with regard to both research and
practical implementations. The preliminary results of the current study indicate the
ability to discriminate between ambient and focal attention states and differentiation by
task. We found that when search time is self-terminated there were differences in the
average time spent searching between image conditions; notably, participants spent
more time searching in the buildings condition than in the other search conditions.
Controlling for this difference in average search time rendered differences in overall
number of ambient and focal fixations between conditions non-significant. Dividing
search time into early, middle, and late search periods, however, revealed several differ‐
ences between conditions with regard to ambient and focal attention within a given
search period. Notably, differences between conditions within ambient were limited to
middle and late search periods, while differences within focal were limited to early
search. Within conditions, we found evidence for an effect of time within attention type.
For the seasons and professions conditions, there tended to be more ambient fixations
in the middle search period relative to the early, while for the buildings condition there
were more ambient fixations in the middle vs. late search period. For focal attention,
there were significantly more fixations in the middle and late search periods vs. the early
search period for the buildings, seasons, and professions conditions.

Focal attention is thought to be driven by bottom-up stimulus characteristics to a
greater degree than ambient attention when participants are free-viewing natural scenes
[17], and is associated with top-down processing later on in visual search when knowl‐
edge and expectations guide a detailed inspection of a particular image feature [17, 29].
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The current task was goal-directed, standing in contrast to previous research that has
characterized attentional states under free viewing conditions [17]. Giving participants a
search goal prior to the onset of each image, as in the current research, may impact the time
course of focal attention associated with top-down, goal-directed behavior. While this
seemed to be the case for the cars condition, in all other conditions there was a greater
number focal fixations in middle and late search periods relative to early search. This is
consistent with prior research suggesting dominance of focal attention over time [28], and
collapsing across conditions suggests an overall pattern of a shift toward focal attention
as search time increases in goal-direct visual search (see Fig. 3). It is important to note
that in the current study search time was self-terminated by participants, with a ceiling of
45 s. This potentially leaves substantial time following the “late” visual processing period
cutoff of 4.5 s. We found a main effect of attention type such that across the entirety of the
search period there were significantly more focal fixations than ambient fixations, but
given the time span of the search it may be useful to use a finer analysis with regard to
time. For instance, it is possible in some search conditions participants cycle through
periods of ambient and focal domination as they move between areas of interest. This
shifting cycle may be different between search conditions or over time, making it a poten‐
tial valuable contribution to a classifier. Additionally, this may help determine if visual
processing periods of the durations used in this and prior work are appropriate for self-
terminated search which may substantially exceed 4.5 s.

For the cars and buildings conditions, participants were explicitly directed to locate
targets (cars or buildings) and count them. In the seasons and professions condition, we
asked participants to look at an image and make a judgement based on the evidence they
were able to gather from cues within the image. It may be that this type of judgement
requires more ambient processing as one develops a ‘gist’ of the situation. This is
supported by a greater number of ambient fixations during the late search period in both
the seasons and professions conditions relative to the cars and buildings conditions,
suggesting persistence of ambient attention for conditions involving judgement based
on image cues. Additionally, image stimuli in the cars and buildings conditions did not
include any human beings, while the seasons and professions conditions contained
human beings in each image, which are highly salient to attentional and visual
processing [30].

Ecological Validity. The current research demonstrates that tasks under the same
general domain (e.g., visual search) may elicit different patterns of cognitive states,
contingent on such factors as specific stimuli content and task goals. Therefore, when
attempting to generalize laboratory research to an operational environment, it is critical
that the laboratory circumstances closely mimic those of the environment of interest.
Often, real time cognitive state classifiers are built under laboratory conditions of strict
control, using tasks specifically designed to elicit drastically different cognitive states
in a binary fashion (e.g., alert vs. fatigued; anxious vs. relaxed) thereby maximizing the
likelihood of building a successful classifier [1, 4]. Establishing that a classifier is effec‐
tive under these ideal conditions is a valuable feasibility step. Real-world jobs, however,
do not often embody the same method of utilizing extremely different task conditions
for purposes of identifying distinct cognitive states based on physiological metrics.

Real Time Assessment of Cognitive State 115



Instead, they may elicit many overlapping cognitive states on a continuum not present
in laboratory conditions [1]. In addition, real-world environments may introduce obsta‐
cles to data quality not present in a laboratory, such as substantial participant movement
and sources of electrical interference that may dictate the types of technologies available
for data collection [10]. Therefore, research geared toward application within a partic‐
ular environment should attempt to mimic the environment of planned deployment as
closely as possible.

Classifier Construction. Building a classifier capable of discriminating between
cognitive states in real time invites a number of challenging decisions. One such decision
is which data to collect and use. For instance, eye tracking offers the ability to collect
several data streams in parallel, including eye movement metrics, pupil size, and blinks,
all of which have been demonstrated to relate to cognitive state [4]. Previous research
using eye tracking data suggests that a classifier constructed implementing all of these
data streams significantly outperforms classifiers built using only one data stream [4].
In the current study, ambient fixations resulted in discrimination between certain search
conditions within middle and late search periods, while number of focal fixations
allowed discrimination during the early search period, suggesting value in tracking both
types of fixations. It is therefore important to determine acceptable margins of error
weighed against additional costs in terms of computational resources. In a similar vein,
it may be true that each data stream allows discriminability between different cognitive
states. For instance, blinks may provide critical information when discriminating
between an alert vs. a fatigued state, while eye movement metrics may be particularly
valuable in discriminating between different types of attention within an alert state, and
pupil size may be the best indicator of cognitive load [11]. Thus, multiple data streams
may allow for varying levels of cognitive state classification that are particularly well
suited to performance prediction at different task stages. It is also worth noting that
search time differed between conditions, with average search time in the buildings
condition exceeding that of the other conditions. In many operational environments,
visual search is self-terminated by the operator (e.g., airport bag screening, radar anal‐
ysis); if different conditions allow classification of goal state, incorporating search time
into a classifier may prove valuable.

An additional consideration is the type of classifier to use. Both linear and nonlinear
models are available, and evidence suggests either may be effective [4]. Success,
however, may interact with the time interval of data fed into each model. Nonlinear
models were found to outperform linear models in two out of three cases when a 1 s
interval was used, while linear models performed based when a 10 s interval was used
[4]. It is worth noting that model performance varied between individuals such that one
model did not exhibit superior performance across all individuals within any given condi‐
tion. Likewise, an analysis of relative contribution of data streams (i.e., eye movements,
blinks, pupil size) revealed that no single metric was a better predictor of cognitive state
than the other metrics across all individuals for a given task. Therefore, individual cali‐
bration may be necessary when attempting to maximize the accuracy of a classifier.

Indeed, individual differences may affect classifier performance in a number of
ways. For instance, eye tracking data quality may vary as a function of age, sex,
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ethnicity, and disease state [26, 31], cultural variation has been found to influence
patterns of visual scene inspection [32], and older adults may exhibit different viewing
patterns than younger adults [33]. In addition to differences between individuals,
substantial variability may occur within an individual or an individual’s environment
over time. For instance, adjustments in ambient light intensity and sound, use of
caffeine or nicotine, and eye makeup all influence the quality of eye tracking [34].
Controlling for these factors can be a particular challenge if eye tracking is to be
implemented under necessarily changing environmental circumstances, such as
during driving. A number of studies have indicated that classifiers trained and tested
using physiological data obtained over a single session are capable of discriminating
between cognitive states [4, 17, 35–37], but classifier accuracy may deteriorate over
time due to these individual and environmental changes [38]. Training a new classi‐
fier is time consuming, so one compromise is to adjust the classifier at regular inter‐
vals using a small amount of newly collected data. For a task involving complex
multitasking, an additional 2.5–7 min of data per level of task difficulty was found to
significantly enhance classifier accuracy for the remainder of the day, though this
improvement was attenuated when extending classifier use for an additional day
without incorporating additional training data [38]. Therefore, it may be useful to
consider applying additional training data on at least a daily basis in order to account
for individual and environmental changes over time.

5 Conclusion

Several technologies offer the possibility of assessing cognitive state in real time
using objective physiological data, allowing for online adjustment of task demands
to avoid costly errors. There are a number of conditions that must be met for
successful implementation of a real time cognitive assessment system in a job setting.
The task performed must elicit cognitive states which are discriminable using tech‐
nology that is practical within the job setting, these cognitive states must map onto
performance in a meaningful way, and the classifier must account for differences both
between and within individuals and environments. Current eye tracking technology
makes this a feasible endeavor within certain contexts, yet there are a number of crit‐
ical considerations to be cognizant of when attempting translation from a laboratory
to an operational environment.
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Abstract. We present an empirical study using eye tracking equipment to
understand how novices read source code in the context of two introductory
programming classes. Our main goal is to begin to understand how novices read
source code and to determine if we see any improvement in program compre-
hension as the course progresses. The results indicate that novices put in more
effort and had more difficulty reading source code as they progress through the
course. However, they are able to partially comprehend code at a later point in
the course. The relationship between fixation counts and durations is linear but
shows more clusters later in the course, indicating groups of students that
learned at the same pace. The results also show that we did not see any sig-
nificant shift in learning (indicated by the eye tracking metrics) during the
course, indicating that there might be more than one course that needs to be
taken over the course of a few years to realize the significance of the shift. We
call for more studies over a student’s undergraduate years to further learn about
this shift.

Keywords: Eye tracking study � Program comprehension � Novices

1 Introduction

Programming involves both reading and writing source code [1]. Present computing
education focuses on teaching how to write code, by taking reading skills for granted.
Code reading which is also an important part of program comprehension is rarely
considered [2]. If we understand how novices read source code, and what difficulty
they face during initial learning, we can design better instruction tools, and educational
environments. In this paper, we present an empirical study using eye tracking equip-
ment to understand how novices read source code in the context of two introductory
programming classes. Our main goal is to begin to understand how novices read code
and determine any improvements in program comprehension as the course progresses.
We use an eye tracker in the study as it is known that visual attention triggers mental
processes in order to comprehend and solve a given task and effort put visually is
directly linked to the cognitive effort [3]. A fixation is when the eye stabilizes on a
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particular location for a particular duration. Saccades are quick movements between
eye fixations. A scan path is a directed path formed by saccades between fixations.
According to eye tracking literature, processing of visual information occurs during
fixations but no processing occurs during saccades [4, 5].

The main contribution of this paper is an eye tracking empirical study that assesses
how students, in particular novices read source code during a semester. Data collection
was done using two methods: online questionnaires and an eye tracker (hardware and
software). The ultimate goal is to develop better teaching strategies specifically targeted
to novices and how they learn. To achieve this long-term goal, we first need to conduct
several studies to determine individual behavior and determine if any differences exist
before we can generalize this process. In this paper, we seek to answer the following
research questions.

• RQ1: What progress do novices make as they go through a programming course?
• RQ2: Can we determine the difference in novice accuracy and progress using eye

tracking data?
• RQ3: What are the similarities and differences in eye gaze between different tasks as

time progresses in a course setting?

The paper is organized as follows. We give a brief description of related work in
Sect. 2 followed by details on the experimental setup in Sect. 3. Section 4 presents
observations and results. We present a discussion of the results in Sect. 5 followed by
conclusions with ideas for future work.

2 Related Work

Busjahn and Schulte [1] conduct a study to find the importance of code reading and
comprehension in teaching programming. They interviewed instructors to determine
the importance of code reading in five categories: conceptualization, occurrences, and
effects of successful code reading, challenges for learners, as well as approaches to
facilitate code reading. The results tend to show that code reading is connected to
comprehending programs and algorithms.

Sharif et al. study the impact of identifier style (i.e., camel case or underscore) on
code reading and comprehension using an eye-tracker [6, 7]. They find camel case to be
an overall better choice for comprehension. Sharafi et al. [8] extended this work and
conducted an eye tracking study to determine if gender impacts the effort, time, and
ability to recall identifiers.

Turner et al. [9] conducted a comparison study between C++ and Python source
code to assess effect of programming language on student comprehension. They found
no statistical difference between C++ and Python with respect to accuracy and time, but
there is a significant difference between C++ and Python for fixation rate on buggy
lines of code for find bug tasks.

Crosby et al. studied the effect of beacons on program comprehension and stated that
beacons may be in the eye of the beholder [10]. Fan noted similar results on a study done
in 2010 affirming results that suggest beacon identification is in the eyes of the beholder
but noticed that the presence of comments does have an effect on code reading [11].
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Hansen et al. looked into factors that made code hard to understand [12]. It was
conducted online and used variants of Python source code to determine difficulty. The
study was conducted on a wide range of subjects with varied programming experience.
Their results led to a better understanding that experience helps when programmers
believe that there may be errors but can actually hinder their ability when they haven’t
been trained for specific cases. Their results also showed that vertical whitespace was a
factor in grouping sections of related statements together.

Busjahn et al. [13] talk about the relevance of eye tracking in computer education.
In more recent work, Busjahn et al. [14] look into how source code reading differs from
reading natural language and find that there is indeed a significant statistical difference.

3 The Study

An overview of the experiment is shown in Table 1. In order to understand the pro-
gression of the novice’s understanding, we decided to conduct the experiment in two
phases. The first phase was held in September 2014 and the second phase was held in
November 2014. Different material was covered in class before each phase was con-
ducted. The novice was instructed to read the code snippets shown to them and answer
a comprehension question. They were also asked about the level of difficulty and their
confidence level of answering the questions related to the code snippets.

The main dependent variables we want to determine that might be affected by the
two phases are the accuracy, time, fixation count, and fixation duration.

3.1 Hypotheses

Based on the research questions presented above, four detailed null hypotheses on each
of the four dependent variables are given below.

Ha: There is no significant difference in accuracy between Phase 1 and Phase 2.
Ht: There is no significant difference in time between Phase 1 and Phase 2.
Hfc: There is no significant difference in fixation counts between Phase 1 and
Phase 2.
Hfd: There is no significant difference in fixation durations between Phase 1 and
Phase 2.

Alternative Hypotheses: There is a significant difference in accuracy, time, fixation
count, and fixation duration when it comes to the two phases. Thus it is expected that if
some improvement in learning occurs then there will be large differences between
Phase 1 and Phase 2.

Table 1. Experiment overview

Goal To understand how novices read source code
Main factor Time between testing: Phase 1 and Phase 2
Dependent variables Accuracy, time, fixation count, fixation duration
Secondary factor Class (Group1, Group2)
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3.2 Participants

We recruited students from two classes in Fall 2014 at Youngstown State University
(YSU). The first class was an object oriented beginner programming class and the
second class was the server-side class on web development. We refer to the OOP class
as Group 1 and the Server side class as Group 2 throughout the rest of the paper. There
were 11 and 10 students in the OOP class and the server side class respectively. The
syllabus for the OOP class was observed during the creation of the tasks. We asked our
participants to self-assess their skills in a pre-questionnaire. Even though Group 2 had
students with slightly more experience than Group 1, they were still novices. Figure 1
shows demographics of participants.

3.3 Tasks

We designed the tasks for both the phases of the study based on what the novices
covered in the class syllabus for OOP in Group 1. In Phase 1, the tasks involved the
following topics: array of strings, static keyword, random, substring, and static class
methods. In Phase 2, the tasks involved topics such as GUI and events, exception
handling, validation and OO inheritance and polymorphism. See Table 2 for an
overview of the tasks used in the study. The complete set of study questions and
programs including all background questions and post questionnaires can be found at
http://seresl.csis.ysu.edu/HCII2016.

This study had six stimuli (programs) in each phase. The first phase had two tasks:
“What is the output?” and “Give a summary”. In the second phase we restricted the task
to only giving a summary. There were easy, medium, and difficult programs with
varying length to test different scenarios. In Phase 2, a program that was conceptually
similar to a program is Phase 1 was also used to see if it was easier to comprehend after
a couple of months. The Primes program was compared with CheckString from phase 2

Fig. 1. Java expertise in both groups (Color figure online)
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in the difficult category, StringProcessingDemo was compared with TextClass and
Count was compared with PrintPattern. They are shown in bold in Table 2.

3.4 Data Collection and Apparatus

All subjects answered the six tasks in each phase via an online questionnaire presented
as a Google Form. Each question was timed and the subjects’ eyes were tracked. The
subjects had to type the answer in the space provided in the online forms after they
finished each task. We obtained IRB training and approval before we began this study.

The Tobii X60 eye tracker was used in this study. It is a 60 Hz video-based
binocular remote eye tracker that does not require the user to wear any head gear. It
generates 60 samples of eye data per second. The average accuracy for the Tobii eye

Table 2. Overview of tasks and programs used in the study

Program name Task Overview of
the program

Difficulty
level

Phase
1

Phase
2

StringCheck Output String
comparison

Easy X

Primes Summary Finds all
primes <=n

Difficult X

TestPassArray Output Swapping array
elements

Medium X

StringProcessingDemo Summary Change part
of a string

Easy X

Rectangle Output Area of a
rectangle

Difficult X

Count Summary Number of
times a
letter occur
in a string

Medium X

TextClass Summary Change part
of a string

Easy X

TestingCircle Summary Exception
handling

Medium X

CheckString Summary Check if string
input is a
palindrome

Difficult X

DoSomething Summary Selection sort Easy X
PrintPattern Summary Prints three

rows of stars
in triangle

Medium X

KeyboardPanel Summary Draws a letter
and moves it
using arrow
keys

Difficult X
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tracker is 0.5 degrees which averages to about 15 pixels. The eye tracker compensates
for head movement during the study. The study was conducted on a 24 in. monitor
with screen resolution set at 1920 * 1080. The eye gaze data includes timestamps, gaze
positions, fixations and their durations, pupil sizes, and validity codes. In this study, we
only analyze fixations and their durations.

4 Study Results

We now present the results and seek to provide answers to our research questions posed
in the Introduction. Since our data is not normal and we have a small sample size, we
use non-parametric measures to determine significance using the Wilcoxon paired test
with alpha set at 0.05 that determines significance with a 5 % error and 95 %
confidence.

4.1 Accuracy and Time

Each of the twelve programs were anonymously scored by the first author as fully
correct, partially correct, or completely incorrect where partially correct got a rating of
0.5 and fully correct got a score of 1. With respect to correctness in Group 1, Wilcoxon
test shows that Phase 1 total accuracy was significantly less accurate than Phase 2

Fig. 2. Results for accuracy and time – Group 1 and Group 2 (both phases)
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(p = 0.045). In Group 2, Wilcoxon test also shows that Phase 1 total accuracy was
significant less than Phase 2 (p = 0.010). We see that in Group 1, novices were more
accurate in Phase 2 compared to Phase 1. They were also able to partially give answers
to the programs in the second phase. Refer to Fig. 2 for the descriptive statistics.

With respect to time, there was no significant difference between Phase 1 and Phase
2 in terms of overall time of both groups. However we did find a significant difference
between the following programs (Refer to Table 2 for more information on the tasks).

• Count and PrintPattern (p = 0.012) – Medium difficulty
• StringProcessingDemo and TextClass (p = 0.049) – Easy difficulty

where the program task in Phase 2 took longer to solve.
We notice that the StringCheck program that was the easiest was done in the least

amount of time with not much variation between the subjects. The Primes and the
Count programs were at the difficult and medium level of difficulty respectively. We
notice that there is a much larger variation among the students for the harder programs
that involve more programming constructs. In Phase 2, we found that the easy program
TextClass took subjects longer to solve than its comparable counterpart in Phase 1
(i.e. StringCheck). We could speculate that this is because the novices start to focus
more at the code and genuinely try to understand it. We notice this similar trend for
Group 2 for the easy programs (i.e. StringCheck and TextClass). Group 2 took longer
for almost all the tasks since they were more experienced than Group 1 and put in the
effort to understand the programs to produce a reasonably correct answer. We also
wanted to determine if there is any correlation between time and accuracy. We find that
with increased amount of time, we see higher accuracy. In Phase 2, we again notice a
step shift for two sets of students indicating that they might have learned in a similar
fashion throughout the course.

We also compare programs that are similar in concept in Phase 1 and Phase 2 to
determine if learning improved. The program Count is matched with PrintPattern,
Primes is matched with CheckString, and StringProcessingDemo is matched with
TextClass in Phase 1 and Phase 2 respectively.

Group 1 - We find that in the case of Count and PrintPattern, many of the students
could not get the program correct in Phase 1 but many of them got PrintPattern
partially correct in Phase 2. Comparison between Primes and CheckString shows that
half of the total students of Group 1 showed partial improvement in accuracy solving
Checkstring in Phase 2, hence there is no big difference in accuracy. When we compare
StringProcessingDemo with Textclass, we noticed that three novices answered better in
the second phase and four novices answered with the same level of accuracy (correct)
in both phases. In terms of time, novices spent more time on the Count program in
Phase 1. For Primes and CheckString, this was reversed because a majority of the
students spent more time on CheckString from Phase 2. For the third set of programs
we find that students spent more time reading StringProcessingDemo of Phase 1 than
TextClass of Phase 2.

Group 2 - Between Count and PrintPattern, we found a huge jump in accuracy for
PrintPattern in Phase 2. For the second set, four students had the same level of
accuracy. Two of them answered better in the second phase with two answering
incorrectly in the second phase. In terms of time, we see that half of the students spent
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more time reading Count of Phase 1 compared to PrintPattern of Phase 2. For Primes
vs. CheckString, four students took longer for Primes (Phase 1) than CheckString in
Phase 2. Six students took longer for the StringProcessingDemo in Phase 1 than the
program in Phase 2. This could indicate higher cognitive load.

4.2 Fixation Counts and Fixation Durations

Before we calculate fixation counts and durations we need to define areas of interest
(AOIs) for which to collect them in. In this study, an AOI comprises each line of source
code. The number of AOIs are equivalent to the number of lines in the program. We do
not count any eye gazes that fall outside these lines i.e., blank space. In this paper, we
only focus on the total lines AOI and not on an individual line-level analysis. The
Wilcoxon test did not report any significant results for fixation counts or fixation
durations between phases. In Phase 1, the highest fixation counts were on Primes, and
the Count program. In Phase 2, TestingCircle and the DoSomething programs were the
hardest for the participants. Only one participant got the DoSomething program correct
in Group 1. None of the students got the DoSomething program correct in Group 2. The
same trend is observed in the fixation counts in Group 2 for Phase 1 and Phase 2. See
Fig. 3 for fixation counts in Group 1 for both phases.

Fig. 3. Fixation counts for Group 1 (both phases) (Color figure online)
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See Fig. 4 for fixation durations for Group 1. We have provided the fixation
duration figures for Group 2 on the supplementary website listed in Sect. 3.3. In Group
1, the fixation durations were higher for Primes and Count programs in Phase 1. In
Phase 2, TestingCircle and DoSomething had the highest fixation durations and the
most variability between subjects. This indicates that not all the students were learning
the concepts at the same rate. The standard deviation of the distribution for these
programs was larger than the others.

In Group 2, for Phase 1, we find the most fixation durations on the Primes and
StringProcessingDemo programs. In Phase 2, TestingCircle was the most difficult
program since it had the highest number of mean fixation durations. This indicates
higher cognitive load which is clearly harder for the novices to understand. Regressions
(fixating over the same lines over and over) is also noticed for these programs.

We now discuss any relationship, if one exists, between the two dependent vari-
ables: fixation count and fixation duration. We notice that as the fixation count
increases the fixation duration also increases in a linear fashion. In Phase 2, the rela-
tionship is more clustered indicating groups of students that learned at the same pace.
We can clearly see three clusters in Fig. 5. The slope of both these graphs (Phase 1 (not
shown) and Phase 2) is not the same indicating that in Phase 2 novices took the study
more seriously taking longer time to accurately answer the questions.

Fig. 4. Fixation durations for Group 1 – Phase 1 and Phase 2

128 L. Yenigalla et al.



4.3 Threats to Validity

We discuss how we minimize the main threats to validity in our study. The research
participants did not know about the hypotheses used in the research. They only knew
that they would participate in helping us understand how code is read and summarized.
During the study, there was minimal contact between the experimenter and the par-
ticipants. The experimenter did not interact or direct the participants to complete the
questions in one way or another. We used the Wilcoxon paired test since we were
comparing the same subject across Phase 1 and Phase 2. We used non-parametric
measures due to our low sample size and non-normality of the data.

We tested this in only two classes at YSU. More tests need to be done to generalize
the findings presented here. It is possible that there could have been some syllabus
deviations in the classes that was unknown to experimenters which might have caused
comprehension problems, however, after interviewing the students, this did not seem to
be the case. They were exposed to all the ideas tested. Group 2 students were made
aware of the topics that were covered in the object oriented class (Group 1).

In the first phase, we asked the subjects two types of tasks: determine the output
and summarize the program. In the second phase, we only asked the subjects to
summarize the programs. This could affect the results as well. We found that the
summary included the output as a subset i.e., most students state the output of the
program in the summary.

5 Discussion

We did not observe much progress in the novices in Group 1 however, there was a
tendency to partially understand what the program is about. It is possible that one
course is not enough to have a student master the concepts in Java. Ideally, we would
want to follow a novice until they graduate to determine when the change in their
mental model occurs. In one of the programs with a ternary operator, a novice was
having a hard time understanding it as evidenced by many fixations and regressions on
that line. We also noticed that novices tend to read source code like reading natural
language text as pointed out in [14]. They do it in a linear sequential fashion.

Fig. 5. Fixation count vs. fixation duration for Group 1 – Phase 2
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We now revisit our hypotheses as presented in Sect. 3.1. Based on the results
presented in Sect. 4, we are able to reject Ha as we do see higher accuracy in Phase 2
tasks. With respect to Ht when we take into account all the tasks together and compare
Phase 1 and Phase 2 as a whole, we are not able to reject this hypothesis. We also did
not find any significant differences between fixation counts and durations between
Phase 1 and Phase 2. We are unable to reject Hfc and Hfd. Some possible explanations
could be that the differences are more fine-grained and much more individualized to the
specific student. A more fine-grained analysis across and between lines in the programs
might produce a different result. We have left this as a future exercise.

6 Conclusions and Future Work

How does a novice read and comprehend code? In order to start to answer this
question, we conducted a semester long experiment to determine if students learn the
concepts presented during the semester. We ran the study in two phases with a 7-week
separation between phases. We hypothesize that the students will be more accurate and
spend less time on programs that they are familiar with when compared with other new
and unfamiliar ones. We found that in both groups (classes) the novices were signif-
icantly less accurate in Phase 1 than Phase 2 but there was no significant difference in
terms of time. In fact, more time was spent in Phase 2 to produce a correct answer. This
came as a surprise at first but on second thought, we believe students were trying hard
to understand code and put in more effort even though they clearly found the tasks
difficult. Group 2 (still novices) had a slightly higher expertise in Java performed
slightly better but not significantly. Also, in Phase 2 they were partially able to tell what
the program did whereas in Phase 1 they bluntly stated that they did not know what the
program’s output was or how to summarize the program.

In the future, we plan on conducting a line by line analysis of the programs to
identify patterns of lines that the novices looked at most and least. This will give us
some idea on which parts of the program they looked at the most and had the hardest
time with. A look at the transitions between beacons and chunks in the programs will
also be beneficial since it has been shown that experts tend to chunk things together.
For example, many of the novices did not realize one of the programs shown in Phase 2
was a sorting program. They were not able to chunk yet, however if we analyze their
line-level transitions, it might provide a better indication of how they comprehend the
loops involved in the sort. We also plan to continue this research by conducting this
study at a much lower level such as CS0 or CS1 so we have a different aspect of how
students learn when they are exposed to no programming language whatsoever.
Finally, we believe one way to determine when a novice student is on their way to
becoming an expert (i.e., mastering concepts), is to follow a small sample of students
across their undergraduate study sampling eye movements on relevant tasks. Such a
study will help us study progression as it occurs and then perhaps we could say that a
shift in a student’s mental model has occurred.

Acknowledgements. We thank all the students for their time and participation in this study.
Many thanks to Teresa Busjahn for providing inspiration for some tasks in the study.
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Abstract. Designing and testing products for high-risk emergencies is a chal‐
lenging task, especially due to the inhibitive cost of building testing environments
that recreate the psychological pressures of the field. The chaotic nature of emer‐
gency environments makes gathering accurate data amidst the chaos of such
environments difficult, while ethical and practical considerations limit prototype
deployment in potentially life-threatening situations. These environments pose
serious risk to physical and mental well-being. This paper provides a case study
to examine the benefits and drawbacks of a Virtual Reality (VR) environment to
test prototypes of a tool for firefighters. The VR simulated environment out
performs a physical simulation because it is cheaper and safer, generates more
reliable data, and provides greater control and flexibility of prototypes, allowing
designers to test prototypes more rapidly than in a physical environment. This
paper summarizes a 9-month Draper-sponsored capstone project with 5 HCII
students.

Keywords: Virtual reality · Augmented cognition · Rapid prototyping · Human
centered design · Contextual design

1 Introduction

Firefighters face immense stress and physical trauma when responding to a call. Physical
dangers include burns, extreme heat, high noise levels, smoke inhalation, heavy equip‐
ment, and building collapse. Active structure fires are disorienting, largely unknown,
and highly dangerous. Firefighters enter a building with less than 15 min of air in their
tank and the knowledge that, in the right conditions, a fire can spread faster than they
can put it out. In these harsh conditions, the radios that firefighters rely on for commu‐
nication often fall behind their pace of work as the scene demands increasingly more of
their attention and they cease to have a hand free to operate their radio mouthpiece.
Systems deployed in these environments need to be adequately vetted prior to testing in
working fires and must be fully accepted and trusted by firefighters in order to be adopted
into use.
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The research group used the Human-Centered process to research and design a tool
to enhance communication for firefighters on-scene. This process optimizes the tradi‐
tional development process by bringing a “fail-fast” mentality to support rapid proto‐
typing. Rather than focusing on fully developing a single idea to high fidelity, the human-
centered design process makes rapid progress on multiple ideas toward a viable product
by quickly eliminating flawed concepts. This is especially important for systems
performing in dangerous scenarios, where failure in a single dimension can be enough
to render a product useless.

This paper presents a case study involving the design and testing of multi-modal
feedback supporting spatial orientation and task completion. Specifically, the project
focused on supporting the situational awareness of firefighters within a burning building.
Situational awareness is defined as each firefighter’s general awareness of the past and
current physical location of themselves and other actors on the scene. By focusing on
the specific context of victim search and rescue within a multi-story building, the team
built a case-specific model using Unity3D to simulate a burning building. This model
provided a platform to quickly prototype and measure the efficacy of feedback methods
across the visual, auditory, and haptic channels. Furthermore, the system housing this
model was mobile, enabling researchers to go test prototypes with first responders to
ensure solutions could realistically fit into the rescue workflow.

2 Design Constraints of Target Environment

Research revealed emergency responders operate in three tiers: oversight or manage‐
ment, supply and personnel coordination, and frontline response. This project focused
on the front-line responders. Thirty-one interviews were conducted with police officers,
firefighters and EMS responders. The driving insights from research were as follows:
Firstly, the limitations of radio tend to block useful information and can actually increase
the cognitive load on users as radio channels get busy. Secondly, as responders use the
radio with less frequency, their current understanding of the factors in the scene, get
synced up less frequently and communication breakdowns compound. This is a critical
flaw, since teamwork and communication is crucial to mission success and maintenance
personal well-being in these situations. Finally, the nature of fire response is extremely
time-sensitive; depending on conditions, fires can double in size anywhere from every
few minutes to every few seconds.

During work shifts, responders must be on constant alert. If there is an emergency,
they have to leave within minutes to the scene. Responders operate in small team when
on the response site; firefighters are always on shift with a team of four. Responders
develop close ties to their teammates. This closeness is often essential in a response
scenario where being in sync with each others’ actions is elemental to coordinated
responses. Experience working with one another increases each team member’s ability
to understand and predict the actions of other members (Fig. 1).
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Fig. 1. A firefighter in full gear exits a fire. Firefighters often wear over 100 lb of gear and must
work fires in brief shifts to avoid exhaustion.

When a responder goes into a scene, he only receives limited information from
dispatch. Upon arrival to a scene to rescue a trapped victim, he may only know the
number of floors the structure has. Upon entering the building, his vision is completely
blocked by smoke. The search for victims is conducted blindly and, in higher tempera‐
tures, on hands and knees. Firefighters work in pairs, keeping one hand constantly on
the wall or their partner while sweeping the floor with their other hand or one of the
tools they have with them. Firefighters must also take in the location of doors and furni‐
ture to maintain their orientation. They must also keep track of time to ensure they don’t
run out of oxygen and clear the building before it becomes structurally unsound. If a
firefighter is able to find the victim, he must now blindly recall his way out of a potentially
collapsing building.

In order to respond to a scene, firefighters often have to carry heavy equipment such
as oxygen tanks or medical devices. While on a scene, firefighters often have their hands
occupied by tools such as a hook or axe. When considering new solutions for responders,
it is critical for designers to be mindful of the physical limitations of what firefighters
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can carry in addition to their gear. Furthermore, responders are highly focused on the
tasks they have to perform, so tools must be straightforward and require little extra
physical or cognitive effort to use.

Research aimed to identify necessary tasks and information for firefighters to
successfully complete their tasks. In early prototyping phases, researchers returned to
fire stations at multiple points to validate that the information their concepts aimed to
present was not only helpful but also acceptable to the target audience. An important
discovery from these prototype validation sessions was that firefighters are willing to
adopt technology that supplements their knowledge of the environment but resist tech‐
nology that prescribes or suggests actions or decisions. Firefighters trust their own
experience more than an algorithm and reject concepts that attempt to replace their
decision-making abilities.

3 Our Solution

In order to address the constraints of the environment, researchers created quick
augmented reality (AR) product concepts, which they rapidly prototyped and tested with
users. Researchers then built a virtual reality (VR) environment to test concepts in
concert with each other and the dynamics of emergency situations. The VR environment
supported 3 tasks: Blind search, directed search, and exiting the building (Fig. 2).

Fig. 2. A cut-out view of the testing environment.

VR Testing Environment. The environment involved both visual and audio factors to
simulate real-world noise and stressors of a burning building, as captured by research.
One of the major drawbacks of this environment was the tendency of immersive virtual
reality environments to cause motion sickness in participants. In order to accommodate
this, researchers limited the length of testing sessions to under 10 min and had users take
frequent breaks.
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The environment was a multi-story residential building. The rooms in the building
contained furniture so that the simulation contained a realistic level of way finding.
Interviews with firefighters revealed that they would map out the rooms in a building
using the furniture they contained. In order to add noise to the visual channel, the rooms
would fill up with smoke and visibility would decrease as the fire persisted. In order to
add noise to the audio channel, the simulated fire made realistic sound and researchers
piped radio chatter into the simulation.

A timing element was implemented in order to add stress to the task. The interface
displayed a countdown clock that indicated when their oxygen would run out. As time
went on, the size of the fire and the amount of smoke increased, adding urgency to the
user’s experience and hindering their ability to see and complete their task. Additionally,
users were required to pay attention to and respond to certain cues from the radio clips.

The VR prototyping and testing environment was constructed using Unity3D and
Oculus Rift. The elements of the Unity environment facilitated an iterative process
wherein elements of the AR prototypes and the testing environment can be adjusted and
changed quickly and independently. A virtual environment by nature captures perform‐
ance metrics in extremely controlled and repeatable conditions, so designs could be
compared using measures of the speed and accuracy of task completion.

Prototype. The prototype supported testing of 2 AR tools: a heads-up display (HUD)
in combination with 3D audio (3DA) components. The HUD displays a layer of visual
information to the user on top of the environment. 3DA uses stereo audio to mimic
sounds originating from specific locations in 360° around the user. The prototypes tested
how this additional information might be provided in a given environment as well as
how it could assist a user in completing a simulated task. Prototypes were constructed
to be modular and interchangeable for a variety of testing configurations. Users were
also able to configure their own AR display combinations in later trials to create custom‐
ized AR experiences.

Task: Blind Search. In order to support blind search, one prototype displayed a visual
“tail” to indicate where the user had already searched. Researchers designed this inter‐
face to prevent disorientation or duplicate work. Initial testing revealed that haptic
channels became overloaded and users reported becoming desensitized to and ignoring
those cues. Early rounds of testing using haptic and audio prototypes indicated that the
visual channel was the best fit for this information. Research showed users were
confused when they received their search history over the audio channel, and this confu‐
sion persisted despite training sessions. The visual channel excelled in supporting this
task once users voiced a desire to know the age of the trail. Testing revealed that color
changes were the best way to display the age of the trail (Fig. 3).
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Fig. 3. A screen capture from an initial prototype displaying the visual search history and the
oxygen countdown (Color figure online).

Task: Directed Search. The next portion of the task involved a directed search for a
fallen firefighter. Both the HUD and a 3D Audio tool proved usable for AR in this task.
To assist directed search, the HUD displayed an arrow that pointed the user in the direc‐
tion of the fallen teammate. An important distinction here was that the arrow was
pointing in the absolute direction of the target and was not providing turn-by-turn direc‐
tions through the building. The audio version of this AR used two different methods to
guide the user toward their teammate. One method adjusted the repetition rate of a ping
to be more rapid as the user was oriented toward the target. Since users wore an Oculus,
the interface would pick up on their head orientation. This enabled users to turn their
head, hear changes in the ping rate, and check that they were headed in the right direction.
The second method adjusted the pitch of the ping to be higher as users approached the
target and lower as they got further away. The prototype was designed to support swap‐
ping the pairings of repetition rate and pitch between distance and direction, which
allowed users to customize their interface for this task according to what was most
intuitive to them.

Task: Exit the Building. During initial concept validation, firefighters expressed
concern that over-reliance on any additional technology would cause disorientation if
the tech were to fail. The final task was designed to test user performance given AR
device removal. Once users had found the victim, augmented reality displays were
removed and users were required to navigate their way out of the building without any
additional tech. This task measured whether the users were relying too heavily on the
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technology to still maintain a working knowledge of their spatial orientation. Ideally,
AR will augment a user’s ability to complete a task without becoming a crutch.

4 User-Centered Methods

Domain Research and Synthesis. Researchers began with an extensive literature
review to gather domain knowledge of augmented cognition and firefighters.
Researchers then performed structured interviews with 26 target end-users, domain
experts, subject matter experts, and stakeholders.
After using interviews to gather domain knowledge, researchers gathered real world
information through contextual design methods [1]. Researchers participated in 6 ride-
alongs with target users to observe their workflow during emergency situations and
attended a training session run by a fire fighter in order to understand the mindset, mental
models, and rationale of emergency response.

Research methods had to be modified in order to accommodate the extremely
dangerous conditions that users encounter. Traditional contextual design methods
require closely following users during their tasks, but for safety concerns, the target user
workspace did not support traditional contextual inquiry. In order to accommodate these
dangers, researchers used a combination of observation and directed storytelling to have
users recount a specific work experience. Researchers went to observe an emergency
response and took note of which firefighter teams were there. Over the next 24 h,
researchers were able to contact the firefighters observed on-scene and have them
recount the experience while it was fresh in their memory. This allowed the research
team to ask specific questions and get realistic answers from the target users without
endangering themselves or distracting the firefighters from their dangerous work.

To synthesize findings, researchers performed a journey mapping exercise.
Researchers took this map to the firefighters who were at the scene to have them give
feedback, which revealed distinct phases of emergency response: pre-arrival, arrival,
and scene response. Journey maps plot the flow of information and responsibility during
task completion. This journey map focused on the experience of a single firefighting
team. Researchers decided to focus on the scene-response phase, as the journey map
revealed it exhibited the most communication breakdowns. This phase is characterized
by triage, coordination, self-preservation, and high states of stress and physical exertion.
Researchers decided to focus on the on-scene responders as target users, as tech already
exists for scene overseers.

Initial Prototyping. In the first round of synthesis, researchers mapped out necessary
on-scene data per firefighter feedback during interviews. This data was gridded in a
matrix against situations in which users indicated they would have wanted more infor‐
mation. 17 of these data-situation pairings were translated into storyboards to procure
user feedback. Storyboards are small, illustrated stories that describe a problem and a
potential solution. They allow researchers to quickly and clearly communicate their
concepts to target users to get feedback on the impact and feasibility of the concept.
Research shows that presenting rapid concepts like this to users generates valuable and
applicable design feedback [2]. Storyboard feedback directs researchers to probe how
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the tech would be accepted on the market. Feedback from storyboards allowed
researchers to tighten the scope of their final design. Users were open to receiving addi‐
tional information while on the scene, but they did not want a device suggest action –
they did not trust an algorithm to make the right decision or to replace their “gut”
instincts. Users were open to a tool that provided additional information to enhance their
own experience and decision-making abilities.

Fig. 4. Two team members test out an early audio prototype to perform a directed search task

Fig. 5. A test user performs a search and rescue task in an early version of the digital prototype
using the visual history trail HUD.
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Fig. 6. Two members of the research team test a concept using a pre-existing digital environment
to validate that haptic feedback can be incorporated into a digital interaction.

Once target scenarios were identified through the storyboarding exercise, researchers
brainstormed the kinds of information displays that could improve the situation. Using
a fail-fast mentality, the research team generated quick-and-dirty prototypes for each
product concept to test whether or not each of these concepts would be interpreted clearly
and improve the decision-making abilities of the user. By user-testing each prototype
as early in development as possible, the research team ensured that the majority of
development time was spent building a useful tool. These mid-level prototypes allowed
the research team to hone the final design (Figs. 4, 5 and 6).

5 Conclusion

Emergency response scenes are tense, uncertain, and constantly evolving. Firefighting
is characterized by the management of many unknown factors, forcing firefighters to
constantly anticipate what could go wrong. Each firefighter needs to keep track of how
a scene could evolve and to make the best split-second decision possible. Technology
could assist firefighters in keeping track of their scene and reducing their cognitive load.

Firefighters are open to adopting new technology, as they are frustrated with the
radio as the main on-scene communication device. Entering into an emergency situation
with missing information, conflicting goals, and environmental pressure is no small task.
Communication should be an asset in these situations, not a liability. Building a solution
for firefighters would make a meaningful impact on public safety and could be applicable
beyond the emergency response space.
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The digital solution presented in this paper explores the value of delivering location
information to firefighters. Team location is a critical piece of information for
responders, enabling them to coordinate their actions, ensure the safety of themselves
and one another, and speed rescue efforts. Location information is difficult to commu‐
nicate over the radio, and layering audio and visual information over the responder’s
perception could assist in search and rescue tasks.

By using user-centered research and design methods, a team of human-computer
interaction researchers quickly gained a deep understanding of the experience and chal‐
lenges first responders face when responding to an emergency. They used this under‐
standing to generate a multiple ideas for solutions, which they then represented as story‐
boards and prototypes and tested with their users. This let them quickly an inexpensively
identify the concepts that users would find most useful. These concepts were built into
prototypes of increasing fidelity, tested and iterated upon.

The researchers were also able to incorporate their background user research into
the construction of a virtual reality testing environment. This let them test their proto‐
types in a realistic yet controlled environment in which they could gather rich data. The
ease of creating prototypes in a digital environment also supported rapid prototyping
and iteration. This, combined with a commitment to test with the end users throughout
the process, ensured the delivery of a highly usable (product/prototype) at low cost and
within a short timeframe.
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Abstract. In this paper we describe current and historic permutations of control
room technology and describe a new set of design principles for digitally
displaying process control parameters. The design principles focus on helping
operators effectively monitor changes during process control. The change detec‐
tion approach is called RevealFlow and is illustrated in the context of the Compu‐
terized Operator Support System currently being developed for nuclear power
plant control rooms.

Keywords: Process control · Distributed control system · Control room · Change
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1 Introduction

1.1 Generational Differences in Control Rooms

Industries like chemical, manufacturing, oil and gas, and energy involve multiple simul‐
taneous processes. When multiple systems converge on a large scale, the process control
facility may be said to be a plant, with designations as diverse as a chemical plant or a
power plant. Typically each plant requires a control room as a central place to coordinate
and control processes. While a control room may feature significant automation, oper‐
ators still oversee the process from the control room, ensuring normal production and
monitoring for anomalies, including threats to safety. Safety considerations become
paramount, as a system malfunction can lead not only to equipment damage but also to
harm to the environment or people at or near the plant.

Control room technology requires remote sensors and actuators, which rely primarily
on electrical-mechanical components. While plants were possible without these tech‐
nologies, the centralized control room was enabled with the advent of electrical gauges

This work of authorship was prepared as an account of work sponsored by an agency of the United
States Government. Neither the United States Government, nor any agency thereof, nor any of
their employees makes any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
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and switches in the 1920s [1]. Large ships are good examples of the emergence of control
rooms. Steamboats brought the separation of engine room below deck and the bridge
above deck. The captain or pilot set the speed and direction of the engine using the engine
order telegraph, in which the captain’s setting was mirrored in the engine room. Changes
to the dialed position were accompanied by audible bells in the engine room to alert the
engineers that they needed to change the engine speed or direction. Status indications
between the engine room and bridge were also possible through telegraph, telephone,
or intercom. As remote sensors and remote-controlled switches became available, the
bridge was equipped with gauges to allow direct monitoring and provide direct control
over the engine or other facets of the ship. The role of the ship’s engineer shifted from
that of control and maintenance of the engine to primarily maintenance of the engine.
The control room eliminated the need for redundant personnel to relay status or control
information.

1.2 Analog Control Rooms

Beginning in the 1940s, analog control rooms began to take root. The term analog is
used to describe the human-system interaction used by the operators and may not neces‐
sarily apply to the technologies behind the board. Several standard characteristics of the
centralized control room emerged. These included:

• One-for-one arrangement. In traditional analog control rooms, each instrument or
indicator is directly wired to an equivalent sensor, and each control is directly wired
to an actuator in the plant. There are no shared conduits or channels of information,
and there is no aggregation of information or controls.

• Simple indicators. These indicators provide information about a single parameter like
pressure level, flow rate, or temperature. Alternately, they may represent simple on-
off logic like the status of charging pump or an alarm setpoint. The defining charac‐
teristic of these indicators is that they do not combine information from multiple
sensors that would require computational logic or mathematical functions. Operators
must integrate multiple indicators to assess the state of the plant.

• Stand-at-the-boards operation. While simple control boards were possible from a
seated position, as additional instrumentation and controls (I&C) became available,
it became necessary to expand the real estate of the boards vertically upward and
horizontally outward. This arrangement eventually necessitated standing for some
operations. The placement of some instrumentation higher vertically allowed moni‐
toring supervision from across the control room.

• Triple-layer design. As noted, the control boards grew from operation for a seated
to a standing position. A standard control layout evolved from this practice in which
controls tended to be mounted low on the boards, often in a desk-like horizontal
benchboard configuration. Above the desktop, a vertical panel comprises the second
layer containing key instrumentation required for monitoring and control decisions.
Finally, higher up the boards were found alarm lights. In this manner, immediately
required information was close to eye level of the standing operator, and controls
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were within arm’s reach. Information such as alarms, needed only at the level of
catching the operator’s attention, was placed high on the boards.

• Setpoint alarms. With remote sensors came the technology for setpoint alarms. These
alarms were triggered when a particular measured entity reached a particular
threshold, e.g., when a pipe exceeded the maximum recommended operating pres‐
sure. The threshold setpoint activated a light in the control room, which either
contained a label near it or was placed in a lightbox with illuminated text upon acti‐
vation. Additional features like audible alarms, flashing alarms, and silence buttons
were added to the configuration, but the alarms continued to be based on the simple
threshold setpoints.

• Simple controls. These controls are tied to a single function, usually equivalent to an
on-off switch to activate a motor that in turn opens or closes a valve or pumps fluids.
Typically, a control does not activate a series of sequential controls nor perform
simultaneous parallel control actions. These simple controls may feature electrical
or mechanical lockouts to prevent erroneous activation (e.g., turning on a pump to
remove fluid when another pump is injecting fluid), and they may feature auto-stop
for when a particular state (e.g., full valve open) is achieved. The controls may also
feature two-factor confirmation such as when two buttons are required to be pressed
simultaneously to close the circuit for emergency shutdown. In the latter case,
because the consequences are high (e.g., cost of lost production or potential loss of
equipment by sudden shutdown), the lockout serves to safeguard against inadvertent
activation.

• Manual operation. Mechanical safety actuations like pressure relief valves, shear
points, and electrical fuses were possible, but the control room did not feature auto‐
mation. The plant was controlled entirely by the operator. A characteristic of much
of process control is the achievement of steady state operations, which require
minimal adjustment by the operator. However, plant transients might require exten‐
sive adjustments in prescribed sequences.

• Procedures. While procedures may not be part of the physical characteristics of the
control room, they were increasingly required to support operations and maintain the
plant within a known safety envelope, especially during transient conditions where
the sequence or prioritization of particular actions was important. Eventually, e.g.,
in nuclear power plant control rooms, procedures became such an integrated part of
the control room that special places were set aside to house the procedures within or
around the control panels.

• Command-and-control crew operation. As the complexity of the plant process grows,
the need for multiple operators likewise increases. As such, complex plants often
required more than one operator. When there are multiple operators, there may be a
supervisor to orchestrate actions and maintain process overview while operators
monitor and control subsystems. Thus, while an individual operator may be involved
in the minutia of controlling one particular system, the supervisor maintains situation
awareness for the overall process. In some arrangements, the supervisor may also be
in charge of issuing directives to the operators, establishing a command-and-control
arrangement. Many plants have adopted a threeway communication protocol in
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which the supervisor issues a command or request, the operator repeats it back, and
the supervisor confirms the operator has correctly understood the communication.

These features are not mutually exclusive, nor are they a template that is found in
all analog control rooms. They simply serve as a reference set of features commonly
observed in analog control rooms.

1.3 Digital Control Rooms

The introduction of digital technologies to the human-system interfaces within control
rooms has fundamentally changed the features and functions of control rooms. Digital
control rooms may feature [2]:

• Multipurpose displays and soft controls. A distributed control system (DCS) features
one or more displays with input capability such as a mouse, trackpad, or touchscreen
[3]. These displays may, in the architecture of the DCS, be toggled between different
system function screens. As such, it is not necessary to have all information displayed
simultaneously across the boards, as a single display can present distal information
at one physical location. The input device likewise features remote control from a
single location by providing virtual or soft controls tied to the particular screen on
the display.

• Information integrative indicators. Automation may take the form of information
automation and control automation. Information automation combines disparate
information that operators would otherwise have to gather and assemble to draw a
conclusion or maintain overview. With the highly distributed nature of information
in analog control rooms, operators often needed to ping-pong back and forth to
maintain situation awareness of processes. Digital displays can consolidate infor‐
mation that would otherwise be widely dispersed across the boards. Moreover, digital
displays can provide aggregate views that support the operators, e.g., custom trend
displays of key parameters or calculations of composite measures (e.g., overall loss
of cooling rate given a failed cooling water pump) that would normally be performed
manually by operators or technical support staff in the control room.

• Complex or automated controls. As noted, digital controls no longer require a phys‐
ical switch on the control boards, as they can be controlled remotely through the DCS
using soft controls available on the screens dedicated to each system in the plant. The
control functions do not need to be linked to a single action, and it is possible to
combine a chain of actions for each soft control. In some plants, for example, it is
possible to have single-button startup or shutdown sequences without the need for
ongoing human intervention. These features are a form of automation; it is also
possible to have full automation for large facets of plant operations.

• Console or workstation operation. Digital control rooms often forgo panels because
of the space efficiency and convenience of consolidating I&C on the DCS displays.
With the advent of DCS workstations, the need to stand at the boards is diminished,
and the workstations are often designed for seated operators. Some backup panels
may be retained for safety in the event of DCS failure, but most DCS architectures
feature redundant hardware and the ability to pull up any screens from any display.
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Thus, in the event of failure of one operator workstation, the operator could simply
go to a backup workstation and resume the full range of process control for the plant.

• Overview displays. The triple-layer design of analog control boards is no longer
required when most monitoring and control take place from a desk. However, because
digital monitoring information is localized to the individual operator, it is desirable
to have a shared frame of reference in the control room. Overview displays, in partic‐
ular large overview displays [4], provide a way to monitor overall plant status that
may not be possible with system-specific screens. The overview displays also enable
troubleshooting between operators and supervisors in the control room by ensuring
all parties have the same visual information during group discussions. Overview
displays do not generally allow control actions and therefore serve only the function
of providing visual indicators to aid operators.

• Advanced alarm systems. By adding control logic beyond the simple alarm thresholds
found in analog alarms, it is possible to add significant functionality to alarms. For
example, it is possible to exercise state dependence, by which only alarms relevant
to a particular mode of operation are enabled. This feature overcomes the problem
of alarms for steady state operations activating during startup or shutdown. Further,
it is possible to implement alarm grouping, such that only a single alarm activates
when a whole group of interrelated alarms might activate otherwise. Because process
control often involves a sequence of activities, failure in one part causes a cascade
of failures and corresponding alarms, which can result in an alarm flood that obscures
the root fault. Other advanced alarm features include prioritized alarms that indicate
severity to allow operators to take quick action in the event of multiple faults, prog‐
nostic and predictive alarms that anticipate faults, and advanced visual alarms that
depict the fault in such a manner that the operator is able unambiguously to see the
fault in context.

• Single operator control. Whereas analog control rooms often required multiple oper‐
ators performing actions under direction of a supervisor, DCS technology provides
the operator with the ability to perform actions independently. Features such as
computer-based procedures eliminate the need for a supervisor to coordinate proce‐
dures. Additional features like automation reduce the need for constant operator
vigilance and may reduce the need for multiple operators. Thus, advanced digital
control rooms often yield a greatly reduced crew complement, sometimes resulting
in only a single operator to oversee a large plant.

As with analog control rooms, it must be noted there is no prototypical digital control
room, and different features will likely be present for each particular implementation.
An important consideration for digital control rooms is that they chronologically are
newer and have benefitted from the nascence of human factors engineering applications
in control rooms [5]. Human factors has resulted in improved design to the flow of
activities in the control room, presentation of information to operators, and workflow of
the operators. The marriage of automation technology, advanced visualization capabil‐
ities, and human factors optimization have resulted in significantly improved control
rooms compared to their predecessors.
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1.4 Control Rooms in U.S. Nuclear Power Plants

Idaho National Laboratory (INL) is engaged in human factors research in support of
control rooms for the U.S. energy sector. Much of this work centers on nuclear power
plant applications, where there is a twofold mission to modernize the control rooms of
existing plants [6] and to develop new control room concepts for advanced reactor
designs like small modular reactors [7].

The existing U.S. fleet of commercial nuclear power reactors is aging, and many
plants are drawing to the end of their original 40-year operating license. While some
utilities have chosen not to extend the license of a plant and commence decommis‐
sioning, in the vast majority of cases, the utilities that operate the plants are choosing to
apply to the U.S. Nuclear Regulatory Commission to extend the operating license by
another twenty years. The initial operating period was fully anticipated, and utilities
stockpiled replacement parts to ensure safe and reliable operation. Replacing worn or
broken components with equivalent components also ensured that the plants success‐
fully operated within their original licensing basis without potentially requiring license
amendments to accommodate the introduction of new technology. With license exten‐
sions, the plant may find itself nearing the end of useful life for existing equipment or
at the point where the cost of refurbishment or like-for-like replacement parts exceeds
the cost of new equipment. At this point, the utility is confronted with the unique problem
of finding new equipment that serves the same function as existing equipment and
determining if the new equipment fundamentally changes the conduct of plant opera‐
tions such that a license amendment might be required.

INL supports efforts to modernize nuclear power plant main control rooms, featuring
a stepwise, system-by-system upgrade path [8]. This path results in a hybrid control
room consisting of a mix of analog-mechanical and digital I&C. Although the term
digital island is sometimes used pejoratively to describe the introduction of limited
digital systems into existing analog control rooms, the first DCSs introduced to the
control boards are an important stepping stone toward fully digital control rooms. The
feasibility of performing a large-scale control room replacement is explored in [9], and
nuclear utilities indicate that they are unlikely to be able to replace the entire control
room at one time due to loss of revenue during the extended outage required for such a
control room replacement [10]. Instead, the utility undertakes a gradual upgrade process,
typically consisting of one system or board per refueling outage. INL has designed the
Guideline for Operational Nuclear Usability and Knowledge Elicitation (GONUKE)
[11] to provide a process suitable for design and evaluation of new digital systems that
are introduced to the control boards.

An analogous design transformation can be seen in commercial airplane cockpits,
which have seen the significant introduction of new digital controls. Initial efforts
resulted in the insertion of retrofitted multifunction displays into the cockpit to replace
existing analog I&C. In most cases, the multifunction displays added avionics func‐
tionality to aid the pilot, from digital pitch and roll data, to navigation functions, to
weather and airspace, to autopilot, to collision avoidance systems. Retrofitted cockpits
offer different levels of digitization, from hybrid avionics to completely digital glass
cockpits.
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Control rooms for new nuclear power plants subscribe to many of the features
indicted in Sect. 1.3 of this paper. There exist some regulatory barriers to full adoption
of all features found in other industries. For example, the heavy emphasis on safety has
resulted in the requirement to maintain crew staffing levels analogous to analog control
rooms. Additionally, the need for transparency in control logic has resulted in minimal
intelligent or autonomous control. Examples of three generations of nuclear control
rooms are depicted in Fig. 1.

Fig. 1. Three generations of nuclear power plant control rooms (top to bottom: EBR-1, the first
nuclear power plant with an all analog control room; recently decommissioned San Onofre
Nuclear Generating Station, with a hybrid analog-digital control room; HAMMLab at Halden
Reactor Project, a fully digital advanced control room concept).

2 The Need for New Visualization in Control Rooms

The previous sections provide extensive background on the different types of control
rooms. Conventional analog control rooms, such as those commonly found in nuclear
power plants, represent information in a parallel fashion, typically with a one-to-one
mapping of sensors to indicators. This design approach requires extensive control room
real estate, especially for complex control system processes. As digital control systems,
such as those found in modern control rooms for electrical grids or gas distribution
networks, have begun to replace analog I&C, they have afforded the opportunity to use
common displays across all systems, thereby providing a smaller footprint in the control
room. The approach often uses a nested navigation scheme, whereby control operators
have on-screen windows for particular subsystems.
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Both approaches represent tradeoffs. For analog control rooms, operators must scan
across control panels to maintain their plant overview, a complex process that demands
the operators to integrate and track multiple simultaneous indicators. This disadvantage
is offset by the ability to see all information at once, thereby minimizing the danger that
critical indicators will be hidden in nested windows. In contrast, for digital control
systems, the operators are able to avail themselves of optimized displays, including key
parameter displays. However, having information consolidated on single windows may
result in loss of situation awareness by these operators, as critical windows must often
be toggled back and forth, thereby reducing the overview the operator may have of the
larger process being controlled.

The shift to digital control rooms is inevitable, whether performed as a stepwise
upgrade process or as a complete control room replacement. Successful deployment of
digital technology in control rooms requires effective ways to display crucial indicator
information to operators in order to allow them to monitor plant status and diagnose
problems. To combat the loss of situation awareness inherent in nested displays in
process control, designers of DCSs have developed overviews, often displayed as large
overview displays, viewable by multiple operators across the control room. The chal‐
lenge with such displays is they do not inherently reduce the problem of information
overload that confronts the operator of a complex system. Design techniques for repre‐
senting information in an intuitive manner help to reduce the workload in processing
key information, but they do not necessarily reduce the overall amount of information
the operator must monitor and process in parallel. The danger is that the operator may
miss an important change in a key parameter because of the large number of visible
indicators. If such is the case, eventually an alarm will indicate once the parameter moves
out of acceptable bounds, but this alarm may come only at the point when remediation
is necessary. Thus, the key operator role of monitoring and preventing upsets is not
realized.

Several design philosophies have been created for control room visualizations,
including ecological interface design (EID) [12, 13], information rich design (IRD) [14],
and high performance human-machine interface (HMI) principles [15].

• EID is a design approach that strives to present the operational constraints in a natural
manner for key process parameters. This approach specifically capitalizes on the
complex interactions inherent in process control systems by focusing on how to
provide operators with sufficient context embedded within a parameter to understand
what that parameter is doing and determine where the safe operating bounds are for
that parameter.

• IRD aims to create high information density displays without overloading the oper‐
ator. The basic design concept consists of muted or so-called dullscreen displays in
which only important information is made salient through color. This approach is
optimized for process control in that it allows a large number of process variables to
be displayed concurrently.

• Finally, there is high performance HMI. Both EID and IRD produce uniquely
identifiable displays. High performance HMI is not so much a single set of design
principles as it is a process to infuse a systematic design across the control room.
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The key elements are adopting a style guide based on human factors principles and
deploying that style guide consistently to design or redesign the control room.

EID, IRD, and high performance HMI are not incompatible approaches, and it is
possible to use elements of all three approaches in concert. These approaches have
yielded effective digital control rooms, but they represent a very small set of the possi‐
bilities for control room design. In the remainder of this paper, we present a novel
approach to visualizing process control indicators.

3 RevealFlow

3.1 Design for Change Detection

Change blindness [16] occurs when people fail to detect a change in visual stimuli.
Change blindness may occur when changes in the visual stimuli are not salient enough
to detect, but it may also occur even when the changes are sufficiently salient. A person
may be focused elsewhere during key changes, a person may undertake eye movement
(i.e., visual saccade) during changes, a person may be overloaded in terms of the number
of items concurrently attending, or a person may simply experience perceptual overload.
Change blindness and the related concept of inattentional blindness are regarded as
sources of error in control room operations [17]. For example, an operator may miss a
key plant indicator because he or she is not attending to that part of the boards. In an
analog control room, where there may be limited trend displays, the change may, in fact,
not be obvious until it reaches a critical level such as an alarm state. Periodic surveillance
of key indicators to expected levels helps to minimize the opportunity for such initial
misses to generate any consequence to the plant, but such surveillance does not guarantee
catching missed changes in parameters.

One of the major tasks of operators is to monitor and detect changes to the plant
process. In the case of intended transients to the plant like startup or shutdown, the
operator ensures that parameters change at the expected rates and to the expected
magnitudes. A key indicator like differential rotor temperature that is too high during
startup, for example, has the potential to damage turbomachinery. As another example,
a flow rate that suddenly changes in an unexpected manner could be indicative of a leak
or blockage in the system. A safety alarm will notify when levels are beyond specified
setpoint thresholds, but the operator can play a crucial role in early detection of anoma‐
lies in the process. When an operator recognizes a trend toward an anomaly, he or she
can intervene before the fault becomes a serious threat to safety, the plant, or the process.

Curiously, despite the centrality of change detection to operators, process control
solutions have neither reliably nor effectively helped highlight changes to plant indica‐
tors. A proactive display strategy is necessary to help operators maintain process over‐
sight while detecting key changes in indicators. Here, we introduce the RevealFlow
visualization framework, an approach that accentuates the operators’ ability to detect
changes in the process. RevealFlow consists of four guiding principles:

1. For process monitoring, changes are equally important to steady states. Most
control room indicators provide the current state in a numeric depiction, either as an
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alphanumeric value or as a graphical representation of that value. However, it is
often not the current magnitude of the indicator but rather the change in the magni‐
tude that is of interest to the operator.

2. Changes should be apparent at all times. A plant undergoes fluctuations, and these
dynamics are important for the operator to be able to see at all times. Changes should
be highlighted on the display in a manner that allows them to stand out from steady
state values. Small fluctuations within a deadband should be ignored. Larger changes
should be visible with their salience proportional to the magnitude of the change.
These changes, once highlighted, should remain prominent.

3. Changes occur in historical context. To represent change, it is important to show
how the indicator has changed over a period of time. Essentially, changes must be
trended visually. Note that trending a change is slightly different than trending an
indicator’s value. Change trending captures the derivative of the dynamics vs. simply
the history of the indicator.

4. Changes escalate, but their cause does not. A complex process may feature many
interconnected systems that can result in a chain reaction when one part of the process
is disrupted. Similar to an alarm flood, it is possible that these changes, when simul‐
taneously active, may overwhelm the operator’s ability to detect the most important
changes. Process control is “big data,” and preventing information overload requires
process information filtering. As such, RevealFlow recommends emphasizing first-
out changes and those changes that are of highest priority to the plant.

It should be noted that these principles represent a design philosophy, not a prescrip‐
tive design style guide. A translation of these principles into example designs for process
control systems is provided in the next section.

3.2 Examples of RevealFlow

RevealFlow is being implemented in the Computerized Operator Support System
(COSS) [18], a digital operator aid that provides ongoing process monitoring in control
rooms. Currently, COSS is installed in the Human Systems Simulation Laboratory [19],
a full-scope nuclear power plant control room simulator facility at INL. COSS consists
of a DCS with an advanced HMI frontend and intelligent process diagnosis (PRODIAG)
system backend [20]. PRODIAG acts as a detection engine to determine changes to
modeled parameters. Confluence equations serve to provide unit-neutral metrics of
change ideally suited to process monitoring. RevealFlow represents an effort on behalf
the authors to provide a usable visual representation in the COSS HMI for the change
monitoring in PRODIAG.

The visualization scheme borrows from EID and IRD. A simple example is
provided in Fig. 2. As currently envisioned in COSS, RevealFlow begins with a dull‐
screen visual outline of key parameters. Light-colored indices are displayed as grey
graphs arranged along a functional piping and instrumentation outline. As indicators
change, they are highlighted on the graphs such that they become readily visible to the
operators. A greyscale gradation to the steady state of the indicator allows the oper‐
ator to see the change over time, while a color highlight indicates an alarm state.
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RevealFlow is able to address the issue of large data visualization by only high‐
lighting changes. When integrated across an overview display, the RevealFlow graph‐
ical elements create a muted backdrop for in-range indicators, only drawing attention
to important changes. Gradual, slow drift changes are greyscale and less salient,
while rapid shifts are highlighted with color.

Fig. 2. Three examples of RevealFlow bar graphs indicating an elevated state relative to the
setpoint (left), a low alarm state (middle), and a normal state (right). The greyscale gradation
allows a temporal trail, which represents time information trending not typically represented
outside line graphs. An arrow overlaid on the graph draws attention to changing indicators. On
the far right, there is a pie chart illustrating the concurrent change in three related systems.

4 Conclusions

Existing control rooms—whether analog, hybrid, or digital—represent strategies for
capturing plant process data for monitoring by the plant operators. Rarely do these strat‐
egies help operators focus on arguably the most important aspect of the plant processes,
namely those processes that are experiencing change, especially those with rapid shifts.
RevealFlow presents a design approach centered on simplifying the display of infor‐
mation to highlight process dynamics rather than process states. RevealFlow is being
implemented in COSS, and new graphical visualizations are ongoing. The culmination
of RevealFlow will be the evaluation of the effectiveness of the RevealFlow designs
benchmarked against other control room technologies. It is hypothesized that Reveal‐
Flow will simplify monitoring of complex processes. RevealFlow therefore represents
a significant shift in concept of operations and will require extensive evaluation to ensure
the efficacy of the design principles. Change is constant in process control; perhaps
RevealFlow will prove a worthy change to control rooms.
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Abstract. Calibrated trust in an automation is a key factor supporting full inte‐
gration of the human user into human automation integrated systems. True inte‐
gration is a requirement if system performance is to meet expectations. Trust in
automation (TiA) has been studied using surveys, but thus far no valid, objective
indicators of TiA exist. Further, these studies have been conducted in tightly
controlled laboratory environments and therefore do not necessarily translate into
real world applications that might improve joint system performance. Through a
literature review, constraints on an operational paradigm aimed at developing
indicators of TiA were established. Our goal in this paper was to develop an
operational paradigm designed to develop valid TiA indicators using methods
from human factors and cognitive neuroscience. The operational environment
chosen was driving automation because most adults are familiar with the task and
its consequent structure and therefore required little training. Initial behavioral
and survey data confirm that the design constraints were met. We therefore believe
that our paradigm provides a valid means of performing operational experiments
aimed at further understanding TiA and its psychophysiological underpinnings.

Keywords: Trust in automation · Operational paradigm · Driving automation ·
Human automation integrated systems

1 Introduction

Joint human automation systems have been developed to leverage the abilities of both
agents in order to improve overall task performance. However, true integration has yet
to be realized, and the automated agent is often either misused, or disused entirely
resulting in relatively poor performance outcomes. One reason genuine integration has
not yet been achieved is an apparent lack of user acceptance. The degree to which a
human user accepts an automated agent is thought to be directly related to the level of
trust the human user has in the automation [1–3]. That is, as people gain confidence in
the reliability, robustness, and safety of automated technologies, they develop sufficient
trust to willingly share important decision and/or control authority with such systems.
Therefore, if automated systems are to be used as designed, enabling joint system
performance to reach intended levels, it is important that the human user develop a
certain level of trust in the automation (TiA). However, more important than achieving
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a certain level of TiA is to manage it so that behavioral outcomes such as misuse or
disuse [6–9] do not occur regularly and negatively impact overall performance. Conse‐
quently, an important goal for systems designers is to find a means to calibrate the human
user’s TiA to elicit desired interaction with the automation given the nature of the
ongoing, and dynamic, task context [3, 10–13]. An immediate need if TiA is to be cali‐
brated is to establish quantitative and easily monitored indicators of TiA that are robust
across individuals, task and time. Currently the only method for assessing TiA is by
participant self-report through survey instruments, and few of these surveys have been
validated. However, if objective real-time measurements of TiA can be identified and
demonstrated as valid, systems could be designed to measure and manage TiA for real
world applications that would maximize joint system performance of critical human
automation system tasks.

The goal of this paper is to discuss the conceptual underpinnings of an operational
research paradigm aimed at inference and validation of TiA outcome measures. First,
we discuss important design constraints to such a paradigm based on human factors
research. We then provide an example of how these concepts were realized in operational
research that adapts methods from cognitive neuroscience and human factors engi‐
neering for addressing important issues for TiA and its influence on human-automation
systems. Finally, we provide preliminary high-level analysis of an instantiation of our
proposed paradigm demonstrating that it meets design constraints, and is therefore suit‐
able as a method to identify indicators of TiA.

2 Concepts for Applying Cognitive Neuroscience
to the Operational Study of TiA

Although methods from cognitive neuroscience have been applied in experimental
settings to adaptive human automation systems that scale or mitigate task demands on the
human user [4, 5] there has been little consistency in how the methods have been applied
to specifically study TiA. We propose that such methods, particularly those based in
psychophysiology, have considerable potential to effectively identify indicators of TiA if
applied under appropriate operational constraints. The basis of this proposal is the under‐
standing that trust is a psychological construct and therefore it would seem reasonable that
there would be dynamic psychophysiological variables that enable inferences regarding
extant levels of TiA for a given human user. Indeed, research on interpersonal trust has
revealed measurable physiological changes correlated with changing participant trust and
trust based decision making [6]. Therefore we believe that the application of these cogni‐
tive-neuroscience methods is promising for the study of TiA. However, much research
across these domains (both cognitive neuroscience and human factors) has been labora‐
tory based, leveraging dramatically simplified tasks performed in controlled environ‐
ments, often using a narrow set of psychophysiological and/or behavioral data. These
methods have resulted in important insights about cognitive and behavioral phenomena
underlying human-automation relationships, but these laboratory-based research findings
may be of limited value in more complex operational contexts. This is because they tend
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to apply to general populations rather than providing an understanding of how human-
automation relationships develop as individuals perform tasks with real-world risks and
consequences. New research paradigms are therefore required if an understanding of
individual relationships are to be understood and leveraged to measure and manage TiA
dynamics for particular operational environments.

3 Design Constraints

In order for research in this domain to be of use in operational settings, it is important
that experimental conditions engender, as close as is reasonable, authentic levels of trust
in ways reflective of operational influences. The relevant literature suggests three critical
design considerations if this goal is to be met, (1) establishing a task-relevant risk and
consequence structure, (2) engendering TiA levels as a function of automation relia‐
bility, and (3) engendering TiA levels as a function of workload. In addition to the
theoretically based design constraints, it is critical, if human automation interaction is
to be studied, that the subject be motivated to use the automation in a way that is organic
to the operational environment. Moreover, we argue that it is critical to develop and
validate that these factors have been successfully implemented if the paradigm is to be
useful for more detailed research in the cognitive and neural underpinnings of variations
in TiA and TiA-related decisions with regard to interactions with automation.

3.1 Risk and Consequence

Development of TiA requires inducing the perception of task-related risk or conse‐
quence to the human user [7, 8]; if consequences are low or irrelevant to the human,
levels of TiA fail to be important. Generally speaking, we consider that without risk,
trust is irrelevant to decision making. In order to develop a sense of risk and consequence
it thus appears necessary to facilitate a sense of personal investment in the task outcome.
While there may be multiple ways to achieve this, one of the more common methods in
research has been to link performance outcomes with extrinsic rewards. Typically, these
rewards are financial because most adults have daily experience with financial motiva‐
tion or gain. Though not directly applicable to many operational contexts, we chose
financial motivation as a proven means of creating the needed senses of task investment
and risk. Certainly, given the high cost of vehicle-based incidents, financial concerns
tend to be common among real-world drivers as well.

3.2 Engendering TiA as a Function of Automation Reliability

Research has yielded much evidence as to what intrinsic and external factors affect extant
levels and dynamic changes of TiA in the operational context of human automation inte‐
grated systems [1, 8–10]. In the general case, the degree or level of TiA appears to result
from the evaluation of observations against a priori expectations about how an automa‐
tion should behave. Initially, most people would expect a real-world automation to be
reliable and to be consistent over time, as well as being able to aid in achieving the task
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goal [1, 11]. Thus, with some exceptions [11], most human users will have an a priori
expectation that the automation will be trustworthy, and therefore the initial level of TiA
is likely to be relatively high. Reliability, or the degree to which the human user perceives
the automation to be accurately performing tasks for which it was designed has signifi‐
cant effects on TiA levels is especially important at the start of automation use. Subse‐
quently, consistency over time becomes critical to dynamic patterns of TiA levels; human
users will continue to use, and even benefit from a slightly unreliable (above 70 % reli‐
able) automation if the errors are predictable and consistent over time [12, 13].

3.3 Engendering TiA as a Function of Workload

Workload has been well established as a key influence on behaviors that have tradition‐
ally been attributed to TiA. For instance, under high-workload conditions, some people
will choose to use an automation for which they hold low trust simply because some
assistance is presumed to be better than none [14, 15]. Conversely, research also suggests
that under conditions of low workload, human users tend towards manual operating mode
[14, 16], likely because of boredom [16]. Therefore, this and other previous research has
clearly demonstrated the interaction between workload and trust, leading to the expecta‐
tion that the effects on psychophysiological variables for each factor would be difficult to
disentangle. An operational paradigm focused on real-world outcomes should thus care‐
fully consider the impact of workload in the design of their study on TiA.

3.4 Motivation

If the automation is never used, TiA levels cannot be established, and further, there is
no interaction to observe. However, if the participants are rewarded or otherwise explic‐
itly instructed to use the automation, results may reflect experimental design rather than
the influence of TiA. One way of motivating natural interaction with the automation is
to introduce automation independent secondary task of high value; the logic underlying
this is that an automation that sufficiently handles lower value task elements will free
operator resources to handle the higher value task. For instance, while modern driving
automations are designed to prevent vehicle-vehicle collisions, not all are as capable of
predicting and responding to the sometimes erratic and suddenly changing behavior of
pedestrians (and other drivers). Therefore, it would be an appropriate driving strategy
to engage a driving automation to manage vehicle control, enabling the human occupant
to remain vigilant for pedestrians and similar potential hazards.

4 Implementing Operational Constraints into a Research
Paradigm

Consider the example of our recently developed leader-follower driving paradigm during
which participants were asked to perform a set of tasks relevant to real-world driving.
Driving is a model paradigm for our purposes for several reasons. Driving is a task that
many people engage in daily, and therefore little training is needed for subjects to perform
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an experimental driving task. In addition, driving automations are becoming increasingly
common and consequently people are interacting with automations in a natural way.
Therefore, an experimental driving paradigm appears to be an excellent operational
context to address our questions regarding TiA and human automation interaction.

4.1 Primary Task and Environment

Participants were instructed to drive a simulated vehicle one full lap around a two-lane
course. Task objectives included lane position control and maintenance of a “safe”
distance from other vehicles, and particularly the lead vehicle in front of them. Auto‐
mations with different capabilities were presented in different experimental conditions.
For conditions in which the automation was available, participants had the option to
enable or disable the automation at any moment. Lateral (wind gusts) and longitudinal
(lead vehicle speed changes) perturbations were introduced to further challenge the
performance of the driving task. In addition, participants were solely responsible for
avoiding collisions, as the automation had no explicit collision avoidance capabilities.
Therefore, the chosen automation independent secondary task involved avoiding colli‐
sions with frequently-appearing pedestrians by responding to them with button presses
on a game controller. Pedestrians appeared approximately once every 6 s, distributed
randomly on either side of the road, and 15 % stepped in the vehicle path.

4.2 Risk and Consequence

Risk and consequence were expressly manipulated through use of a game-like scenario
where each deviation from task parameters had a preset consequence that was known
to the participants. The point structure was chosen to encourage a specific hierarchical
economy of decision making that was reflective of the risk structure in the real world.
For example, collision with a pedestrian incurred the most severe penalty, whereas an

Fig. 1. Summary of experimental paradigm. (A) Ride Motion Simulator shown as a participant
completes the driving task while wearing a 64-channel EEG cap. (B) Experimental task. Subjects
drove a vehicle (ownship; right lane follow) while following a lead vehicle (right lane lead) and
were instructed to maintain following distance and lane position. The varying reliability (low and
high) of the driving automation are represented by the distributions labeled ơL and ơF.
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incorrect button press incurred very little penalty. In order to make the reward significant
in the context of adult experience $200 was chosen as a maximum reward, of which
$100 could be lost incrementally due to performance decrements. To enhance the
realism, and therefore a sense of risk and consequence, participants completed all tasks
in an immersive 6-degree of freedom ride motion simulator (Fig. 1A).

4.3 Reliability

In order to develop sensitive measures of TiA it is necessary to encourage a variation
of TiA levels both within and across conditions. To this end we implemented two
different levels of driving performance reliability; high and low. Reliability character‐
istics were realized by using lane and speed offsets approximately described by normal
distributions with parameters specific to reliability condition as shown in Fig. 1B. The
high reliability condition had narrow lane and range offset distributions whereas the
distributions in the low reliability automation were broader. The low reliability auto‐
mation offsets reduced the appearance of consistency over time; here, the offsets were
large enough to make it appear that the automation ‘wandered’ gradually across the lane
and following range to varying degrees based on condition.

4.4 Workload

Management of task loading was an important design constraint because of the known
interaction between TIA and subjective workload; especially as affecting psychophysio‐
logical measures which are of ultimate interest in subsequent analyses. In two “full
control” conditions (heading + speed control with low and high reliability) there was an
inherent difference in workload owing to reduction in tasking for the human when the
automation was performing well. Thus, we expected subjective workload in the high reli‐
ability, full (FH) condition to be less than in the low reliability full (FL) condition. The
“speed only” conditions were introduced to allow balancing of workload across these
conditions. During the speed only, high reliability (SH) condition, it was thought that
subjects would primarily need to respond to lateral perturbations because the automation
was near perfect in responding to longitudinal perturbations. Conversely, in speed only,
low reliability (SL) conditions it would have been necessary to respond to almost all of the
perturbations. To balance this circumstance across the speed only conditions, lateral
perturbations were introduced more frequently in the SH as compared with the SL, thus
aiming to maintain comparable overall workload in both and, importantly, allowing for
inferences regarding TIA that were not confounded by effects of increased workload.

4.5 Experimental Design

The average drive time around the course for each condition lasted approximately
12 min. The two different automation capabilities were full control, i.e., both lane and
range conforming ability, the second only controlled the speed of the vehicle. Automa‐
tion reliability groups were high and low reliability. A 2 × 2 design was realized through
automation type (S, F), and automation reliability (L, H); the manual run was treated as
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a baseline condition. The experiment consisted of five conditions; manual driving only,
full automation with high reliability (FH), full automation with low reliability (FL),
speed automation with high reliability (SH), and speed automation with low reliability
(SL).

Psychophysiological sensors (electroencephalography (EEG), electrocardiography,
galvanic skin response (GSR), and eye tracking) were fitted to each participant and then
they completed a 10 min training session where they experienced both types of auto‐
mation and some of the experimental tasks. After training, data collection began with
onset of a manual condition, followed by the other four conditions in a counterbalanced
sequence. The course was designed with straight as well as both gradual and sharply
curved zones in order to change the likelihood that a trust based decision about auto‐
mation use would need to be made. Surveys were administered both before the experi‐
ment and in between each condition in order to ascertain whether or not we had met our
task constraints. The surveys of focus for this paper were the NASA-TLX to assess
workload, and trust in automation surveys to gauge TiA levels.

5 Initial Results

Our goal was to develop a paradigm for use in studying TiA as well as neural and
cognitive correlates in the operational environment of human automation systems.
Previous research aimed at understanding TiA specifies particular, operationally-rele‐
vant design constraints that must be met for a successful paradigm to be developed.
These include specification of a risk and consequence structure, managing the perceived
reliability of automation to influence TiA, and balancing workload. An indication of
successful paradigm development, therefore, would be the demonstration of having met
these experimental design constraints. Here, we provide subjective survey and behav‐
ioral data indicating that our main design was effective.

TiA levels have been shown to be affected by automation reliability. Therefore, it
would be expected that low reliability conditions would correspond to low TiA, whereas
high reliability conditions would correspond to high TiA. Figure 2A illustrates the rela‐
tionship between subjective ratings of system trustworthiness and automation reliability
by condition. The TiA data were analyzed with a mixed model where reliability and
type were fixed and subject data treated as random. There was a significant effect of
automation type (F(1, 71) = 3.47, p < 0.05) and reliability (F(1, 71) = 71.43, p < 0.01).
More important, there was also a significant interaction between automation type and
reliability (F(1, 71) = 5.0, p < 0.05). Figure 2B shows that automation-related decision-
making behavior, as revealed in the percentage of time the automation was engaged,
reflected the change in apparent TiA as expected.

To examine whether we successfully constructed our paradigm to account for a
suspected confound between subjective workload and trust in automation, we assessed
the NASA-TLX. Weighted scores are shown in Fig. 3 and hypothesis tests with mixed-
model ANOVA confirmed a significant automation type by reliability interaction (F(1,
71) = 7.8, p < 0.05).
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Fig. 3. Overall weighted average scores from the NASA TLX administered at the completion of
each driving condition.

6 Discussion

Our aim was to develop an experimental paradigm that allows the study of TiA in the
context of interactions with driving automation, an increasingly common operational
environment. Behavioral and survey results indicate that we met the required design
constraints derived from the TiA literature. For example, TiA levels had a clear rela‐
tionship with automation reliability conditions, a key factor in TiA development.
Figure 2A may also highlight the importance of predictability in TiA preservation; while
SL was less trusted than SH, the SL condition appeared to be more trustworthy than the
FL condition. This finding likely speaks to the issue of intersecting risk, trust, and
predictability. That is, the speed control was likely experienced as generally lower risk
than full control because it did not have the capability of steering into the path of an
oncoming vehicle. Moreover, its following ability was so consistently poor in the SL
condition that subjects almost always took over control immediately upon experiencing
a longitudinal perturbation. Time spent using the automation should reflect TiA levels.
Figure 2B shows the distribution of the percentage of time the automation mode was
engaged per condition. One important variable, workload, needed to be controlled for
across the speed only conditions. This was done by increasing the number of lateral
perturbations that were introduced during the SH condition. Figure 3 gives NASA-TLX

Fig. 2. (A) Subjective ratings (percent) of system trustworthiness, assessed with a visual analogue
scale based on Muir (1996) and (B) percent of time automation was used when available.
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scores indicating that the changes made to the perturbation ratio successfully balanced
subjective workload across the speed only conditions.

The behavioral and survey data indicate that our paradigm successfully achieved our
goals. More importantly, in achieving the overt objectives of the study, this paradigm
provides a valid start to future analysis beginning with the baseline understanding that
the data were collected in accord with key constraints required for operational relevance.
If our initial high level results indicated that, for instance, workload was not controlled
adequately, any subsequently observed significant differences in psychophysiological
variables could not be clearly attributed to TiA alone. However, more than understanding
the changes in the psychophysiological variables associated with dynamic levels of TiA,
is the inquiry into how changes in these variables might reflect the psychophysiological
underpinning for the observed behavior, i.e., the interactions with automations, and the
development of TiA. These interaction behaviors result from decisions made against a
background of current psychological state which has been shown to significantly affect
decision making.

Operational neuroscience studies in the context of driving automation might be
aimed at understanding the psychophysiological events that support these interaction
decisions, such as specific EEG and GSR features. Cognitive neuroscience research into
decision making has discovered some of the neural dynamics involved in decision
making. For example, fMRI studies have shown that the amygdala and the ventral
striatum act to assess the valence of stimuli and that these signals are compared in the
intraparietal region [17]. While operational studies necessarily use EEG rather than
fMRI, these findings provide a basis for hypotheses about the cortical sources, which
can be identified through localization algorithms. EEG studies aimed at understanding
the cortical dynamics of complex real world decisions have identified specific frequency
changes over the medial frontal regions [18]. Accompanying these neural correlates of
decision making are changes in peripheral physiological and eye movement behavior.
In particular, during difficult decisions, average tonic GSR magnitude increases more
than if the decision was easy [19]. Eye movement, specifically gaze fixation behavior
has also been associated with the cognitive processing of stimuli prior to a decision [20].
Clearly, results from cognitive neuroscience studies of decision making are fertile
ground from which to generate hypotheses for further analyses in well-conducted opera‐
tional experiments. We believe that our paradigm provides a research environment
capable of addressing such questions.

7 Conclusion

Poor human automation integration due to mis-calibrated levels of TiA motivated an
attempt to create an experimental paradigm suited to measure TiA in an operational
context so that it is applicable to the real world. Because trust is a psychological state,
we considered that the application of cognitive neuroscience methods rooted in psycho‐
physiology, would be an appropriate approach to developing indicators of TiA. Typi‐
cally, these methods are not used for operational neuroscience and therefore a new
experimental paradigm was required. We determined through literature review what
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constraints were needed for successful paradigm development. We found that if indi‐
cators of TiA were to be developed that (1) there needed to be a sense of risk or conse‐
quence, (2) that there needed to be different reliabilities of the presented automations in
order to manipulate TiA levels, and (3) that workload needed to be balanced across
conditions. Driving was considered to provide an optimal operational environment for
our research because most adults experience driving regularly and therefore would
require little training. In particular, as driving automations are becoming more common
driver TiA is critical, and in the driving environment, subjects would naturally interact
with automations they are familiar with. Our initial results suggest that we met these
goals and that our experimental paradigm provides a valid method of studying TiA and
human automation interaction in an operational setting.
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Abstract. The goal of this study is to explore how ocular behavior is different
in groups that possessed varying levels of performance in dynamic control tasks
with complex visual components. Twenty two university students participated in
this study by operating a human-in-the-loop (HITL) simulator. The participants
were asked to identify unknown air track(s) and take proper actions to defend a
battleship. During the experiment, a head-mounted eye-tracking device was
used continuously to record participants’ visual attention span regarding the
normalized coordinates of their gaze points. In the current study, fixation
duration was the main eye-tracking metrics. Air track identification accuracy and
the NASA Task Load Index (NASA-TLX) were also used to measure partici-
pants’ task performance and overall subjective mental workload.

Keywords: Mental workload � Cognitive modeling � Eye tracking analysis �
Task performance � Human-in-the-loop simulation

1 Introduction

Nowadays, many complex tasks, including tasks related to monitoring the refinery
process, as well as military command and control tasks, involve the use of visual
information, such as display gauges and computer monitors. To carry out the
responsibilities of these tasks, individuals need to conduct efficient visual searches and
locate the relevant information quickly and precisely. Due to the characteristics of
visual searching tasks, knowing individuals’ visual attention span and their cognitive
abilities is essential in evaluating task performance and display interface usability.
Thus, the eye movement has become the focus of more and more studies in the last few
decades. The eye-tracking technology has been successfully applied in many research
areas to examine human visual attention and physiological change. The main reason
that the eye-tracking method has been so widely adopted is that it provides evidence on
human information processes in several aspects by using different measurements, such
as fixations, saccades, scan path, pupil diameters, and so on. In our study, an experi-
ment with the eye-tracking technology was conducted to collect the participants’
eye-tracking data including eye fixation (when and where a person is looking at) and
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eye fixation transition (the sequence in which their eyes are shifting from one location
to another). The purpose of this study was to advance our understanding of eye
movement and to explore the feasibility of various eye-tracking metrics in the visual
searching task to identify differences in eye-tracking data across different
performance-based groups. These quantifiable differences may be used in several ways.
First, they help to further our understanding of the participants’ problem-solving
behaviors. Second, ocular behaviors may yield some insights into the perceptual pro-
cess patterns of the participants with a high-performance level. In other words, using
eye-tracking devices to identify the differences in perceptual process patterns would be
advantageous in developing the appropriate manner to solve problems in some cases.
Besides, the level of the participants’ subjective mental workload during the task
procedure was measured by using the NASA-TLX questionnaire as well. The workload
result was used to develop the relationship between the participants’ performance and
the mental demands placed on the participants by a task.

2 Literature Review

2.1 Eye-Tracking

Eye-tracking technologies typically collect two types of eye movement information:
location (where fixations tend to be directed) and duration (how long they typically
remain there) within specific areas. Although it was found that human ocular behaviors
showed various patterns when inspecting visual scenes, they can still be modulated,
depending on cognitive demand and the characteristics of the scene (Yarbus 1967).
Therefore, an eye’s gaze can be considered an unbiased indicator of the focus of visual
attention and the eye-tracking method has been successfully utilized to study human
behavior in a wide range of research domains, such as reading (Hyönä and Niemi 1990;
Rayner et al. 2006), program comprehension (Bednarik and Tukiainen 2006; Crosby
and Stelovsky 1990), arithmetic problem solving (Andrá et al. 2013; Hegarty et al.
1992), multimedia learning (Tsai et al. 2012; van Gog and Scheiter 2010), and driving
(Palinko et al. 2010), human-computer interaction (Granka et al. 2004; Jacob and Karn
2003). A review of the literature on eye-tracking revealed that researchers developed a
wide variety of eye tracking metrics. However, one of the most commonly reported
eye-tracking metrics in previous studies is fixation. There are also several derived
metrics that stem from these basic measures, such as saccade, dwell (also known as
gaze), scan path, and pupillary responses, such as the changes in pupil size (Jacob and
Karn 2003; Poole and Ball 2005).

2.2 Fixation

Fixations, which are widely used eye tracking matrices, are commonly defined as
moments in time when the eyes stay relatively stationary, taking in or “encoding”
visual information. Fixation duration is one of the common metrics, both of which can
be interpreted differently depending on the characteristics of the tasks. A longer
duration indicates a greater difficulty in interpreting information from the object being
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fixated, or it may also mean that the participant is more engaging (Just and Carpenter
1976). Also, fixation duration varies as a function of the particular task such as reading,
visual search and typing (Rayner 1998). It can range from 60 to 500 ms being about
250 ms on average (Liversedge and Findlay 2000). Many previous eye-tracking studies
employed fixation-derived metrics and provided interesting insights into the
problem-solving process. Kun et al. (Guo et al. 2006) compared the cognitive processes
for inspecting several visual scenes with different characteristics and found that the face
and natural images attracted similar numbers of fixations while the viewing of faces was
accompanied by longer fixation durations compared with natural scenes, which pro-
vided supportive evidence to the arguments that face perception is involved in a unique
cognitive process compared with non-face object or scene perception. Bednarik et al.
(2006) presented a study of the comprehension processes of programmers with the help
of a remote eye-tracking device. A significant difference was found on the mean
fixation durations over the main areas of interest, which, they believed, indicated levels
of difficultness in comprehending different parts of a program. In their study, longer
durations indicated more difficulties during cognitive processing. A more recent
research done by Tsai et al. (2012) examined the students’ visual attention when
solving a multiple-choice problem. Based on the analysis, they suggested that the
relevant information was fixated longer than the irrelevant one, and participants paid
the most attention (longer total fixation durations) to their preferred answers before
making decisions. Table 1 is a summary of the main fixation-derived metrics.

2.3 Workload Measurement

Currently, applied research has paid much attention to the human workload study to
ensure high levels of safety, health, and comfort and the long-term productive effi-
ciency of the operator. Eggemeier (1988) defined mental workload as “the degree of

Table 1. Fixation-derived metrics with interpretations from literatures

Eye movement
metric

Interpretation Reference

Fixation
duration mean

Longer durations indicate a greater difficulty
in interpreting information from the object

Just and Carpenter
(1976); Jacob and
Karn (2003)

Longer durations mean that the object is
more engaging in some way

Just and Carpenter
(1976)

Total fixation
number

More overall fixations indicate more
searching or less efficient search

Goldberg and Kotval
(1999)

Fixation number
per area of
interest

A higher number of fixations indicates more
importance or a more noticeable area in
problem-solving tasks

Poole et al. (2005)

A higher number of fixations means that an
item is actually harder to recognize in
reading tasks

Poole et al. (2005)
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processing capacity that is expanded during task performance”; in other words, the
mental workload is a specification of the amount of information processing capacity
that is used for task performance. There are several factors that are said to be related to
mental workloads from the both task side (such as complexity, the difficulty of the task)
and the individual side (such as effort expended by the operator) (De Waard and
Studiecentrum 1996). Thus, a multidimensional measurement method is needed to
scale the workload accurately. A number of tools for the evaluation and prediction of
workload are available such as the National Aeronautics and Space Administration –

Task Load Index (Hart and Staveland 1988), the Subjective Workload Assessment
Technique (Reid and Nygren 1988), and the Workload Profile (Tsang and Velazquez
1996). Among these workload assessment instruments, NASA-TLX, which is a mul-
tifaceted tool for assessing subjective workload, has been applied in many domains and
is widely accepted as one of the strongest tools for reporting perceptions of workload.

3 Method

In this study, the anti-air warfare coordinator (AAWC) human-in-the-loop test bed was
used (Kim et al. 2015; Macht et al. 2014). Within this interactive simulator, participants
handled identifying the unknown air tracks based on the engagement rules and the air
tracks’ information that they gathered from the radar simulation system. The main
reason for choosing this test platform was that it was a relatively complex task with
dynamic visual components. Also, some studies have contributed to understanding the
eye movement behaviors using this platform or other similar platforms. Thus, further
evidence was needed to support the reliability of eye-tracking metrics in complex
dynamic tasks such as the AAWC simulation (Fig. 1).

The twenty-two participants were divided into three groups based on their per-
formance: high-accuracy group, medium-accuracy group, and low-accuracy
group. Analysis of the data revealed some statistical changes in ocular behavior and
mental workload among the three groups.

Fig. 1. Experimental environment
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4 Data Collection

4.1 AAWC Simulation Task Performance

The accuracy of the identified unknown air tracks was calculated to determine the
levels of the participants’ AAWC simulation task performance. As discussed above, we
only focused on the performance of identification task in the current study. Thus, if and
only if both the primary identification (such as friendly, hostile, and etc.) and the type
identification (such as strike, commercial aircraft, helicopter and etc.) of an unknown
air track were identified correctly before the end of a scenario, the result would be
accounted as a right identification (Kim 2014; Kim et al. 2011).

Accuracy ¼ Total number of correctly identified air tracks
Total number of unknwon air tracks in the scenario

ð1Þ

4.2 Area of Interest (AOI)

The AOI refers to the specified interested areas in the visual field in which the gaze
point lies. Five AOIs were defined for further data analysis (See Fig. 2). They were
radar screen AOI, menu bar AOI, data panel AOI, track profile AOI, and EWS AOI.
Although being important components of the AAWC simulation task, some areas were
defined as outside areas and were excluded from eye-tracking analysis for the following
reasons. The AAWC simulator guide board was excluded due to the small amount of
attention allocation. The air track behavior board area and the system response panel
area were excluded due to the low eye-tracking accuracy on these two areas. Also,
since the purpose of this experiment was to explore the differences on information
process, the data input panel area was excluded as well as it did not contain much
relative information that can be used to perceive the situation of the air space.

Fig. 2. Environment layout and areas of interest (AOIs)
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4.3 Eye-Movement Data

The raw data recorded by the eye-tracking system were typically in terms of the
normalized coordinates. From this raw data, fixations were calculated and derived. In
this study, fixation occurred when a participant’s gaze stabilized over at least 100 ms,
and the visual angle degree was less than 1°. The fixation duration was calculated as the
entire period of the fixation, in other words, the difference between stop and start time
of the fixation.

5 Results

5.1 AAWC Simulation Task Performance

Although the participants went through the same experiment training phases, their
mastering of the knowledge and skills were varied. The analysis of the participants’
identification accuracy was performed to determine the level of performance.
According to the identification result, twenty-two participants were divided into three
groups with the different performance levels: the high-accuracy group (8 participants),
the medium-accuracy group (7 participants), and the low-accuracy group (7
participants).

The followings are the criteria for grouping.

• High-Accuracy Group: The average accuracy of the two day’s experiment was no
less than 75 % and the accuracy on each day was no less than 70 % (This criteria
filtered out about top 25 % participants with relatively high performance).

• Medium-Accuracy Group: The average accuracy of the two day’s experiment was
between 50 % and 65 % and none of the accuracy on each day was lower than
40 % or higher than 70 % (This criteria filtered out about medium 25 % partici-
pants with relatively medium performance).

• Low-Accuracy Group: The average accuracy of the two day’s experiment was no
more 45 % and the accuracy on each day was no more than 50 % (This criteria
filtered out about bottom 25 % participants with relatively low performance).

5.2 Fixation Durations on AOIs

In order to determine the information processing time on the AOIs, we investigated the
fixation duration time. The AAWC test platform consisted of five areas of interest
(AOIs), which were radar screen AOI, menu bar AOI, data panel AOI, track profile
AOI, and EWS AOI. Eye-tacking data was filtered out when eye gaze point fell outside
these areas. Thus, fixation duration time was measured only for these five discrete
AOIs. The results of fixation durations on each AOI are presented in Table 2.
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5.3 NASA-TLX

According to the assessment questionnaire, the mean of the overall weighted
NASA-TLX score for the high-accuracy group was 42.77 (SD = 15.60), which was the
lowest among all the three groups. The mean of the overall weighted NASA-TLX score
for medium-accuracy group was of the medium level, which was 49.54 (SD = 16.55).
However, as for the low-accuracy group, the overall weighted NASA-TLX score
increased up to 56.59 (SD = 19.78) which was higher than any other groups.
The ANOVA analysis showed that the three groups’ NASA-TLX scores were signif-
icantly different (F(2,129) = 7.24, p < 0.001) (Table 3). The medium-accuracy group
and the low-accuracy group’s scores were significantly higher than the high-accuracy
group’s (all p-values <0.05). However, no significant difference was found between
medium-accuracy group and low-accuracy group (p = 0.076).

6 Discussion and Conclusion

By analyzing the result, we found that the fixation duration varied systematically as a
function of the five different AOIs as expected. It means that the fixation duration is
linked to the human’s processing time. A longer duration indicates that more effort is
expended in interpreting information during a problem-solving process. We discovered
that a comparison of fixation duration data produced clear differences corresponding to
the known levels of the performance in our study. It indicates that the processing time
to comprehend information from different AOIs varied a lot and obviously followed the
same trend across all three groups. The longest mean fixation duration belonged to the
radar screen AOI, and the second-longest fixated AOI was the data panel AOI followed
by the menu bar AOI, while the EWS AOI and the track profile AOI demanded the
lowest mean fixation durations. This can be related to the different difficulty levels for

Table 2. Mean fixation durations and standard deviations (in parentheses) over the main AOIs
for high-accuracy, medium-accuracy and low-accuracy groups

Group Radar screen Data panel Track profile EWS Menu bar

High-accuracy 0.35749
(0.38364)

0.30281
(0.25152)

0.23630
(0.13387)

0.21711
(0.11929)

0.29523
(0.20356)

Medium-accuracy 0.37653
(0.40092)

0.30621
(0.23886)

0.23693
(0.14868)

0.22769
(0.12502)

0.30204
(0.21927)

Low-accuracy 0.37107
(0.39057)

0.34800
(0.35655)

0.24653
(0.16285)

0.22862
(0.12380)

0.30735
(0.22311)

Table 3. NASA-TLX results of high-accuracy, medium-accuracy and low-accuracy groups

Group Mean NASA TLX Standard
deviation

F value P value

High-accuracy 42.77 15.60 F(2,129) = 7.24 0.001
Medium-accuracy 49.54 16.55
Low-accuracy 56.69 19.78
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participants to encode the information from each AOI. Participants demanded the
longest fixation duration on the radar screen AOI, which could be explained by the fact
that this AOI displayed only graphic symbols, which indicated a lot of implicit
information including current track identification, direction, speed, location, and
behavior. It had a longer solution path and required more effort in order to extract the
useful information from this AOI. As for the data panel AOI, which displayed the air
track’s parameters in digits, such as altitude and speed, the information on this AOI was
much more straightforward compared with the information on the radar screen AOI. It
saved participant effort in encoding implicit information from the symbols on the radar
screen AOI. Additionally, the information on the EWS AOI and track profile AOI was
the easiest to process due to the fact that these only displayed the direct correspondence
between the track’s real identification and the typical parameter/sensor code/track
model, which required no further processing.

In addition, a significant difference on NASA-TLX scores was observed across the
groups with different performance levels. It was found that participant performance had
an obvious negative correlation with the NASA-TLX score. As the group’s identifi-
cation accuracy significantly increased, the NASA-TLX score decreased. This rela-
tionship revealed the fact that the high-accuracy group experienced a relatively low
overall mental workload when performing the radar monitoring task. In other words,
the mental demands expended during the task were lower for those with higher per-
formances. The result can possibly be explained by the fact that if participants had a
stably high performance, which means they could understand the task well, be aware of
the situation correctly and interact with the radar simulator step by step in an orderly
manner, they experienced less mental workload and might have felt more relax during
the tasks. However, if participants had relatively worse performances, which means
they experienced more difficulties when struggling in the task, they might be more
stressful and expended higher mental workload. In a nutshell, the NASA-TLX could be
used as a supportive source for measuring performance levels. However, there is a
limitation on NASA-TLX. Though the NASA-TLX scores showed an apparent inverse
pattern from the performance level, the difference in NASA-TLX scores between the
medium-accuracy group and the high-accuracy group was not significant. It means that
this subjective response might not precisely correspond to the participants’ experience.
In addition, NASA-TLX is a post-session subjective assessment. Hence, it could not
account for rapid changes in mental workload.

In this research, we used the anti-air warfare coordinator (AAWC) radar simulator
as the experiment test bed to explore how ocular behavior is different in high-accuracy,
medium-accuracy, and low-accuracy groups. The findings suggested that eye tracking
data may potentially be a reliable source to identify differences in problem-solving
behaviors among performance-based groups in several aspects, and may provide
insights into the cognitive process to interpret participant performance further.
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Abstract. Operations in cyberspace are enabled by a digitized battlefield. The
ability to control operations in cyberspace has become a central goal for defence
forces. As a result, terms like cyber power, cyberspace operations and cyber
deterrence have begun to emerge in military literature in an effort to describe and
highlight the importance of related activities. Future military personnel, in all
branches, will encounter the raised complexity of joint military operations with
cyber as the key enabler. The constant change and complexity raises the demands
for the structure and content of education and training. This interdisciplinary
contribution discusses the need for a better understanding of the relationships
between cyberspace and the physical domain, the cognitive challenges this repre‐
sents, and proposes a theoretical framework - the Hybrid Space - allowing for the
application of psychological concepts in assessment, training and action.

Keywords: Cyberspace · Physical domain · Cyber-physical system · Cyber
security · Socio-technical system · Hybrid space · Human factors

1 Introduction

“The future commander needs to be as focused on cyber as on other environmental
factors” [1]. This statement summarizes the current dilemma of contradictory task
profiles and cognitive demands for military personnel, which result in challenges that
present themselves across the social, physical and cyber domains. The complexity of
cognitive work associated with human-technological interaction with multiple interde‐
pendent, interconnected and networked environments is compounded [2], as these
human and technological agents consequently bring their own assets and goals (e.g.,
informational, social, physical, cyber [3–5]) into the operating and decision making
space. Moreover, activity in this space is further complicated or complexified as each
agent needs to secure their own assets, in order to maintain freedom of movement [17].
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Examining asset protection from a security perspective is important to ensure
security is not compromised, all assets need to be protected from current and future
threats, both internal and external to the system. Simultaneously, vulnerabilities inherent
within the entire socio-technical system (STS) have to be managed [5]. According to
Whitman and Mattord [3] an asset is a protected organizational resource. Therefore,
prioritizing these resources is achieved by weighting assets based on values ranging
from: criticality, profitability, replacement or protection expenses, and embarrassment
or loss of liability factor if the asset is revealed [3]. Assets and their vulnerabilities are
interconnected. If an asset is lost, this loss has an effect on other assets and their vulner‐
abilities.

Expanded digitization and global network coverage [6] will connect people and
physical infrastructure to cyberspace and to other physical entities via cyberspace. In
turn, this will reveal novel and unforeseen connected vulnerabilities that requires human
cognition to self-regulate and transform1. Several authors have identified a lack of
understanding regarding how the connectivity of agents has negative consequences for
decision making and action, especially relating to third party infrastructure [8]. We argue
that today’s decision makers have to acknowledge and understand how to prioritize
multiple assets based on known and unknown vulnerabilities and risks. Achieving this
level of understanding within a contradictory and hybrid landscape requires cognitive
flexibility to control the multiple situational dynamics that can occur simultaneously
between assets in the physical domain, the social domain and cyberspace.

In a military context, these hybrid conditions create challenges for efficient decision
making as final responsibility lies with ranking officers whose past experience and
current practice, including key command and control activities such as sensemaking and
decision making, are rooted in and influenced by factors in the physical domain [7, 8].
Despite their affinity for the physical over cyber media, increasingly, officer under‐
standing and decision making is being guided by information perceived, interpreted,
evaluated and communicated to them by lower ranking, and often younger, officers who
operate comfortably in this domain [10]. Agents equipped with the necessary capabilities
to translate phenomena originating in cyberspace into the physical domain can poten‐
tially provide the crucial knowledge bridge required to influence far reaching military
and political decision making.

The conjunction of age, rank and experience reveals a didactic shift in command
responsibility and decision making. This can be addressed through better understanding
of competencies or better definitions of competencies. The arrival of ‘cyber’ has revealed
evidence that suggests more understanding of skill-sets and agile leadership [12] can
contribute to defining human competencies as requisites for performance in contempo‐
rary military operations.

Huge investments have been made to develop and implement state-of-the-art tech‐
nologies across sectors to improve human efficiency. Digitization has increased

1 Kegan and Lahey [2] define the self-transforming mind as: “able to step back and reflect on
the limits of our own ideology or personal authority; see that any one system or self-organi‐
zation is in some way partial or incomplete; be friendlier toward contradiction and opposites;
seek to hold on to multiple systems rather than projecting all but one onto the other” [2, p. 17].
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information flow and interdependability of technological systems [13]. Efforts to
leverage human performance have been answered by new technologies [15], yet the
results seem only to increase cognitive demand [14, 16]. The cognitive workload placed
on humans in this context exceed those in most common contexts [14]. Making the right
decisions in Computer Network Operations (CNO) has added value given the potential
for unknown or unintended consequences [17].

Several authors argued that there is a current lack of understanding of the human
factors necessary to operate effectively, safely and securely in this complex space [9,
11, 18, 19]. This is revealed through the inability to adequately integrate CNO into
contemporary military operations [17, 20], a pressing need for cyber related study mate‐
rials at all command levels [8, 21], and insufficient career structures for cyber personnel
[22]. The Hybrid Space approach acknowledges these factors as points of departure for
continuing research that integrates situational dynamics in cyberspace and the physical
domain, with individual cognitive skill-sets, psychological determinants of action and
communicative aspects, within a merging socio-technical and cyber-physical system.

2 The Hybrid Space Framework

The Hybrid Space (Fig. 1) frames the interconnection between cyberspace and the
physical domain, whilst simultaneously demonstrating the tension between tactical and
strategic goals in decision making and action (compression of command-levels) in a
future operating environment context. Individual domain specific competencies, expe‐
rience and rank determine performance levels and behaviours in a organisational and
institutional landscape that necessitate the integration, or at least complementary juxta‐
position, of cyber and physical domains (henceforth, hybrid). Understanding the
processes and actions required to enhance and accelerate these capabilities may hold the
key to releasing the tension between command levels when attempting to project military
power.

This framework acknowledges the Cyber-Physical System (CPS) and the effects of
automation through cyber-based technological operations on the physical world. CPS
research has been predominantly focused on the left side (Fig. 2a) of the horizontal axis
and has been defined as “…the close interaction of computing systems and physical
objects…” [24, p. 3]. With some exceptions (e.g., [37]), research in the area of STS -
defined as; “…taking both social factors and technological factors into consideration”
[25, p. 720] - resides primarily on the right of our horizontal axis (Fig. 2b). Going
forward, we view the field of STS research exploring how people will cope and perform
in a digitizing society.

In a pre-cyber landscape, the vertical axis has divided doctrine into three levels;
tactical, operational and strategic [23]. The intent of the vertical axis in the Hybrid Space
framework is to transfer conventional knowledge of military command levels and situate
this doctrine into a present day context. This novel approach is representative of today’s
digitized context; where cyber pervades all aspects of military planning and leadership
[23]. Cyber is shaping how traditional command levels are responding. It has resulted
in the compression of command levels [10] as a means of adaptation for coping and
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performance. In turn, bisecting the vertical axis with the horizontal axis reveals a
convergence of complexity. The purpose of the Hybrid Space is to open the space for
exploration in competencies, human behavior and cognitive processes [19] that occur,
or need to occur, in and around this point of convergence.

Viewing this complex terrain through the lense of the Hybrid Space - where human
and macrocognitive factors play a significant role [19] - can serve to bridge the expertise
gap between cyberspace and the physical domain. Cyberspace operations merge in-
depth tactical knowledge with strategic appreciation, which can create tension at
different command levels as it challenges traditional military doctrine, education models
and cultures [8, 16]. Inconsistencies in tactical and strategic operations across organi‐
zations result in difficulties in collaborative sensemaking with respect to core aspects of
defining cyber and, as such, present significant barriers for CPS and STS interoperability
[8]. Establishing clarity in this Hybrid Space is needed, not only to ensure effective intra
and inter-organisational communication, cooperation and coordination, but to ensure
national and international asset security.

2.1 Horizontal Axis

As indicated, the horizontal axis shown in Fig. 2 of the Hybrid Space framework
acknowledges earlier research in CPS and STS. CPS research acknowledges the

Fig. 1. The hybrid space framework
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integration of the cyber domain with the physical world [26, 27], but current frameworks
describing CPS and cyber attack categorization are mostly technology-centric and tend
to neglect the human factor [9, 19]. On the other hand, STS situates a human in the center
and is composed of social, management and technical subsystems [28], but in most
research conducted to date, STS has not fully embraced the role of cyberspace, as the
technical subsystem only provides the necessary functions to meet the roles of the human
[28]. We argue that including all environmental factors solely in an additive manner
does not satisfy the level of complexity facing individuals and teams operating within
these overlapping fields.

In the Hybrid Space framework, we extend the notion of STS to include cyber oper‐
ations as well as the coordinating operations that result from its integration. As a result,
the cognitive work in which humans engage, and the systems themselves, are increas‐
ingly complex [14]. Work is highly interactive and comprised of humans, agents and
artifacts. Information may be novel, deceptive, and/or limited, and is typically distrib‐
uted across space and time; Tactical goals (i.e., how to deal with a specific new threat)
are frequently ill-defined, and there is often a need for conflict resolution between stra‐
tegic goals (e.g., protect against a known state threat actor) and lower-order goals that
are both dynamic and emergent. Much of this requires significant preparation, planning
and replanning, as well as a considerable degree of domain-specific skill (such as

Fig. 2. The hybrid space framework in relation to CPS: “…the close interaction of computing
systems and physical objects…” [24, p. 3] and STS: “…taking both social factors and
technological factors into consideration” [25, p. 720].
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situation assessment, sensemaking, and decision making skills within STS and CPS). A
key feature is the requirement for proficiency at handling novelty, so that humans can
adapt on the fly to changing demands. To complicate matters further, the stakes are
almost always high, and uncertainty, time-constraints and stress are seldom absent.
Moreover, tactics and strategy that dictate how work should unfold are typically
constrained by broader professional, organizational, and institutional practice and policy
[29]. The macrocognitive demand characteristics placed on young personnel when
operating in the Hybrid Space exceeds those in most common contexts. Making the right
decisions in the Hybrid Space has added value given the potential for unknown or unin‐
tended consequences [30].

The horizontal axis in the Hybrid Space model acknowledges the simultaneous
presence and incongruent needs of cyberspace and the physical domain. Attacks in
cyberspace do not differ from conventional attacks insofar as they generate effects
beyond the intended domain of interest [9, 17]. However, they do differ in the way that
consequences might be unintended or hidden, revealed in unconventional timeframes
or affect third party interests. This incongruency necessitates a range of skill sets
including highly developed technical skills (e.g., coding, programming, analysis, etc.),
considerable macrocognitive skills (perception, interpretation, evaluation) and effective
interpersonal and psychological skills (perspective taking, communicative skills, for
instance to convey mission impact information to a commander). This axis highlights
the need for a new category of personnel with a wide variety of social and technical
expertise [1, 8, 11, 17, 20].

2.2 Vertical Axis

The vertical trajectory of the Hybrid Space framework visualizes the compression of
command levels whilst simultaneously recognizing the institutional need to maintain
such structures. The compression of command levels has been widely recognized in
contemporary military doctrines and goes by the acronym of the Strategic Corporal [10].
Tactical decisions made by military personnel must take into account the strategic real‐
ities that used to be purview of the higher levels in the chain of command [10], as the
distinction between tactical and strategic impact is becoming increasingly blurry [10].
In a CNO context, these decisions and actions performed by an operator, can have
geopolitical consequences.

Lemay and colleagues [10] give a variety of plausible situations where a cyber oper‐
ator is forced to decide and act on Advanced Persistent Threat (APT) incidents that may
affect the strategic scope of the organization. Cyber operations are marked by uncon‐
ventional timeframes (ranging from years to seconds in a both a future and historical
timeline) that result in cognitive complexity and pressure when attempting to avoid
negative consequences. Thus, a high level commander can easily miss out on decisions
affecting the strategic goal due to his/her relatively distant placement on the Hybrid
Space’s horizontal axis. Consequently, strategic sensemaking and decision-making can
suffer. When this is combined with concerns relating to adversary intent and attribution
[10] young personnel need to understand the strategic picture in order to communicate
events and respond accurately to uncertainty. This requires a model of leadership that
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is mature, agile and appropriate to context [8]. Lamay et al. [10] conclude that in this
new context, the strict division between tactical and strategic personnel cannot hold as
it potentially constrains and prevents leadership of cyber operators. They elaborate that
it is unlikely that a manager with an IT background will keep up with technology devel‐
opment, and technical personnel spending all their time updating themselves, might lose
track of the bigger picture. Having one supervisor for every cyber operator is not an
answer, and given the time constraint and time available to make decisions [10] it
narrows down the possible pathways ahead. As Lemay et al. [10] argue; enhanced
training, understanding the commander’s intent and decentralized decision making have
been brought forward as possible solutions. However, this process will require instruc‐
tion and training methods followed by evaluation to determine whether or not decen‐
tralized decision-making generally works.

So for now, incident handlers are strategic agents, often without being aware of it
[10], and often without their operational and strategic levels of command being aware
of it. If the current gap of technological skills and knowledge between managers/
commanders and technical personnel [10] is viewed upon in the Hybrid Space frame‐
work, the implications for leadership training that can leverage mastery of the ‘under‐
stand function’ [1] through cognitive-technical and cognitive-psychological competen‐
cies becomes evident.

To the best of our knowledge, the Hybrid Space conceptualization is the first to fully
acknowledge that investing in new technologies - to leverage human performance [31,
32] - has not accounted for what people view as important and given them strategies for
organizing that information. The Hybrid Space acknowledges specific features that
appear through a shift in contemporary military leadership. As knowledge agents
(human and technical) are required to ‘lead’ commanders and senior military planners
who experience heightened anxiety as their perceived self-efficacy and control beliefs
are threatened due to the ambiguity and asynchronous nature of the digital battlefield [8].

The Hybrid Space framework simultaneously stresses how human agents are
required to move between tactical and strategic considerations to master the understand
function [1] and operate effectively within the complexity of merging CPS and STS
landscapes. The Hybrid Space explains a novel state of being and opens up space for
critical research that can guide practices capable of facilitating the necessary learning
pathways for human performance in digitization.

3 Metacognition and Navigation Within the Hybrid Space

As command levels compress and systems converge, operating within the Hybrid Space
requires agents take conscious control of assets and responsibility for improving their
cognitive flexibility to move freely. This cognitive process builds on the Generation Y
learning paradigm of perception, emotional involvement, intuitive and experience based
practice [11, 33]; whilst also complimenting current pedagogical trends where learners
are encouraged to develop their cognitive and metacognitive skills, as pathways to better
performance and self-insight [35]. For military personnel, this learning process facili‐
tates mastery of the future operating environment whilst also implying the need for
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systematic and autonomous application of adaptive reflection [36] to build self-regula‐
tory processes and self-efficacy. Agents who are capable of mirroring the dynamism [34]
of the complex developing Hybrid Space landscape, will demonstrate leadership qual‐
ities founded upon the power of knowledge-based abstractions, rather than being
constrained by institutional norms of military command experience or rank. This cyber
leadership ‘art’ chances that current military norms and solutions relating to command,
control and understanding of leadership models, only present barriers and limit expect‐
ations [8].

Human factors focuses on the “fit” between the user, system, and the situational
demands in a hybrid space between cyber and physical domain. The Hybrid Space model
defines military personnel as located at the interface between CPS and STS and that both
systems incorporate the human “in the loop”. Events in the cyberspace, as perceived by
the human agent, have not only direct effects on decisions made in the physical domain,
but also influence human decision-making via indirect psychological effects. In a similar
vein, circumstances in the physical domain can affect the interaction with and thus events
within the cyberspace. Reacting adequately to constantly changing environmental needs
requires efficient navigation within the Hybrid Space, i.e., between cyber- and physical
domain (horizontal axis) as well as monitoring one’s relationship towards current
tactical and strategic goals and demands (vertical axis).

Metacognition refers to ‘thinking about thinking’ and includes the components
knowledge of one’s abilities, situational awareness, and behavioral regulation strategies
[38]. Individuals with high metacognitive skills have more accurate and confident judg‐
ment of their own performance in relation to the demands and are better able to accurately
describe their strengths, weaknesses, and their potential to improve. Thus, high meta‐
cognitive awareness of one’s cognitive processes (planning, monitoring, evaluations)
facilitates one’s localisation within the Hybrid Space, a judgment on its appropriateness
and initiation of change of cognition or action. As an example, individuals who recognize
emotional impacts of events in one of the domains (e.g., a failure or sub-optimal
performance in cyber) affecting their performance in the physical domain (e.g., distrac‐
tion leading to impaired concentration and reduced physical or cognitive performance),
can counter-regulate and apply emotion-regulation strategies.

An individual with a particular accurate judgment of his/her own performance level
(high metacognitive awareness) will recognise a potential threat in cyberspace
exceeding his/her technical abilities and consider to activate additional personal or tech‐
nical resources in the physical domain. A person being aware that the outcomes of
previous actions were taken under immense time pressure to serve short-term goals
served primarily tactical purposes can readjust short-term goals earlier to put strategic
goals back into the focus. The ability to be metacognitively aware of one’s own perform‐
ance without underestimation of own capacities or inappropriate over-confidence is
considered a relatively stable personality trait that can be quantified and made subject
to training and improvement. A crucial role for improvement of metacognitive skills is
played by leaders, trainers, and all persons designing training and giving feedback.

As an example for the application of cognitive science in the Hybrid Space model
serves the Recognition/Metacognition model [39] for tactical decision-making that
involves the ability to recognize situations and supplement with processes of verification
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and optimal solution resolvement that is relevant to the Hybrid Space. The R/M approach
identifies and outlines factors that can be trained to help deal with novel situations that
may arise (see [39] for in-depth description). At the meta-recognition stage, agents will
need to become aware of evidence-conclusion relationships, critically analyse the argu‐
ments that support a conclusion, correct any beliefs through external (collecting more
data) and internal (attention shifting or regulating the recognitional process) actions, and
quick testing the critical-analysis/correctional process. The meta-recognition compo‐
nent of the model provides information on the metacognitive factors so that it can
monitor and evaluate the recognitional process to modify behavior efficiently. This
process is dependent on expertise understanding of the Hybrid Space as well as an
understanding of the physical demands and psychosocial processes needed (metacog‐
nitive skills) to function in it.

4 Future Research

Several authors suggest that cyber officers need a varied skill-set [10, 11]. We agree
with these finding and see the Hybrid Space as a tool capable of framing the complex
environment that both defines and reveals this skill-set. This is a framework that reflects
the novel demands of the future operating environment.

The integration of cyber power into joint warfare presents a research gap that
concerns more than just understanding CNO from a technological or human factors
view. It requires us to understand the significance of these factors through their inter‐
dependency and the reciprocal processes that occur for functioning effectively in the
Hybrid Space. At all operational levels agents can affect and are affected by abstraction
levels of team and individual performance. Thus, by learning how to support perform‐
ance in the Hybrid Space we hope to develop efficacy through multiple performance
pathways. Research that embraces and leverages cross discipline collaboration is
required to establish a pedagogic methodology concerning how to educate, train and
accelerate the requisite skills that will enable responsible personnel to operate with
superior cognition in the Hybrid Space.

This framework has the potential to reveal the cognitive and metacognitive processes
required to conduct future military operations. By categorizing the relevant agents,
prioritizing the critical assets and finding novel approaches to measuring adaptation can
lead us to better understand the competencies, relationships and processes that occur in
the Hybrid Space.
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Abstract. The general public’s understanding of “secure” passwords, and how
they are generated is investigated. Habits that tend to foster the creation of more
secure passwords are suggested. Empirical data collected by survey participants
is shown to present solid evidence that “secure” passwords created by the
participants who could recall them later contained substantial substrings of
simpler password chosen earlier by the participants. In contrast, those who
encounter difficulty in recalling the passwords are seen to have created complex
passwords substantially different from simpler ones created earlier. Some
user-coping methods for the complexity-memorability dilemma are addressed,
Companies are urged to adopt a salting approach before encryption, and con-
sider new hashing mechanisms to ensure the security of user passwords. Given
the limitations of human memory, it is recommended that two-factor authenti-
cation be used.

Keywords: Password selection � Password strength � Password memorization

1 Introduction

Until now, password authentication has been the major strategy to restrict access to
sensitive information and services, despite the availability of alternative methods. The
resistance to change seems to stem from the potential for misuse of newer alternatives
[1]. Therefore, password authentication is likely to remain the most commonly used
authentication method for the near future. It is essential, therefore, to help internet users
to come up behaviors that increase the likelihood that the passwords they select will
meet the following criteria:

1. The password must be remembered by the user
2. The password should not contain any regular or predictable pattern which makes

them more susceptible to brute-force attack

The first criterion is quite obvious in its necessity. If the user cannot remember the
password, the user will not be able to access the information or service. (Additionally,
passwords must not be stored in a manner that makes them accessible to unauthorized
persons.) Therefore, the performance of password-based authentication is subject to the
limitations imposed by human memory capacity. The second requirement above
heavily relies on how dictionary attack works.
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Dictionary attack, according to Internet Security Glossary Version 2 [2], is “an
attack that uses a brute-force technique of successively trying all the words in some
large, exhaustive list.” In particular, using repeated substrings in passwords accelerates
dictionary attack, facilitating the compromise of password security systems. The use of
repeated substrings is a password security problem, since it reduces the size of the
search space, and provides syntactic and semantic clues that can be exploited by an
attacker.

Consequently, one way to address the password security problem is to require users
to make up passwords that are as “random” as possible. In more technical terms,
passwords having higher “entropy” are more less “predictable”, and so, more secure.

This, of course, increases the challenge to human memory.
In psychological terms, “High entropy” can be translated to “low associative

value”. Associative value is the number of connection of a string to meaningful content
made by a human being [3]. Most words one finds in a dictionary are considered to
have high associative value, making them susceptible to dictionary attacks.

This sets up a dilemma between password strength and human memory: a password
with higher entropy, which is more secure, has low associative value. This means those
passwords are harder for human to remember [4]. Indeed, Yan et al. [5] had found
empirical evidence for such intuitive phenomena, as they found that the participants
who were given a randomly generated password needed to write the password down in
order to memorize it.

One proposed underlying mechanism for such a trade-off in password strength and
memory may lie behind the theory that human relies on phonological measures to
commit information to memory. The current model of human’s working memory
suggested that it contains a phonological loop and a visual scratchpad [6], to which was
later added an episodic buffer [7], enslaved to a central executive which regulates the
attention.

The phonological loop provides a pathway to long-term memory formation by
repeatedly rehearsing the information in one’s own head. Strings of random characters,
however, are often unpronounceable. This has been shown by Shallice, Warrington and
McCarthy [8] to decrease their memorability.

Although this dilemma is well understood, it is not clear how the current internet
users are adapting to the demand for ever-more-complex passwords. This study con-
siders some user-coping mechanisms seen in collected data, as users’ attempt to create
“more secure” passwords.

It is here initially assumed that human’s cope with the memory demand of more
complex passwords by recycling and altering some simpler extant passwords (which, in
any case, will not likely be “secure” either). That is, users attempt to remember their
more secure passwords because they are embellished reiterations of simpler ones. It is
crucial to recognize that this is not regarded by users as “reusing a password”, yet poses
an equivalent risk. For, the mere existence of substrings commonly present in simple
passwords leaves hints for attackers; the full reuse is not necessary.
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2 Method

2.1 Participants

Participants were invited from a global community of general users to participate in a
demographic survey conducted on the internet. There were in total 149 completed sets
of data. The data from the participants who were not able to recall their simple pass-
words were culled, since this level of incompleteness did not allow the computation of
the necessary statistics. 93 sets of data remained available for analysis.

Among these 93 participants, 49 were male and 44 were female, with their age
ranging from 16 to 66 and older, while a vast majority falls evenly within the range of 16–
45. Most of them rated their computer literacy as “moderate” or “advanced” (Table 1).

2.2 Measure

The complexity of the passwords was measured by the double natural log of Kaspersky
time-to-break score, a widely used commercial standard. The large range of the raw
scores were not convenient for comparison, so the natural logarithm were taken twice
to make the values readily commensurable.

The similarity between passwords was measured using Dice’s Coefficient. Given
two passwords, both bigrams and trigrams were counted for the calculation of Dice’s
Coefficient, according to the following equation:

s ¼ 2nt
nx þ ny

; ð1Þ

where nt is the cardinality of the intersection of the bigrams or trigrams of the two
passwords, and nx and ny are the cardinalities of the bigrams or trigrams of the simple

Table 1. Demographic details of participants

Variable Category Total Percentage

Gender Male 49 52.7 %
Female 44 47.3 %

Age 16–24 33 35.5 %
25–35 23 24.7 %
36–45 27 29.0 %
46-55 0 0.0 %
56–65 7 7.5 %
66–older 3 3.2 %

Computer literacy Basic 6 6.5 %
Moderate 46 49.5 %
Advanced 32 34.4 %
Expert 9 9.7 %

Total participants 93
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password and the secure password, respectively. Dice’s coefficient was chosen for its
emphasizes on the existence of repeated substrings, which, as noted in the Introduction,
is a major concern for password security.

2.3 Procedures

An electronic questionnaire was set up on the internet which required each participant
to complete a survey. Respondents were not told that the purpose of the study was
analysis of password selection strategies.

Before presentation of the survey, the participant was asked to create an account by
filling in their email as the username, and providing a simple password. After the
participants filled in their password, no matter how simple or secure the password was,
the participants were prompted to revise their password and input one that is “more
secure” (Fig. 1).

At the end of the survey, the participants were asked to recall their initial password,
and their revised password (Fig. 2).

3 Result

First, a paired two-tailed t-test was conducted to compare the complexity of the simple
passwords and the secure passwords. This was done to obtain an instance of a password
the user believed was “more secure” than the initial one. The null hypothesis of the
statistical comparison conducted was that there was no difference in the complexity of
the simple password and revised password.

The result was that the revised passwords (M = 2.204, SD = 1.266) were signifi-
cantly more complicated than the simple passwords (M = 0.830, SD = 1.627),
t(92) = 7.4796, p < 0.0001.

Fig. 1. A prompt for a more “secure” password after their first password

Fig. 2. A request to recall both passwords at the end of the survey
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An independent two-tailed t-test was conducted to find how similar the “secure”
and simple passwords were between the group of participants who could successfully
recall their more complicated passwords (72 of them) and those who could not (21 of
them). The null hypothesis was that there was no difference in the similarity of the
revised and simple passwords between these two groups of participants.

The result was that the revised passwords created by the participants who could
recall them (n = 72, M = 0.324, SD = 0.389) were significantly more similar to their
simple passwords, against those who failed to recall the revised passwords (n = 21,
M = 0.119, SD = 0.233), t(55) = 2.9958, p = 0.0041.

The password similarity measure used Dice’s Coefficient calculated from bigram
counts. To measure substring reuse from the simple passwords by the “secure” pass-
words, a similar statistical analysis using Dice’s Coefficient calculated from trigrams
was also performed. A similar result was obtained: users who could recall their secure
passwords (n = 72, M = 0.290, SD = 0.289) had selected “secure” passwords that were
significantly more similar to their simple passwords, than users who failed to recall their
revised passwords (n = 21, M = 0.090, SD = 0.198), t(65) = 3.2014, p = 0.0021.

4 Discussion

4.1 Findings

The collected data suggest that the major drawback of using passwords as the method
of user authentication is that human memory capacity requires the user to choose a
password that is similar to what they have been previously using. It is true that when a
password gets longer, it is more difficult to crack using a brute-force approach.
However, this is not the case if the attacker adopts a dictionary attack approach,
especially if the attackers pre-treat the wordlist to consider the permutations of several
shorter classic passwords.

This might mean that passwords users regard as “more secure” (which the data
indicate are likely to contain substrings of “less secure” passwords) still carry the same
security risk. Further, this problem might not be detected by the “password strength
algorithm” hosted by a user’s internet service. This follows from the fact that study
participant’s password embellishments increased the Kaspersky time-to-break score in
an artificial way, leaving large substrings intact. The passwords that contain substrings
of the simple passwords got a pass from the “complexity test”, but the presence of
repurposed substrings leaves the password authentication system susceptible to dic-
tionary attacks.

This behavior is seen in the following examples extracted from the data:
The “secure” password in row 3 should not be any more secure than the simple one,

yet the Kaspersky time-to-break score is much higher than the simple one from which it
was created. This might mask the risk to dictionary attack it introduces.
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4.2 Limitations

A large proportion of users decided to shift to a totally different password when
prompted to enter a more secure one. There were indeed 45 out of 93 participants
(48.4 %) who supplied a “secure” password having a similarity score of 0 (Dice’s
coefficient calculated using bigrams) with their simple password.

However, this in no way means that these passwords are any more secure than
those found in Table 2. It is entirely possible (and we suspect probable) that these
participants maintain a collection of different well-used passwords. This is one of the
limitations of this study — other ready passwords that might be reused by participants
were not known. This is left for future work, and will require more extensive and subtle
data elicitation techniques.

It is emphasized that the level of similarity between the simple and “secure”
passwords found during this study only constitute a lower bound. If other frequently
used passwords are taken into consideration, the security risk is likely to be much
higher than seen here, since internet users are known to reuse passwords across dif-
ferent platforms [9], and reuse usually 3 or less of them [10].

Another limitation is that Dice’s Coefficient is not able to detect string patterns
easily visible to humans, as shown in row 1 in Table 2. The revised password
“gr@pejuice” will be deemed less similar to “grape” than “grapejuice” is due to the
replaced character “a” by “@”. This is a visual similarity and therefore only exists in
human perception at the moment. Such similarity across passwords was not detected in
this study. Another notable example will be changing “password” into “p455w0rd”.
Yet, this apparent randomness induced by substituting alphabets to visually similar
characters does not necessarily make these password significantly more “secure”.

The string morphs produced by character shape substitutions will not be present in
a dictionary, but they are easily readable and pronounceable for a human being.
Therefore, users might assume that such substitutions significantly strengthen security.
However, this method is predictable, and does not produce combinatorial growth in the
password search space. It is essentially a font variation. Attackers need only update
their dictionary, rendering this strategy less effective than it appears.

Table 2. Example of Participants recycling their simple passwords

Simple
password

Complexity score* for
simple password

Secure
password

Complexity score* for
secure password

grapes −1 gr@pejuice 1.839210505349484
police318 1.079918299522082 Pol318e 1.647303255736618
Delete a
file

2.782182225673644 Delete a
fileDelete a
file

3.696182122985719

mnbvcxz −1 mnbvcxzpoiuyt 1.566006629760012

* The complexity is calculated by the double natural log of the Kaspersky time-to-break score.
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The survey prompted for a more “secure” password without any explicit instruction
on how the password should be made. This does not sufficiently reflect how the average
internet users will react in real-life situation where the prompt for a more complex
passwords usually comes with a list of criteria (e.g. at least 8 characters, include at least
1 digit, do not have 2 consecutive digits). This study provides no information on how
they behave when the criteria for a strong password is difficult to meet. It is speculated
that the users may respond by inputting even simpler passwords which is considered to
be secure by the list of criteria but actually poses a higher security risk (e.g.
“a1b2c3d4e5f6” if the prompt asks for no consecutive digits). More researches are
needed to have a more accurate picture on how the users respond to the demand for a
stronger password in real-life situation.

5 Recommendations

Since repeated substrings are the ultimate hint which makes gaming passwords
effective, it is recommended that users implement an altered salting technique. Rather
than simple salt concatenation, which does not solve the substring problem at all, users
are advised to interleave the salt pattern being inserted at multiple points of the
password. For example, let the salt string be a1a2a3…an, and the string to be protected
be given by b1b2b3…bm. We may combine them and form new string a1b1a2b2a3b3…
anbnbn+1bn+2…bm, encrypt this combined string and store this into the database. If a
user has a username “AppleSeed” and password “macintosh”, combine these two
strings into “AmpapclienSteoesdh”. This makes the string undetectable by dictionaries
and, therefore, increases the password security while maintaining memorability.

On the industrial side, for online databases, it must be assumed that attackers will
infer a static salting methodology. Therefore, enterprises should consider changing the
way they combine the salt with the password, or even the hashing mechanism,
depending on demographic information given by the account holder. This should be
done in a way that introduces combinatorial complexity.

These approaches will reduce the unsustainable demand for increasingly complex
passwords by allowing users to select simpler, more memorable passwords. Dynamic
salting will also reduce the likelihood of many users having the same password, which
can be used to defeat anonymization when an online database is compromised.

Completely forgoing the requirement for the selection of “secure” passwords is still
not recommended. Although salting can reduce the likelihood of some attacks, it will
not make the users’ accounts less vulnerable to attack from people who can obtain their
personal information (e.g., from social media).

If the users reuse substrings of their simple passwords when a more secure pass-
word is required in some contexts, there is increased risk that others in the user’s social
circle will guess the secure passwords from the other simple passwords the user is
currently using. Therefore, there is still a need for users to select passwords that are not
easy to guess, even by members of their intimate social circle. Consequently, education
on the importance of password strength and password discretion is still necessary. It is
essential that users understand that letting other people know even one of their
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passwords poses a risk to their other passwords. Of course, no technology can remedy
misplaced trust.

Finally, it is recommended that enterprises adopt some form of two-party authen-
tication where possible.

6 Conclusion

The effectiveness of password as a secure authentication process is not perfect, with
poor password selection receiving most of the blame. The world has responded by
requiring stronger passwords. We challenge the notion that asking the users to select
stronger passwords solves the security problem. Password authentication relies upon
human memory, and it is precisely this reliance that limits its effectiveness. How
human memory works greatly restricts the level of security provided by passwords as
an authentication method. This is clearly shown by how participants of this study
tended to reuse substrings from their simple, less “secure” passwords to produce what
they believed was a “secure” one.

There are, however, remedies to the security concern posed by weak passwords.
The major drawback of weak passwords, besides being easy to guess, is that they make
a database of encrypted passwords susceptible to dictionary attack. Using some altered
salting technique or even variable hashing mechanisms mitigates the risk of dictionary
attack.

The importance of educating the public about password strength is still of utmost
importance, since none of the advanced salting techniques or hash mechanisms can
fully protect passwords from being guessed by people in one’s close social circle. The
public must understand that people are prone to make up very similar passwords across
platforms, and that this enables people in their circles to steal their account.

It is, therefore, best to incorporate additional authentication methods that are not
memory intensive alongside passwords.
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Abstract. Remotely piloted aircraft systems (RPAS) are steadily increasing in
their presence and role in the Military’s overall strategic operational picture. The
benefits of RPAS are apparent, ranging from saving time, money, and lives. Yet,
the utilization of RPAS is still very challenging in many different aspects. Teams
have become a central focus of RPAS due to their many benefits. Yet, teamwork
is challenging and the RPAS community must continue to attempt to understand
how to support it. A specific aspect of teamwork that has proven over the years
to be of paramount importance is team cognition. In this paper, we discuss how
team cognition needs to be considered during the development of collaborative
and proactive RPAS decision support. We highlight the concept of team cognition
accounting for multiple perspectives, outline an integrative perspective of team
cognition for the RPAS domain, and conclude by outlining multiple design objec‐
tives for utilizing team cognition as a mechanism for RPAS decision support.

Keywords: Remotely piloted aircraft systems · Teamwork · Team cognition ·
Collaboration · Decision support · System design

1 The Growing Importance of Teamwork Within RPAS

Over the past decade, multiple military entities have adapted their overall strategic
operational picture from fighting wars with “boots on the ground” to a more technolog‐
ically innovative means of utilizing Remotely Piloted Aircraft Systems (RPAS). RPAS
allow the Military to conduct a wide range of activities ranging from intelligence gath‐
ering to real time operational weapons deployment. The increasing usage of RPAS has
been steady, and in recent years has become a standard within multiple sectors of the
Military.

The reasons for the increased presence of RPAS are abundant and often well docu‐
mented. When compared to a traditional boots on the ground approach, the utilization
of RPAS often saves, time, money, and lives [1]. For these reasons, we have seen the
many successes owing directly to RPAS usage.

Yet, while RPAS have shown to be effective in many situations, there are still many
research questions that need to be addressed. Historically speaking RPAS are relatively
new. This relative newness has resulted in a myriad of challenging issues and problems
throughout the growth of the platform. Specifically, in recent years, the RPAS domain
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has become increasingly collaborative. Collaboration within and across multiple RPAS
teams is a beneficial aspect of recent RPAS work but with it comes significant challenges.
Communication and coordination challenges, a lack of team level situational awareness,
and information overload are just a few of the many potential problems stemming from
increased collaboration in RPAS.

Teams are a central and critical focus and function of RPAS operations, often
directing multiple different components of the overall RPAS system. The specific oper‐
ation of an RPAS is dependent on interdependent and heterogeneous roles within the
teams working together to provide information critical to the deployment, flight, and
operational needs of the mission. Not only are teams collaborating to operate the vehicle
and carry out mission objectives, they are also collaborating within a larger set of teams
who may or may not be working on a similar strategic goal. The RPAS domain is a
system that consists of multiple sub-systems. Often, these sub-systems are teams, and
if one team or even one individual fails to perform effectively, the entire system is
jeopardized.

For these reasons, we must consider how to facilitate effective teamwork within the
domain of RPAS. If we fail to promote, train, and apply effective teamwork principles,
the pending results can be deadly. There is a science of teamwork that can be applied to
enhance team performance and teamwork occurring within the specific context of RPAS.
In general, across multiple domains of work, teamwork is viewed as beneficial as long
as the team members understand how to work together in an efficient, accurate, and
meaningful way. These assumptions are no different in the context of RPAS. Yet, in
order to produce effective teamwork, multiple considerations must be made. A specific
aspect of teamwork that has proven over the years to be of paramount importance is
team cognition. Team cognition is cognition that occurs at the team level [2]. The devel‐
opment of team cognition occurs during real time team level interactions where team
members share relevant teamwork and taskwork knowledge resulting in a shared under‐
standing. Team cognition is typically associated with concepts such as shared mental
models, interactive team cognition, situational awareness, and transactive memory.
More than 20 years of team cognition research has demonstrated that the development
of team cognition has the potential to improve team effectiveness [3].

The role of team cognition within the domain of RPAS needs to be further explored
and articulated. We see team cognition as being applicable to many of the collaborative
problems that RPAS is currently facing. By considering team cognition as a form of
interaction, as we do within the theory of Interactive Team Cognition (ITC), we can
begin to postulate how to better manifest and develop it through rich meaningful team
level interactions. Teamwork within the context of RPAS must instill communication
and coordination at the team level. Disparate interactions that occur at the individual
level and are then abstracted up the chain of command do not represent effective team‐
work and fail to allow for team cognition.

In addition to specifically outlining and highlighting how team cognition can be used
for better collaborative RPAS work, we will also articulate the role of team cognition
in collaborative and proactive decision support for RPAS. As RPAS have become more
collaborative in nature, a myriad of collaborative technologies and tools have been
developed to support the increased collaboration. These technologies have often been
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meet with inconclusive results, with many failing to actually support the most essential
collaborative activities within the RPAS mission set. In addition, many of the decision
support systems that are currently being utilized are dependent on individualistic
notions. RPAS decision support systems should support the individual user, but also the
team as a whole (through team level interactions).

Knowing the benefits and importance of team cognition, decision support systems
need to account for the role of team cognition. Similarly, we need to develop collabo‐
rative technologies that support team cognition during RPAS activities. Yet, to develop
these systems and technologies we need to know what design features and objectives
are critical to team cognition within the domain of RPAS. Later in the paper, we outline
specific affordances that should be built within RPAS decision support to better develop
team cognition. First, we begin the paper by conceptually outlining team cognition.

2 Team Cognition Within the Context of RPAS

Team cognition has long been studied within the context of teamwork and team decision-
making. As teams were identified as an important facet of society, scientific research
investigating them became common. Through years of research, knowledge regarding
the importance of a shared understanding of both team and task related issues were
acknowledged. Initially, team cognition was viewed through the psychological view‐
point of input, processing, output, where teams were viewed as actual information
processing units [4]. In this sense, team cognition was the result of each individuals’
cognition as it was combined together. So, the input was each individuals’ cognition,
the processing was the aggregation of each individuals’ cognition, and the output was
often referred to as a shared mental model. As the concept of team cognition has grown,
an alternative perspective has developed that has moved away from team cognition being
the aggregation of individuals’ cognition, and rather surmises that team cognition is the
actual interaction that occurs at the team level. The theory of Interactive Team Cognition
(ITC) [2] further postulates that the communication and coordination occurring amongst
the team is team cognition.

As the concept of team cognition has grown, multiple other conceptual areas of
interest have been studied within the corpus of team cognition. Concepts such as the
shared mental model [5], team situational awareness [6], and transactive memory [7]
have all been directly linked to team cognition. The concept of a shared mental model
will further be explained in the next section, as it is the main outlet for the shared
knowledge perspective of team cognition.

2.1 The Shared Knowledge Perspective of Team Cognition

As previously noted, team cognition was initially viewed as the aggregation of individual
team members’ cognition. Throughout the team’s life span, relevant individual knowl‐
edge is shared amongst the team resulting in shared knowledge. To this day, the shared
knowledge approach is held in high regard and often what people consider when team
cognition is brought up.
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The primary concept aligned with the shared knowledge perspective is shared mental
models. The shared mental model concept stems from the mental model concept, an
individual cognitive construct that helps to explain situations and environments. More
specifically, Rouse and Morris [8: pg. 96], define a mental model as a “mechanism
whereby humans generate descriptions of system purpose and form, explanations of
system functioning and observed system states, and predictions of future system
states”. As research on mental models expanded and teams become increasingly impor‐
tant, the mental model was extended to the team level, conceptualizing the shared (or
team) mental model [9]. Shared mental models are defined as “team members’ shared
understandings and mental representations of knowledge about key elements of the
team’s relevant environment” [10, 11].

Initially, the shared mental model was articulated into multiple sub-models: equip‐
ment, task, team interaction, and team [12]. Each separate sub-model contained specific
cognitive aspects of the overall shared mental model. Yet, these separate models brought
forth unnecessary convolution, and they were eventually collapsed into a taskwork and
teamwork model [13]. With this new delineation, the taskwork model encompasses
much of the procedural aspects of the work the team conducts, whereas the teamwork
model includes aspects of interpersonal relationship, emotion, and understanding who
team members are beyond a taskwork perspective [14, 15].

In addition to being defined by the content of the model (taskwork and teamwork),
shared mental models are associated by two properties: accuracy and similarity. Accu‐
racy is defined by how close the shared mental model is to the real world, consisting of
properties accurate to human behavior and complex environments [16]. Whereas, simi‐
larity is how close or similar a team members’ knowledge structure is to an experts’
structure [17]. Support for both accuracy and similarity have been empirically mixed in
predicting an increase in team performance [5].

2.2 The Ecological Perspective of Team Cognition

Another perspective on team cognition follows from ecological psychology that posi‐
tions much of cognition in the world [18, 19]. Interactive Team Cognition (ITC) [2] is
one ecologically based theory of team cognition that holds that team cognition can be
observed in the interactions among teammates. These interactions occur in the world
and are therefore observable and are analogous to cognitive processing that occurs at
the individual level, though not as observable. The think aloud procedure is, in fact, an
attempt to reveal individual cognitive processes. Teams often communicate as part of
their everyday work.

Positioning team cognition in the world not only makes it easier to observe, but also
allows observation of dynamics in team cognition as opposed to a static knowledge
structure. Another advantage of the ecological perspective is that the focus is on inter‐
action which is inherently a team variable. Shared knowledge perspectives tend to
measure team cognition at the level of the individual.
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2.3 Relevant Team Cognition Work Within RPAS

The theory of Interactive Team Cognition (ITC) was developed through multiple empir‐
ical teamwork studies that occurred within the UAV-STE (Uninhibited Aerial Vehicle-
Synthetic Task Environment) [20]. Below, we will briefly highlight some of the team‐
work studies that have occurred within the UAV-STE.

The metric of experience has been studied within the UAV-STE setting. An experi‐
ment that brought both novice and experienced command and control teams into the lab
found that the experienced teams performed better than the novice teams [21]. The
interesting finding of this study is that teams that were experienced in command and
control surpassed novice teams in performance but were not superior in regard to indi‐
vidual or shared knowledge. The performance differences between teams depended on
how the team interacted.

Over multiple experiments in the UAV-STE, we have found that team skill acquis‐
ition (reflected by changes in a team performance score) follows the log-law of skill
acquisition [18, 22, 23]. Essentially, as a team gains experience with the UAV-STE,
their performance increases in a log-linear fashion. Team performance is typically asso‐
ciated with better communication and coordination, and not individual or shared knowl‐
edge. If shared knowledge does occur, it occurs early in the mission set.

In addition, the UAV-STE setting has shown the value of team training for retention
and skill acquisition. Gorman et al. [24] compared three types of training, procedural
(training followed a script), cross-training (team members given training of all roles-
increased shared knowledge), and perturbation training (team presented with brief
disruptions forcing adaptation) to better understand each training types impact on skill
retention and transfer of cognitive skill. The findings indicate that the perturbation-
trained teams performed better in missions that consisted of conditions requiring adap‐
tation. In addition, the procedural trained teams were the least adaptive. Finally, the
teams that were cross-trained failed to perform as the task became non-routine.

3 An Integrative Framework of Team Cognition Within RPAS

The shared knowledge perspective and ecological perspective on team cognition are
both fundamentally important to defining team cognition. Yet, as identified in the
previous section, most scholars subscribe to one or the other, with more adhering to the
traditional shared knowledge approach. In this paper, we recommend that the ecological
approach would be beneficial for the context of RPAS. The often fast-paced and dynamic
tasks found within RPAS teams are better aligned to the theoretical positioning of the
ecological approach. Yet, we also suggest that while utilizing the ecological approach,
it would be most appropriate to also integrate and consider aspects of the shared knowl‐
edge approach. Although, we subscribe to the notion that team cognition is team level
interaction, we also acknowledge that individual cognition is being shared, albeit
through team interaction.

In the UAV-STE we started looking for evidence of shared mental models as relevant
to performance. We found early on that taskwork and teamwork knowledge developed
by Mission 1 and remained stable throughout the experiment, not further differentiating

202 N.J. McNeese and N.J. Cooke



effective from ineffective teams. At the same time, we noticed that our various process
measures (communication and coordination) continued to show improvement as
performance improved. This general pattern of findings led to Interactive Team Cogni‐
tion (ITC). The UAV-STE task is a command-and-control task as opposed to a knowl‐
edge building task and seems suited for ITC over shared mental models. We feel that
the findings from the UAV-STE task are ecologically valid to real RPAS operations,
hence why we recommend utilizing the ecological approach with aspects of shared
knowledge being also integrated depending on the specific task.

4 Team Cognition as a Mechanism for Developing Collaborative
and Proactive Decision Support in RPAS

The tasks of both AVOs (air vehicle operator) and sensor operators are becoming
increasingly complex due to mission goals, but also due to collaborative responsibilities.
It is simply not enough to individually perform the tasks of both jobs, rather collaboration
consistent with high levels of both communication and coordination are needed. Not
only must the UAV team steadily communicate amongst each other, but they often are
forced to communicate with members outside the direct team to provide status updates.
In response to increased collaborative efforts in this domain, the community has, in many
instances, sought to develop decision support or aids that are oriented towards supporting
collaborative work. This is certainly a step in right direction, but many of the collabo‐
rative decision support tools are not adequate to support the collaboration occurring
within context. Much of these tools are not representative of supporting real time inter‐
action via multiple team dynamics. In addition, decision support within RPAS takes on
an individualistic flavor. The tool itself is often marketed as being collaborative, yet only
provides specific support for the individual within the team, and rather not support of
team level functions or interactions. In other words, collaborative and proactive decision
support in RPAS should support the team at the true team level, and not the team as the
sum of the addition of each individual’s roles or actions.

Unfortunately, to this day, many decision support systems are developed with little
direction from human factors. The classic tale of engineers developing a technology via
their insular perspective of what they think is useful to the user is often still persistent
in this context. Collaborative and proactive decision support systems represent a great
deal of future potential, but if we ever want them to be useful to the real users, then we
must continue to study the users, and in this context, the team. The teamwork that occurs
during a RPAS mission is incredibly complex and it must be fully understood before we
can attempt to develop support mechanisms for collaborative efforts.

One approach to attempting to help develop better collaborative and proactive RPAS
decision support is to consider the theoretical distinctions of team cognition. The direct
team members (AVO and sensor operator) need team cognition to effectively perform
their jobs. We feel confident in saying that most RPAS decision support systems never
consider the impact or benefits of team cognition. Taking into account the theory of
Interactive Team Cognition, we should be able to design decision support systems, tools,
and aids that allow for team level support via interaction and decision-making.
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In many ways, current RPAS collaborative decision support systems take forth a
shared knowledge approach of team cognition where the outputs of the system are simply
an aggregate of individual team member information. This perspective to designing
collaborative proactive decision support systems is simply lacking and has the potential
to hinder real time teamwork. Below, we highlight specific objectives that should be
considered when designing for bettering team cognition through collaborative and
proactive decision support.

(1) Support team interaction: communication & coordination

Team level interaction is the heart of team cognition, and our eyes into observing it
take place. Through interaction we are able to see teams communicate and coordinate
in real time, which is team cognition. Knowing the importance of team interaction,
decision support systems that are inherently focused on collaboration must support these
associated activities. These systems should support both the individual’s roles and tasks,
but also team level activities. Support at the team level means that all members of the
team are able to observe and interact with the support in real time.

Specific examples supporting team level interaction are providing communication
and coordination mechanisms that are available to be used and observed by all team
members at the same time. In order for decision support to truly occur at the team level
and be proactive, the support itself must become embedded within the team. Concep‐
tually, one could even think of the support as a team member where the team member
has the ability to help with communication and coordination efforts. In fact, this is what
our research team is currently exploring. In recent years, we have looked at the role of
a synthetic agent as a proactive member of an RPAS team [25–27]. Our most recent
experiment examined the conditions of control, synthetic, and experimenter. In the
control condition we investigated team performance of a three person RPAS team
working on typical RPAS task problems. In the synthetic condition, the role of the AVO
was taken over by a fully autonomous ACT-R based synthetic agent. Finally, in the
experimenter condition, a wizard of oz study was utilized where a human experimenter
acted as a synthetic agent. In this condition, the experimenter attempted to push and pull
information through communication and coordination at various moments during team‐
work. Essentially this condition set out to show how an expert synthetic agent (or proac‐
tive decision support tool) could help improve RPAS team performance through aiding
in team level interactions.

Moving forward, more collaborative and proactive decision support RPAS systems
should consider features that help the team complete activities during team level inter‐
actions, and not just the integration of separate individual team activities.

(2) Support individual and team work

Designing for collaboration is tricky. The collaborative system must inherently
afford the ability to collaborate in real time, but also allow for individual work to still
be conducted in concert with team work. The give and take between collaborative and
individual work in system design is even more important when one takes into account
team cognition. As previously outlined, team cognition is dependent on team level
interactions but individual cognition still plays a major role in articulating team level
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cognition. The implications of the relationship of team level interaction and individual
cognition means that collaborative RPAS decision support systems must allow for both
to simultaneously take place. From the perspective of system design and human
computer interaction, this is a highly complex design due to multiple varying goals.

Historically when we have designed collaborative systems, the focus has been on
collaboration with the perspective that each team member has separate tasks and the
goal is to support those tasks and often abstract them to the team level. Moving forward,
system design of collaborative and proactive RPAS support must support both team
level interactions and also individual work and cognition. If we are to adequately help
team members develop team cognition during RPAS operations, then we need systems
that support team level interaction via specific team activities that are dependent on team
wide communication and coordination mechanisms. Yet, we must be deft enough to also
allow for the appropriate individual tasks to be supported within the larger collaborative
system. If we push too much focus on collaboration of team level interactions, individual
team members will not be able to complete the individual work that is important to the
team’s work, as well as not be able to develop the appropriate individual cognition that
is relevant to team cognition.

(3) Support team level awareness

Much like interaction, awareness is fundamental to team cognition. If team level
awareness is not present, then the ability for team cognition to be present is significantly
lessened. Yet, much like designing for the correct balance of individual vs. team work,
it is also difficult to achieve a design that provides the correct amount of team level
awareness. Similar to the issues outlined in the previous section, the system should allow
for the correct amount of individual awareness to be supported in the system, while also
affording the development of team level awareness. Developing team level awareness
through system capabilities is challenging for two reasons: (1) the system must under‐
stand how much team level awareness is necessary to help develop team cognition and
thus hopefully improve team performance, and (2) the system must acknowledge how
to maintain awareness without disrupting both individual and team level work. It is
imperative that decision support understands when to bring light of information to the
entire team. If decision support is constantly bringing forth information that is not timely
or relevant, the team’s performance can be harmed. Team level awareness is helpful to
developing team cognition if and only if the correct amount of awareness is acquired
through the teams. Too much or too little awareness is counterproductive to teamwork
and team cognition.

(4) Use visualizations appropriately

Decision support is increasingly using data visualizations to aid in team level deci‐
sion making. Although, these visualizations have the potential to be useful to team
cognition, it is important that the visualization itself aids in team level interaction. Visu‐
alizations should be equally representative of important team level information and
meaningful to all members on the team. Far too often, supposed team level visualizations
are not equally helpful for the entire team, thus limiting team level understanding and
cognition.
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(5) Designing for heterogeneous and interdependent team member

A team is a special group of people who all have interdependent and heterogeneous
roles. These differing roles directly feed into the importance of team cognition. If team
cognition is present, then team members have a better understanding of the scope and
importance of each team members’ individual role and how it aligns with the overall
team’s goals.

Yet, these specialized roles present a challenge to developing collaborative and
proactive decision support for RPAS teams. The support must account for an equal
balancing act between supporting team level interactions through various communica‐
tion and coordination mechanisms (as highlighted above) and also catering to the indi‐
vidual team member’s specific role. Thus, the decision support needs to be flexible in
providing and aiding team level functions and individualized role based functions. This
balancing act must be delineated on a situation by situation basis, depending on the goals
and context that the decision support is oriented to.

(6) Account for cognitive load

The tasks associated with RPAS teams are extremely complicated, requiring a great
deal of individual and team level cognition. System design in this context must acknowl‐
edge the great deal of cognitive work required in RPAS. Systems should always account
for cognitive load, but collaborative systems must pay closer attention to the additional
cognitive load resulting from increased collaboration. Teamwork inherently brings forth
a great deal of cognitive load as a result of having to manage both individual and team
level work. The prevalence of too much cognitive load challenges the development of
team cognition.

A human has limited cognitive bandwidth allowing them to process a certain amount
of information within a specified amount of time. If that bandwidth is exceeded,
performance drastically decreases. Unfortunately, many collaborative systems increase
cognitive load through a myriad of unnecessary features. When RPAS collaborative
systems are designed, they must not unnecessary stretch one’s cognition- considering it
is already stretched due to the dynamics of teamwork. Human factors analysis with the
users must take place before, during, and after system development to fully understand
what system features are necessary and actually help to aid team level interactions. If
the system increases cognitive load through irrelevant and distracting features, indi‐
vidual team members will have trouble processing information, leading to team cogni‐
tion not being present. The saying, “less is more” can be true in regard to designing for
team cognition.

(7) Different tasks require differing team cognition perspectives

Although we have introduced an integrative perspective of team cognition within
RPAS that incorporates aspects of both the shared knowledge and ecological perspec‐
tives, it is important to understand that specific tasks may be suited better for one task
than others. For this reason, it is of paramount importance to fully understand the task
and context that the decision support is being used for. Careful consideration and under‐
standing of the specific RPAS mission goals and tasks need to be taken into account
when considering how team cognition plays a role in developing collaborative and
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proactive decision support. For example, a task that is highly interactive and dynamic
should take an ecological approach where the system pushes team level interaction and
information. Yet, in contrast, a task that occurs over many weeks, might be better suited
in utilizing a shared knowledge approach where information can be shared in a longi‐
tudinal manner. And, finally, there may be many tasks that need both perspectives, which
is the purpose of the integrated perspective. A system of collaborative decision support
can and should be oriented to the task and the appropriate perspective of team cognition.

5 Concluding Thoughts

There is no question that RPAS is becoming more reliant on teamwork and collaborative
activities. As the prevalence of RPAS missions continues to increase we will also see
an increase in teamwork. As a community, we must work to understand how teamwork
occurs within this context. More specifically, we also need to understand how to support
RPAS teams in their collaborative activities.

In this paper, we highlighted a critical aspect of teamwork, team cognition, that needs
to be accounted for when we attempt to support RPAS teams. When collaborative and
proactive decision support systems are developed, they should directly account for
multiple perspectives of team cognition depending on the task. The presence and devel‐
opment of team cognition in RPAS teams has the potential to increase team effectiveness.
As the community moves forward, we need more team cognition research within this
context. This research will then help further inform and build on the recommendations
outlined in this paper on how to use team cognition as a mechanism for bettering future
RPAS decision support systems.
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Abstract. This paper discusses decision making challenges involved in the
management of multiple unmanned vehicles within a dynamic mission envi-
ronment. Given the increased likelihood of this new supervisory control para-
digm, the authors developed the Supervisory Control Operations User Testbed
(SCOUT). A brief overview of SCOUT will be provided, followed by a sum-
mary of initial research conducted within the testbed which demonstrates how
eye tracking measurements can be utilized to assess workload and predict sit-
uation awareness. Subsequent discussion will address challenges associated with
dynamic decision making under uncertainty, with respect to multiple asset al-
location. Techniques for measuring the accuracy of these decisions as well as
assessing operator risk throughout the mission will also be presented. The paper
concludes with discussion of how these new decision making metrics can be
used to drive decision aids and compares decision making performance and risk
bias under varying levels of task load.

Keywords: Supervisory control � Decision making � Risk � Eye tracking �
Situation awareness

1 Introduction

The future Unmanned Aerial Vehicle (UAV) operator will no longer directly control a
single vehicle or its payload, but will instead manage a group of highly autonomous
UAVs. Within this new supervisory role, the operator’s primary responsibility will be
one of determining how to allocate the UAVs to meet multiple mission requirements
within a dynamic and uncertain environment. Implementing this new paradigm of
UAV management requires an increase in autonomy as well as an understanding of
how a human performs in this supervisory capacity. Since multi-objective decision
making is a primary aspect of future UAV operations, conducting research within a
realistic and complex testing environment which enables investigation of various
decision support concepts and automation tools is critical to the successful imple-
mentation of supervisory control.

The first section of this paper will discuss the development of the Supervisory Control
Operations User Testbed (SCOUT™), an experimental platform for investigating the
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human performance challenges associated with supervisory control of multiple UAVs.
The second section will highlight results from initial research conducted within SCOUT,
addressing workload and situation awareness measurement techniques. The third section
will discuss the development of a decision performance assessment algorithm as well as a
new proposed approach for quantifying the difficulty of multi-objective asset allocation
decisions within SCOUT. In addition, section three will present a method for providing
an operator with customized decision support based upon the amount of risk he would
like to take. The paper will conclude with a summary of future research that can be
conducted within SCOUT, leveraging these new algorithms to enable mixed initiative
decision support.

The Supervisory Control Operations User Testbed. The U.S. Naval Research Lab
developed the Supervisory Control Operations User Testbed (SCOUT) to investigate
future challenges that human operators will experience while managing missions
involving multiple autonomous systems. SCOUT contains representative tasks that a
future UAV supervisory controller will likely perform, assuming advancements in
automation. The testing environment is also instrumented with physiological sensors,
which are integrated with the SCOUT and user performance data, in order to gather a
more complete understanding of a user’s state, such as the operator’s mental workload,
or level of awareness (see Fig. 1). These constructs are inferred via proxy measures
such as: an individual’s pupil size, which is correlated with mental workload (e.g., [1]);
eye gaze patterns, which can serve as indicators of situation awareness and attention
allocation (e.g., [2]); and heart rate variability, which is inversely correlated with stress
levels (e.g., [3]).

SCOUT operators engage in Intelligence Surveillance and Reconnaissance
(ISR) missions in which they are responsible for mission planning as well as airspace
management, updating UAV flight parameters, responding to communications and

Fig. 1. SCOUT operator interacting with the testbed while eye tracking data is being collected
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re-planning as new mission information is received. The operator’s primary respon-
sibility is to make decisions on how to dynamically allocate unmanned assets as is
appropriate for achieving mission goals. Specifically, operators must decide where to
send each of their three UAVs to search for targets of varying priority levels, uncer-
tainty (with respect to intelligence information about location, which impacts time and
ability to actually find targets), and deadlines. In addition, operators must respond to
requests for information and commands via chat boxes, as well as monitor airspace,
fuel levels and sensor feeds. In order to motivate users, SCOUT operators receive
points for finding targets and for providing timely and accurate information to mission
command, and they lose points for violating restricted airspace. All tasking is driven by
pre-scripted scenario files, and event timing within the scenario can be used to increase
or decrease the workload requirements of the operator.

2 Previous Research Within SCOUT

Human subject data collection was conducted within SCOUT with twenty volunteers.
Each individual wore a Zephyr Bioharness, which recorded heart rate data, in addition
to being calibrated on the SmartEye Pro system, which recorded eye gaze, pupil size
and eyelid data. Prior to engaging with SCOUT, participants received approximately
thirty minutes of training which consisted of viewing short videos, followed by
interactive assessments to ensure a high level of comprehension. Following training,
participants engaged in two SCOUT sessions. Each session was comprised of a
planning phase, followed by three mission execution blocks. Participants were given up
to ten minutes for the planning phase and when they were ready to continue, they began
the mission.

Each mission execution session took approximately 18 min, which was comprised
of three six minute blocks of varying difficulty (i.e. task load), but always started with a
medium level of difficulty. Block difficulty was manipulated by the frequency of
tasking (e.g., new target opportunities and chat requests/commands) and each session
was counter-balanced such that half the participants received Session A first, while the
other half received Session B first, as seen in Table 1. During the easy, medium and
hard blocks, tasking was presented at a rate of every 75, 45 and 15 s, respectively. An
example task may include chat requests to change the altitude on a UAV (“Increase
altitude of UV-72 by 73”) or relay information on a UAV (“Provide speed of UH-28”).
Task frequency was systematically varied in order to observe the impact on human
performance in addition to eye tracking and heart rate metrics.

Table 1. Sessions and Difficulty Blocks

Planning Block Block 1 Block 2 Block 3

Session A Planning Medium Hard Easy
Session B Planning Medium Easy Hard
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Participants also experienced SituationAwareness (SA) freeze probes once per block.
During these probes, everything on the SCOUT interface disappeared except for the map
display, and the participant was instructed to recreate the position of the three UAVs and
any active targets whichwere last present on themap. Additionally, participants were told
to provide the current target each UAVwas pursuing and howmany points that target was
worth. Lastly, they were asked whether the UAV would be able to complete its search
within the next ten minutes. See Fig. 2 for a depiction of the SA probe.

The mission task performance measure of interest in this experiment (responses to
tasking via chat) revealed increases in error and decreases in the percentage of tasks
completed associated with increasing levels of task load [4, 5]. Following the same
pattern, results on the SA probe showed increases in the error distance for map object
placement (i.e., larger distances between where participants placed targets and UAVs
and where they actually were) as a function of increases in block difficulty level. This
same result was found to hold for the UAV-target pair accuracy on the SA probe, with
decreases in performance on the hard condition compared to the easy one [6].

Results from this data collection also demonstrated how eye tracking and heart rate
metrics align with performance metrics and can be used to infer a user’s current
cognitive state. Specifically, increases in participant’s task load were associated with
increases in the mean and maximum of participant’s pupil size, derived over a
six-minute block of data [4]. Additionally, pupil size standard deviation was statisti-
cally significant in differentiating the task load levels, and when a subset of the four top
and four bottom performers were analyzed, the standard deviation of the bottom per-
formers was much greater than the standard deviation of the top performers (see [4] for
more details) for each task load level. This suggests that greater variability in pupil size
values may reveal that a user is struggling with a task, while smaller fluctuations
suggest greater task comprehension or mastery. This is consistent with research by

Fig. 2. Example SCOUT Situation Awareness freeze probe
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Ahern and Beatty [7], which demonstrated that students with lower scores on the
scholastic aptitude test (SAT) exhibited greater pupillary dilation than those with higher
scores, when given math problems.

Additional analysis conducted on the eye gaze data revealed that participants had
significantly fewer fixations within the relevant display region, the map, one and two
minutes prior to the SA probe during the high level of task load, compared to the low
task load [8]. In addition, the fixation duration was significantly shorter during the high
load level. Participants also exhibited smaller spread of fixations, or dispersion, one
minute prior to the SA probe during the high task load level, compared to the low and
medium levels [6]. These findings are significant since they correspond to SA per-
formance data, demonstrating how fixation metrics calculated within the appropriate
areas of interest can be predictive of SA. As such, eye tracking can provide a dynamic
measure of SA without subjecting an individual to invasive freeze probes, which
potentially add confounding effects (due to interruptions) and can only provide a
measure of SA at that specific point in time.

Electrocardiogram data was also collected during experimentation and heart rate
variability (HRV) data was analyzed to verify the inverse correlation with mental
workload [3]. Results showed higher levels of HRV in the planning phase than in the
first block of each session, indicating higher levels of mental workload during Block 1
than the planning phase, which makes sense given the increase in time pressure and
dynamics of the mission execution environment during Block 1. Furthermore, HRV
was greater in the second session than the first, indicating higher levels of mental
workload in the first planning session compared to the second session, likely attribu-
table to learning effects and familiarity with the task (See [9] for more details). HRV
was not able to distinguish the differences in task load, however, during mission
execution.

The various metrics discussed above can all be used in combination to help inform
a user’s state (i.e., workload, situation awareness) as they engage in a task. The authors
have started to utilize machine learning methodologies to predict a SCOUT user’s
workload from 60 s chunks of eye tracking and performance data [10]. The objective is
to identify when an operator is outside his or her optimal level of workload (e.g.
overloaded) in order to know when to provide decision support, relief, or even addi-
tional tasking in the case of underload, to an operator and ultimately prevent errors.

3 Future Decision Making Research Within SCOUT

The primary task within SCOUT is the route planning task in which the operator
develops a path plan for sending each of her three UAVs to find active targets, i.e., a
plan that specifies the sequence of targets to search within their opportunity windows.
Each of the UAVs are equipped with a sensor that actively searches for targets on the
ground, but UAVs differ in capabilities, such that some are faster and have better sensor
ranges than others, which facilitates more rapid location of targets. As this is a search
task, the exact latitude and longitude of each target is uncertain and this area of
uncertainty is represented on the main map with a white circle surrounding the target
(as seen in Figs. 3 and 4). In determining the best plan, the operator must consider each
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UAV’s current position, velocity and sensor capabilities, and each target’s value and
location uncertainty, which is influenced by the target’s search area size and deadline.
A target can have a large search area, but long deadline, which enables a full search of
the target area, or it could have a short deadline, which means that only a fraction of the
target search area can be covered and the target may or may not be found.

The operator is tasked with developing an optimal plan that will maximize the
cumulative value. Target values are only rewarded if a UAV finds the target, which
occurs at a random point during the search, i.e., it could be located any time between
1 % or 99 % of the search. Furthermore, the operator’s plan can include multiple
targets for each vehicle, but the order in which the targets are visited influences how
much of the search area can be covered before a target’s deadline. This is comparable
to developing a route plan for running errands of varying utility at multiple stores
which have different operating hours and which will take variable amounts of time
within the store to achieve one’s objectives. In this respect, decisions must be made as
to which items to prioritize, since not everything can be accomplished.

The scenarios within SCOUT are pre-scripted such that all the participants initially
begin with the same decision making problem and receive new target opportunities and
intelligence information at the same time during mission execution. However, every
route decision an operator makes within SCOUT influences future decisions, that is, it
is a dynamic decision making problem over a time horizon. As such, if two operators
implement different initial plans, their UAVs will be moving in different directions and
will thus be in different positions when new targets or updated target information
occurs in the scenario. A specific vehicle’s location could mean the difference between
a new target being a better alternative than the existing plan or a poor choice. Initial
studies conducted within SCOUT could determine if one operator’s initial plan was
superior to another’s, based on expected utility theory, but had no way of assessing the
operator’s decision making quality as the scenario progressed since the two cumulative
scores by the end of the mission were not comparable.

To address this shortcoming, NRL has been actively collaborating with the
University of Connecticut to develop approaches to determine the optimal target
sequence within SCOUT at every decision point for all operators [11]. The optimal
solution is based upon a target’s expected value. If a target was valued at 1000 points,
but only 55 % of the area could be searched before its deadline, it would have an
expected value of 550 points; however in SCOUT points are either awarded in full or
not at all. Decision making within SCOUT is not a simple static process, but rather a
continuous dynamic task, since plans need to be monitored and updated as new
information becomes available. The computation of an optimal solution allows for the
objective evaluation of the operator’s decisions throughout the scenario by comparing
the expected value and the time required to complete the operator’s plan with a plan
that maximizes the dynamically evolving expected value.

The route optimization algorithm may also afford a method of quantitatively
evaluating the difficulty of different scenarios. The position of vehicles relative to
targets makes the optimal plan for some scenarios “easier” than others. For example,
within some scenarios, several UAV-target pairings can be eliminated simply based
upon proximity and thus reduce the number of alternatives the operator is forced to
choose from. Consider the scenarios in Figs. 3 and 4: the scenario depicted in Fig. 3
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has the same target locations, point values and deadlines as the targets in Fig. 4, but the
starting UAV locations are different: either clustered together or dispersed. Figure 4’s
Dispersed UAV scenario illustrates an example planning problem in which the operator
can quickly eliminate potential vehicle-target assignments, since it would not make
sense for an operator to consider sending a UAV to a target location far away when
there are two within its close proximity.

Fig. 3. Clustered UAV scenario with optimal route solutions displayed

Fig. 4. Dispersed UAV scenario with optimal route solutions displayed
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While the optimal route plan for the Dispersed UAV scenario in Fig. 4 yields the
maximum reward of 1635 points, the 10th best plan yields only 1267 points and the
standard deviation within the top 10 plans is 127 points. This scenario stands in contrast
to the Clustered UAV scenario depicted in Fig. 3, in that there are fewer vehicle
target-pairings that can be eliminated and the standard deviation within the top 10 plans
is much less, at only 57 points (see Table 2 below). In this scenario, since multiple plans
yield similar expected values, determining an ideal solution and comparing among
various plan options should be qualitatively more difficult for the operator.

It is not definitive yet whether the variance among the top optimal scores can serve
as a proxy for plan difficulty; however, the authors are developing a version of SCOUT
in which the operator would only complete the route planning task across a range of
different scenarios (planning blocks only, no mission execution). Comparing the
amount of deviation of the top optimal plans with the time required to reach a decision
should help determine if this type of metric can be applied in assessing the decision
difficulty.

Accounting for Risk in Decision Making. When a SCOUT operator decides to
prioritize one target over another, the operator is essentially making a choice that the
potential reward and time requirements of one opportunity supersedes the other. These
decisions made under uncertainty translate into the amount of risk an individual is
willing to take. The optimal route solutions discussed above were computed using an
expected utility function which is risk neutral. To explain, when applying expected
utility theory, if we have a target worth 500 points and search 50 % of its possible
searchable area, then the expected value of this target with this search is 250, assuming
targets are uniformly distributed throughout the search areas and that search of the area
is swept at a constant rate with respect to time. This is equivalent to:

Et ¼ Vt � TDtð Þ= TStð Þ; where ð1Þ

t = target
Et = expected value of target t
Vt = point value of target t
TDt = time allocated to search before target t deadline
TSt = time required to completely search target t

Table 2. Optimal plan scores, top 10 plan score averages and top 10 plan score standard
deviations for Clustered and Dispered Scenarios

Optimal
Plan Score

10th Best
Plan Score

Top 10 Plan’s
Score Average

Top 10 Plan’s
Score Stdev

Clustered UAV
Scenario

1565 1391 1486 57

Dispersed UAV
Scenario

1635 1267 1415 127
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This equation fails to account for the human decision maker, however, who is not
always perfectly rational and may desire to make riskier or more conservative (i.e., risk
averse) decisions. For example, a conservative decision maker may feel uncomfortable
pursuing a 500-point target, which only has a 50 % chance of being found (assuming
50 % of the target’s area can be searched before the deadline). As such, this individual
may mentally decrement the target value (say, to 180 points) and view it as being worth
less than the expected value. This individual may, therefore, decide to pursue another
target worth 200 points, which has a 100 % chance of being found, over this 500-point
target, which is valued by the operator as 180. Conversely, an individual who is willing
to make riskier decisions, may view the original uncertain target as being of higher
worth than the expected value (say, 420 points) and therefore be more inclined to
pursue this target, which only has a 50 % chance of being found, over a target which is
valued at 350 points and has a 100 % certainty of being found.

In order to account for different risk thresholds which a SCOUT user is willing to
accept, we propose a modified version of the expected utility function, which we call
perceived value, which includes a parameterized risk threshold, R:

PVt ¼ Vt �min TDtð Þ= TSt � Rð Þ; 1ð Þ; where ð2Þ

PVt = perceived value of target t
R = risk threshold

Here, we see that when R = 1, the equation yields the same solution as the expected
value; however, when R > 1 the perceived value decreases signifying a more conser-
vative risk threshold, and when R < 1, the perceived value increases signifying a more
liberal or risky threshold. R values less than 1.0 essentially represent the percentage of a
search area that a decision maker would like to be able to search before the target
deadline, or the amount of risk the user is willing to accept. R values greater than 1, on
the other hand, serve the purpose of decrementing the value of a target which can only
be partially searched (< 100 %) before deadline in order to represent a more conser-
vative search approach. Also note the second half of the PVt equation is bounded to a
maximum of 1 in order to prevent PVs from becoming greater than the possible target
value, since R values less than 1 can lead to TDt /(TSt * R) greater than 1, which is not
possible.

To demonstrate how this might support a decision maker, consider the following
simple scenario in Table 3 in which a decision maker has the option to pursue only one
of three different targets: Alpha, Beta or Charlie, each of which has a different point
value and search area percentage which can be accomplished prior to its deadline. The
three perceived value columns show the calculated values for different R values, which
represent perceptions of a risk neutral, high risk and conservative pursuits. The highest
value solution for each target is demarked with an asterisk; note how the ideal target to
pursue varies depending on the R value utilized. This disparity demonstrates why it is
important to provide users with mixed initiative planning tools, which enable them to
impact the recommended decisions by providing customized weightings.

Reviewing Table 3, we see that if a decision maker employed a risk neutral strategy
that Alpha is the optimal target to pursue; however, a high risk strategy would suggest
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Beta is actually a better gamble than Alpha. A conservative strategy, however, weights
certainty as more important than the potential for more points, and, therefore, suggests
Charlie as the best option. This ability to assess target options based upon different risk
thresholds enables SCOUT operators to weigh the risks and benefits of various plans,
given the context of the mission and its objectives. This tool is currently being inte-
grated within SCOUT in order to provide the operator with a decision support route
planning tool. User involvement is especially important in unmanned system appli-
cations since the human operator often has access to additional information that
planning algorithms do not consider (e.g., intelligence briefs) which might impact how
much risk is appropriate in different circumstances.

In addition to using different perceived values as weights to drive the optimal path
plan options within a decision support tool, these perceived weights can also provide an
additional tool for determining an operator’s risk threshold based upon their decisions.
This can be accomplished by applying different risk weightings to both the operator’s
plan and the optimal plan and comparing whether the operator’s weighted plan value
exceeds the value of an optimal risk neutral plan. If the operator’s expected point total
exceeds the risk neutral point total when a conservative weighting is applied, the
operator’s plan would be assumed to be more conservative than the risk neutral optimal
plan. Conversely, if a risky weighting on the operator’s plan exceeds the optimal plan’s
value this indicates the operator likely had a risky decision criterion. If the risk neutral
plan exceeds the operator’s plan with the different weights, this suggests that the
operator may have selected a poor plan. While the perceived value formula above will
likely be refined, it provides a powerful tool for investigating risk within a supervisory
control task. This enables a number of research questions to be addressed such as how
high and low workload impact an operator’s decision making.

4 Summary

This paper reviewed previous research conducted within SCOUT, demonstrating the
utility in collecting eye tracking and heart rate measurements within a realistic and
complex supervisory control simulation. These findings are especially significant
within the application domain of unmanned systems where system interaction can be
limited and performance measures are difficult to acquire. These physiological metrics,
in addition to performance and mission context information, can be utilized to inform

Table 3. Example scenario involving three targets with varying point values and uncertainty
and their perceived values as a function of risk threshold

Target Value Percent Area
Searchable by
Deadline

Perceived
Value
(R = 1,
Neutral)

Perceived
Value
(R = 0.2,
Risky)

Perceived Value
(R = 2.1,
Conservative)

Alpha 750 50 % 375* 750 179
Beta 1500 15 % 225 1125* 107
Charlie 250 100 % 250 250 250*
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predictions about whether a user will be able to successfully accomplish the mission,
such that a user who has elevated pupil sizes, decreased HRV and reduced visual
dispersion might be flagged as at risk and provided an alert. Furthermore, the cost of
eye tracking technology continues to drop such that highly accurate low cost systems
are now available and it is viable to instrument military work stations with eye tracking
and heart rate sensors in order to apply research such as this to augment the effec-
tiveness of US Warfighters.

The second section of the paper highlighted ongoing work to incorporate new route
optimization and decision bias algorithms into SCOUT. One of the more important
areas of research for supervisory control of UAVs is within planning and re-planning,
which take place throughout the mission and is a multi-objective decision making
problem. The incorporation of these new optimization algorithms allow for continuous
assessment of both operator decisions and for providing decision support to suggest
when new information (e.g., new target or updated intelligence) merits a change to the
existing plan. The metrics provided by these new algorithms will enable future research
investigating how varying levels of task load impact both decision quality as well as
risk biases. Additionally these algorithms will help drive new decision support tools
and research within SCOUT.

Ultimately SCOUT was created to represent the key characteristics of
multi-objective decision making that is a critical part of the ISR UAV missions today,
as well as demonstrate how those decisions will become increasingly complex when
operators begin managing multiple vehicles in the future. The researches plan on
making SCOUT freely available by the end of 2016 and encourage others to utilize
SCOUT as a tool for their own research.
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Abstract. ‘Big data’ is a phrase that has gained much traction recently. It has
been defined as ‘a broad term for data sets so large or complex that traditional
data processing applications are inadequate and there are challenges with analysis,
searching and visualization’ [1]. Many domains struggle with providing experts
accurate visualizations of massive data sets so that the experts can understand and
make decisions about the data e.g., [2, 3, 4, 5].

Abductive reasoning is the process of forming a conclusion that best explains
observed facts and this type of reasoning plays an important role in process and
product engineering. Throughout a production lifecycle, engineers will test
subsystems for critical functions and use the test results to diagnose and improve
production processes.

This paper describes a value-driven evaluation study [7] for expert analyst
interactions with big data for a complex visual abductive reasoning task. Partic‐
ipants were asked to perform different tasks using a new tool, while eye tracking
data of their interactions with the tool was collected. The participants were also
asked to give their feedback and assessments regarding the usability of the tool.
The results showed that the interactive nature of the new tool allowed the partic‐
ipants to gain new insights into their data sets, and all participants indicated that
they would begin using the tool in its current state.

Keywords: Big data · Eye tracking · Evaluation study · Knowledge elicitation

1 Introduction

‘Big data’ is a phrase that has gained much traction recently. It has been defined as ‘a
broad term for data sets so large or complex that traditional data processing applications
are inadequate and there are challenges with analysis, searching and visualization’ [1].
Many domains struggle with providing experts accurate visualizations of massive data
sets so that the experts can understand and make decisions about the data e.g., [2, 3, 4, 5].
One such domain includes tasks requiring abductive reasoning. Abductive reasoning is the
process of forming a conclusion that best explains observed facts. This type of reasoning
plays an important role in fields such as scientific research, economics and medicine. A
common example of abductive reasoning is medical diagnosis. Given a set of symptoms,
a doctor determines a diagnosis that best explains the combination of symptoms. Abduc‐
tive reasoning is also important in process and product engineering. Throughout a
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production lifecycle, engineers will test subsystems for critical functions and use the test
results to diagnose and improve production processes.

This paper describes an evaluation study for expert analyst interactions with big data
for a complex visual abductive reasoning task. The experts in our study use multivariate
time series data to diagnose device performance throughout a production lifecycle and
are tasked with determining whether there are failures or anomalies in these complex
data sets. The current tools available to these analysts do not fully support interaction
with this type of data. As such, our research team developed a new tool with the goal of
allowing these analysts to explore, interact and better understand this ‘big data’ associ‐
ated with task and their decision making process.

2 Visualization Evaluation with Experts

Visualization of data and information is growing in popularity and results in impressive
images and pictures. But how well do these visualizations allow experts to perform their
tasks and solve the problems they need to solve? Previous work has suggested that
reviews with experts are a valuable way to evaluate visualizations [6]. As such, we
performed an evaluation of the Dial-A-Cluster (DAC) tool using the analyst experts,
and followed the recommended steps laid out by [6]. For example, we choose a set of
experts who were most familiar with the analysis, had the experts work independently
on the tasks and took copious notes.

We also resonated with the idea of value-driven evaluations [7]. This work argues
that the value of a visualization goes beyond the ability to simply answer questions about
the data (which is common is typical usability studies) but should provide a broader,
more holistic, “bigger picture” understanding of the data set. The author explains that
the value of a visualization includes the total time required to answer a variety of ques‐
tions about the data, a visualization’s ability to incite and discover insights or insightful
questions about the data, a visualization’s ability to convey overall essence or take-away
sense of the data and a visualization’s ability to generate confidence, knowledge and
trust about the data [7]. Effective visualizations excel at presenting a set of heterogeneous
data attributes in parallel, allowing a person to make inferences about the data set,
allowing a person to gain a broad, total sense of a large data set beyond what can be
gained from each individual data case, and allowing a person to learn and understand
more than just the raw information contained within the data. The tool development and
our expert evaluation study used a value-driven approach.

3 Analyst Task and Tool

The analysts in our study use complex, multivariate time series data to diagnose device
performance throughout the production lifecycle. As we found in our previous work [8],
these analysts made decisions by looking at trends across many different types of wave‐
forms. The current analyst tool for analyzing these waveforms presents the waveforms
one at a time, which does not allow the analyst to assess trends among the waveforms.
As such, the team developed a new tool, termed Dial-a-Cluster (DAC), which allows
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the analysts to visualize and inspect multiple waveforms at a time as well as view other
important metadata.

The DAC tool [9] uses multidimensional scaling to provide a visualization of the
data points depending on distance measures provided for each time series. The analyst
can interactively adjust (dial) the relative influence of each time series to change the
visualization (and resulting clusters). Additional computations are provided which opti‐
mize the visualization according to metadata of interest and rank time series measure‐
ments according to their influence on analyst selected clusters. The tool was created to
allow the analyst to pull in different types of information and to visualize many different
waveforms at once. See [9] for a complete description of the DAC tool. Figure 1 displays
the DAC interface.

Fig. 1. Dial-a-Cluster interface

We performed a value-driven evaluation study of the DAC tool for complex, multi‐
variate time series ‘big data’ with the expert analysts. We asked the participants to
perform different tasks using the tool, while collecting eye tracking data of their inter‐
actions with the tool. We also collected their feedback and assessments regarding the
usability of the tool.

4 Evaluation Study

4.1 Participants

Seven participants at Sandia National Laboratories volunteered to participate in our
study. Six of the participants in the study were classified as experts; that is, they diag‐
nosed device performance using the multivariate time series data as part of their daily
job. These experts had an average of 10 years’ experience performing this type of activity
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(range 5–14). One participant was categorized as a novice, with less than one year of
experience in this domain.

4.2 Procedure

The participants completed the study individually. In the work domain studied, access
to experts was limited due to their senior roles spanning multiple engineering teams;
therefore usability sessions had to be as brief as possible, while still being thorough
enough to acquire all data relevant to the work and the expert’s reasoning processes.
Many of the same participants from our first study (see [8]) participated in this usability
study. If the participant had not previously participated, he/she first read through and
signed the study consent form and asked any questions he/she had about the study.

The experimenter then calibrated the FaceLAB 5 Standard System Eye Tracker with
two miniature digital cameras and one infrared illumination pod. Eye tracking was
collected during both training and the actual study trials; the experimenters anticipated
that eye tracking data during the training session would shed light on how the participants
learned how to use the tool and could improve future training on the tool. The participants
then received training on the DAC tool. The experimenter explained the functions of
the DAC tool buttons and panes using weather data and walked through a series of
practice tasks using the different buttons and capabilities of the tool. The participant was
encouraged to ask questions throughout the training session and to experiment with the
tool and the weather data. Training lasted about 20 min.

After the training session was over, the participant completed a series of trials using
the tool. Each trial contained multivariate time series data from multiple device tests.
For each trial, the experts were presented with 100 tests, 11 different waveforms and 14
columns of metadata. This was in stark comparison to the existing tool which displayed
fewer than 10 tests, presented one waveform at a time and did not have metadata as
readily accessible. The participant was asked to classify the data as anomalous or normal.
If the participant indicated that any of the tests was anomalous, he/she was asked to
indicate the type of anomaly. Eye tracking data and response times were recorded while
the subject worked with the DAC tool for each trial. There were a total of ten trials that
participants could complete, although no participant completed more than five trials
during the time allotted for the experiment session. The participants completed the trials
in the same order.

After the determination was made (and response time was collected) for each trial,
participants were encouraged to explain their thought process to better understand how
they reached their decision and to understand how they interacted with the tool to make
their determination. Also, any comments made by the participants during the study trial
were noted by the experimenters.

At the end of the study, participants completed a questionnaire assessing their satis‐
faction with the tool. Participants were asked what they liked best and least about the
tool, to provide suggestions for improving the usefulness of the tool and whether they
would actually use the tool to complete their regular analysis tasks.
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5 Analysis and Results

The amount of time it took the participants to complete each trial varied widely. Two
participants completed five trials during the experimental session, one completed four
trials, two completed three trials, and two completed only two trials. The novice partic‐
ipant completed only two trials and did not identify any anomalous data in either trial.
The more experienced participants identified several anomalies, averaging between one
and four anomalies per trial. This difference in performance highlighted the interplay
between domain expertise and tool usability and was informative to the team in terms
of future tool training.

In general, the participants completed the trials more quickly as the experiment
progressed and they became more familiar with the tool. The duration of each trial for
each participant is shown in Fig. 2. The expert participants are labeled E1-E6 and the
novice participant is N1. Some trials were more difficult than others in terms of how
readily the anomalous data “popped out” in the DAC tool. On Trial 3, a relatively easy
trial, most participants found the answer in less than five minutes. On Trial 4, a more
difficult trial, the average response time was closer to ten minutes.

Fig. 2. Duration of each trial in seconds

Eye tracking data were analyzed using EyeWorks software, Eye Tracking Inc.,
Solana Beach, CA. The number of fixations per trial mirrored the time-on-task data, as
shown in Fig. 3.
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Fig. 3. Count of fixations on each trial for each participant

To analyze how the participants were using the DAC tool, the tool was divided into
several regions of interest (ROIs), including the cluster pane, the graph pane, the slider
pane, and the metadata pane. Figure 4 shows how the ROIs related to the DAC interface.
The ROI analysis was conducted only for the first four trials, since few of the participants
completed the fifth trial. On average, as the experiment progressed, participants spent
more time viewing the cluster and graph panes and less time viewing the slider and
metadata panes, as shown in Fig. 5. This pattern could indicate that as the participants
became more comfortable with the tool, they spend more of their time focused on the
data visualizations. Once the participants were familiar with the types of information in
the slider and metadata panes, they would only need to consult that information when
adjusting the way the data were displayed in the cluster panel or when investigating
specific data points in the metadata.

We further subdivided the graph pane ROI to better understand how participants
were using the data visualizations. The participants could display variables of their
choice in the three graphs, or they could use a differencing tool that automatically set
the graphs to show the variables that contributed most to the difference between two
selections in the Cluster Pane. Early in the experiment, participants fixated on the top
and middle graphs almost equally often. Surprisingly, as the experiment progressed,
participant’s average proportion of fixations increased for the middle graph, as shown
in Fig. 6. This change could indicate that participants were developing strategies for
how best to organize the information within the DAC tool in order to find the anoma‐
lies. A qualitative analysis of the participants’ strategies, based on the observational
notes taking during the sessions, indicated that most participants chose to display one
key variable in the top graph. Their interactions with the cluster pane and the other
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graphs were largely focused on determining how other variables related to the vari‐
able of interest.

From a qualitative perspective, the participants responded positively to the tool. In
their verbal and written assessments of the tool, they indicated that the interactivity and
the linked visualizations were the key features that supported gaining insight into the
data sets. Two of the participants (E5 and N1) revealed through their written feedback

Fig. 4. Dial-a-Cluster interface divided into ROIs for the eye tracking analysis. A is the Cluster
Pane, B is the Graph Pane, C is the Slider Pane, and D is the Metadata Pane.

Fig. 5. Proportion of fixations in each ROI for each of the first four trials
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that they viewed the information in the cluster pane as a correlation, rather than two-
dimensional projection of multi-dimensional data. This misinterpretation may have
slowed their analyses, as these were also the only two participants who completed only
two trials during the experiment session. Identifying a potential source of confusion for
future users of the DAC tool was a valuable outcome of the study.

In summary, this evaluation showed that users were readily able to adopt a new tool
for performing abductive reasoning with large, complex data sets. The DAC tool
provided users with a new way to view types of data that they work with frequently,
allowing them to assess larger data sets and to perform new types of analyses in order
to identify trends and outliers in the data. The interactive nature of the tool allowed the
users to gain new insights into their data sets, and all seven participants indicated that
they would begin using the tool in its current state. The value-driven evaluation
approach, using multiple types of analysis (behavioral, eye tracking, and qualitative),
pointed toward trends in how participants used the tool as they became familiar with it.
It also revealed some of the strategies that participants adopted, as well as potential
pitfalls where a misunderstanding of the data visualizations could lead to confusion.
This information will be used to further refine and improve the DAC tool.
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Fig. 6. Proportion of fixations in each graph within the Graph Pane ROI
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Abstract. Present aircraft are highly automated systems. In general,
automation improved aviation safety significantly. However, automation
exhibits itself in many forms of adverse behaviors related to human fac-
tors problems. A major finding is that insufficient support of partner-
ship between the pilot crew and the aircraft automation can result in
conflicting intentions. The European project A-PiMod (Applying Pilot
Models for Safer Aircraft) addresses issues of conventional automation
in the aviation domain. The overall objective of the project is to foster
pilot crew-automation partnership on the basis of a novel architecture
for cooperative automation. An essential part of the architecture is an
intention recognition module. The intention recognition module employs
a Hidden Markov Model (HMM) to infer the most probable current inten-
tion of the human pilots. The HMM is trained and evaluated with data
containing interactions of human pilots with the aircraft cockpit systems.
The data was obtained during experiments with human pilots in a flight
simulator.

Keywords: Aircraft crew · Intention recognition · Markov Model

1 Introduction

Present aircraft are highly automated systems. In general, automation improved
aviation safety significantly. However, automation exhibits itself in many forms
of adverse behaviors, such as automation induced complacency [11], automation
bias [14], decision making errors [15], lack of system knowledge and manual
control skills [12], overconfidence [20], and vigilance issues [2]. A major finding is
that insufficient support of partnership between the pilot crew and the aircraft
automation can result in conflicting intentions. An example is the crash of China
Airlines Flight 140 [18], where conflicting intentions of the human crew and the
automation ended in a tragedy.

A recent research trend to overcome the problems of conventional automa-
tion is cooperative automation. The idea is that the human and the automation
constitute a cooperative system in charge of the tasks of a jointly performed
mission. Flemisch et al. [6] defined the term “cooperative” by key properties
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such as sufficient skills to perception, cognition, action, interaction, conflict han-
dling, internal and external compatibility, and balance between adaptivity and
stability. In a cooperative automation system, humans and automation are con-
sidered as cognitive agents of a work system interacting with each other in order
to achieve shared tasks. In this sense, humans and automation build a team.
The task share in the human-automation team is the result of a negotiation
process between the acting agents and depends on the availability and capacity
utilization of resources.

The European project A-PiMod (Applying Pilot Models for Safer Aircraft) [1]
addresses issues of conventional automation in the aviation domain. The over-
all objective of the project is to foster pilot crew-automation partnership on the
basis of a novel architecture for cooperative automation. To improve the partner-
ship between the pilots and the automation the project aims to develop a virtual
crew member, which takes the position of classical aircraft automation. In the
context of this project a pilot model is developed, which enables the virtual crew
member to gain knowledge about the cognitive state of the human pilots. The
cognitive state consists of different sub-states, which have been defined during
the initial phase of the project, i.e., intentions, workload, and situation aware-
ness. The sub-states are inferred in real-time based on data recorded during
flight.

Figure 1 shows a simplified version of the A-PiMod architecture (see [8] for the
holistic version). The focus of this version is on the intention inference module,
and the connections of the pilot model to other selected A-PiMod modules. The
Mission Level Situation Determination and the Human Machine Multimodal
Interface (HMMI) deliver the real-time data from the flight simulator, data about
the interactions with the cockpit systems, and the current flight phase. The Task
Distribution module gives information about how pertinent flight tasks should
be distributed between the human pilots and the automation in terms of risk
and with regard to the abilities of the pilots and the automation. The Cockpit
Level Risk Assessment continuously assesses the risk for all currently possible
task distributions. The results of the intention recognition influence the Situation
Awareness Assessment of the pilot model, the Cockpit Risk and eventually a new
Task Distribution. The HMMI Interaction Manager adapts the output modality
for certain information and the salience of certain displays and display elements
in the cockpit. This adaption is also dependent on the pilot state.

In this paper, we describe the intention recognition module which is an impor-
tant part of the pilot model of the A-PiMod architecture. It provides the virtual
pilot with a sufficient understanding of the flight tasks the human pilots are
carrying out. Understanding what the human pilots are doing allows the virtual
pilot to make sense of the behaviors of the human pilots in context of the present
situation, and allows to detect and to mitigate conflicting intentions. The inten-
tion recognition module employs a Hidden Markov Model (HMM) to infer the
most probable current intention of the human pilots. The HMM is trained and
evaluated with data containing interactions of human pilots with the aircraft
cockpit systems. The data was obtained during experiments with human pilots
in a flight simulator.



Aircraft Pilot Intention Recognition for Advanced Cockpit Assistance 233

Fig. 1. Overview of the A-PiMod architecture with focus on the pilot model.

The paper is structured as follows: Sect. 2 provides an overview of aircraft
pilot models and some applications of probabilistic behavior models. Section 3
explains our experimental setup and data collection approach. Section 4 describes
the HMM used to recognize pilot intentions. Section 5 shows the evaluation
results. Section 6 provides conclusions.

2 Related Work

There are already several approaches in the aviation domain to model human
operators and their behavior. The Cognitive Architecture for Safety Critical
Task Simulation (CASCaS) presented in [10] can be understood as a rule based
approach of an operator model. CASCaS was applied in several projects among
other things as aircraft pilot model which generates behavior and performs tasks
similar to a human pilot. It is feasible for simulating human-machine interaction
in highly dynamic environments. Contrary to our approach CASCaS is not prob-
abilistic and generates actions and intentions of a pilot instead of monitoring the
actions and inferring the associated intentions. Another approach is the adaptive
pilot model of the Crew Assistant Military Aircraft (CAMA), which is described
in [19]. This pilot model determines if deviations from a normative pilot model
are real errors or are intended by the pilot. This approach is based on fuzzy
rules and the focus is on manually flying of a military aircraft. So, interactions
with the autopilot system of the aircraft are not considered. A probabilistic app-
roach to model one part of the pilots behavior is presented in [7]. The author
uses Hidden Markov Models to analyze the instrument scanning and attention
switching behavior of aircraft pilots. In contrast to our approach eye-tracker data
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employed whereby our approach is based on physical interactions with, e.g., but-
tons. Additionally our focus is not on the scanning behavior but on the flight
tasks.

In other domains, there are already some similar efforts. In [4] a probabilis-
tic model for the behavior of an Unmanned Aerial Vehicle (UAV) operator is
presented. The operator is not actually flying the UAV but has to identify and
tag several objects in the live stream coming from the UAV. The author trains
HMMs which are then used to infer on the behavior of the UAV operator and
the currently performed task by monitoring their User Interface interactions.

In the automotive domain the recognition of driver intentions or driving
maneuvers is an important aspect. In [5] an overview of several approaches is
given, including approaches which employ probabilistic networks. For example,
the authors of [13] use a hierarchical structure of Dynamic Bayesian Networks
(DBN) as driver model, to generate driving actions from driving goals. It is also
possible to use this approach to monitor the driver’s actions to infer on the
driving goals.

In the smart home domain an important technology to monitor a person’s
health is to detect and to track the currently performed Activities of Daily Liv-
ing of the resident. In different approaches the activities are usually inferred
from the observed interactions with tagged objects or areas. For example, the
approaches presented in [9,17] employ Hidden Markov Models to recognize inter-
leaved activities of smart home residents.

3 Experiment

In order to collect the necessary data to train and validate our intention inference
module we performed several experiments in the Generic Experimental Cockpit
(GECO) of the German Aerospace Center (DLR) in Braunschweig. The GECO
is a modular cockpit simulator with interchangeable flight-mechanical models
to fit the needs of different applications. It provides a generic work environ-
ment, which is able to represent any of the state-of-the-art cockpits which are
currently produced by the different aircraft manufacturers. With its several hard-
ware and software modules it forms a fix-base experimental flight simulator with
many features. Figure 2 shows a view of the GECO with an A320 layout and
some additional installations which were used during the A-PiMod validation
experiments.

The GECO is mainly used to perform simulations with human test subjects in
the loop to evaluate new display and control concepts. In contrast to simulators
designed for pilot training the GECO does not strive for the highest degree of
realism for one particular type of aircraft. The major objective of the GECO is
to provide maximum flexibility. Thus, it can meet different requirements in the
fields of cockpit research regarding new systems with human-machine interfaces
and new flight procedures.

We invited six professional aircraft crews to fly scenarios in the GECO. Each
crew consisted of one captain and one fist officer. All these pilots were trained
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Fig. 2. GECO flight simulator used for our experiments and the collection of data

and experienced in flying an Airbus A320 or a similar model. The scenarios were
prepared primarily for the evaluation and the demonstration of the concepts of
the A-PiMod project. For this reason the scenarios followed a “theater approach”
but they did also fit our needs to gather the required data and to evaluate our
intention inference module. Every scenario was constructed from a set of scenario
elements and basically contained similar procedures. During each element the
pilots had to perform some flight tasks. Each scenario had a duration of about
15 min and started in the descent flight phase. At this point the so called cruise
phase is finished; the aircraft has left its travel altitude and is descending to
approach an airport. For a better understanding, Fig. 3 illustrates the common
order of the flight phases.

During one scenario the pilots first had to adapt the initially programmed
flight route and after a while they had to divert to an alternative airport. Another
scenario contained a missed approach. Meaning the aircraft was not in the correct
configuration at a certain point of the approach to the airport. Therefore, the
pilots were required to perform a Go-Around procedure to try a new approach.
After the Go-Around procedure the pilots also had to adapt the programmed
flight route.

While the pilots were flying the scenarios the data from the flight simula-
tor and the different cockpit components were recorded continuously. This data
contains all pilot interactions with the cockpit. Later on the data was annotated
by an expert to mark the flight tasks.
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Fig. 3. Common order of the flight phases. The flight phases of the experiment are
marked with a gray background.

4 Modeling Approach

The intentions of a pilot usually refer to the goals he is trying to achieve [3]. To
accomplish a specific goal usually a more or less complex plan exists. Complex
plans can be separated into sub-plans. This way the complex plans become the
goals of their sub-plans. Flight tasks which occur in an aircraft cockpit also
serve the achievement of a goal. The complexity of these tasks can reach from
very basic activities like changing the altitude to more complex operations like
performing a go-around procedure. Complex tasks can also be separated into
sub-tasks and become the goals of their sub-task. Therefore, we interpret the
intentions of a human pilot as the flight tasks he is currently performing. For
the execution of a task a pilot has to show a specific behavior, which means
he has to perform certain interactions with the cockpit systems. Thus, there
is some set of actions which is typical for this task. These actions occur in a
sequence and are directly observable, while the tasks cannot be observed directly.
By monitoring the interactions it is possible to infer the currently performed
flight task. However, some interactions can belong to one or more flight task.
Theoretically flight tasks can also occur in an interleaved manner. This means
the pilot interrupts one flight task, executes another task and then resumes the
previously carried out flight task. In this paper we infer 8 basic flight tasks from
observable interactions of pilots with the aircraft systems.

We use a 1st order Hidden Markov Model to infer the currently performed
flight task from the observed interactions with the cockpit system. HMMs are
used to describe dynamic probabilistic processes [16]. The model contains a
set of different states S = S1, S2, . . . , SN and a set of possible emissions O =
O1, O2, . . . , OM which both occur as a sequence. The states are not directly
observable and are therefore usually called “hidden states”. In a 1st order HMM
the assumption is made that the current state at a certain point in time only
depends on one previous state. So, the conditional probability of a certain state
at the time t after a sequence of previous states can be simplified as shown in
Eq. 1.

P (St|S1, . . . , St−1) = P (St|St−1) (1)
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Each state at a point in time generates an observable emission Ot. This obser-
vation depends only on the current state St and not on previous observations.
Thus, the probability to make a certain observation at time t after a sequence
of previous states an observation can be simplified as shown in Eq. 2.

P (Ot|O1, . . . , Ot−1, S1, . . . , St) = P (Ot|St) (2)

For simplification it is assumed that at the start of the process at t = 0 the start
state is S0 = 0. The first transition from S0 to S1 then the first emission is O1.
The whole behavior of the HMM can be characterized with three probability
matrices. The initial state probabilities a0i = P (S1|S0 = 0), the state transition
probabilities aij = P (St = j|St−1 = i) and the emission probabilities bjm =
P (Ot = m|St−1 = j). The joint distribution of a sequence of observations O =
O1, O2, . . . , OT and a sequence of states S = S1, S2, . . . , ST can then be written
as Eq. 3.

P (S,O) =
T∏

t=1

P (St|St−1)P (Ot|St) (3)

In our context the flight tasks are the hidden states of the HMM since the
task are not directly observable during run-time. For the training process the
states are known since we are using annotated training data. The emissions
are the observed interactions of the pilot with the cockpit systems. The initial
state probability matrix is generated from the frequencies of the different flight
tasks in the trainings data. The state transition probability matrix is generated
from the frequencies of the flight task transitions in the trainings set. The emis-
sion probability matrix is generated from the frequencies of the combinations
of flight tasks and interactions in the trainings set. For the calculation of the
state transition probabilities and the emission probabilities Laplace smoothing
is applied. Whereby #xk denotes the counts of a state transition or the counts
of an emission from a certain state and #X =

∑L
k=1 #xk is the count of all

state transitions or emissions from a certain state in the training data. Then the
smoothed estimated probability for this state transition or emission can then be
written as Eq. 4.

x̂k =
#xk + 1
#X + L

(4)

By doing so we avoid zero probabilities for flight task transitions which are
possible but were not observed in the training data. The model would also be
more robust against cases of a task execution which slightly differs from the
standard procedure.

For our model we focus on 8 flight tasks. These are relevant for scenarios
which were used during our simulator experiments mentioned in Sect. 3. The
flight tasks are “monitor”, “arm spoiler”, “set flaps”, “set thrust”, “change
speed”, “change heading” “change altitude”, and “set approach”. The task
“monitor” actually means that there is none of the other defined tasks ongo-
ing. So, we assume the pilot is just monitoring the instruments. The monitored
interactions with the cockpit systems are actions like pushing a button, turning a
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knob, or pulling a lever. For developing the intention recognition model, we used
a knowledge engineering approach. We interviewed domain experts to gather
knowledge about the relations between flight tasks and cockpit interactions, and
certain context events which could be triggers for certain tasks. The parameters
of the HMM are learned from manually annotated data. This data was obtained
by recording the aircraft data and the interactions of professional pilots while
they were flying the scenarios described in Sect. 3 in the GECO simulator with
activated autopilot system.

5 Evaluation

For the evaluation the package HMM for the programming language R was used.
The flight data which was recorded during our simulator experiments was split
into a training set and a test set. The test set contains two of the eight recorded
scenarios which were useful. Since our data consist of very long time series it
would have been impractical to perform a cross-validation with random selection
of test cases. For each data point in our test set the annotated task is compared
to the task with the highest probability P (St|O1:t) reported by our HMM. The
model produces an error rate of 0.0069 on the test set. This means for 0.69 % of
the cases in the test set the most probable tasks of the model does not match
with the task given in the test set. Since our test data is strongly populated
with the state ‘monitor’ we also calculated the error rate based only on the cases
where the test data is not ‘monitor’. For this configuration our model produces
an error rate of 0.0039. The error rates and Fig. 4 show that the model expresses
the data surprisingly well. This is due to the relative high degree of determinism
which is currently present in the data and in the current set of flight tasks and
interactions. Figure 4 also shows that the predicted task is detected somewhat
after the start of the annotated. A possible reason is that the human annotator
saw more than the just the bare interaction. He perceived the context and was
also able to already see the pilot reaching for certain interfaces (Table 1).

Table 1. Confusion matrix of task predicted by the HMM and the actual task as
marked in the data.

Predicted

monitor arm.spl set.flap set.thrust chg.spd chg.hdg chg.alt set.appr

Actual monitor 21308 0 0 0 0 0 2 0

arm.spl 18 12 0 0 0 0 0 0

set.flap 36 0 30 0 0 0 0 0

set.thrust 27 0 0 64 0 0 0 0

chg.spd 53 0 0 0 123 0 0 0

chg.hdg 2 0 0 0 0 3 0 0

chg.alt 8 0 0 0 0 0 28 0

set.appr 5 0 0 0 0 0 0 0
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Fig. 4. Segment of the sequence of tasks detected by HMM and actual tasks as marked
in the data

6 Conclusion

We presented a model to recognize the currently performed flight tasks of aircraft
pilots by monitoring their interactions with the cockpit systems. The model uses
a trained HMM which is integrated into the A-PiMod architecture as a part of
the pilot model. The designated usage of the model is to receive new observations
at a rate of 20 Hz during simulator flights and to infer P (St|O1:t). The evaluation
of our model showed that the model is able to detect our selected flight tasks in
the flight phases ‘descent’, ‘approach’ and ‘final approach’ based on interactions
with the cockpit systems. In the future we plan to detect more complex tasks
with the model and eventually to add eye-tracker data and context information.
This could result in a performance decrease compared to the current model but
it makes the model more useful.
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Abstract. Despite the shift in scholarly and managerial attention from the
effects of objective distance to psychological distance between team members,
the questions of how virtual worker psychological distance is formed and how it
can be measured have not been fully answered. In search of answers, this study
develops and tests a model that examines the antecedents and the consequence of
psychological distance, drawing on construal level theory. The results reveal that
psychological distance is a multi-dimensional construct consisting of respon-
siveness, subjective proximity, and accessibility. The results also demonstrate
that the different dimensions of objective distance increase psychological dis-
tance in a nonlinear fashion; interaction between different dimensions of objec-
tive distance produces greater psychological distance than does their
combination. Our findings contribute to the IS literature by conceptualizing
psychological distance, showing that it can be directly modeled, and highlighting
that it should be carefully managed to improve virtual workers’ job performance.

Keywords: Virtual work � Construal level theory � Objective distance �
Psychological distance � Job performance

1 Introduction

A long-standing tradition in virtual team (VT) literature is the adoption of the proximity
perspective to identify the unique features of VTs and their impact on individual
dynamics and group processes. Researchers have conceptualized multiple dimensions
of “virtuality” (e.g., degrees of spatial, temporal, and cultural distances) to reflect the
proximal characteristics of a VT and examine how virtuality influences individual
variance in work outcomes. However, the empirical results have been inconsistent, with
studies showing positive and negative relationships between proximity and work
outcomes. Some studies found that the objective distance between individuals nega-
tively influences communication quality, task performance, and knowledge sharing
[2, 9]. In contrast, some studies have shown the positive influence of objective distance
on work outcomes, such as decision quality, creativity, and job satisfaction [22, 34].

To resolve this inconsistency, scholars have recently called for research to address
subjective representations of distance between VT members, instead focusing on
objective distance measures [13, 28, 35, 36]. Trope et al. [31] have argued that

© Springer International Publishing Switzerland 2016
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psychological distance is a factor that leads individuals to create higher level
abstractions in the representation of target objects (“higher-level construals”). These
higher-level construals disrupt and prevent information flow between virtual workers
[36]. If psychological distance is an underlying mechanism that accounts for the rep-
resentation of VT work and work outcomes, providing information technology
(IT) functions to mitigate the objective distance may not be the most suitable approach.
Instead, technological and managerial interventions should be focused on changing
team members’ perceptions of the subjective, psychological distance. Lesser psycho-
logical distance should lead to lower-level construals and more effective VT work. Yet
despite the increased attention from research and practice, the operational conceptu-
alization of psychological distance remains equivocal; research findings regarding its
roles on work outcomes are inconsistent and often appear conflicting. To fill these gaps
in understanding, this study addresses the following questions:

(1) How is the psychological distance between virtual workers formed?
(2) How does the psychological distance between virtual workers influence their job

performance?

To answer these questions, drawing on construal level theory, this study concep-
tualizes psychological distance and then develops and tests a nomological network to
explain the relationship between objective and subjective distance and job perfor-
mance. By precisely disentangling the effects of different dimensions of objective
distance on psychological distance, this study contributes to a more nuanced under-
standing of how virtual workers construct their perceptions of psychological distance,
how it can be measured, and how it influences individual job performance in a VT.

2 Literature Review and Theory Development

2.1 Construal Level Theory

Construal level theory (CLT) explains how psychological distance influences the extent
to which an individual’s interpretation about objects or events is abstract or concrete
[31, 32]. The general idea of CLT is that the more distant a target is from the individual,
the more abstractly and less concretely it will be thought of, focusing more on abstract,
holistic, and decontextualized features rather than specific details of information [17].
For example, a distant co-worker may be described as “Annie is clever” (more
abstract), whereas a close one may be described as “Annie is able to spot any mistakes
in our spreadsheets” (more concrete). Applying construal level theory, VT researchers
posit that virtual workers’ psychological distance perceptions determine their construal
levels, which in turn affect their judgment and behavior, and enable or constrain their
work outcomes. CLT thus challenges the conventional notion that objective distance
causes difficulties in sharing a local context and developing a transactive memory (i.e.,
who knows what) [7]. CLT suggests that even if distant team members were provided
with the contextual details normally associated with physical proximity, their subjec-
tive perception of the distance would still hinder them from focusing on the provided
contextual detail, and thus they would still suffer from the same distance-related
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difficulties [31]. In other words, virtual workers difficulties, including knowledge
sharing, can be explained based on the individual members’ subjective perceptions
about the distance between them (herein, psychological distance). In this sense, it has
been argued that psychological distance is a direct factor that elicits high levels of
construals that disrupt and prevents information flow between virtual workers [36].

2.2 Psychological Distance

Psychological distance refers to “an individual’s perception of how close or how far
another person is” [35, p. 983]. Tope and Liberman [32] define it as “a subjective
experience that something is close to or far away from the self, here and now” (p. 440).
In the VT literature, psychological distance is conceptualized as the extent to which a
virtual worker feels he or she is distant from other VT members. Although objective
distance and psychological distance are associated, researchers have acknowledged that
the role of perceived psychological distance, which influences people’s thoughts,
feelings, and behavior, is independent of objective distance [33]. Accordingly,
assessing a virtual worker’s psychological distance is important for predicting his or
her work outcomes.

Table 1. Operational definitions of psychological distance

Operational definition References

Perceived ease with which VT members can be visited and the perceived effort
required to get them in one place for a meeting. Perceived virtuality of
communication (the use of virtual tools) and the perceived frequency of
face-to-face meeting tools (Phone, email, teleconferencing, etc.)

[28]

The extent to which a virtual worker feels that most team members are
reachable and they work directly in the vicinity

[18, 19]

A mental assessment, emotions and feelings of how distant a teammate seems. [35]
The subjective experience that an event or object is close or far away from the
self, here, and now.

Sub-dimensions:
(1) Social distance: The extent to which a social target is perceived as removed

from oneself
(2) Hypotheticality: The perceived probability that an event will happen or an

object will exist, or its perceived similarity to the perceiver’s reality
(3) Temporal distance: The degree to which an object or event is perceived to

take place in near versus distant future (or past)
(4) Spatial distance: The perception that an object or event exists or takes place

in nearby versus remote location

[3]

The extent to which an individual perceive to be close to one another spatially,
temporally, and socially

[5, 23]
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Nevertheless, as shown in Table 1, the operationalization of psychological distance
is equivocal, which may cause inconsistent findings regarding the effects of psycho-
logical distance on job performance. Psychological distance was found to reduce
individuals’ willingness to collaborate in the future and to lower their beliefs about the
efficacy of distance work [35]. In contrast, psychological distance also affected job
performance positively, by increasing creativity and making people focus on essential
task features [36]. Some studies found that moderate levels of psychological distance
promote trust in information received from others [31]. The present lack of consensus
and consistency between definitions necessitates the development and validation of an
instrument that precisely captures psychological distance.

3 Research Model and Hypotheses

Drawing on CLT, we developed a model to explain how different dimensions of
objective distance (spatial, temporal, and cultural) influence a virtual worker’s psy-
chological distance to other VT members and how this distance influences job per-
formance. We outline the relations between objective distance, psychological distance,
and job performance, as shown in Fig. 1.

3.1 Relationship between Objective and Psychological Distance

Objective distance has been widely considered as the most critical and important
feature of VTs [6, 25]. Spatial distance refers to the extent to which a virtual worker is
dispersed spatially from other members (e.g., different cities or countries), whereas
temporal distance refers to the extent to which a virtual worker works in a different time
zone from collaborators [10, 25]. Cultural distance is considered important in objective
distance. In this study, cultural distance is operationalized as the extent to which a
virtual worker works with other members of different nationalities [27]. Cultural dis-
tance has great potential to hinder effective interaction within a VT [1, 27].

Fig. 1. Research model
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Each dimension of objective distance can create psychological distance [7, 36],
which may cause challenges in judgment and behavior within VTs and become a source
of potential conflict. Fujita et al. [12] has recently suggested that because psychologi-
cally near events tend to be represented concretely and psychologically distant events
tend to be represented abstractly, psychological distance should impede the processing
of concrete event representations and facilitate the processing of abstract event repre-
sentations. Hence, drawing on prior literature, we posit that each dimension of objective
distance will influence psychological distance. Apart from a simple linear relationship
between objective distance and psychological distance, we hypothesize that interaction
effects exist between the dimensions of objective distance. This means that the com-
bination of different objective distance dimensions may increase psychological distance
in a non-additive way. Specifically, spatial distance can be overridden by synchronous
communication technologies to a certain extent, but temporal distance is difficult to
overcome [11, 30]. In particular, lags in feedback and asynchronous communication
amplify the problems of mutual knowledge and common ground from which to work
and share concerns [11], and these seriously reduce individuals’ perceptions of cop-
resence [13]. Researchers have also suggested that cultural differences interact with
spatial distance to produce greater psychological distance than might be expected by the
simple combination of the two dimensions of the objective distance [8].

Hypothesis 1: The different dimensions of objective distance interact in non-additive
ways to increase psychological distance.

[H1a]: Temporal distance will positively moderate the relationship between spatial
distance and psychological distance

[H1b]: Temporal distance will positively moderate the relationship between cultural
distance and psychological distance

[H1c]: Cultural distance will positively moderate the relationship between spatial
distance and psychological distance

[H1d]: Cultural distance will positively moderate the relationship between spatial
and temporal distances and psychological distance

3.2 Psychological Distance and Job Performance

Construal-level theory [31] explains that people who perceive a high level of psy-
chological distance from their remote partners are more likely to focus on high-level
construals (the abstract and decontextualized features of objects) than on the low-level,
detailed, and contextualized features of their remote team members’ knowledge. Vir-
tual workers thus tend to fail to share information about the local context, or if they
share, other members may ignore the additional context. Studies have suggested that
the failure of knowledge contextualization contributes to less effective knowledge
utilization [7, 21], which negatively influences a virtual worker’s job performance.
Psychological distance also reduces psychological engagement [20]. People who are
less psychologically engaged in their roles tend to show passive attitudes toward task
performance.
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Hypothesis 2: Psychological distance will be negatively associated with job
performance.

4 Methods

4.1 Data Collection

The proposed research model was tested with the collaboration of three multinational
companies operating VTs across countries around the world. Executives of the target
companies provided support for this research. With this support, we selected VTs
where members worked separated by space (e.g., in different cities or countries), time
(e.g., different time zones), or were of nationalities (to reflect cultural distance), thus
meeting conventional definitions of a VT and providing variation across all dimensions
of objective distance. Empirical data was collected by a series of surveys from 163
virtual workers employed across the VTs. The demographics of the respondents are
summarized in Table 2.

4.2 Measurement

Since the unit of analysis of this study was the individual, all of the research variables
were measured at the individual level. We collected team rosters and information about
every VT member’s workplace, and nationality. Using this information, we measured
the extent to which each virtual worker was dispersed in relation to others spatially,
temporally, and culturally. A virtual workers’ spatial distance was measured using the
absolute number of air miles with other team members based on Hansen and Lovas
[15]. Temporal distance was measured using time zone differences with other members
following O’Leary and Cummings [25]. To compute cultural distance, we used
nationality differences with other team members by drawing on Raab’s research [27].

Table 2. Demographic information of respondents

Item Category Frequency Ratio

Gender Male 107 65.6 %
Female 56 34.4 %

Age <30 22 7.4 %
30 * 40 81 49.7 %
41 * 50 70 42.9 %

Education College 96 58.9 %
Post graduate 52 31.9 %
Above 15 9.2 %

Organizational tenure <5 22 13.5 %
5 * 10 45 27.6 %
11 * 15 60 36.8 %
16 * 20 19 11.7 %
>20 17 10.4 %
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Job performance was measured by adapting items used by Mehra et al. [26]. We
controlled for gender, age, and organizational tenure.

5 Analysis and Results

5.1 Measurement Model

An explorative factor analysis (EFA) was conducted to evaluate the construct validity
of psychological distance. A principal axis factor analysis using the Direct Oblimin
method was used for the test. We included measurement items proposed from previous
studies, including Hoegl et al. [18], Wilson et al., [35], Lim et al. [23], and Siebdrat
et al. [28] into the EFA. After we removed items with low factor loadings, the results of
EFA revealed that psychological distance consisted of three sub-dimensions (respon-
siveness, subjective proximity, and accessibility). Table 3 shows the valid measure-
ment items and the factor loadings corresponding to each item. Next, a confirmatory
factor analysis (CFA) was used to validate the instrument. The standardized residuals
between the individual instrument items ranged between -0.21 and 0.22, which was
well with the recommended bounds for data quality.

The measurement model was assessed by examining its convergent and discrimi-

nant validity. To assess convergent validity, the composite reliability (CR) of each
multi-item construct was examined. As shown in Tables 4, all CR values rang from
0.821 to 0.862. To assess discriminant validity, we examined the values for average

Table 3. EFA measurement model results

Items Responsiveness
Subjective
Proximity

Accessibility

-I feel our team responds to each other closelyR

-I feel I am interacting simultaneously with my team 
membersR

-Our team members give quick responses to my 
actionsR

-I feel isolated from other persons
-When I think of another team member, he or she 
seems far away
-Team members are located too far from one another 
to move the project along expeditiously
-I feel it is difficult to get the team members together 
in one place for spontaneous meetings (e.g., for 
discussions and decisions)
-Most members of my team work directly in the 
vicinity, so that they could visit each other without 
much effortR

-I feel it is easy to visit most team members with 
whom I collaborate R

.777

.742

.741

.110

.014

.311

.027

.220

.295

.032

.129

.001

.814

.797

.701

.315

.067

.054

.180

.107

.148

.122

.142

.059

.780

.774

.723

R Reverse coded measures (i.e., higher scores on these items implies lower persistent labeling).
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variance extracted (AVE). For satisfactory discriminant validity, the AVE from a
construct should be greater than the variance shared between the construct and other
constructs in the model. For each construct, the square root of the average variance
extracted should exceed the construct’s correlation with every other construct. The
results indicates that the AVE for each construct is larger than the correlation of that
construct with all the other constructs in the both models, thus ensuring discriminant
validity of the constructs (see Table 4). To ensure that multicollinearity does not pose a
problem, we checked values for the index of variance inflation factor (VIF). Our results
ranged from 1.00 to 2.120, well below the threshold value of 10, recommended by
Harter et al. [16]. The results indicate that it is unlikely that multicollinearity poses a
serious concern for this study.

Given the structure of the model, the statistical analysis is expected to employ
hierarchical linear regression [24] to take into account the different impacts of different
sets of independent variables. In particular, we enter the interaction terms of different
dimensions of objective distance into the model and regress it to psychological distance
in order to verify their non-additive effects. Table 5 represents the results of the model
test. Model 1 examines the effects of the control variables on psychological distance.
The results indicate that organizational tenure has a negative influence on psycho-
logical distance. Three dimensions of objective distance were entered into Model 2.
The results show that spatial distance significantly positively influences psychological
distance, whereas temporal and cultural distances have no significant influence on
psychological distance. Interaction terms between different dimensions of object dis-
tance were entered as independent variables into Model 3. The results show that
significant interaction effects exist between spatial and cultural distance; spatial and
temporal distance; and spatial, temporal, and cultural distance, which account for 12 %
of the variance of psychological distance.

Table 4. Discriminant validity and correlation of constructs

AVE C.R. ACC CD JP SP RES SD TD

ACC 0.612 0.825 0.782
CD 1.000 1.000 0.233 1.000
JP 0.556 0.862 0.424 0.140 0.746
SP 0.609 0.821 −0.196 −0.364 −0.127 0.781
RES 0.608 0.823 0.396 0.130 0.600 −0.086 0.780
SD 1.000 1.000 0.242 0.267 0.211 −0.442 0.184 1.000
TD 1.000 1.000 −0.083 0.230 −0.037 −0.078 0.023 0.311 1.000

Note:
(1) Square root of AVE for each latent construct is given in diagonals.
(2) C.R: Composite Reliability; AVE: Average Variance Extracted; ACC:
Accessibility; CD: Cultural Distance; JP: Job Performance; SP: Subjective
Proximity; RES: Responsiveness; SD: Spatial Distance; TD: Temporal
Distance.
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6 Discussion

The results showed that psychological distance was the main determinant of job per-
formance and that the different dimensions of objective distance increased psycho-
logical distance in a nonlinear fashion. The results showed that interaction effects exist
between each dimension of objective distance. That is, the different objective distances
increased the psychological distance in a non-additive way. We found that neither
cultural nor temporal distance by themselves increased psychological distance but
cultural and temporal distance interacted with spatial distance to produce greater
psychological distance than did the simple combination of the two dimensions of the
objective distance.

Two questions arise. Why is the relationship non-linear, and why is the interaction
of objective distance factors more salient than the factors themselves? With increased
distance (of any kind) comes a loss of contextual detail, which may hinder collabo-
ration unless it is compensated for. Increases in distance may not produce linear, but
instead discrete losses in capability, such as cultural difference becoming too great to
understand others’ verbal language unambiguously. Bodenhausen [4] found that
making judgments at non-optimal times of the day according to people’s circadian
cycle led to stereotypical and thus disproportionally poor judgments.

We assume that some such distance-based collaboration hindrances can be com-
pensated for by other means. Just as individuals possess cognitive reserves by which
they can overcome some brain pathologies [e.g., 29] and still function properly, we
may think of people’s collaborative reserves, which allow them to overcome collab-
oration hindrances. For example, a misunderstanding of verbal language may be
compensated for by the interpretation of body language. Hence, VT workers may
compensate for some levels of cultural distance, but if it interacts with temporal

Table 5. The results of hierarchical regression analysis

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

Psychological distance Job performance
Gender 0.06 0.05 0.04 0.15 0.13 0.08
Age 0.09 0.058 0.04 0.16 0.12 0.08
Organizational tenure −0.20* −0.19* −0.17* 0.18* 0.18* 0.05
SD 0.26** 0.23* 0.12 0.00
TD 0.05 0.43 −0.17 −0.04
CD 0.07 0.07 0.08 0.07
SD x TD 0.22**
SD x CD 0.30*
TD x CD 0.32
SD x TD x CD 0.46*
Psychological distance −0.46***
R2 0.05 0.13 0.25 0.08 0.13 0.44
Δ R2 0.08 0.12 0.05 0.31
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distance (e.g., time zone difference resulting in tiredness and thus poor judgment), then
the interaction of both effects may become too much to compensate for, thus leading to
a highly salient degradation of collaboration effectiveness.

6.1 Theoretical Implications

Technology-enabled and physically dispersed VTs have emerged as a critical organi-
zational form for structuring work on a global scale [13]. Despite the great potential
benefits of VTs, many virtual workers report negative experiences, such as commu-
nication depersonalization, conflict, feelings of isolation, and lack of shared knowl-
edge, all of which may negatively influence the virtual worker’s job performance [14].
To address these challenges, research has focused on the effects of objective distance
on work outcomes. However, the conflict surrounding the paradox of the
“far-but-close” experience for VTs is yet to be reconciled.

By providing a consistent and solid foundation for diagnosis and assessment of
psychological distance, this study contributes to VT literature. The findings of this
research significantly shift academic and practical attention from objective distance
toward subjective distance. A more nuanced understanding of how psychological
distance is formed by the different dimensions of objective distance and how psy-
chological distance influences job performance is of academic value.

6.2 Practical Implications

The overarching practical implication of this study is that virtual workers’ psycho-
logical distance should be carefully monitored and managed to improve their job
performance. Our measurement for objective and psychological distance helps VT
managers predict more precisely potential challenges a virtual worker may experience.
Given that each VT member has varying degrees of objective distance, VT managers
need to pay greater attention to those who have high degrees of distance in its two or
more sub-dimensions. VT managers should also carefully monitor virtual workers’
psychological distance at the team level when the team is highly dispersed. Further-
more, our findings imply that VT members’ psychological distance can be mitigated by
altering virtual workers’ perceptions of responsiveness, subjective proximity, and
accessibility. Technological affordances that can promote emotional and social inter-
action (e.g., interactivity support, self-presentation, identity expression) may help to
mitigate psychological distance.
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Abstract. Tactical medical situations require squads to coordinate achieving
tactical mission objectives while providing competent medical treatment.
A tactical situation may require foregoing all but the most essential
point-of-wounding care until tactical dangers are suppressed (effective shooting
stops) and security allows for more definitive treatment. Core knowledge and
skills, within the content areas of advanced situational awareness, resilience,
tactical combat casualty care, and team performance can help teams coordinate
medical and tactical team decisions and tasks. The objective of the Squad
Overmatch Tactical Combat Casualty Care (SOvM TC3) project was to improve
individual and team performance within the context of tactical medical care. To
do this, the team utilized the Team Dimensional Training (TDT) model to
integrate and train the above skills through guided team self-correction [3]. The
empirically derived expert model of teamwork (TDT) has been found to be
effective in a variety of team settings. Smith-Jentsch, Cannon-Bowers, Tan-
nenbaum, and Salas (2008) demonstrated that teams who participated in
facilitator-led guided self-correction developed more accurate mental models of
teamwork, demonstrated superior teamwork processes, and achieved more
effective performance outcomes than did those briefed and debriefed using a
traditional method. This effort extended the TDT model to the core skills within
an integrated training curriculum for tactical medical skills. This paper discusses
team members’ reported efficacy of the TDT approach in fostering individual
and team process skills.
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1 Introduction

Tactical Combat Casualty Care (TC3) is team decision-making under stress. It requires
interdependent squad members, performing their role-based critical tasks, to make
decisions that achieve a set of common goals under extreme circumstances. Squads
must be able to flexibly and simultaneously accomplish mission objectives while
treating their wounded in a fluid tactical environment. This requires squad leader
situational awareness of the tactical medical situation and squad leadership coordinated
with TC3 first responders, or the casualty himself, providing life-saving treatment.
Failure to manage the tactical situation can lead to more casualties or mission failure.
Not treating life-threatening injuries can lead to preventable combat death. The chal-
lenge that squads face is in the implementation of tactics, techniques and procedures
that enable mission completion and life-saving without becoming distracted by one or
the other. Becoming distracted when there are combat casualties can have catastrophic
consequences, as decision-making, information processing, attention, and situational
awareness is impaired [5]. Having squads engage in realistic TC3 scenarios, during a
high stress unit level event, could optimize squad leadership, teamwork, and tactical
and medical skills required to succeed in these challenging situations and develops
resiliency for future situations.

However, Medics/Corpsman and infantry units rarely train together at the company
level or below prior to training for a specific deployment. Various medical training
centers exist (e.g., Medical Simulation Training Center (MSTC), Defense Medical
Readiness Training Institute (DMRTI), Medical Simulation Training Centers (MSTC),
and the Brigade Combat Team Trauma Training (BCT3)) to sustain and certify skills.
But, no formal curriculum exists to support the integration of these medical skills into
tactical operational environments. Providing infantry and their Medics/Corpsman the
opportunity to train at the team level has been the focus of a joint effort called Squad
Overmatch TC3 Training for Readiness and Resilience (SOvM TC3). Building on the
SOvM studies started in 2012 by the U.S. Army Study Board [1]. The current effort is
managed by the Program Executive Office for Simulation, Training, and Instrumen-
tation (PEO STRI), with collaboration between the Army Research Laboratory, Human
Research and Engineering Directorate (ARL HRED) and the Naval Air Warfare Center
Training Systems Division (NAWCTSD). The objective of the SOvM TC3 2015
demonstration at FT Benning, GA was to develop and test instruction, simulations, and
training technology prototypes embedded in Live scenarios using an Integrated
Training Approach (ITA) that could foster individual and team process skills within the
context of tactical medical care, rather than to focus solely on tactical outcomes. As
such, this effort emphasized process skills, those skills that enable squad members to
achieve targeted tactical outcomes and ultimately, improve mission performance.

The goal of this paper is to describe self-report results obtained during the
demonstration with participants that included four U.S. Army and three U.S. Marine
Corps Squads, each augmented with an Army Medic or U.S. Navy Hospital Corpsman,
respectively. We describe how the Team Dimensional Training (TDT) model was used
to enable squads to practice and apply knowledge and skills within the training content
areas developed for SOvM TC3: TC3, Advanced Situational Awareness (ASA), and
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Resilience/Performance Enhancement (R/PE). We describe the ITA approach utilized
and discuss the self-report measures from squad members on the degree to which they
felt the TDT approach fostered individual and team process skills during virtual and
live training.

TDT was developed as part of a program sponsored by the Office of Naval
Research (ONR) called Tactical Decision-making Under Stress (TADMUS) as a
training methodology for enhancing performance through improved team processes [3].
The methodology helps teams diagnose and correct their own performance problems
during an Integrated After Action Review (IAAR). This trains teams to adapt quickly to
unfolding events and to learn from and build on their previous experiences together.
The foundation of TDT was determining “What makes a team of experts an expert
team?” The TADMUS effort identified four critical dimensions of teamwork (and their
associated subcategories) that help teams monitor and regulate their own performance:

• Information Exchange – knowing what information to pass to whom and when
• Using available sources
• Passing information before being asked
• Providing situation updates

• Communication Delivery – how information is delivered
• Using correct terms
• Providing complete reports
• Using brief communications
• Using clear communications

• Supporting Behavior – compensating for one another in order to achieve team
objectives
• Correcting errors
• Providing and requesting backup

• Initiative/Leadership – behaviors that provide direction for the team
• Providing guidance
• Stating priorities

Research has shown that by focusing on and evaluating these areas of team per-
formance each time a training exercise or combat situation has been concluded, the
performance of the team can be significantly improved to meet future training and real
life situations [4]. Furthermore, Smith-Jentsch, Cannon-Bowers, Tannenbaum, and
Salas (2008) demonstrated that teams who participated in facilitator-led guided
self-correction developed more accurate mental models of teamwork, demonstrated
superior teamwork processes, and achieved more effective performance outcomes than
did those briefed and debriefed using a traditional method. The TDT model is par-
ticularly suited for application in the TC3 domain and has been utilized within
numerous operational and training environments where individuals and teams are
required to make critical decisions during changing and intense situations [2]. To
perform successfully in tactical and medical environments, team members must be able
to assess situations quickly, perform TC3 skills when necessary, and engage in R/PE
methods to quickly recover from stressful situations.
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2 SOvM TC3 Integrated Training Approach (ITA)

The SOvM TC3 ITA is a three day curriculum beginning with classroom instruction,
moving on to skills practice in Simulation-Based Training (SBT), and then Live
training exercises. Subject Matter Experts (SMEs) developed curricula to emphasize
building communication and decision-making skills in managing combat casualties
during Care Under Fire and Tactical Field Care situations. SMEs identified the key
TDT teamwork behaviors within each of the foundational topics of TC3, ASA, and
R/PE. They analyzed the content areas to determine instances of TDT behaviors that
contribute to mission success (see Table 1 below for a subset of examples) and these
points were instructed and demonstrated during the ITA.

Table 1. TDT related behaviors in ASA, TC3, and R/PE content areas

ASA TC3 R/PE

Information
Exchange

Utilizing available sources -
Proxemics, kinesics,
autonomics/ biometrics,
geographics, atmospherics are
all sources that provide
critical information.

Providing situation updates -
Tactical patience is necessary to
develop a clear picture of the
situation before providing a
situation update.

Utilizing available sources -
The TC3 card is a source of
information, informing
squad members of a
casualty’s severity of
injuries and progress in
treatment

Passing information –

Especially during Care
Under Fire, information
must be passed before
having to be asked for it.

Communication
Delivery

Using correct terms – Battlefield
Geometries require accurate
Fields of
Fire/Observation/Intelligence
being communicated using a
common frame of reference
and standard phraseology.

Providing complete report -
During tactical medical
communications required
reports must include the
right pieces of information,
in the right order (e.g.,
MEDEVAC Request).

Using brief/clear
communications - Stressful
TC3 events require brief and
clear communications.

Supporting
Behavior

Providing/requesting backup -
Guardian Angels provide
backup, acting as the eyes and
ears of someone else who is
otherwise engaged.

Providing backup -Providing
support directly to a
casualty and providing
back up while self-care or
first responder care is
provided under fire by
another squad member is
vital. Asking for support if
you cannot provide
self-care is as important.

Providing/requesting
backup and correcting
errors - Back up and
error correction are
necessary when squad
members are observed
not performing or have
frozen. Personal
awareness is key as well
- seek back up if/when
needed. Self and
buddy-talk, deliberate
breathing, and grounding
are R/PE tools to help
during these times.

(Continued)
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2.1 Classroom Instruction

On day 1, instruction provided squad members with opportunities to acquire specific
knowledge and included PowerPoint, interactive discussion, scenario diagnostic
exercises, and hands on part-task medical simulators.

TC3. TC3 SMEs developed the classroom instruction to focus on the efficient com-
munication and coordination behaviors needed between the squad leader, Fire team
leaders, and the Medic or first responder. Communications to determine mission suc-
cess provide the squad leader with information about his capability, allowing decisions
to be made about continuing the mission. Communications about severity of wounds
allows the Medic to make decisions about priority and resource needs.

ASA. ASA SMEs developed curriculum focused on providing knowledge and
developing skills in pattern/threat recognition and decision-making to include behav-
ioral profiling skills (i.e. proximity between people as an indicator of relationship),
kinesics (i.e., nonverbal body language), autonomics (i.e., observable physiological
signals), geographics (e.g., patterns of how individuals move through an environment)
atmospherics (e.g., new rubble, bullet holes), and heuristics (e.g., using tactical cun-
ning, tactical patience, keeping an overwatch/“guardian angel,” and building rela-
tionships/“good shepherd”). In addition to the development of individual situational
awareness, it is critical that the team members share this information across the squad
to ensure that they have a more complete picture of the situation, and to pass that
information to the squad leader for situational awareness, and for decision-making.
Given this, the coordination of the team was defined in terms of the teamwork
behaviors that facilitated a shared understanding of the situation.

R/PE. R/PE SMEs developed curriculum focused on providing knowledge and
developing skills in maintaining tactical effectiveness under combat stress (acceptance,
what’s important now, deliberate breathing, self-talk and buddy talk, grounding, and
Personal After Action Review (AAR). This involves both individual skills, as well as
team supporting behaviors. With respect to teamwork, team members were encouraged
to provide positive communication to other team members who were struggling with a
stressful event, to try to refocus them on the mission task.

Table 1. (Continued)

ASA TC3 R/PE

Team Initiative/
Leadership

Providing guidance - Guardian
Angels may need to direct a
squad member’s attention to
something they may not see.

Stating priorities – During
stressful TC3 events
priorities may shift often
and will need to be shared
with the squad.

Providing guidance – TC3
events require guidance
both to and from squad
members, especially as the
Medic/Corpsman’s
demands are dispersed.

Stating priorities - When
focusing on W.I.N.
(What’s Important
Now), accept that
priorities may change
based on circumstances

Providing guidance –

Guidance and leadership are
required if squad members
are emotionally and
physically impacted by
stressful events.
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TDT/IAAR. TDT SMEs developed curriculum that focused on introducing the four
dimensions of teamwork and how the TDT model (Prebrief, Perform, Debrief) can be
used to facilitate discussions involving the teamwork behaviors identified in the TC3,
ASA, and R/PE instruction. Emphasis was on mastery of team-level processes rather
than maximization of scenario-specific outcomes. Then curriculum focused on how the
IAAR enables the squad to discuss team TC3, ASA, and R/PE behaviors in the context
of the four teamwork dimensions. The IAAR uses guided team self-correction, which
refers to the use of a facilitator who (a) keeps the squad’s discussion focused,
(b) establishes a positive climate, (c) encourages and reinforces active participation,
(d) models effective feedback skills, and (e) coaches team members in stating their
feedback in a constructive manner [3] to diagnose team strengths and weaknesses,
identify solutions, and establish goals for improvement.

2.2 Simulation-Based Training (SBT)

On day 2, the Virtual Battlespace 3 (VBS3) training simulation was used to provide
SBT. VBS3 is an Army Training Program of Record platform for practicing within a
semi-immersive environment with dynamic terrain. For this effort, VBS3 was inte-
grated with a medical simulation program, TC3Sim, which supports the assessment and
treatment of casualties. SMEs developed six tactical/medical event-based scenarios to
enable squads to practice what they had learned in the classroom and to conduct
IAARs. The Combined Arms Collective Training Facility (CACTF) - McKenna Mil-
itary Operations on Urban Terrain 2 (MOUT) site used for the live exercises (described
below) was modeled in the VBS3 urban terrain to increase the transfer of skills from
simulation to the live environment. TDT behaviors were identified in the event-based
scenarios so that the TDT/IAAR model could be applied, allowing squads to collec-
tively (and even individually) engage in a cycle of practice, application, and feedback
to create self-monitoring and correcting teams. During the pre-brief, mission clarifi-
cation was emphasized, the teamwork development focus of the exercise was stressed
(process skills), and any previously set goals for improvement were stated.

2.3 Live Training Exercise

On day 3, two Live training exercises were conducted at the CACTF MOUT site with
scenario events designed to be very similar to the ones developed in VBS3. The site
was outfitted with a suite of TC3 simulators and a wide variety of other Virtually
Enhanced Live Technologies in order to significantly increase the number of realistic
TC3 tasks that could be trained. This included:

• Simulated battlefield effects provided audio of combat sounds (e.g. gunshots),
artillery, and Improvised Explosive Device (IED) blasts;

• Live role-players acting as key leaders, townspeople, and casualties made up with
moulage (e.g. wearable wound models) and simulated injuries to increase realism
and incorporation into triage and TC3 scenario management;
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• A variety of interactive virtual enemy combatants projected on walls of MOUT
buildings playing characters that could be shot and illustrate wounds;

• Interactive modeled components: tourniquets, nasal pharyngeal airway, chest
decompression needle, chest seal, TC3 card, bandage, and compression bandage.

Squad members and role-players were equipped with the Multiple Integrated Laser
Engagement System (MILES) gear, which was augmented with a prototype Electronic
Casualty Display Device (ECDD). This device displayed information about the medical
condition of a patient such as changing health status (e.g., pulse, respiration, and pain
level), and ability to communicate and move. This enabled TC3 responders to identify,
prioritize and succeed or fail to provide appropriate treatment according to realistic
timelines and prognoses. Trainees could render medical aid with their sensored first aid
kit, the Improved First Aid Kit (IFAK II) Simulators for Medical Devices. IAARs were
conducted after each scenario. As with the VBS3 scenarios, TDT behaviors were
identified in the event-based live scenarios so that the TDT/IAAR model could be
implemented.

3 Findings

After each day of SBT and Live training, squad members were administered ques-
tionnaires asking the degree to which the VBS3 and Virtually Enhanced Live Tech-
nologies allowed them to practice teamwork behaviors. Seventy-one Army and Marine
squad members participated in the demonstration, each going through the same ITA.

3.1 VBS3 Technology Survey

Trainees scored items on a 5-point Likert scale, rating whether they agreed that the
VBS3 training technology supported the learning objectives: 1 (completely disagree), 2
(disagree), 3 (not sure), 4 (agree), and 5 (completely agree). Selected questionnaire
items that focus on the degree that VBS3 supported team dimensions and team per-
formance are presented in Table 2.

3.2 Virtually Enhanced Live Technologies and Overall Impact of Live
Training Surveys

Trainees were instructed to provide ratings for those Virtually Enhanced Live Tech-
nologies encountered. For Table 3, trainees rated the effectiveness on a 5-point Likert
scale from: 1 (not at all), 2 (a limited amount), 3 (adequately) and 4 (extremely well).
Trainees were also instructed to provide ratings regarding the overall impact of Live
Training. Table 4 reports on a 5-point Likert scale: from 1 (completely disagree), 2
(disagree), 3 (not sure), 4 (agree), and 5 (completely agree).

For VBS3 and the Virtually Enhanced Live Technologies, trainees agreed that
training provided opportunities to practice team performance skills. In VBS3, squad
members agreed with statements that they could practice communications in support of
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determining anomalies (M = 4.3, SD = .7), a component of developing team ASA.
Also, squad member agreed with the statement that they could practice sending key
casualty information to other team members (M = 4.1, SD = .9). In the Live scenarios,
all representations of combatants adequately supported communicating information on
targets, key to team ASA (pop-up targets, M = 3.1, SD = 1.5, live role players M = 3.9,
SD = .4, interactive virtual characters M = 3.6, SD = .7, and non-interactive virtual
characters M = 3.6, SD = .9). For the team dimensions, squad members agreed that the
live training overall provided the ability to practice. Specifically, live training supported
Information Exchange (M = 4.3, SD = .7), Communication Delivery (M = 4.3, SD =
.7), and Supporting Behaviors (M = 4.3, SD = .6). As VBS3 and Live Technologies are
part of the overall training approach for team performance, these results suggest that the
technologies support squads’ ability to effectively practice team dimensions. This
practice supports team members in developing an understanding of how the roles (and
individuals in the roles) exchange information, communicate, and support each other.
In future work, it may be helpful to provide squads with feedback about the impact of

Table 2. VBS3 and Teamwork

What was the degree that VBS3 supported team dimensions? Mean Std.
Dev.

1. I communicated information with my team members to determine if
cues were normal or anomalies.

4.3 0.7

2. I practiced reporting key casualty information to my Team Leader or
Squad Leader.

4.1 0.9

3. The squad engaged in a TDT Pre-brief and clarified the mission,
introduced tactical objectives, focused attention on the four teamwork
dimensions, and restated tactical and teamwork goals.

4.4 0.6

4. VBS provides an environment to practice and develop my TDT skills. 4.2 0.7
5. My squad effectively used the VBS scenarios to practice and develop
TDT skills.

4.3 0.8

6. My squad engaged in a focused hotwash after each vignette. 4.4 0.6
7. My squad set goals at the end of the IAAR that were reviewed as part of
the mission Pre-Brief.

4.6 0.6

8. VBS3 is an effective tool for me to practice TDT skills. 4.2 0.9
9. The virtual environment provided you with opportunities to engage in a
successful team self-correction debrief.

4.3 0.7

10. The virtual environment provided you with opportunities to exchange
information about the situation within the squad.

3.6 1.2

11. The virtual environment provided you with opportunities to support
the actions of squad members when they are struggling.

3.7 1.1

12. The virtual environment provided you with opportunities to report
information about the situation accurately.

3.9 1.0

13. The virtual environment provided you with opportunities to keep the
Platoon informed of the situation without being asked.

3.9 1.0

14. The virtual environment provided you with opportunities to engage in
effective error detection and team self-correction.

3.9 1.1
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coordination on medical and mission outcomes, such as number of casualties and time
and accuracy in managing combatants. Feedback data could be fed forward into IAAR,
to provide squads with the natural consequences of good or poor team performance.

Table 3. Virtually enhanced live technologies and teamwork

What was the degree that the Virtually Enhanced Live Technologies
supported team dimensions?

Mean Std.
Dev.

1. Pop up targets provide opportunities for me to practice effectively
communicating information about suspected targets to others in my
squad.

3.1 1.5

2. Live Role Players provide opportunities for me to practice effectively
communicating information about suspected targets to others in my
squad.

3.9 0.4

3. Dynamic Interactive Virtual Characters provide opportunities for me
to practice effectively communicating information about suspected
targets to others in my squad.

3.6 0.7

4. Virtual characters provide opportunities for me to practice effectively
communicating information about suspected targets to others in my
squad.

3.6 0.9

5. Simulated explosive effects provide opportunities for me to practice
effectively communicating information to others in my squad.

3.9 0.5

6. Simulated wound effects provide opportunities for me to practice
effectively communicating information to others in my squad.

3.8 0.4

7. The electronic casualty card (ECC) provides opportunities for me to
practice effectively communicating information to others in my squad.

3.6 0.6

Table 4. Overall impact of live training on teamwork

1. The live training allowed my squad to exchange information about the
situation within the squad.

4.3 0.7

2. The live training allowed my squad to support the actions of squad members
when they are struggling.

4.3 0.7

3. The live training allowed my squad to report information about the situation
accurately.

4.3 0.7

4. The live training allowed my squad to keep the Platoon informed of the
situation without being asked.

4.4 0.6

5. The hot washes after VBS3 scenarios provided suggestions for improvement
that I was able to use in later scenarios.

4.4 0.7

6. The IAARs after the first Live scenario helped me improve my performance
during the second scenario.

4.4 0.7

7. The live training allowed my squad to engage in effective error detection and
team self-correction.

4.3 0.6

8. The improved IFAK provides opportunities for me to practice effectively
communicating information to others in my squad.

3.7 0.7
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4 Conclusion and Future Research

Future analyses will include reviewing the individual and team related TDT survey
questions asked after classroom instruction, as the focus of the current paper was on
SBT and Live training days. This will also include reviewing survey questions that
focus on the other three content areas (TC3, ASA, and R/PE) and whether team
members felt the ITA in these content areas fostered individual and team process skills.
Currently, a SOvM TC3 experiment is planned for June 2016 in Fort Benning, GA.
While SOvM TC3 2015 (the focus of this paper) was considered a demonstration,
SOvM 2016 will be a training effectiveness evaluation conducted using a
quasi-experimental design comparing the perceptions and performance of warfighters
completing the ITA with warfighters completing similar exercises in a control condi-
tion. Lessons learned from SOvM TC3 2015 will be applied, including an additional
half day of training to offer a Live test scenario, to evaluate the impact of the ITA
curriculum on performance.
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Exploratory Trajectory Clustering
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Andrew T. Wilson(B), Mark D. Rintoul, and Christopher G. Valicka

Sandia National Laboratories, Albuquerque, NM 87185, USA
atwilso@sandia.gov

Abstract. We present here an example of how a large, multi-dimensional
unstructured data set, namely aircraft trajectories over the United States,
can be analyzed using relatively straightforward unsupervised learning
techniques. We begin by adding a rough structure to the trajectory data
using the notion of distance geometry. This provides a very generic struc-
ture to the data that allows it to be indexed as an n-dimensional vector.
We then do a clustering based on the HDBSCAN algorithm to both group
flights with similar shapes and find outliers that have a relatively unique
shape. Next, we expand the notion of geometric features to more special-
ized features and demonstrate the power of these features to solve specific
problems. Finally, we highlight not just the power of the technique but also
the speed and simplicity of the implementation by demonstrating them on
very large data sets.

1 Introduction

Recent advances in sensing technologies have resulted in ever-higher numbers of
scientific and technical data sets being created at ever-higher fidelity. As with
many other data types, this trend holds true for trajectory data, broadly defined
as timestamped sequences of positions for uniquely identified objects. Trajec-
tory data can be obtained from many different sources. Remote sensing systems
track the movement of many objects through areas of sensor coverage. Individ-
ual objects such as taxi cabs, aircraft, seacraft, mobile phones, humans carrying
GPS receivers, and even the occasional bear, turtle or penguin also record and
broadcast their own position and movement. Video sensors (traffic or security
cameras) combined with machine vision algorithms can track the appearance,
motion and disappearance of objects in a scene. As with so many other real-
world data sources, the ongoing explosion of trajectory data shows no signs of
abating.

Trajectories are consumed and analyzed by a broad variety of research com-
munities. Biologists use them to study wildlife movement [14]. Sociologists study
human behavior [17]. Transit agencies and travel websites mine taxi trajectories
to search for better driving directions [16]. Molecular dynamicists track mole-
cules and individual atoms to study proteins, polymers, and transitions between
different molecular conformations.

c© Springer International Publishing Switzerland 2016
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As a specific example, consider the Automatic Identification System (AIS)
currently used for maritime ship tracking and cooperative collision avoidance.
Given the amount of world commerce that depends on container ships and
tankers, marine traffic safety and security is of incalculable importance – a per-
fect domain for trajectory analysis. Pallotta et al. [13] present an algorithm for
automatically determining shipping routes given AIS ship trajectories for the
purposes of anomaly detection and route prediction.

Both prediction and anomaly detection can be used to aid collision avoidance.
However, such algorithms can also be extended to address the broader question of
classifying ship behavior. Establishing patterns of normal and anomalous behav-
ior is as useful to the large-scale problems of efficiency, security and resource
allocation as tracking nearby objects for collision avoidance is at small scale.

Commercial airlines use similar pattern-finding analyses [1] to optimize the
use of airspace resources such as flight paths, fuel and takeoff/landing permits.
They are aided by the Aircraft Situation Display to Industry (ASDI) data set,
a metadata-rich feed that provides frequent updates on nearly all non-sensitive
civilian traffic in US airspace.

All of these analyses incorporate an assumption that we can identify and
isolate patterns within the data. This brings us back to classic machine learning
problems: finding instances of specifically described behavior, clustering items
into groups (with or without ground truth), finding items similar to a provided
exemplar, and labeling new data based on the information in a training set.
Metadata (any information in the data feed beyond position, time, and object
ID) and derived data (speed, heading, distance from origin, other quantities
computed from the original data) help with this, but to date most of the job
of labeling trajectories as normal or anomalous still relies on human knowledge
and manual effort. Since humans still do not scale well we turn to algorithmic
approaches.

Many approaches to trajectory analysis describe and compute the distance
between each position of a trajectory. Amongst others, these approaches include
hidden Markov models [3], Hausdorff-like distances [8], Bayesian models [10],
the earth-mover’s distance [4], and Fourier descriptors [2]. Alternatively, the
approach mentioned in [15] makes use of trajectory features in order to provide
trajectory comparisons that appeal to human intuition and significantly reduce
the computational intensity required for those comparisons to allow for timely
analysis of large sets of trajectory data.

In this paper we report on an experimental analysis of a large set of aircraft
trajectories using feature vectors. For clarity, we formalize our definition of a
trajectory as follows:

A trajectory Z is a sequence of n points z1 . . . zn. Each point zi exists in a
normed vector space and is annotated with a timestamp ti. We assume that the
moving object described by Z moves directly from each point zi to its successor
zi+1 with uniform velocity, leaving zi at ti and arriving at zi+1 at ti+1.

We now present a brief survey of previous work on trajectory analysis and
clustering before describing our own experiments and their results.
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2 Previous Work

The problem of classifying trajectories in an unsupervised manner has been tack-
led in a number of different ways, mostly focused around classic machine learn-
ing techniques. Hidden Markov Models (HMMs) have been applied to groups of
trajectories [12] in order to divide them into different patterns. This has been
reasonably effective, although the model building process can be time-consuming
and it can sometimes be difficult to understand the underlying reasons for the
assignment of the trajectories into different patterns. Similar approaches using
Bayesian models have also been employed [10]. One can also develop distance
metrics that can be defined between two individual trajectories and apply clus-
tering techniques that use only the distance between two individual trajecto-
ries [4]. There are clustering techniques that can be applied with only a distance
matrix between all of the points, but this can be large and potentially computa-
tionally expensive and can also limit the types of clustering techniques that can
be used.

One of the primary problems of applying many types of unsupervised learning
approaches is that many of the techniques, especially clustering, most naturally
apply to n-dimensional vectors of data. The problem then becomes one of trans-
lating the trajectory representation in to that of a vector of real numbers that
can have a simple and meaningful distance metric applied to it for clustering pur-
poses. Annoni and Forster [2] have demonstrated this using Fourier descriptors
to build the representations of the data. This approach has also been used [11]
where the trajectories are represented not by a vector or points, but instead a
vector of line segments that have been extracted from the straighter parts of
the trajectory. However, their approach is inherently focused around trajectories
that are naturally geographically aligned.

The unsupervised learning method we propose here uses has much in common
with many of the previous works, but is tailored to have these key properties:

1. It must be fast enough to work at scales greater than 106 trajectories.
2. It must be generic enough to use with diverse types of trajectories.
3. It must not require a large number of user tunable parameters in order to

work effectively.
4. The separation into different clusters should have a physically meaningful and

intuitive interpretation.
5. It must not require geometric alignment of input trajectories in order to

perform similarity calculations.

3 Overview

3.1 Intended Workflow

Our intent was to model a workflow that would let an investigator make sense
of a large body of trajectories through a process of generating cluster labels,
inspecting the results, extracting a subset and computing new cluster labels.
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In order to create such a workflow we need a useful characterization of a tra-
jectory’s features and an unsupervised clustering algorithm that can operate on
those features. For the purposes of this paper we will focus on the clustering step
rather than the query and subset steps of the proposed workflow.

3.2 Feature Vectors

We describe trajectories using feature vectors in order to focus the clustering on
characteristics of our own choice instead of point-by-point alignment. We tried
two different kinds of feature vectors: one using the idea of distance geometry
and one using several different geometric features. The main advantage of feature
vectors over a divergence score computed directly between trajectories is that it
allows us to use popular clustering algorithms that require (and benefit from)
normed vector spaces.

Distance Geometry. We found feature vectors based on distance geometry [6]
to be most expressive of the available options. We compute a distance geometry
signature as follows:

1. Select an integer k ≥ 1.
2. For each 1 ≤ j ≤ k, select j+1 uniform sample points along a trajectory Z to

yield sample points s0, s1 . . . , sj+1, where s0 and sj+1 represent the beginning
and end points of the trajectory, respectively. Interpolate between trajectory
points zi as necessary to construct these points.

3. For each j where 1 ≤ j ≤ k, calculate the distance dj,01, dj,12, . . . , dj,j−1j of
each of the j sub-trajectories.

4. Normalize the distances by dividing each dj,m−1m by the length of the portion
of the trajectory between sm−1 and sm. For example, d1,01 will be divided by
the length of the entire trajectory, while dj,m−1m will be divided by one jth
of the overall length.

5. Arrange these normalized distances into a vector. The actual order does not
matter as long as it is consistent from one trajectory to the next. For conve-
nience, we usually place d1,01 first, followed by d2,01 and d2,12 and so forth.
The distances dk,k−1k go at the end of the vector.

Observe that at a conceptual level, these signatures quantify how straight the
trajectory is at different scales and different positions. The resulting signatures
allow shape-based comparison independent of translation, rotation, reflection
and uniform scale. This proves to be a major advantage. At the same time, it
is also the major disadvantage of distance geometry since it is unaware of any
property more complex than point-to-point distance. Finally, we note that a
distance geometry signature based on k sample points yields a feature vector
with k(k+1)

2 components. This raises the specter of the curse of dimensionality
as we experiment with larger values of k.
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Geometric Features. Besides distance geometry signatures, it is often useful
to define other functions that measure specific geometric features within a tra-
jectory. These provide traction when an analyst has a specific property in mind
that helps differentiate among trajectory behaviors. We have used the following
features in the past:

– End-to-end distance of the trajectory
– Total length of trajectory
– Total curvature (sum of signed turn angles)
– Properties of the convex hull of the trajectory including:

• Area
• Aspect ratio
• Centroid
• Perimeter

In general, there are not many requirements for a geometric feature. The two
primary ones are that they should be simple to calculate in one pass through the
data, and that they should be relatively insensitive to point sampling frequency
and spatial noise on the trajectory. This second condition is usually the one that
is more difficult to fulfill. For example, the total curvature is relatively insensitive
to fluctuations in the heading due to the fact that the errors tend to cancel
each other out. However, if one was interested in the total amount of absolute
heading change between points (to attempt to distinguish straight flights from
meandering flights), any sort of fluctuation in the heading will strongly affect
the outcome. This measure is also very sensitive to the sampling rate along the
curve.

3.3 Clustering

Two principles guide our selection of a clustering algorithm. First, in analysis
and sensemaking tasks, the category of “things not similar to any we have seen
before” is especially important since it may indicate the presence of new or over-
looked classes of behavior. Since this is the very definition of an outlier, we prefer
clustering algorithms that can explicitly identify outliers. Second, since we have
no idea how many interesting classes exist in the data, we prefer nonparametric
clustering algorithms that can choose a number of clusters on the fly.

Both of these criteria point strongly toward density-based clustering algo-
rithms such as DBSCAN [7]. We choose HDBSCAN [5] for both of these prop-
erties as well as its ability to identify clusters with varying densities.

4 Implementation and Results

4.1 Data Set

We tested our approach on a database of aircraft trajectories. These were origi-
nally collected from the Aircraft Situation Display to Industry (ASDI) feed that
originates at the US Federal Aviation Administration.
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We perform minimal preprocessing of the data. First, we discard obviously
invalid points (those missing coordinates, an ID or a timestamp). Second, we
assemble points into trajectories by grouping them by flight IDs and sorting
by timestamp. We begin a new trajectory for a given flight ID when we find a
delay of more than 20 min or a distance of more than 100 km between successive
points. These numbers were arbitrarily chosen but correspond well with observed
practice at busy airports. Third, we discard trajectories that last less than one
hour as uninteresting.

We tried two separate databases of trajectories. The smaller one contains
83,431 trajectories that fall on July 10 and 11, 2013. These dates are notable
for a large system of thunderstorms that swept through the central and eastern
United States and caused widespread disruption at several major airports. The
larger set contains 359,940 trajectories from July 1–15, 2014. All trajectories
were at least one hour long.

4.2 Feature Vectors

First, we tried clustering trajectories using distance geometry signatures with
a maximum of 5 (k = 4), 10 (k = 9) and 15 (k = 14) sample points. Since
the length of each feature vector is proportional to the square of the number
of sample points we expected runtimes to increase accordingly. The resulting
feature vectors had dimension 10, 45 and 105.

We also tried feature vectors made from various combinations of a trajectory’s
length, end-to-end distance and convex hull aspect ratio.

4.3 Runtime

For the purposes of this paper, runtime is not our primary concern. However,
most current implementations of HDBSCAN have worst-case algorithmic com-
plexity O(n2) with respect to the number of items being labeled. We empha-
size worst case because in our experience the runtime depended more on the
dimension of the feature space than on the number of items. See Table 1 for our
observations.

5 Discussion

Our first observation was that distance geometry was far better at discriminating
different behavior than any of the combinations of individual features that we
tried. We attribute this strength to its multiscale representation of trajectory
shape, an attribute not yet captured with our approach to custom features.
The geometric features were able to distinguish the approximate straightness or
roundness of a trajectory but little beyond that.

Second, we note that the runtime of the clustering algorithm depends only
indirectly upon the number of items being labeled. We conjecture instead that
runtime is dominated by the HDBSCAN step where a minimum spanning tree
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Table 1. Typical runtimes and cluster size results for selected data sets. N refers
the total number of trajectories and DG refers to the maximum number of distance
geometry points used. We believe that the large difference in runtime between 10 and
15 distance geometry samples is a symptom of choosing too many sample points for
distance geometry.

N DG Runtime Largest cluster Outliers Other cluster sizes

83K 5 00:00:08 68,195 (82 %) 14,460 (17 %) 477, 137, 42, 14 (x2), 13, 12
(x3), 11 (x3), 10

83K 10 00:00:50 80,574 (97 %) 2,153 (2.6 %) 557, 124, 12, 11

83K 15 00:11:10 76,448 (92 %) 6,285 (7.5 %) 524, 112, 17, 13, 11 (x2), 10

359K 5 00:00:48 328,056 (91 %) 29,853 (8.3 %) 1044, 305, 78, 27, 26 (x2), 22
(x2), 21 (x3), 20 (x2),
< 20 (x25)

359K 10 00:12:20 334,969 (93 %) 22,084 (6.1 %) 1863, 683, 34, 30 (x2), 24, 22,
20, < 20 (x12)

359K 15 03:23:56 339,796 (94 %) 18,208 (5.1 %) 1089, 490, 39, 29, 27, 25, 24,
< 20 (x15)

is computed over a (notionally complete) distance matrix. Although McInnes’s
HDBSCAN implementation is heavily optimized and makes use of spatial data
structures and parallelization wherever possible, the minimum spanning tree
algorithm is still O(E) = O(n2) for a complete graph. We further conjecture that
this distance graph grows denser as distances between feature vectors become
more uniform – a known symptom of the curse of dimensionality. We do not yet
understand fully how to choose the number of distance geometry samples for
an entire corpus. If we choose too few samples then we can identify only coarse
classes of behavior. If we choose too many, too much behavior winds up lumped
into the large central cluster.

Now we turn to the actual clustering results. In each case, the cluster labels
were dominated by one very large class comprising about 90 % of the input tra-
jectories. Upon inspecting the distance geometry signatures we found that the
members of this class were flights that took off, flew directly to their destina-
tion, maneuvered very briefly and then landed. This makes sense: it is the most
efficient way to operate a commercial airline where time and fuel are both major
expenses.

The outlier class also contained a wealth of diverse, interesting behavior.
It typically contained about 5 % of the trajectories in the data set. Since the
outliers are (by definition) data points that did not fit into any cluster, further
exploration must incorporate other approaches. Here we appeal to our notional
workflow where an analyst has information foraging and query tools available.

Further classes identified using distance geometry tend to be quite suc-
cinct. As we had hoped, distance geometry was able to identify trajectories
that not only shared common behavior but shared it at similar distances along
the trajectory. Figures 1, 2, 3, 4 and 5 show some examples. In each figure, the
red end of a trajectory is its origin and the blue end is its destination.
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Fig. 1. The “noise” cluster from HDBSCAN contains plenty of interesting behavior.
Since the members of this cluster are (by definition) unlike other items in the database
we will need additional foraging and sensemaking tools for the user. These additional
tools may be as simple as clustering using different feature measures. This particular
cluster contains 2,153 trajectories and was identified with 10-point distance geometry
over 83,000 trajectories.

Fig. 2. Out-and-back flights (those that leave one place, fly to another, then return to
their origin) are particularly easy for distance geometry to pick out. This set contains
557 trajectories identified with 10-point distance geometry over 83,000 trajectories.

The invariance of distance geometry signatures to rigid transformations was
not as great a strength as we had hoped. While an out-and-back trajectory
100 km long has the same shape as one 2000 km long, an observer might reason-
ably conclude that their behavior was quite different. The former is a quick hop
lasting less than an hour. The latter is a multi-hour odyssey. This suggests that
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Fig. 3. A portion of a cluster of 683 flights exhibiting strong back-and-forth behavior
typical of mapping and survey flights. This particular set of trajectories leaves from
and returns to a small airfield near Bend, Oregon.

Fig. 4. Many instances of a single flight with a distinct shape that travels from Chicago
to Detroit. Note that distance geometry pulls in additional flights with very similar
shapes (Chicago to New York; New Haven, Connecticut to Philadelphia; and a single
flight from Manchester, New Hampshire to Philadelphia). The differing sizes and orien-
tations of these flights illustrate the invariance of distance geometry signatures under
rigid transformation.
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Fig. 5. Part of a cluster of 17 flights that all include a holding pattern (oval loop)
at approximately the same point in their travel. This cluster was extracted using 15
distance geometry samples (a 105-dimensional feature space), offering very high sen-
sitivity to localized features at the cost of runtime and the influence of the curse of
dimensionality. This cluster came from the larger set of 360,000 trajectories.

we remove some of the invariance by adding a term to the feature vector that
represents trajectory length. If done right, this would discourage the cluster-
ing algorithm from grouping trajectories with similar shape but vastly different
scales. As usual, “if done right” is likely to be the hard part.

6 Future Work

The approach we have described in the previous sections forms a fundamental
base, from which many potential improvements and extensions could derive. It
is important to first note that trajectory clustering, like many applied machine
learning techniques, can be difficult to judge on an objective basis. In some cases
where there is ground truth associated with the trajectories (such as aircraft
type) that can be used, but this doesn’t necessarily divide the trajectories up
into obviously different shapes. In other cases the results of the clustering could
be judged based on very different metrics depending on the interest of the user.
Any notion of improvement must be tempered by the application.

One of the primary difficulties in using many unsupervised machine learning
algorithms is that there is ultimately a number of choices that must be made
with respect to how data is structured and what choices are made with respect
to algorithm parameters. This work primarily focuses on the distance geometry
features because of their generality in describing trajectory shapes, but of course
any numerical features could also be used. However, with too many features the
algorithms run much more slowly; worse, the effects of important features are
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lost in the “curse of dimensionality” [9]. Techniques based on variable corre-
lation studies could be used to reduce the dimensionality of the feature space.
Additionally, there are linear algebra techniques such as PCA (Principal Compo-
nent Analysis) that can be used to create more economical feature sets. Another
potential source of improving the algorithm would be to have a weighted metric
on the distances within the feature space that would scale the distances in the
different dimensionalities based on a set of weights that would not necessarily
be equal for each dimension.
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Abstract. The execution of sequential tasks tightly bound to the daily lives of
people. Being possible to identify it during the keyboard typing, creating
sequences of actions on the steering wheel or even playing a musical instrument.
Researches shows is possible use the sequence learning as an executive function
training. Which is considered essential skills for fiscal and mental health, life and
scholar success, in addiction of the cognitive, social and psychological develop‐
ment. Other possible way to train executive functions is the use of digital games.
In this context, in this work was developed a prototype of a digital game that
permits a player to train the executive function working memory. The game
permits the player to interact with a serial sequence, while his reaction time are
collected for the progress evaluate during a match.

Keywords: Sequence learning · Executive function · Cognition · Neuroscience ·
Digital games

1 Introduction

The Sequence Learning (SL) can be considered one of the most essential cognitive
abilities. This is because people’s daily lives is filled with sequential activities, like
walking, cooking, writing or even speaking. Consequently, AS has been the subject of
several studies, ranging from implicit learning to the acquisition of speech and writing
skills [1]. The nervous system has the ability to represent environmental events, asso‐
ciating them with other events and establishing causal relationships between them. This
ability provides adaptation gains because it allows the anticipation of environmental
events, generating behavioral actions that do not need to occur in response to the envi‐
ronmental events, but rather as representing environmental contingencies, enabling
behaviors generated from previous experiments [2].

One approach for the SL can be given by serial reaction time task. This approach
has been widely used in various researches and involves the response assessment time
of an individual given a featured serial stimulus [2]. [1] Perform a version of this test
using a computer application that required the user to click on squares arranged in the
four screen edges. Assessing the trajectory of the mouse and the reaction times to the
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course of the test batteries, the researchers could evaluate the SL from the forecast skill
over the applied serial sequence [1].

The Serial Learning sequences can be used as a way to perform the training of the
Working Memory. Using the AX-12 task-based in serial sequences [3], it was possible
to verify that there is an improvement in the capacity of the Working Memory after some
training in this [3] task.

Working Memory (WM) is a mental process that involves keeping the information
in mind while working mentally. It is critical to understand something that unfolds over
time, and requires that the information is kept in memory about what happened at the
beginning of this deployment, in order to report something that will occur at the end.
WM is one of the main Executive Functions (EF), which is a set of mental processes
required for tasks that need concentration, attention or the control of instinctual drives
that cannot be good for the individual. EFs are still composed of Inhibition Control (IC)
and Cognitive Flexibility (CF) [4].

Given the context, this study has as its main contribution the development of two
game modes for mobile devices that demonstrate the learning in serial sequences and
therefore, the stimulation of the executive functions related to the Working Memory.
The article is organized in this way: the second section presents related studies, the third
section presents the two game modes, the fourth section presents the experiment carried
out with the results and, finally, it is performed the conclusion.

2 Related Works

Papers with the of [5], verified if the use of the digital game in real-time strategy (RTS)
could be used as a form of training of EF prelated to CF. From an experiment using the
Blizzard Star Craft game, the scientists could verify that after the training with the digital
game, the volunteers had a CF significant improvement [5].

Using the serial reaction task, researchers [6] conducted an experiment with two
groups of volunteers, wherein one of the groups responded to stimuli that appear
randomly and other that responded stimuli that appeared in a sequential manner. From
the volunteers’ reaction times, the researchers could verify a decrease in the group’s
reaction time that auditioned with the sequential version compared to the group that did
the test with the random version [6]. [7] It was applied a serial reaction test based on the
experiment [6]. In the test, two groups, one composed of pianists and other by non-
pianists, carried out a serial sequence while undergoing functional magnetic resonance
imaging. After the test, the researchers could verify that all participants were able to
detect the serial sequence to which they were exposed. But when checking the areas of
the brain that were activate during the tests, they found that the pianists had more active
areas in the brain during the experiment that the non-pianists, thus demonstrating
implicit learning brought from the piano playing task [7].
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3 EF IMPROVER Digital Game

Under this context it was developed a prototype of digital game, called EF IMPROVER
in order to allow the serial sequences learning and the EF stimulus related to WM. The
EF IMPROVER has two game modes, each of the game modes will be explained next.

The first of the game mode is the EF IMPROVER ER. This game mode is a repro‐
duction of the experiment [6] focused on the serial reaction time. Thus, this game mode
aims to capture the user’s reaction time over a sequence displayed to it. The game also
has a division in two modes, the first is called ER 1, which uses a static serial sequence
of 10 elements (D-B-C-A-C-B-D-C-B-A), the same is used in the experiment [6]. While
the second modality, called ER 2, shows a completely random sequence.

When starting the EF IMPROVER ER game, it is presented to the player a screen
with 4 white squares. After 500 ms from the white squares appearance, one of the squares
is painted in blue, thus representing a stimulus. Each match consists of 8 attempts blocks
with 100 stimuli each. Each stimulus is represented by an element of the fixed or random
sequence. Whenever the blue is presented square, the player must press it as quickly as
possible, because, after pressing the blue square, the squares become all white again and
the next stimulus is presented after 500 ms, as may be seen in Fig. 1. At the end of a
block, the player can rest for 1 min before the beginning of the next block. Throughout
the match it is captured the player’s reaction times, which is given by the interval of
time between the appearance of the stimulus to the response given by the player.

Fig. 1. Execution of ER game mode

The second game mode is called EF IMPROVER EG. This game mode is a version
of the game Genius (Simon). Thus, this game mode has the objective of capture the
player’s reaction time and progress over a sequence presented to him. The game also
has a division in two modes, the first is called EG 1, which uses a static serial sequence
of 10 elements (D-B-C-A-C-B-D-C-B-A), the same used in the experiment of [6], while
the second mode, called EG 2, presents a totally random sequence.

When starting FE IMPROVER EG, a screen of 4 squares is presented to the player,
each one with a color. After 500 ms, the attempt is started, being that each one is
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represented by the reproduction of a 10 elements sequence, either sequential or random.
The execution of the game is as follows: at the beginning of the game, the first sequence
element is presented to the player after this presentation, where the player must repro‐
duce the sequence presented to him/her as soon as possible. Whenever the player repro‐
duces the sequence in the correct way, the sequence is reintroduced, increased by an
additional element, and each time the sequence is reintroduced, the player must perform
a complete reproduction of it, until it reaches a maximum of 10 elements, thus
completing a challenge. If the player cannot reproduce the sequence presented to him/
her, the challenge is given as an error, and the partial progress of the player is computed,
as may be seen in Fig. 2. Each game consists of 8 attempts blocks with 10 challenges
each. Each challenge is represented by 10 elements, at the end of each block the player
may rest for 1 min before the beginning of the next block.

Fig. 2. Execution of EG game mode

4 Experiment

Two experiments were conducted using EF IMPROVER, one for each game mode. Both
tests were applied from the same methodology, which consisted of the presentation of
the theoretical background and the game mode functioning assigned to him/her for the
test. After the presentation, the volunteers signed a free and informed consent form, and
with it signed, the volunteers answered the participant’s profile questionnaire and
performed the test with the game assigned to them. At the end of the execution, the
volunteers answered a questionnaire about the experiment.

4.1 EF IMPROVER ER Experiment

Four volunteers participated in the experiment with the game mode EF IMPROVER
ER, all male, aged between 23 and 34 years, of which 2 are studying Bachelor of
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Information Systems, one studying BA in Computer Science and 1 studying Master in
Creative Industries. All the participants had experience with mobile devices like tablets
and smartphones. One of the participants reported that he had contact with digital games,
while others claimed to practice at least 10 h per week. Two of the volunteers said that
they already have participated in a test like this, while the other two volunteers reported
to be the first time in an experiment of this kind.

Based on the reaction times collected during the experiment, it was observed that
the two participants who performed the test with the sequential version of EF
IMPROVER ER test achieved a decrease in reaction time over the tests blocks. Since
the two volunteers who used the random version showed a smaller decrease in the reac‐
tion time from the start to the end of the experiment. Figure 3 shows the graphical
comparison of the average reaction times (represented by Axis Y) within each block
(represented by Axis X). In the color blue we can see the results of the group that used
the random version, while in orange we have the results of the group that used the version
with the fixed sequence.

Fig. 3. Average reaction time of ER game mode test

Analyzing the graph, it is possible to verify irregularities in the reaction times, where
we find increases at this time. These changes occurred because the freedom that the
volunteers had to handle the tablet used to perform the experiment. Whenever there was
a change in the tablet placement, or in the number of fingers used to run the experiment,
it was noticed an increase in the reaction time.

At the end of the experiments, it was asked to the participants if they have identified
a serial sequence. The participants who used the sequential version responded positively,
and one of the participants who used the random version also responded positively to
the question. When asked to the participants to reproduce the sequence, the two partic‐
ipants in the sequential mode succeeded to reproduce part of the sequence, while the
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participant who performed the sequential version claimed to have seen geometric shapes.
This participant’s observation of the random release was due to the disposal of the
squares that provided the imagination of shapes like squares and triangles in accordance
to the appearance of random stimuli.

4.2 EF IMPROVER EG Experiment

Four volunteers participated in the experiment with the game mode EF IMPROVER
ER, of these, three are males and one is female, aged between 21 and 24 years, of whom,
three are studying Technician in Digital Games at Feevale University, and one is formed
in Technician in Digital Games at Feevale University. All the participants had experi‐
ence with mobile devices like tablets and smartphones. One of the participants stated
that he practices digital games 40 h per week while the others stated that they practice
up to 10 h per week. Only one of the participants said that he had participated in experi‐
ments like this before.

Based on the reaction times and collected successes during the experiment, it was
observed that the two participants who performed the test with the sequential version of
EF IMPROVER EG test had the highest number of correct responses compared to the
two volunteers who carried out the game with the random version. As for the reaction
times, it was possible to verify that the two groups had a decrease in the reaction times
during the experiment, but the group that used the sequential version of the game
received a greater decrease in the reaction time compared to the group that used the
random version. Figure 4 shows the average score (represented by Axis Y) and the
average reaction times (represented by the bubbles diameters) within each experiment
blocks (represented by Axis X). The group that carried out the test with the sequential
version is represented in orange, while the group that carried out the random version of
the FE IMPROVER EG test is represented in blue.

Fig. 4. Average reaction time and hit of EG game mode test
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At the end of the experiments, it was asked to the participants if they have identified
a serial sequence. All the participants answered positively. The participants’ positive
answer about the random version is justified by the game mode, which presents a gradual
way sequence, however, there were no repetitions of sequences between the attempts in
this game mode. When it was asked to the participants to reproduce the sequence, the
two participants in the sequential mode succeeded to reproduce the entire sequence,
while one of the participants who performed the sequential version claimed to have seen
geometric shapes. This participant’s observation of the random release was due to the
disposal of the squares, that provided the imagination of shapes like squares and triangles
in accordance to the appearance of the random stimuli.

5 Conclusion

At the end of this study, it was possible to verify that for both tests, EF IMPROVER ER
and EF IMPROVER EG, the groups that used the versions with static serial sequences
obtained the this knowledge. This can be evidenced from the decrease of the reaction
times during the experiments and in the answers collected at the end of the experiment,
in which for both modes of the game, the participants who used the static sequential
version were able to demonstrate the existence of the same, even without the prior
knowledge.

Evaluating the results obtained in each one of the EF IMPROVER EG game modes,
it is possible to verify the same pattern found [6] in their experiment, where the partic‐
ipants that used the sequential versions obtained a noticeable decrease in the reaction
times collected from the beginning to the end of the experiment, while the participants
who used the random versions had very small decrease in the reaction time.

However, there are some limitations to be improved, as it was perceived during the
ER experiment, in which the reaction time is affected by the change in the positioning
or number of fingers used to carry out the experiment. In this case, it is intended to create
a protocol to standardize the form and run the tests. Other external factors such as noise
in the environment where the test was carried out also affected the reaction and successes
times. In this case, the next tests will be carried out in a more controlled environment.

We also intended to make changes to the EF IMPROVER digital game in order to
improve existing features or even add new features, such as adding scores, sounds and
animations that give feedback to the player, and the creation of new modes game that
allow the training of other EF related to IC and CF. For the next experiments, it will be
used a larger number of volunteers in order for the collected data be more consistent.
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Abstract. Research provides ample evidence of the impact web page design
has on comprehension; and that Generation Y users are impatient and dislike
reading text. Yet there has been little research that focuses on content, in par-
ticular to examine the impact of text simplification on younger users’ processing
of textual information. To address this need, we report the initial steps of a larger
research effort that focuses on developing a set of guidelines for designing
simple and effective text passages. Specifically, we compiled a set of existing
plain language rules and tested its effectiveness of conveying information to
Generation Y users. The results suggest the compiled set of rules can serve as an
appropriate tool for designing textual passages to reduce cognitive effort and
improve readability of textual content for Generation Y users. Also, the results
show that eye tracking serves as an excellent objective measurement for
examining the effectiveness of text simplification.

Keywords: Plain language standards (PLS) � Text simplification � Text
comprehension � Eye-Tracking � Cognitive effort � Performance � Generation Y

1 Introduction

According to a recent PEW report, 87 % of adults (18 +) and 95 % of teens (12 to 17)
in the United States (U.S.) are Internet users [9, 10]. An overwhelming majority of U.S.
users (90 %) report that Internet technologies have served as useful tools in their
personal lives. Another notable majority (76 %) think the Internet is beneficial for
society [6]. Because the Internet has become an essential source of information for the
majority of people in the U.S., effective communication of that information is of great
importance.

Many organizations pay close attention to how effectively they communicate
information to their users through their websites [3, 4]. A significant recommendation
is that web pages communicate information to users easily and quickly [7]. To address
this issue, a great number of investigators have examined the impact of visual
arrangements on the successful communication of information on webpages [5].
Despite that important information is often conveyed in textual format, eye-tracking
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studies show viewers often pay little attention to text [4, 5]. For example, users read
only about 20 % of text that is provided on a webpage [8]. These findings may suggest
that simplifying text on websites is likely to improve the effectiveness of communi-
cation. However, little work has been done to provide a set of guidelines that (1) can
significantly increase comprehension; and (2) can be tested for effectiveness with user
subjective and objective reactions. We address this gap by testing the effectiveness of a
comprehensive set of rules we compiled from various sources of plain language
standards. We used eye tracking to capture user fixation during reading. Because
fixation serves as a reliable measure of cognitive effort [4], eye tracking is a particularly
useful tool to capture effort objectively and unobtrusively. We focus on Generation Y
users only because research suggests this group of users particularly dislike reading text
[4]. Hence, this generation is likely to benefit from this research.

1.1 Plain Language Guidelines

Plain language refers to clear writing that can be understood the first time it is read. In
an effort to improve the public’s understanding of the work U.S. federal agencies
perform on the public’s behalf, all were mandated to use plain language as of 2010
[11]. Such simplification is intended to improve access for the public, and is likely to
improve engagement. For example, comprehensibility tends to be a universal charac-
teristic of popular blogs, books, and novels [12]. Thus, a complete set of rules to
compose simplified text could serve as an important tool for designing successful
websites. To address this, we conducted a systematic search for plain language
guidelines from various published sources. We consolidated the guidelines, including
removing duplicates, to develop a comprehensive set for designing simple text
(Table 1).

1.2 Research Motivation

While text simplification can improve accessibility of information for people with
limitations in cognition and/or literacy, we argue that in today’s digital world, text
simplification will benefit all, not just those with such limitations. Simple text enables
users to easily and quickly gather information. This is likely to be particularly
important for Generation Y users, who tend to avoid reading textual information, find it
boring to read long blocks of text, and prefer image based communication [4, 5]. In
order to test the effects of simplified text on Generation Y users, we targeted college
students and conducted two studies, which are described in the following section.

2 Method

We used plain language rules, listed in Table 1 below, to simplify text passages for two
studies. In each study, we used two text passages (passage A and passage B) from two
actual websites. Each text passage had two versions, original and simplified; hence
each study had 4 different text passages (Original-A, Simplified-A, Original-B,
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Simplified-B). Two research team members first independently constructed the sim-
plified passages. They then compared the two passages, and selected the best version,
or constructed a best one from the two versions, for use as the final simplified text
passage in the study.

2.1 Study 1

The objective of this initial study was to gather information about subjective user
reactions to an initial set of simplified text. User reactions were captured via a short
survey and interview questions. We used the plain language rules to simplify two text

Table 1. Plain Language Guidelines

Rules

∙ Identify and write for your
audience

∙ Write short sentences (20-25 words), be succinct

∙ Avoid slang, jargon,
colloquialisms, non-literal text

∙ Short paragraphs (no more than 150 words in 3-8
sentences)

∙ Use short, simple words (no more
than * 3 syllables)

∙ Use transition words in paragraphs (pointing words,
echo links, explicit connectives)

∙ Use concrete, familiar
words/combinations of words

∙ Check/use correct grammar and spelling

∙ Use “must” instead of “shall”
(“must not” vs. “shall not”)

∙ Use “you” and other pronouns to speak to the reader

∙ Use an active voice, simple present
tense

∙ Organize document chronologically

∙ Avoid weak verbs (def: a verb that
is

∙ Use lists

made past tense by adding -ed, -d, -t) ∙ Use tables to make complex material easier to
understand

∙ Use parallel sentence structure ∙ Do not use ALL CAPS for emphasis
∙ Use positive terms (avoid “don’t”
or “didn’t”)

∙ Do not use underlining for emphasis

∙ Avoid multiple negatives
(“don’t forget to not…”)

∙ Use bold and italics for emphasis

∙ Explain all acronyms/abbreviations
and avoid if possible

Sources

∙ WebAIM, http://webaim.org/techniques/writing/
∙ WebAIM – WAVE, http://wave.webaim.org/cognitive
∙ Plain Language Association International, http://plainlanguagenetwork.org/plain-language/
what-is-plain-language/

∙ Plain Language Action and Information Network, http://www.plainlanguage.gov/site/about.
cfm

∙ U.S. Federal Plain Language Guidelines, http://www.plainlanguage.gov/howto/guidelines/
FederalPLGuidelines/index.cfm
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passages (A or B) from two websites in the entertainment, movies, and games
industries. These passages are displayed in Fig. 1. We asked 58 students from various
disciplines in a university in the Northeast to read the two versions of each text passage,
which were presented to them in random order displayed on web pages. We asked
participants, after reading each passage, to evaluate (5-point rating scale: 1 = very hard,
5 = very easy) the readability of the text passage they just read. As displayed in Fig. 2
below, the simplified versions of the two text passages were perceived as very easy or
“sort of” (somewhat) easy to read by the majority of the participants (91 % and 82 %
for the movie and the game text passages respectively). The percentages of perceived

Original (A) 
Lux Level is a luxurious, in-theatre dining expe-
rience at select theatres. Movie-goers can indulge 
themselves with premium reserved-seating, in-
seat dining throughout the show, as well as other 
special amenities. Each seat is equipped with a 
server call button so your server is always there 
when you need them. This truly is the finest 
movie-going experience available today. 

Simplified (A) 
Lux Level is a rare movie theatre that acts as a 
place where you can eat while you are watching 
your desired movie. If you hit the button that is 
on the seat, a waiter or waitress will come and 
serve you. 

Original (B) 
Welcome to Miniclip.com, the leading 
online games site, where you can play a 
huge range of free online games including 
action games, sports games, puzzle games, 
games for girls, mobile games, iPhone 
games, Android games, Windows Phone, 
games for kids, flash games and many 
more. 

Simplified (B) 
Miniclip.com offers a wide range of games 
for all users, including:  

- Action  
- Sports  
- Puzzles  
- Mobile games         

a. iPhone        
b. Android  

- and more! 

Fig. 1. Text passages used in Study 1

Fig. 2. Survey Results
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very easy or somewhat easy ratings were much lower for the original versions of the
two text passages (69 % and 59 % respectively).

The results of a t-tests, as displayed in Table 2, showed that text, simplified with
plain language rules for both versions, were reported significantly (p = 0.004 and
p = 0.000) easier to read than the original text.

Participants’ comments, collected in a brief interview after the participants com-
pleted rating the text passages, supported the above survey analysis. They indicated
participants preferred reading simplified text. The comments describing reactions to the
simplified text included statements such as “details are there and understandable,”
“extremely basic description,” “quick and to the point,” “shorter sentences,” “not
wordy,” “no fluff,” and “can easily skim and still understand the information”. The
comments describing reactions to the original text included statements such as “takes
more time to read and understand,” “easy to lose track,” “zoned out while reading it,”
“very dense, many will glance over it,” “not quick or to the point,” and “used
unnecessary words”.

These results suggest the rules in Table 1 may serve as an appropriate tool for
developing easy to read text passages for Generation Y users.

2.2 Study 2

To examine the impact of plain language rules (Table 1) on effective communication,
we conducted a laboratory eye tracking study to objectively measure effort, compre-
hension, and performance. Effort plays an important role in how people use information
systems [1]. Thus, the degree to which people are willing to expend effort when reading
text is likely to affect comprehension of the available information.

We recruited 18 participants from the same pool as that of the first study. We
focused on websites that provided information about health and wellness. We selected
two health-related text passages from two blog posts (Fig. 3). These two text passages
were longer than the text passages used in Study 1. One provides information about the
importance of a healthy breakfast in maintaining healthy weight. The other provides
tips for taking action against indoor and outdoor allergies. We created simplified
versions of each using the same procedure described for Study 1. To prevent a possible
comprehension-bias effect that could have occurred had participants read original text
passages followed by simplified versions of them, we presented only one version
(Original or Simplified) of each passage to each participant.

Table 2. t-tests Comparing Text Passages

Original text Simplified text

Passage A 3.69 (1.03) 4.24 (0.97)
Passage B 3.84 (0.86) 4.67 (0.74)

df = 110, t Stat = 2.91, p = 0.004 df = 106, t Stat = 5.36, p = 0.000
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We showed four pages to each participant. Page 1 displayed a text passage. We
asked participants to read it, then to navigate to a second page, by invoking a “next”
button, once they were finished reading.

Page 2 displayed a set of questions related to the passage just read, and the passage
itself. The display of both the questions and the related text passage enabled partici-
pants to refer easily to the passage while answering the questions. We asked partici-
pants to answer the questions, and then to navigate to a third page via a “next” button.

Pages 3 and 4 operated as pages 1 and 2, but with a different text passage (Fig. 3.)

2.3 Measures

Fixations, or relatively steady gazes that are at least 60 ms long, are reliable indicators
of cognitive processing when reading text passages [3]. We thus used gaze analysis to
measure cognitive effort. We used the Tobii × 300 eye tracker to capture participants’
eye movements unobtrusively. Before starting the task, each participant went through a
brief calibration procedure, which enabled us to collect the participant’s eye move-
ments. We used the accuracy of the answers to gauge performance.

Original (A)

Don’t want eggs for breakfast? No problem! 

According to researchers, another popular 

breakfast food –oats – can also help you fill 

you up. A study from the University of 

California, Berkeley analyzed six years of 

nutrition data and found that people who ate 

breakfast had a lower body mass index 

(BMI) than people who skipped breakfast, 

and that those who ate cooked cereal, like 

oats, had a lower BMI than any other 

breakfast-eating group.

Simplified (A)

Want a food other than eggs for breakfast? 

No problem! Oats can help you fill you up. 

The University of California, Berkeley 

analyzed six years of data. They found that 

people who ate breakfast had a lower body 

mass index (BMI). Those who ate oats had 

the lowest index.

Original (B)

1. Track your triggers. 

As the weather gets warmer, pollens and molds 

float into the air. If you have seasonal allergies, 

check your local pollen forecast in case you need 

to limit your outdoor time on high-count days. 

2. Protect your bed. 

You spend a third to half your life in your 

bedroom, so make sure allergens like dust mites 

don't, too. If you've had your pillow and mattress 

for several years, replace them. Encase new ones 

in allergen-proof covers that zip closed. Keep pets 

and clothes you wear outside out of the bedroom.

Simplified (B)

1. Track your triggers. 

As the weather warms, pollens and molds float 

around. If you have allergies, check your local 

pollen count. You must limit your outdoor time on 

high-count days.

2. Protect your bed. 

You spend almost half your life in your bedroom. 

Make sure allergens are removed. Replace your 

pillow and mattress after several years. Encase new 

ones in allergen-proof covers that zip closed. Keep 

pets and worn clothes outside out of the bedroom.

Fig. 3. Text passages used in Study 2
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3 Results

An overall look at the data showed more correct answers to questions related to
simplified text passages. As shown in Fig. 4, the means of correct answers for both
simplified text passages were larger than those for the original text passages (1.78 vs.
1.61). Additionally, 83 % of participants were able to answer all questions correctly for
the simplified text, while a lower number (67 %) were able to do the same for the
original text passages (Fig. 4b). We observed an upward trend in performance for both
simplified text passages. However, this trend was more nuanced for passage A (Fig. 4).

Eye tracking data revealed that participants read the simplified text passages in a
shorter time regardless of whether they were reading passage A or B (Fig. 5). This
trend suggests participants processed simplified text passages more efficiently, with less
effort. Unsurprisingly, the results show participants took longer to read passage B,
which was longer than passage A.

Looking at the distribution (Fig. 6) on fixations of text passages and questions on
the pages (2 & 4) that contained both of these components, we can see participants
attended more to answering questions than to reading the text passages. This is not
surprising because participants were able to read the text passages on the previous
pages (1 & 2), and therefore were using the text passages more as a reference for
answering questions.

The data show that the difference between the distribution for simplified and
original versions was more pronounced on the set of passage As. Fixation duration was
largest when participants responded to the questions for the simplified version of
passage A, and shortest when they referred to its related text passage on the same
screen. These results, along with performance data (100 % accuracy for simplified
passage A), suggest that the simplified version of passage A was processed more
efficiently and effectively than the other passages. While the reported differences in this
section were not significant, together, the results indicated an upward trend in efficiency
and performance for the simplified text (Fig. 7).

Fig. 4. The flow of pages presented to each user. Latin square design was used to avoid order
effect.
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a.  Average number of correct answer (maximum 2 per passage) 

b. Percentage of correct answers for a passage 

Fig. 5. Performance

Fig. 6. Average of participants’ fixation duration on each of the two screens
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4 Discussion

The objective of this study was to examine the impact of text simplification on effective
communication. To do so, we compiled a comprehensive set of rules obtained from
existing sources that define plain language standards. We used the compiled data set to
simplify a set of text passages from actual websites.

We then conducted a preliminary study to see whether users responded well to
simplified text. The results of this initial study showed that people provided signifi-
cantly better comprehension ratings for the simplified text. Their comments indicated
that they preferred reading simplified text on web pages.

In the second study, we tested objective reactions to another set of passages that
were slightly longer in length. The eye movement data suggested that participants
processed simple text passages more efficiently. The performance data showed that, on
average, people answered more questions correctly when reading simplified text.
Hence, the performance data suggested that simplified passages were easier to
understand. Together, these results suggested that text simplification improves the
effectiveness of information communicated to Generation Y users.

The results of this study also suggest that our compiled set of standards provided an
appropriate initial set of guidelines for constructing simplified text that can improve
reading comprehension and performance.

The results of this study have important theoretical and practical implications.
Given the importance of cognitive effort in effective usage of computerized information
tools [1], the results provide a theoretical direction for further development of text
simplification guidelines. Because the results show that Generation Y users prefer
simplified text, they also provide insight for HCI research that focuses on younger
users. Generation Y’s eye movement data generally reveal an “impatient” pattern of
viewing [2, 4, 5]. This may be because younger users dislike reading text [4, 5]. Thus
having guidelines for simplifying text is of great importance in designing effective
communication for Generation Y users. From a practical point of view, the results

Fig. 7. Distribution of fixation duration on text & questions screen
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provide guidelines that can be used to design websites with effective communication in
mind. Given today’s crowded web environment, providing effective communication
could serve as invaluable strategy to drive behavior and improve market share.

As with any study, the results of our study are limited to the task and to the study
setting. The sample size is yet another limiting factor in our study. Future studies with
larger sample sizes and different tasks are needed to verify our results and to extend
their generalizability.

5 Conclusion

The objective of this study was to compile a set of standards for simplifying textual
information, and to test its effectiveness on communicating textual information with
Generation Y users. Testing the original passages and the simplified passages together
allowed for a direct comparison regarding the effectiveness of the compiled set of
standards. The results show that the compiled set of rules in our study has the potential
to effectively reduce users’ cognitive effort and thus improve their performance when
reading text. The results also show that eye tracking serves as an excellent tool for this
line of research because it can capture effort objectively, continuously, and unobtru-
sively. The results have important theoretical implications for HCI researchers who
study the impact of cognitive effort on comprehension and performance. The results
have also important implication for designers who focus on Generation Y users.
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Abstract. Autonomous agents, both software and robotic, are becoming increas‐
ingly common. They are being used to supplement human operators in accom‐
plishing complex tasks, often acting as collaborators or teammates. Agents can
be designed to keep their human operators ‘in the loop’ by reporting information
concerning their internal decision making process. This transparency can be
expressed in a number of ways, including the communication of the human and
agent’s respective responsibilities. Agents can communicate information
supporting transparency to human operators using visual, auditory, or a combi‐
nation of both modalities. Based on this information, we suggest an approach to
exploring the utility of the teamwork model of transparency. We propose some
considerations for future research into feedback supporting teamwork transpar‐
ency, including multimodal communication methods, human-like feedback, and
the use of multiple forms of automation transparency.

Keywords: Multimodal communication · Human-robot interaction ·
Transparency · Human-agent teaming

1 Introduction

There is an increasing reliance on autonomous agents to perform functions previously
done by human actors. Agents are being used in business to maintain interactivity
between businesses and their customers [1]; in the U.S. military to conduct dangerous
activities such as explosive disposal and firefighting [2]; and in Homeland Security to
help analysts process vast quantities of intelligence information [3]. As technology
improves, so too does the need to understand how agents can be implemented in a way
that yields the most effective partnership between humans and technology [4].

1.1 Agents and Their Roles in Human-Agent Teams

The progression of technology has led to circumstances where complex tasks can be
delegated to a machine, automated, and thus be done with fewer errors and by fewer
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people [5, 6]. One means of implementing automation is through an agent. Agents are
hardware or software-based computer system that are characterized by four proper‐
ties: autonomy, (the ability to operate without direct human intervention for a signif‐
icant length of time); social ability, (the capacity to interact with humans or other
agents using language); reactivity, (the ability to perceive the environment and react
to it); and proactiveness, (ability to exhibit goal directed behavior in anticipation of
future events) [6–9]. In this manuscript, references to ‘agents’ will use this defini‐
tion. Robots, by definition, are a kind of agent that are physically embodied [2, 10].
In systems where humans work with agents as team members rather than operators,
agents usually play one of three roles: individual support, team support, or team
member [9, 10]. When agents support individual team members, they can either be
person-specific or task-specific [9]. When agents support a team as a whole, they act
to facilitate the group’s teamwork [10]. When agents assume the role of an equal team
member, they are expected to act similarly to their human teammates [9, 10]. Thus,
similar to a human team member, an agent in a human-agent team must also commu‐
nicate relevant information to their teammate to maintain shared knowledge and
shared intent [9].

In many circumstances, the introduction of automation has changed the human
operator’s task to that of monitor and backup [5, 11]. Autonomous agents and their
ability to choose goals and act independently also require coordination and cooper‐
ation [12]. In systems with flexible automation, agents act in tandem with humans
to make decisions, mirroring the relationship between a human and a subordinate
[2]. The flexibility gained by this joint decision-making requires continuous collab‐
oration and communication [2]. Human teams have the advantage of flexible commu‐
nication strategies. Team members elicit relevant information from other team
members, which in turn supports development of effective shared mental models
[13]. However, in human-agent teams, the agent team members often cannot effec‐
tively share information without some means of translating their ‘understanding’
[3, 14]. By establishing a common understanding of the situation, the task, the team
members and their respective duties, human teams are able to coordinate effectively
[13, 15]. Similarly, effective human-agent teams also maintain a shared under‐
standing of the situation and of their teammates [9]. When both parties maintain a
shared understanding of the team environment, they can give, seek, and receive clar‐
ifying feedback, which are critical actions for teamwork.

To support the shared awareness and intent needed to perform as an effective human-
agent team member, the agent must share information pertaining to its historical and
current operation, how the underlying algorithms of the agent govern its behavior (the
agent’s “reasoning”), and the extent to which it acts in accordance with the designer’s
intent and the operator’s goals [2, 16, 17]. Agents that communicate their performance
abilities, intent, reasoning process, and future plans in a way that facilitates operators’
comprehension of such provide transparency [18, 19].
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2 Transparency

2.1 Transparency Overview

In the context of human-agent interaction, transparency has been described as a method
by which a human and a machine can gain shared intent and awareness [19]. A trans‐
parent system facilitates this understanding by explaining its choices and behaviors,
allowing its human operators to understand the way it works [20]. One approach, the
Belief, Desire, and Intention (BDI) view describes the agent as having mental attitudes
[11, 21]. The BDI approach to transparency, communicating the information, motiva‐
tional, and deliberative states of the agent, helped inspire the Situation awareness-based
Agent Transparency (SAT) model [18, 21]. The SAT model informs the design of
transparent systems by supporting the human operator’s situation awareness [18]. In the
SAT model, a transparent system communicates three levels of information [18]:

• Level 1 describes the agent’s current actions and plans and its knowledge of the
environment,

• Level 2 describes the agent’s underlying reasoning behind its actions and plans, and
• Level 3 describes the agent’s predictions about its future state or outcomes of its

planned actions

Given the complexities of the transparency construct and the information needed to
support it, Lyons divides transparency into two categories, Robot-to-Human transpar‐
ency and Robot-of-Human transparency, a useful demarcation when describing humans
and autonomous agents as teammates [19].

2.2 Models of Transparency

Robot-to-Human Transparency describes models of transparency which focus on the
agent’s information about the world [19]. The following models are in this category: the
intentional model, the task model, the analytical model, and the environment model [19].
The intentional model focuses on communicating the purpose of the system through the
use of social intent cues; the task model focuses on communicating information
pertaining to the agent’s task, expressing its goals and its progress towards meeting those
goals, its capabilities, and its performance while pursuing those goals; the analytical
model focuses on the underlying principles the agent uses to make decisions; and the
environment model focuses on communicating variance in terrain, weather, and
temporal constraints to humans [17, 19].

Robot-of-Human Transparency describes two models of transparency focusing on
the communication of the agent’s awareness of the state of human teammates [19]. The
teamwork model focuses on the division of labor between the agent and the human and
the human state model focuses on the agent’s communicating their understanding of the
human’s cognitive, emotional, and physical state [19]. This delineation of models is
particularly important to keep in mind, given the parallels between human teams and
human-agent teams. Robot-to-Human agent transparency models describe information
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relevant to task performance, while Robot-of-Human transparency models focus on the
members of the human-agent team.

2.3 Effects of Transparency

The implementation of features that support agent transparency can have a positive
influence on the relationship between the human and the agent working together.
Depending on the kind of transparency explored and the amount of information
presented to the user, information supporting transparency can influence operator trust,
situation awareness, and workload.

Trust. In the context of a human-agent team, trust can be defined as “the attitude that
an agent will help achieve an individual’s goals in a situation characterized by uncer‐
tainty and vulnerability” [16]. In a transparent system, human observation of the agent’s
actions—such as its history of action, capability, and reliability—should be supple‐
mented by information concerning the goals, reasoning, and situational information that
led to these actions [5, 16, 22]. By providing this information, which supports transpar‐
ency, the human’s trust in the agent can be reasonably informed and more solidly held
[7, 16]. However, trust is continuously updated [7]. If the agent communicates uncer‐
tainty or reports incorrect information, the human operator can use that information to
calibrate their trust, matching their trust with the system’s capabilities, leading to appro‐
priate use [7, 16].

With the incorporation of agents into teams as equal team members, however,
humans and agent system designers must account for both trust in the agent as an auto‐
mated system as well as trust in a teammate to act in the best interests of the team [9,
16]. In pursuit of transparency, system designers attempt to make sure that the agent
communicates knowledge about itself, its goals, its underlying reasoning, and its aware‐
ness of environmental factors, but this communication of information is most frequently
one-way [2, 17, 18].

Situation Awareness. When humans work with robots, the human needs to maintain
situation awareness (SA) in order to make appropriate decisions [23]. Situation aware‐
ness refers to the process by which a human attempts to understand their environment
and use that understanding to perform competently in a situation as it occurs [24]. When
working with agents, SA may include awareness of the environment in which agents
may be located or what the agent is doing [23, 25]. Agent transparency can be used to
keep the human operator from being pulled ‘out of the loop’ by allowing human oper‐
ators to focus only on information relevant to the mission [2, 25]. Contextual awareness
of an agent is a key factor in the success of human operators, and the communication of
the agent’s intent can facilitate overall SA [25–27]. Global SA requires awareness of
not only the immediate working environment, but the relationship between the agent
and the human within that environment, so transparency specific to the human-agent
relationship can support that awareness.
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Workload. A perennial concern is the impact of adding more information to an inter‐
face. Supporting transparency could require additional information, which may affect
the human’s workload [18]. Although a unitary definition of workload does not exist, it
can be conceptualized as the perceived impact of task demand imposed on the human
operator and the associated physiological responses [28, 29]. Additional information
supporting transparency may cognitively overload the operator, leading to performance
decrements [30]. However, if additional information mitigates workload that would have
been caused by having to recall or estimate information, the added information may lead
to similar, if not lower, levels of workload overall [18, 30]. If overload is a concern, then
features that reduce workload to a more manageable level are preferred. In two studies
on joint human-agent decision-making, increased amounts of information supporting
transparency were added to an interface without a significant increase to workload
[31, 32]. Thus, transparency can possibly lead to benefits without a noticeable increase
to the human teammates’ workload.

2.4 Communication and the Teamwork Model of Transparency

In the pursuit of transparency, agent interfaces have been designed to communicate the
agent’s behaviors, goals, reasoning, and environmental constraints to the human oper‐
ator in order to facilitate shared intent and shared awareness [17, 18]. While information
encompassed by the Robot-to-Human transparency models has been explored as a
means of supporting humans’ understanding of their agent teammates, less work has
been done exploring the influence of Robot-of-Human transparency. While research
concerning automated systems responding to human physiological states and the
dynamic division of labor between humans and agents exist, fewer studies focus on the
transparency of these systems [2, 19].

A particular area of interest is how agents can express the human’s and agent’s
fulfillment of their responsibilities, and how the communication of this information
could influence the human’s relationship with their agent team member. In human teams,
team members can engage in mutual performance monitoring, a behavior where team
members keep track of all team members’ performance, which can be coupled with
feedback [33, 34]. This kind of feedback reflects the agent’s model of the human operator
back to that selfsame operator, allowing the human and agent to establish a greater shared
awareness of both the human’s and agent’s roles in the team and how they fulfill those
roles [16, 34].

One study found that humans who worked with a highly autonomous robot attributed
more blame to the robot than those who worked with a low autonomy robot [35]. While
increased transparency led to a marginally significant reduction in the attribution of
credit to other group members working with the highly autonomous robot, the robot’s
feedback did not influence credit or blame to the robot or the self [35]. While an explan‐
ation of the robot’s reasoning did not influence the aforementioned factors, feedback
concerning the robot’s and human’s performance of their roles may do so. While human
and robot role responsibility feedback may lead to different credit and blame attribution,
feedback concerning human operators’ shortfalls may influence the human’s perception
of their own trustworthiness. Similarly to how humans can determine the trustworthiness
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of an agent through its history of action, capability, and reliability, they may also deter‐
mine their own trustworthiness by seeing this same information about themselves
[5, 16]. However, if the human feels that their own trustworthiness is low, they may feel
the need to delegate tasks to the agent [16]. The impact of this kind of information,
especially with robots and other embodied agents, is underexplored, despite the impli‐
cations it may have towards the relationship between humans and agents. The means by
which this information is communicated, however, may emphasize benefits or mitigate
the possible negative repercussions of this communication. Hence, an exploration of
different modes of communication is of interest.

2.5 Multimodal Feedback

Research in the field of agent transparency focuses on the communication of different
kinds of information in order to maintain shared intent and awareness [19]. While the
content of this communication is important, the means by which it is communicated is
notable as well. Content is most frequently communicated through auditory or visual
methods [36]. Humans can only process a limited amount of visual or auditory infor‐
mation, and the available mental effort used for each is distinct, so communicating
information across multiple modes can extend mental limitations by splitting the burden
across multiple channels [37]. Multimodal communication, communication across more
than one sensory channel, allows for an increased complexity in communication through
the use of redundant or non-redundant signals. The transmission of redundant signals
can ensure that the message is received; the transmission of non-redundant signals can
communicate two separate messages simultaneously, the modulation of a message, or
the communication of an entirely new message [38]. Multimodal communication, can
influence workload, which in turn can affect error rate and operator effectiveness
[36, 38]. There are several methods in which agents can effectively integrate visual and
auditory feedback.

Visual feedback. The most common form of feedback is visual, with multimodal
research investigating the effects of supplementing the visual modality [36]. In learning
environments, information is usually presented to learners visually, either through text
or graphics [39]. Text feedback has the advantage of facilitating understanding of
complex, semantically-rich content [40]. In addition to the content of the message, the
social presentation can influence humans’ responses to what was written. Increased
etiquette, expressed by automated systems warning operators before giving them support
and avoiding interruptions during requested actions, has been shown to lead to better
performance and improved trust, though it has hampered situation awareness [7, 41].
The ubiquity of text means that it is frequently supplemented by other methods of
communication [42]. Text-based feedback has been paired with graphics and speech,
yielding more comprehensible output and more creative solutions [43, 44]. While agents
can use disembodied text to communicate information, an agent with a human-like
avatar can potentially provide an emotional connection that can create a more positive
relationship between the agent and their human operator [42].
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Software agents that are depicted using virtual characters are capable of communi‐
cating using human-like verbal and nonverbal signals [45]. A virtual character can
provide feedback through the use of facial expressions or gaze [7, 45]. Positive facial
expressions on pedagogical agents’ characters have been used to facilitate learning,
motivate learners, and aid in attitudinal learning [45]. Gestures as social cues can be
used to draw attention to an important feature in an interface or can be coupled with
speech to improve the recall of verbal information and captivate the human operator
[42, 46]. When robot gestures were combined with synthetic speech, it was more posi‐
tively evaluated than when it communicated using speech alone [47].

The desired type of agent feedback—gestures, facial expressions, and so on—
informs the design of a robot. A robot’s shape can potentially influence how it is seen;
in one study, spider-legged robots were seen as more aggressive than wheeled robots,
while robots with arms were seen as more intelligent than those without [48]. An agent
with a human face or avatar may be more likely to engender human-like treatment from
their human teammates, but human-like treatment may not be the desired response [49].
These different shapes are conducive to different gestures. A robot with arms and legs
can make different gestures than a robot with no arms and wheels. The addition of
expressive lights can add an entirely new dimension in communication, with speed,
regularity, and color providing an avenue through which messages can be communicated
[50]. The major limit in visual communication seems to lie in physical feasibility and
human understanding.

Auditory feedback. Sound has often been used as a social cue to focus people’s atten‐
tion and provide feedback [36]. One study found that when earcons (i.e., abstract musical
tones) were used to indicate movement of an interface element, it led to slower comple‐
tion of a highlighting task than visual highlighting alone [36]. When abstract tones were
used as robot feedback, participants did not extend assistance to it as much as when it
had a voice, either synthetic or human [51]. When working with a mix of synthetic and
human speech, users’ perception of their own performance was higher than users who
only received a synthetic voice, but their actual performance in a series of office tasks
was worse than their counterparts who only received synthetic speech [52]. Synthetic
speech, unfortunately, is judged based on its intelligibility, naturalness, and acceptability
to the human [53]. Participants exhibited faster response latencies when listening to
natural voice compared to those who were listening to a synthetic voice [54]. Overall,
speech is suited for presenting short, semantically simple content which carries only
essential information [40, 42].

3 Experimental Approach

The exploration of human-agent teams, agent transparency, and multimodal communi‐
cation has set the stage for a proposed approach to the investigation of transparency in
human-agent teams. Specifically, this investigation seeks to make the case that the
influence of an agent’s multimodal feedback in response to human operators’ meeting
and not meeting their responsibilities within the division of labor is an area of research
that has not yet been plumbed.
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3.1 Experimental Considerations

A central question in the exploration of information concerning division of labor is how
that information is expressed to the human operator. In tasks where humans and agents
must work together to complete a task, the teamwork model of transparency suggests
that the agent inform the human about their respective responsibilities and if they are
being fulfilled. If an agent communicates to its human counterpart that they are fulfilling
or failing to fulfill their responsibilities, how will that communication influence the
human’s performance and their relationship with that agent? Establishing how feedback
concerning division of labor can influence the relationship between human and agent
may be useful. Additionally, a human-appearing agent leads to human-like expectations
from it, which may or may not be desired [17, 49]. Will human-like social cues and non-
human-like social cues yield equal benefits of transparency? Would teamwork trans‐
parency alone provide the same benefits that robot-to-human transparency does, or
would they work better together? Scales pertaining to Workload, Trust, and Situation
Awareness are useful indicators to determine the extent to which the information
supporting teamwork transparency facilitates a beneficial relationship between the agent
and the human.

3.2 Research Questions

Information pertaining to division of labor can be communicated multimodally, with
human-like interfaces, using a human-like avatar and natural voice feedback, or non-
human interfaces, using flashing lights and beeps. One aim of this approach is to deter‐
mine the extent to which a human-like presentation of information supporting transpar‐
ency influences operator behaviors. Human-like robots have resulted in a specific
behavioral pattern from human operators [49].

Additionally, information supporting the teammate transparency model may require
precise communication, so the use of non-redundant multimodal messaging should be
explored as well. Non-redundant multimodal signals can be used to communicate modu‐
lated messages, which allows for a finer-tuned message concerning division of
labor [38].

Furthermore, another area that bears exploring is the coordination of different models
of transparency. Would a model of transparency, such as the SAT model, benefit from
the addition of information supporting teamwork transparency? Would the operator
attend to features of the interface supporting their situation awareness if periodically
reminded of their responsibilities? Given the parallels between human teamwork and
human-agent teamwork, determining the utility of information supporting teamwork
transparency on its own and combined with a task-oriented transparency is a key area
of exploration.

4 Evaluation

Dependent variables pertaining to the utility of human-agent transparency include
performance, how well the agent supports the operator, and the human operator’s
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relationship with the agent. Performance, a key dependent variable, can include the
successful completion of decision-making tasks, comprehension of presented informa‐
tion, and search tasks. The human’s performance and perceptions of their performance
should be measured. An agent can support the operator by assisting in the maintenance
of situation awareness and workload in a way that serves performance, so these two
factors should be evaluated. The human operator’s relationship with the agent includes
trust, which influences automation use, disuse, and overreliance [16]. Given the large
impact that trust can have, it should be evaluated as well. Additionally, it is also impor‐
tant to evaluate the human’s perception of the agent, including technology acceptance
and perceived usability.

5 Conclusion

To maintain the benefits of keeping the human operator ‘in the loop,’ autonomous agents
must maintain transparency. As agents are increasingly tasked to act as teammates,
however, they need to also communicate information to support teamwork, rather than
just information to support operators’ tasks. Like mutual performance monitoring can
aid human teams, the presentation of information supporting the teamwork model of
transparency should benefit human-agent teams. The communication of role responsi‐
bility informs operators of the agent’s understanding of the humans’ and agents’ respon‐
sibilities in the system and how those responsibilities are being fulfilled. Providing
feedback about the human’s actions as a team member may allow for greater teamwork
between humans and agents. Presentation of this information by an agent may have
unintended consequences, though, so research should look at presenting information
using both visual and auditory communication methods, both human-like and non, and
with other forms of automation transparency. This research will inform the design of
agents for human-agent teams where an authentic artificial teammate is desired. As
agents become more complex and are able to do more, our understanding of how humans
treat their teammates, human or not, becomes even more necessary to facilitate effective
performance from human-agent teams.
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Abstract. People often become disoriented and frustrated when navigating
complex, multi-level buildings. We argue that the principle reason underlying
these challenges is insufficient access to the requisite information needed for
developing an accurate mental representation, called a multi-level cognitive map.
We postulate that increasing access to global landmarks (i.e., those visible from
multiple locations/floors of a building) will aid spatial integration between floors
and the development of these representations. This prediction was investigated
in three experiments, using either direct perception or Augmented Reality (AR)
visualizations. Results of Experiment 1 demonstrated that increasing visual
access to a global landmark promoted multi-level cognitive map development,
supporting our hypothesis. Experiment 2 revealed no reliable performance bene‐
fits of using two minimalist (icon-based and wire-frame) visualization techniques.
Experiment 3, using a third X-ray visualization, showed reliably better perform‐
ance for not only a no-visualization control but also the gold standard of direct
window access. These results demonstrate that improving information access
through principled visualizations benefit multi-level cognitive map development.

Keywords: Multi-level indoor wayfinding · Multi-level cognitive maps · Human
factors · Visualization interface design · X-ray visualization

1 Introduction

Most travelers can recall an unpleasant memory of becoming disoriented when navi‐
gating inside a large building. These buildings usually have a complex multi-story
structure with many levels and confusing staircases. Getting lost wastes our time and
energy, not to mention being stressful and frustrating. It is widely accepted that to
efficiently find our destination in complex environments without becoming lost, navi‐
gators rely on the support of cognitive maps—an enduring, observer-free spatial repre‐
sentation of the environment [1, 2]. Similarly, to accurately and efficiently find targets
located on different floors, people must form a globally coherent mental representation
of the multi-level built environment, which has been termed a multi-level cognitive map
[3, 4]. Multi-level cognitive maps are postulated as consisting of: (1) a set of super-
imposed single-level cognitive maps; (2) between-floor connectivity information (e.g.,
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elevators, staircases, escalators, etc.); (3) between-floor alignment information (e.g.,
indicating what is directly above/below one’s current location); and (4) encoding of the
z-axis (e.g., rough estimates of floor heights) [3]. The notion of multi-level cognitive
maps of complex built environments is different from the concept of a true 3D spatial
representation (see reviews in [5–7]), as the vertical axis of a multi-level cognitive map
is not encoded with the same representational structure and fidelity as the x, y axis [3].
Although previous literature has found evidence that the hippocampus can represent 3D
volumetric space using a uniform and nearly isotropic rate code along three axes, as with
Egyptian fruit bats [6, 8], no evidence for such 3D representations has been observed in
humans. By contrast, Jeffery and colleagues [7] suggested a bicoded representational
structure—where space in the plane of locomotion is represented differently from space
in the orthogonal axis. On this basis, they argued that “the mammalian spatial repre‐
sentation in surface–traveling animals comprises a mosaic of these locally planar
bicoded map fragments rather than a fully integrated volumetric map” [7]. Indeed, there
has been a lively debate concerning the efficacy of this bicoded representation. However,
little hard evidence is available to support whether humans were born with the capacity
to construct true 3D spatial representations in the brain [7, 9–11]. The consensus is that
humans have the capability to encode elevation and z-axis offset in both outdoor and
indoor spaces, even if not in a precise 3D manner [12, 13]. For instance, previous studies
have found clear evidence that differences in terrain elevation are encoded in cognitive
maps of outdoor environments [12]. With regard to indoor environments, a growing
body of evidence also suggests that the integration of multi-level spatial knowledge
(learned from different floors) can be consolidated into a multi-level cognitive map, but
this process is challenging and error-prone for humans to perform [4, 13–16]. Addressing
this challenge, the primary goal of the current work is to investigate whether increasing
visual access to a global landmark from within a multi-level building could facilitate
users’ development of a multi-level cognitive map.

Global landmarks are salient environmental features visible at a large spatial scale
from within the environment, e.g., a prominent building. Previous literature on outdoor
wayfinding has found clear evidence that these global landmarks provide a fixed spatial
reference frame for navigators to integrate local spatial knowledge into a global cogni‐
tive map (see [17] for review). However, there is no empirical evidence on the effect of
global landmarks observed from within a building in supporting the development of
multi-level cognitive maps. This issue is evaluated in Experiment 1. In the three experi‐
ments discussed here, users’ development of multi-level cognitive maps are measured
by three cross-level spatial tasks including pointing and wayfinding between floors and
a cross-floor drilling task. The present research also aims to investigate whether visual
access to global landmarks can facilitate users’ integration of outdoor and indoor spaces,
called OI-spaces, which has attracted increasing attention in recent years (see [18] for
review). In the current studies, OI-space integration was measured by pointing latency
and error performance when pointing from indoor locations (e.g., the building’s rooms)
to an outdoor location, e.g., a parking lot.

Global landmarks are often not available in multi-level indoor environments due to:
(1) interior objects such as walls, ceilings, and other obstacles limiting visual access,
and (2) the external windows or large atriums that might be used to facilitate access are
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frequently only visible from specific locations in the building. As a result, the advantage
of global landmarks—serving as a fixed spatial reference frame—is often greatly
reduced when learning and navigating through indoor environments [18]. If visual
access to global landmarks is found to facilitate the development of a multi-level cogni‐
tive map, as we predict, the question remains as how to best leverage this benefit for the
majority of complex buildings without direct visual access to these landmarks. It is
obviously impractical to modify the physical building to increase access but an alter‐
native and economical solution is to use visualization techniques such as Augmented
Reality (AR). AR technology can be used to superimpose virtual information on the
physical environment from a perception-friendly first-person perspective and thus
enhance users’ spatial awareness of the environment by showing occluded information
that they otherwise cannot directly perceive [19]. If we can use AR technology to
increase visual access to global landmarks, as is investigated in Experiments 2 and 3,
the benefit of these cues for providing a fixed frame of reference can be extended to all
matter of complex multi-level buildings and thereby facilitate users’ development of
multi-level cognitive maps. All experiments discussed in this article were conducted
using virtual environments (VEs), as VEs best facilitate manipulation of building layout
and information content, as well as tracking of movement behavior.

2 Experiment 1

We propose that a global landmark, serving as a fixed global spatial reference, helps
users to consolidate single-level spatial knowledge into a consistent/global multi-level
cognitive map. Thus, our hypothesis in Experiment 1 is that users would develop a more
accurate multi-level cognitive map when they could see the global landmark from both
floors of the experimental building rather than from only a single floor. As shown in
Fig. 1, we designed an outdoor global landmark (a church) and an indoor global land‐
mark (a statue in an atrium), both of which were visible from within the building over
multiple locations.

Fig. 1. Outdoor and indoor global landmarks

In a previous study, we investigated whether two vertically-aligned chandeliers co-
located on separate floors, called contiguous landmarks, could serve as a global landmark
and facilitate users’ development of a multi-level cognitive map [4]. However, we
observed no reliable effects of contiguous indoor landmarks and very few users even
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noticed that the chandeliers were vertically aligned. We interpreted this absence of an
effect as owing to the fact that users had to perceive each chandelier discretely on sepa‐
rate floors, making it hard for them to mentally link the two inter-floor locations without
having direct access to each other. These results suggest that indoor global landmarks
for multi-level built environments need to be more than co-located at the same x-y
coordinates between floors, they must also be directly perceivable from multiple loca‐
tions/levels of the building. Therefore, we predict that both a statue in an atrium and an
external landmark, as shown in Fig. 1, can serve as a global landmark, as they are directly
perceivable from multiple locations/levels in the building. This assertion was evaluated
in the current study.

2.1 Method

Participants: Sixteen participants (eight females and eight males, mean age = 20.1,
SD = 2.0) were recruited from the University of Maine student body. All participants
self-reported as having normal (or corrected to normal) vision. All gave informed
consent and received monetary compensation for their time.

Materials and Apparatus: The experimental environments were displayed on a
Samsung 43” Class Plasma HDTV monitor running at 60 Hz and at a resolution of
1024 × 768. The desktop VEs were run with a MacBook Pro (2.2 GHz Intel Core i7).
The Unity 5.1 VR engine (Unity Technologies, http://unity3d.com) was used as the VE
platform supporting users’ real-time navigation and recording their trajectory and test
performance. Our environments comprised four two-level buildings, as shown in Fig. 2.
Participants used an elevator to move between floors. All buildings were matched for
layout complexity and topology.

Fig. 2. Floor layouts. The (solid line) represents the first-floor layout. The (dashed line) represents
the second-floor layout. “E” represents the elevator. “P” represents the parking lot.

Each virtual building contained four target rooms: a bathroom, a dining room, a
conference room, and an office. In addition, each environment had a number of empty
rooms located throughout the building, as shown in Fig. 3. A set of fire extinguishers or
water fountains were located directly above/below target rooms, and served as the targets
for the drilling task, as described in the experimental procedure. Each environment
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included a global landmark—either a church or a statue in an atrium—visible from a
single floor or from both floors. As shown in Fig. 3, each floor consisted of a number of
windows, through which users had visual access to the global landmark. Each environ‐
ment also contained a parking lot. Participants were positioned at the parking lot at the
beginning of the experiment. However, when inside the building, the parking lot was
only visible from the window opposite the elevator, as shown in Fig. 3. Thus, the parking
lot was not a global landmark in the current studies, but it served as a fixed geo-reference
for the outdoor environment. We tested users’ integration between indoor and outdoor
spaces by asking them to point from rooms inside the building to this parking lot.

Fig. 3. Visual access to the indoor and outdoor global landmark

2.2 Procedure

A within-subject design was adopted, with the sixteen participants running in all four
conditions: (1) single-floor visual access to an outdoor global landmark, (2) single-floor
visual access to an indoor global landmark, (3) two-floor visual access to an outdoor
global landmark, and (4) two-floor visual access to an indoor global landmark). There
were five phases in the experiment.

Phase 1: Practice. Subjects were familiarized with the apparatus and navigation
behavior in the VE. All experimental tasks were explained and demonstrated before
starting the experimental trials.

Phase 2: Learning. At the beginning of the experiment, participants were positioned
at the parking lot. A red arrow on the ground indicated north. Participants were asked
to turn in-place and to note the presence/location of the global landmark (e.g., church
or statue) from this position. Participants were then guided by blue arrows on the ground
to learn the whole building. When they passed by a target room, an audio signal was
played that indicated its name, e.g. conference room.

Phase 3: Pointing criterion task. This task was designed to test whether participants
had successfully learned the four target rooms. They were first randomly positioned at
the doorway of one room and a red arrow appeared to indicate north. The experimenter
then asked them to look around and use what they could see of the building’s layout,
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along with the provided north arrow, to get oriented. When participants were ready, they
walked to the center of the room and turned to face north, indicated by the red arrow.
The experimenter then asked them to turn to face a straight line to the elevator on the
current floor as quickly as possible without compromising accuracy. To perform this
task, participants rotated in the VEs by twisting the joystick and when they felt they
were facing toward the elevator, pulled the trigger to log their response. A red crosshair
on the screen indicated participants’ facing direction. To meet the criterion, they needed
to point to the elevator within a tolerance of 20 degrees. If they failed the first iteration,
the Phase 2 learning and Phase 3 pointing criterion tests proceeded until they either
successfully met criterion or until they made five incorrect attempts. All participants
passed the criterion test within five iterations (M = 1.5).

Phase 4: Pointing task. Participants were first randomly positioned at the doorway
of a room and were told its name, e.g., “you are facing the conference room”. They were
encouraged to orient themselves as they did in Phase 3. The experimenter then gave a
target room name and asked them to turn to face a straight line to that target. If the target
room was on a different floor, they were instructed to ignore the height offset and to
point as if the target was on the same plane as their current floor. They pulled the
joystick’s trigger when they felt they were oriented so as to indicate a straight line to
the requested target. The experimenter then asked them to point to the global landmark
and the parking lot in the same manner. Two dependent variables for the pointing task
were analyzed: pointing latency and absolute pointing error.

Phase 5: Wayfinding task. Participants were first randomly positioned at the doorway
of a room and received self-orientation as they did in Phase 3. They were then given one
target room name and asked to navigate to it using the shortest possible route. Upon
reaching the door where they believed the target was located, they turned to face it and
pulled the joystick’s trigger. The door opened if they were correct. If incorrect, they
were guided to the correct location before proceeding to the next trial. Two dependent
variables were analyzed for this task: navigation accuracy (whether participants indi‐
cated the correct location and orientation of the target room) and navigation efficiency
(shortest route length over traveled route length).

Phase 6: Drilling task. After participants had entered a room in the wayfinding task
(above), the experimenter asked them which room or object was directly above/below
their current location. There were four options: (1) a target room, (2) an empty room,
(3) fire extinguishers or water fountains, and (4) nothing. The dependent variable for the
drilling task was drilling accuracy (whether participants successfully indicated which
room or object was immediately above/below their current location). The drilling task
tested whether participants successfully learned between-floor alignment information,
which is an important component of the multi-level cognitive map.

2.3 Results and Discussion

The five dependent measures (pointing latency, absolute pointing error, navigation
accuracy, navigation efficiency, and drilling accuracy) were analyzed for each
participant. A 2 (visual access: single-floor vs. two-floor) × 2 (global landmark type:
indoor vs. outdoor) × 3 (pointing target type: global landmark, parking lot, and
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building rooms) repeated-measures ANOVA was conducted for each of the two
dependent measures of pointing latency and absolute pointing error. Significant main
effects of visual access were observed for both measures, with pointing in the two-
floor visual access condition being faster and more accurate than pointing in the
single-floor visual access condition: pointing latency, F(1, 63) = 11.151, p = .001,
η2 = .150; and absolute pointing error, F(1, 63) = 10.057, p = .002, η2 = .138.
Significant main effects of target type were also observed for both pointing latency
and absolute pointing error: latency, F(2, 126) = 58.361, p < .0001, η2 = .481; and
error, F(2, 126) = 15.631, p < .0001, η2 = .199. Subsequent pairwise comparisons
showed that pointing to the global landmark was faster and more accurate than
pointing to the parking lot and the internal rooms (all ps < .001). A significant
global landmark type by pointing type interaction was observed for pointing error,
F(2, 126) = 7.198, p = .001, η2 = .103. Subsequent pairwise comparisons demon‐
strated that this significant interaction was driven by the trials requiring pointing to
the parking lot, which was reliably more accurate in the outdoor global landmark
conditions than with the indoor global landmark conditions (all ps < .05).

A 2 (visual access) × 2 (global landmark type) repeated-measures ANOVA was
conducted for each of the three dependent measures of navigation accuracy, navigation
efficiency, and drilling accuracy. A significant main effect of global landmark type was
observed for drilling accuracy, with drilling performance in the outdoor global landmark
condition found to be more accurate than performance in the indoor global landmark
condition, F(1, 63) = 4.817, p = .032, η2 = .071. There were no significant main effects
of visual access (all ps > .172) or global landmark type (all ps > .242) on navigation
accuracy or navigation efficiency.

In Experiment 1, we investigated whether increasing visual access to an indoor or
outdoor global landmark observed through the building’s windows would assist users’
development of a multi-level cognitive map. As we predicted, the results demonstrated
that users’ pointing was reliably faster and more accurate in the two-floor visual access
condition than in the single-floor visual access condition, providing clear evidence that
a global landmark (both indoor and outdoor) can serve as a fixed spatial reference frame
for navigators to integrate multi-level spatial knowledge into a globally coherent multi-
level cognitive map. These findings provide important empirical foundations for the
design of Augmented Reality (AR) models used in Experiments 2 and 3, which aim to
use AR technology to extend the benefit of global landmarks providing a fixed spatial
reference frame to buildings that otherwise do not have visual access to this cue.

With respect to the variable of global landmark type (indoor vs. outdoor), the
results showed that the indoor global landmark was as efficient as the outdoor global
landmark for promoting users’ pointing between building rooms and pointing to the
global landmark. However, results also demonstrated that the outdoor global land‐
mark yielded better pointing performance than the indoor global landmark when
pointing to the parking lot, suggesting that an outdoor reference is better in facili‐
tating users’ integration between indoor and outdoor spaces. This finding is likely due
to the nature of indoor global landmarks, which are often not visible from the outdoor
space (e.g., the statue in the atrium was not readily visible from the parking lot in the
current study). By contrast, an outdoor global landmark is often visible from both
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indoor and outdoor spaces. We believe that the difference found in integrating these
environments is due to this disparity in information access and would be eliminated
if the indoor and outdoor global landmarks had the same visual access from both
within and outside the building. This prediction will be evaluated in a future project.
There was a small effect of global landmark type on drilling accuracy, suggesting that
the outdoor global landmark was more efficient for promoting users’ learning of
vertical alignment information than the indoor global landmark. However, the effect
of visual access on drilling accuracy was not observed, meaning that two-floor visual
access to a global landmark was not more efficient than single-floor access for
promoting drilling accuracy. Indeed, we believe that drilling accuracy may have been
elevated for all conditions in Experiment 1 because the fire extinguishers and water
fountains were always located directly above/below a target room and some partici‐
pants indicated that they used this as a cue. This issue is addressed in Experiment 2.

3 Experiment 2

The results of Experiment 1 showed that increasing visual access to a global landmark
observed through the building’s windows promoted users’ development of multi-level
cognitive maps. However, as discussed earlier, direct access to global landmarks is often
not available from within buildings, and increasing visual access through structural
modifications is impractical. Thus, Experiment 2 aimed to use AR technology to extend
the benefits found in Experiment 1 to many buildings without physical visual access to
global landmarks. We proposed and evaluated two AR models to improve visualization
(an icon-model vs. a wireframe-model), as shown in Fig. 4.

Fig. 4. Icon-model and wireframe-model of the global landmark

An icon-model uses a visual symbol to indicate the global landmark’s direction. By
contrast, a wireframe-model indicates not only the direction of the global landmark, as the
icon-model does, but also the perspective from which users can see the landmark, and its
edges, as shown in Fig. 4. Users’ performance with the two AR visualization techniques
were compared to two control conditions: (1) no visual access to outdoor spaces, which
is the baseline control condition, and (2) a window-access condition. The two AR models
require fewer computational resources to render and take less time to create when
compared to other visualization techniques, as reviewed in [19]. Thus, if one (or both)
were found to be as efficient as the window-access condition in facilitating multi-level
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cognitive map development and subsequent cross-floor spatial behaviors, we would have
an economical and broad-based solution for improving indoor visualization.

Sixteen new students participated in Experiment 2. The design was similar to that of
Experiment 1, except for the following changes: (1) only the church was used as the
global landmark, and (2) the locations of the fire extinguishers and water fountains were
adjusted to ensure that only a subset of them were vertically aligned with the target rooms.

3.1 Results and Discussion

A 4 (visual access: no visual access, icon-model, wireframe-model, and window-
access) × 3 (pointing target type: global landmark, parking lot, and building rooms)
repeated-measures ANOVA was conducted for each of the two dependent measures
of pointing latency and absolute pointing error. A significant main effect of visual
access was observed for absolute pointing error, F(3, 189) = 14.925, p < .0001,
η2 = .192, with pointing in the window-access condition being more accurate than
the no visual access condition and the two AR interface conditions (all ps < .0001).
This finding suggests that the visualization of the global landmark provided by the
two AR conditions was not as effective as the “gold standard” of direct window
access in assisting users’ development of a multi-level cognitive map. Significant
main effects of target type on pointing performance were observed for both pointing
latency and absolute pointing error: latency, F(2, 126) = 25.420, p < .0001,
η2 = .287; and error, F(2, 126) = 7.175, p = .001, η2 = .102. Subsequent pairwise
comparisons showed that pointing performance to the global landmark was more
accurate than pointing to the parking lot (p < .005) but not more accurate than
pointing to the building’s rooms (p = .080). Even though users were assisted with the
AR visualizations of the global landmark (i.e., the church), no reliable differences
were found between pointing to the church and to the building’s rooms, suggesting
that the two AR models were not as effective as direct window access in enhancing
users’ spatial awareness of the church and thus, it failed to serve as a “global land‐
mark” in this study. One explanation for this result is the lack of depth information
about the global landmark conveyed by the two AR models. Without access to this
depth information, users may have perceived the global landmark to be “floating”
in space, leading to an erroneous perception of its true location. In addition, no
outside boundary information of the building was visible from the AR visualiza‐
tions, as could be seen through the building’s windows.

A repeated-measures ANOVA was conducted for each of the three dependent meas‐
ures of navigation accuracy, navigation efficiency, and drilling accuracy, with the four
conditions of visual access as a within-subject factor. There was no significant main
effect of visual access for any measure (all ps > .05). The average drilling accuracy
(M = 57.4 %, SE = 1.9 %) was significantly lower than that found in Experiment 1
(M = 89.8 %, SE = 1.9 %), t(510) = 8.935, p < .0001, supporting our assertion that the
design of the buildings in Experiment 1 artificially elevated users’ drilling accuracy
performance. Even with these modifications, drilling accuracy was still not promoted
by the window-access condition, suggesting that direct visual access to a global land‐
mark alone does not facilitate users’ learning of between-floor alignment. It appears that
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accurate between-floor alignment information, needed in the drilling task, was not suffi‐
ciently provided by global landmarks in the current study. We believe that to promote
drilling accuracy, the AR interface must also assist users to visualize the objects above/
below their current location. This assertion is evaluated in Experiment 3.

4 Experiment 3

The AR visualization models used in Experiment 2 had three shortcomings: (1) they
provided no depth information about the global landmark, (2) they could not help users
perceive what was directly above or below their current location, and (3) users were
constantly exposed to the AR information through an always-on interface. On the basis
of the Experiment 2 findings and acknowledging these limitations, we redesigned an
X-ray visualization technique in Experiment 3 by allowing navigators to see transparent
walls, the global landmark, and the horizon of the outdoor space, as shown in Fig. 5.
The X-ray visualization provides access to depth information about the global landmark,
similar to the access afforded through the building’s windows. Thus, it is anticipated to
be as efficient as direct window access in assisting users’ development of multi-level
cognitive maps. Importantly, the X-ray visualization also facilitates users to perceive
what is directly above or below their current location. Thus, it is also predicted that
users’ drilling accuracy will be promoted by access to this AR interface in Experiment
3. In addition, users could turn on/off the AR information on-demand.

Fig. 5. An X-ray visualization with depth information

A second goal of Experiment 3 was to investigate whether visual access to multiple
global landmarks is more efficient than visual access to a single global landmark for
users’ development of multi-level cognitive maps. Previous literature has discussed
several methods for how humans use landmarks for self-localization, such as computing
position using bearing and distance to a single landmark, computing position using
distances to multiple landmarks (trilateration), and computing position using bearings
or bearing differences to multiple landmarks (triangulation), as reviewed in [20]. Visual
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access to multiple global landmarks has been used to help self-localization in outdoor
spaces (see [17] for review). However, little is known about the effect of having visual
access to multiple global landmarks in multi-level built environments, and there is no
empirical evidence on the effect of access to global landmarks perceived through AR
interfaces on users’ development of a multi-level cognitive map. This issue is evaluated
in the current study.

In Experiment 3, we evaluated the X-ray visualization with two global landmark
conditions (single global landmark access vs. multiple global landmarks access),
compared to two control conditions (no visual access to outdoor spaces vs. direct
window-access), as were used in Experiment 2. In addition to the church, four
distinctive town houses were located on one side of the building, serving as land‐
marks. In the single global landmark access condition, only the church was visible
through the X-ray visualization, whereas in the multiple global landmarks condi‐
tion, both the houses and the church were visible throughout the building via the
X-ray visualization. Sixteen new students participated in Experiment 3. The design
was the same as Experiment 2, except that only one visualization interface was eval‐
uated but with two global landmark conditions.

4.1 Results and Discussion

A repeated-measures ANOVA was conducted for each of the two dependent measures
of pointing latency and absolute pointing error, with the four conditions of visual access
and three pointing target types as two within-subject factors. A significant main effect
of visual access was observed for absolute pointing error, F(3, 189) = 10.746, p < .0001,
η2 = .146, with pointing in the X-ray visualization (single global landmark access)
condition being more accurate than the window-access condition and no visual access
condition (all ps < .0005). Interestingly, the results demonstrated that the X-ray visu‐
alization (single global landmark access) outperformed the gold standard of window-
access in promoting users’ development of multi-level cognitive maps. We interpret this
superior pointing performance as providing evidence that the X-ray visualization affords
even better visual access in the multi-level built environment than is possible from
observation through the building’s windows. With the assistance of the X-ray visuali‐
zation, users had visual access to the global landmark, the parking lot, and the building’s
rooms from anywhere in the building. Thus, they could learn the spatial relations
between places within the multi-level built environment from any location, and this
increased spatial visualization aided the development of a multi-level cognitive map.

No significant effect between the two global landmark conditions of the X-ray visu‐
alization was observed (single global landmark access vs. multiple global landmark
access) (p = .284). This result suggests that increasing visual access to multiple global
landmarks did not improve multi-level cognitive mapping performance. The larger
numeric absolute pointing error observed in the multiple global landmark access condi‐
tion is not surprising for two reasons: first, users only required one global landmark (the
church) for self-localization in the current studies. Second, users had difficulty in
extracting each of the global landmarks from the AR interface, as it was cluttered with
too much information, which made it less effective.
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A repeated-measures ANOVA was conducted for each of the three dependent meas‐
ures of navigation accuracy, navigation efficiency, and drilling accuracy, with the four
conditions of visual access as the within-subject factor. There was no significant main
effect of visual access on navigation accuracy, F(3, 189) = .539, p = .656, η2 = .014; or
navigation efficiency, F(3, 189) = .550, p = .649, η2 = .009. These results are consistent
with the earlier two experiments. This lack of effect is likely due to the environments
tested; e.g. all buildings in the current studies had congruent floor layouts without any loops
and each building consisted of only one elevator. As a result, navigators could find the
target room using the shortest path based on accessing two accurate single-floor cognitive
maps, or even from route knowledge formed during the learning phase. In a previous
study, we investigated how the realism of a virtual environment model impacts human
wayfinding in a multi-level building [14]. The virtual multi-level building in that study had
two elevators and the results showed that a sparsely rendered model significantly promoted
users’ navigation accuracy and efficiency. Thus, we predict that the X-ray visualization
used in Experiment 3 could also promote users’ wayfinding performance in a complex
building with multiple elevators, which will be the topic of a future experiment.

Of note, a significant main effect of visual access was observed for the drilling task,
F(3, 189) = 5.548, p = .001, η2 = .081. Subsequent pairwise comparisons showed that
the drilling accuracy in the X-ray visualization (single global landmark access condition)
was significantly higher than the no visual access condition (p = .001) and the window-
access condition (p = .039). This was not surprising for the no visual access condition
but very meaningful for the window-access condition. The finding that the X-ray visu‐
alization outperformed the window-access condition in promoting users’ drilling accu‐
racy suggests that this interface is a more than adequate substitute for the gold standard
of windows. As predicted, it provided clearer inter-floor visualization than was possible
from the windows. Taken together, the results of Experiment 3 provide compelling
evidence that the X-ray visualization is an effective approach for promoting users’
development of a multi-level cognitive map.

5 General Discussion

The primary goal of this work was to investigate whether visual access to a global land‐
mark from within a multi-level building, either through direct window access or AR
technology, could help multi-level cognitive map development. A multi-level cognitive
map represents the globally coherent mental representation of a multi-story built envi‐
ronment. It was evaluated in the current studies using three cross-level spatial tasks
including pointing and wayfinding between floors and a cross-floor drilling task.

The most important finding from Experiment 1 is that increasing visual access to a
global landmark (both indoor and outdoor) through direct window access significantly
promotes users’ development of a multi-level cognitive map. This finding supports our
hypothesis that both an outdoor and indoor global landmark can serve as a fixed spatial
reference frame for navigators to integrate multi-level spatial knowledge. The results also
demonstrated that the outdoor global landmark not only aided with the development of
multi-level cognitive maps, but also assisted with the integration of indoor and outdoor
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spatial reference frames. Previous literature has discussed how increasing visual access to
important level-related building features such as elevators could support users’ spatial
learning and wayfinding of multi-level buildings [14, 15]. Our current research extends
these earlier studies and demonstrates that increasing visual access to a global indoor or
outdoor landmark can also facilitate the development of a multi-level cognitive map. This
research also provides new insights into our understanding of the underlying mental
processes involved in the integration of multi-level spatial knowledge into a multi-level
cognitive map; for instance, users could learn between-floor alignment by computing the
bearing difference to a global landmark, rather than constantly updating their heading
directions during vertical travel. In this case, the difficulty of learning a multi-level building
with confusing elevators/staircases could be greatly reduced (or alleviated) if navigators
have direct or indirect (via AR visualization) access to a global landmark.

On the basis of the Experiment 1 findings, we proposed and evaluated three AR
interfaces in Experiments 2 and 3 (an icon-model, a wireframe-model and an X-ray
visualization), compared to two control conditions. The results of Experiment 2 showed
that the two simply rendered AR models, although resource efficient, did not provide
sufficient visualization fidelity, and thus, were not effective for facilitating multi-level
cognitive map development. The most important finding from Experiment 3 is that the
X-ray visualization was not only effective but actually outperformed the “gold standard”
of window-access in promoting users’ development of multi-level cognitive maps. This
finding suggests that increasing visual access with AR techniques is not merely an alter‐
native and economical approach, but a more effective way for overcoming the disad‐
vantage of limited visual access in built environments and improving the development
of multi-level cognitive maps. This finding has important practical significance in that
the AR technology could make a local landmark that is not physically visible in multiple
locations/levels in a building to be a “global” landmark and thereby provide a general‐
izable, broad-based solution for improving spatial behaviors in complex buildings.

Taken together, the findings of these experiments provide three Human-computer
interaction principles for cognitively motivated visualization techniques for develop‐
ment of indoor navigation systems: first, designers should provide the depth information
of global landmarks on the AR interface by showing transparent walls, occluded hall‐
ways, and the horizon. Second, designers should keep the AR visualization uncluttered,
i.e. showing multiple global landmarks is not necessarily helpful. Third, designers
should allow users to turn on/off the AR visualization on demand rather than having
them constantly expose to this information.
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Abstract. Organizing multivariate time series data for presentation to
an analyst is a challenging task. Typically, a dataset contains hundreds
or thousands of datapoints, and each datapoint consists of dozens of time
series measurements. Analysts are interested in how the datapoints are
related, which measurements drive trends and/or produce clusters, and
how the clusters are related to available metadata. In addition, interest
in particular time series measurements will change depending on what
the analyst is trying to understand about the dataset.

Rather than providing a monolithic single use machine learning solu-
tion, we have developed a system that encourages analyst interaction.
This system, Dial-A-Cluster (DAC), uses multidimensional scaling to
provide a visualization of the datapoints depending on distance measures
provided for each time series. The analyst can interactively adjust (dial)
the relative influence of each time series to change the visualization (and
resulting clusters). Additional computations are provided which optimize
the visualization according to metadata of interest and rank time series
measurements according to their influence on analyst selected clusters.

The DAC system is a plug-in for Slycat (slycat.readthedocs.org), a
framework which provides a web server, database, and Python infrastruc-
ture. The DAC web application allows an analyst to keep track of mul-
tiple datasets and interact with each as described above. It requires no
installation, runs on any platform, and enables analyst collaboration. We
anticipate an open source release in the near future.

Keywords: Multivariate time series · Multidimensional scaling · Inter-
active visualization · Slycat

1 Introduction

There are numerous problems from different fields that produce time series data,
including chemical engineering [27], intrusion detection [31], economic forecast-
ing [28], gene expression analysis [21], hydrology [23], social network analysis [32],
and fault detection [11]. Fortunately, there are just as many algorithms avail-
able for analyzing time series data [9]. These algorithms involve tasks including
queries [9,10], anomoly detection [2], clustering [4,20], classification [3,9], motif
discovery [9,24], and segmentation [16]. From a practical point of view, these
c© Springer International Publishing Switzerland 2016
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algorithms share basic data processing goals starting with pre-processing and
normalization [9], representation [17], and similarity computation [9,15].

In addition to the large body of algorithms available for mining time series
data, there is an additional set of techniques available for visualization of time
series [1,22,26]. These techniques belong to the field of Visual Analytics, or some-
times Interactive Visual Analytics [14,30], and include methods such as Parallel
Coordinates [12], multiple views, brushing, selection, and iteration. Researchers
in Visual Analytics have called out the need for greater integration with under-
lying algorithms [5].

In between these two fields of research there is a smaller body of work
which investigates the interactive visualization of multivariate time series
data [18,25,29]. Most of this work focuses on visualization and interaction with
multivariate time series plots. Our work fits within this area, but with an empha-
sis on the algorithms used in the visualization. We provide a layer of abstraction
by providing an interactive visual summary of the data, rather than just looking
at the time series themselves.

In this paper, we describe a lightweight system for analyzing multivariate
time series data called Dial-A-Cluster (DAC). DAC is designed to provide a
straightforward set of algorithms focused on allowing an analyst to visualize
and interactively explore a multivariate time series dataset. DAC requires pre-
computed distance matrices so it can exploit a large number of available algo-
rithms related to time series representation and similarity comparison [9]. The
DAC interface uses a multidimensional scaling [6] to provide a visualization of
the dataset. The analyst can adjust the visualization by interactively weighting
the distance measures for each time series. A modification of Fisher’s discrim-
inant [8] can be used to rank the importance of each time series. Finally, an
optimized weighting scheme for the visualization can be used to maximally cor-
relate the data with analyst specified metadata.

DAC is implemented as a plugin for Slycat (slycat.readthedocs.org) [7], a
system which provides a web server, a database, a Python infrastructure for
remote computation (on the web server). The Slycat DAC plugin is a web appli-
cation which provides the previously described time series analysis algorithms. It
requires no installation and is platform independent. In addition, DAC supports
(via Slycat) management of multiple users, multiple datasets, and access con-
trol, therefore encouraging collaboration while maintaining data privacy. Slycat
and DAC are implemented using JavaScript and Python. Slycat is open source
(github.com/sandialabs/slycat).

2 Algorithms

The primary goal of DAC is to provide a no-install, interactive user interface
which can be used to organize and query multivariate time series data accord-
ing to the interests of the analyst. There are three algorithms which support
this goal: visualization using multidimensional scaling, identifying time series
most responsible for differences in analyst selected clusters, and optimizing the
visualization according to analyst specified metadata.



324 S. Martin and T.-T. Quach

2.1 Multidimensional Scaling

DAC uses classical multidimensional scaling (MDS) to compute coordinates for
a dataset, where each datapoint is a set of time series measurements. To be
precise, suppose we have a dataset {xi}, where xi is a datapoint, for example
an experiment or a test. Each datapoint consists of a number of time series
measurements, which we write as a vector xi = [tik], where tik is the kth time
series vector for datapoint xi. Note that we are abusing notation here, because
each vector tik may be a different length, but that we require that the tik have
the same length for the same k. We also assume that we are given distance
matrices

Dk =

⎡

⎢⎣
dk(x1, x1) dk(x1, x2) · · ·
dk(x2, x1) dk(x2, x2) · · ·

...
...

. . .

⎤

⎥⎦

for each time series measurement, where dk(xi, xj) gives a distance between
datapoint xi and xj for time series k. For example using Euclidean distance we
would have

dk(xi, xj) = d(tik, tjk) =
√∑

l

(tikl − tjkl)2,

where tik = [tikl] is the kth time series vector tik for datapoint xi indexed by
l. Other distances can be used, so that each time series distance metric can be
tailored to the type of measurement taken.

Now let α = [αk] be a vector of scalars, with αk ∈ [0, 1]. The vector α
contains weights so that we may compute weighted versions of our datapoints,
defined as Φ(xi) = [αktik], where we are again abusing notation since the vectors
tik are allowed to have different lengths. Now we define a distance matrix D of
pairwise weighted distances between every datapoint, where the entries of D are
given by

d2(xi, xj) = Φ(xi)TΦ(xj) =
∑

k

α2
kd

2
k(xi, xj).

The matrix D is the matrix of pairwise distances between datapoints used as
input to MDS within DAC. The weights αk are adjustable by the analyst. Note
that using these definitions

D =
√∑

k

α2
kD

2
k.

For completeness, we describe the MDS algorithm operating on the matrix
D. First, we double center the distance matrix, obtaining

B = −1
2
HD2H,

where D2 is the componentwise square of D, and H = I − IIT /n, n being the
size of D. Next, we perform an eigenvalue decomposition of B, keeping only
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the two largest positive eigenvalues λ1, λ2 and corresponding eigenvectors e1, e2.
The MDS coordinates are given by the columns of EΛ1/2, where E is the matrix
containing the two eignvectors e1, e2 and Λ is the diagonal matrix containing
the two eigvenvalues λ1, λ2.

Finally, we note that the eigenvectors computed by MDS are unique only
up to sign. This fact can manifest itself as disconcerting coordinate flips in the
DAC interface given even small changes in α by the analyst. To minimize these
flips, we use the Kabsch algorithm [13] to compute an optimal rotation so that the
newly computed coordinates are as closely aligned to the existing coordinates as
possible. The Kabsch algorithm uses the Singular Value Decomposition (SVD) to
compute the optimal rotation matrix. If we assume that matrices P and Q have
columns containing the previous and new MDS coordinates, then we form A =
PTQ and use the SVD to obtain A = UΣV T . If we denote r = sign(det(V UT ))
then the rotation matrix is given by

R = V

[
1 0
0 r

]
UT .

2.2 Time Series Differences

In addition to using MDS to visualize the relationships between the datapoints,
DAC allows the user to select subsets of the dataset and upon request ranks the
time series according to how well each time series separates those subsets. DAC
allows two different selections and ranks the time series according to Fisher’s
Discriminant [8].

To be precise, for each distance matrix Dk, we compute the values of Fisher’s
Discriminant Jk(u, v), where u, v ⊂ {xi} are two groups that we wish to contrast.
By definition,

Jk(u, v) =
‖ū − v̄‖2
S2
u + S2

v

,

where S2
u =

∑
i ‖ui − ū‖2, S2

v =
∑

j ‖vj − v̄‖2, and ū, v̄ are averages over the sets
{u1, . . . , un}, {v1, . . . , vm}. Although we do not provide the algebraic derivation,
we claim that

‖ū − v̄‖2 =
1
n

1
m

∑

ij

d2(ui, vj) − 1
2n2

∑

ik

d2(ui, uk) − 1
2m2

∑

jk

d2(vj , vk),

where k varies over i for
∑

ik and k varies over j for
∑

jk. We similarly claim
that S2

u = 1
2n

∑
ik d2(ui, uk) and S2

v = 1
2m

∑
jk d2(vj , vk). Now we can compute

Jk(u, v) using only submatrices of the distance matrices Dk.
DAC ranks the time series in descending order of the values of Jk(u, v). Since

a higher value of Fisher’s Discriminant Jk(u, v) indicates a greater separation
between the selections, this ranking reveals the time series which exhibit the
greatest differences between the subsets.
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2.3 Clustering by Metadata

Often an analyst will be interested in metadata describing the datapoints. Ques-
tions might include: does the dataset cluster relative to a particular metadata
variable?; can we make the dataset cluster relative to the metadata variable
by adjusting the α weights of the time series?; and which time series are most
affected by a metadata variable? To address these questions, we incorporate
a supervised optimization of the visualization which correlates the distances
between time series with the distances between metadata values.

Specifically, we compute α such that the distances in D2 =
∑

k α2
kD

2
k are

as close as possible to the distances in the matrix D2
p, where Dp is a pairwise

distance matrix for a given metadata property p. In other words, we want to
solve

minα

∑
ij(

∑
k α2

kd
2
k(xi, xj) − d2p(xi, xj))2

s.t. αk ∈ [0, 1],

where dp(xi, xj) is the property distance between xi and xj , i.e. dp(xi, xj) =
|pi−pj |, where pi is the metadata property of xi and pj is the metadata property
of xj . Note that for MDS, we can scale α by a positive scalar with no effect, so
that the constraint α ∈ [0, 1] is unnecessary. If we let βk = α2

k we have

minβ

∑
ij(

∑
k βd2k(xi, xj) − d2p(xi, xj))2

s.t. βk ≥ 0.

In the Frobenius matrix norm, we have

minβ ‖∑
k βkD

2
k − D2

p‖2F
s.t. βk ≥ 0.

Now if we let U = [D2
1,D

2
2, · · · ], where each D2

k is written as a column vector,
and V = [D2

p], where D2
p is written as a column vector, then we have

minβ ‖Uβ − V ‖2
s.t. β ≥ 0.

This is known as a non-negative least squares problem [19]. Once we compute
β we can obtain time series weights α corresponding to an MDS visualization
optimized to a particular metadata property value.

3 User Interface

The DAC user interface allows access to the algorithms discussed in Sect. 2.
DAC assumes that the time series data has been pre-processed, metadata has
been collected, and distance matrices have been computed. These assumptions
allow flexibility in terms of representing the time series data and computing
similarities, two steps in time series analysis served by a wide variety of dif-
ferent algorithms [9]. In addition, pre-computing the distance matrices ensures
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that DAC will operate in real-time for reasonable dataset sizes (up to ∼5000
datapoints).

The DAC user interface consists of sliders to adjust αk values (labelled using
variable names meaningful to analysts), a canvas to display the MDS visualiza-
tion, traditional time series plots, and a table displaying metadata. The interface
is shown in Fig. 1.

Fig. 1. DAC user interface. Here we show DAC running in Firefox on a Windows
PC. Reading the labels counter-clockwise from the upper right: (A) time series data is
displayed in the traditional manner; (B) MDS is used to provide a visual representation
of the datapoints in the dataset, shown as circles; (C) Fisher’s Discriminant can be used
to order the time series to maximize the difference between analyst selected red and
blue groups; (D) time series measurements can be weighted to adjust the visualization
according to analyst preference; (E) the weights can be computed optimally to correlate
with an analyst chosen metadata field; and (F) metadata can be examined. (Color figure
online)

The DAC interface is a Slycat plugin (slycat.readthedocs.org) [7]. Slycat sup-
ports the management of multiple users, multiple datasets, and access controls.
Both Slycat and DAC are implemented using JavaScript and Python. DAC is
written in JavaScript using jQuery for the controls. The time series and MDS
plots are rendered and animated using D3, and the metadata table uses Slick-
Grid. Calculations are performed on the Slycat webserver using Python and
NumPy. Slycat is open source (github.com/sandialabs/slycat) and DAC will be
released as open source in the near future.
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4 Example

To demonstrate how DAC might be used by an analyst, we provide an exam-
ple using publicly available weather data. The data consists of weather time

Fig. 2. DAC weather data. On the left (A), we show the DAC MDS visualization of the
cities in the weather dataset. In the middle (B), the visualization is colored by average
temperature, where yellow is low and brown is high. On the right (C), the visualization
is colored by annual precipitation, where yellow is again low and brown is high. (Color
figure online)

Fig. 3. DAC analyst selections. Here we show two selections made by the analyst, cities
on the left hand side of the visualization are selected in blue, and cities in the upper
right are selected in red. The same coloring scheme is automatically reflected in the
metadata table and colored time series plots are shown on the right. The blue cities
include Madison, WI and Milwaukee, WI, and the red cities include Mesa, AZ. By
pushing the difference button, DAC ranks and orders the time series plots in the right
hand panel of the interface. In this case, humidity gives the greatest difference between
the red and blue cities, followed by temperature. (Color figure online)
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Fig. 4. DAC optimal MDS. Here we show the optimal MDS coordinates correlated
with latitude, computed according to the algorithm in Sect. 2.3. The α values are
automatically adjusted to show that temperature, dew point, and sea level pressure
are best suited to represent latitude, and the previous city selections show that the
cold wet cities tend to be in the north and the hot dry cities tend to be in the south.
(Color figure online)

series data from Weather Underground (www.wunderground.com) during the
year 2014 for the 100 most populated cities in the the United States. The time
series measurements include temperature, dew point, humidity, sea level pres-
sure, visibility, wind speed, precipitation, cloud cover, and wind direction. Meta-
data for the cities includes city name, state, time zone, population, latitude,
longitude, average temperature, average humidity, annual precipitation, average
windspeed, average visibility and average cloud cover.

Upon starting, DAC produces an MDS visualization of the dataset assuming
α = 1. For the weather data, this visualization is shown in Fig. 2(A). Among
the simplest functions provided by DAC is the ability to color the datapoints
according to analyst selected metadata. A coloring of the weather data by aver-
age temperature is shown in Fig. 2(B) and by annual precipitation in Fig. 2(C).

From the coloring, it appears that cities on the left hand side of the visual-
ization are cold and wet, while cities on the upper right are hot and dry. This
can be confirmed by selecting cities in these areas of the visualization and exam-
ining their metadata and time series, as shown in Fig. 3. The selections show
that cities on the left (blue selections) are indeed cold and wet and are located
in the northern and eastern parts of the country, while the cities in the upper
right (red selections) are hot and dry and are located in Arizona and Nevada.
By pushing the difference button, Fisher’s Discriminant is computed against the
red and blue selections to rank the time series plots in the right hand panel of

www.wunderground.com
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the DAC interface, showing that humidity and temperature give the greatest
differences between the two selections.

Finally, the analyst might speculate that the latitude has a significant corre-
lation with the MDS coordinate visualization. Coloring by latitude and pushing
the cluster button produces the visualization shown in Fig. 4. This visualization
is computed according to the optimization in Sect. 2.3 to obtain the MDS coor-
dinates that best correlate with latitude. The analyst’s speculation is confirmed
in that the red cities are positioned on the upper right and the blue cities are
positioned on the lower left. In addition, the α values computed show that tem-
perature, dew point, and sea level pressure are the most significant weights in the
optimized MDS coordinates. Unsurprisingly, temperature is the main influence.

5 Conclusion

Interactive visualization of multivariate time series data is a challenging problem.
In addition to organizing what can be large quantities of data for display, there
are many potential algorithms available for analyzing the data. We have designed
a lightweight web application to bridge the gap between these two problems.

Our system, Dial-A-Cluster (DAC), allows an expert data mining practitioner
to pick and choose among the available algorithms for time series representa-
tion and similarity comparison to pre-compute distance matrices for use with
DAC. (Alternatively, a novice practitioner can use very simple pre-processing
and Euclidean distance to compute the matrices for DAC.)

DAC in turn provides a subject matter expert a lightweight, no-installation,
platform independent interface for examining the data. DAC implements a real-
time MDS coordinate based abstraction for the dataset, as well as an interactive
interface for examining the actual time series data and metadata. DAC uses
Fisher’s Discriminant to rank and order the time series according to analyst
selections. Finally, DAC provides an optimized computation for determining
which time series measurements are correlated with metadata of interest to the
analyst.

Instead of making the analyst an evaluator of the data mining results, DAC
provides an easy to use interface which encourages the analyst to explore the
data independently. Further, since DAC is implemented as a Slycat plugin, man-
agement of multiple datasets, multiple users, and access controls are also pro-
vided, encouraging collaboration between multiple anlaysts while maintaining
data privacy.
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Abstract. The National Alliance onMental Illness reports that one in four adults
experience mental health issues in a given year. Stigmas surrounding mental
health issues often leave those afflicted reluctance to seek treatment. Those
individuals that do decide to pursue treatment are often denied because of cost
and lack of health care coverage or simply do not know where to find it. Assisted
technologies can bridge these gaps, providing not only information on how to
manage symptoms, but viable treatment options (e.g., adaptive management
plans and training, physiological sensing, and alerts for physical symptom onset).
The pairing of wearable technology, smart applications, and blended learning
techniques can teach patients and caregivers the skills needed for lifetime man-
agement. The present theoretical paper provides a literature review of current
technology platforms that can be utilized by the mental health domain and
explores viable mental health technology options for the next five years.

Keywords: Wearable devices � Anxiety disorders � Mental health � Blended
therapy

1 Introduction

On the morning of the October 2, 2006, 32 year old Charles C. Roberts marched into a
one-room Amish school house ready to avenge a 20-year old grudge. Roberts
instructed the boys to exit the classroom, leaving the remaining girls to cower in fear.
During the course of the incident Roberts proceeded to kill five and wound seven
female victims before committing suicide [1]. Though Roberts had no prior history of
psychiatric illness, it was clear that he was suffering from some kind of mental health
crisis. Had Roberts received proper psychiatric care, would this incident have occurred?
This type of question, raised by the media after a mass shooting, often leads the public
to stigmatize and criminalize all mental health issues. Metzl and MacLeish [2] detail
four assumptions that often surface after mass shootings: “(1) that mental illness causes
gun violence, (2) the psychiatric diagnosis can predict gun crime, (3) that shootings
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represent the deranged acts of mentally ill loners, and (4) that gun control ‘won’t
prevent’ another [mass school shooting].” This overgeneralization, however, is often
unfounded, as most mental health patients do not exhibit violent behavior and 95–97 %
of violent acts involving guns are not committed by individuals exhibiting acute mental
illnesses [3]. The flawed perceived association between gun violence and mental illness
is perpetuated by the media, often feeding cultural, political, socio-economical,
stereotypes, creating obscured views, and stigmatizing individuals diagnosed with
mental health conditions [2]. In order to better understand the challenges facing both
therapists and patients an evaluation of current method of treatments and the possi-
bilities of expanding resources is required.

The National Alliance on Mental Illness [4] reports that one in four adults expe-
rience mental health issues (e.g., schizophrenia, major depression, and bipolar disorder)
in a given year. However, because of social stigma, monetary limitations (e.g., costs of
treatment, lack of healthcare), or inconvenience, individuals often resist seeking
treatment or discontinue treatment prior to completion upon pursuing such treatment;
this is particularly true amongst military populations [5–7]. The effects of these barriers
and setbacks are evident as approximately one third of 40 million affected Americans
receive treatment [8]. Additionally, those afflicted may fail to self-identify as having a
disorder, may mistrust treatment as an effective option, may not wish to seek outside
assistance, and/or may believe that the symptoms will dissipate overtime [9].

The present paper provides a brief literature survey of the current treatment options
available for a subgroup of mental health conditions – Anxiety Disorders (due to the
prevalence), as well as details recommendations for integrating these established
treatment options with blended learning (multimodal) techniques, utilizing online,
mobile, and wearable technologies. The purpose of this paper is to initiate discussion
points for current technological capabilities within the mental health system that
addresses accessibility and adoptability gaps, as well as list potential variables for
longitudinal data collection.

2 Anxiety Disorders

Anxiety disorders are the most common type of mental health condition afflicting over
40 million Americans [10], with a specific (simple) phobia as the most common [11].
Diagnosis is typically determined through interviews and questionnaires to rule out
whether other medical conditions/disabilities are present [12]. However, it is often
difficult to diagnose anxiety disorders due to comorbidity (an individual with
co-occurring of two or more disorders [13]). Meaning, several symptoms overlap
between multiple disorders, such as general anxiety and major depression, as both
types of patients typically exhibit symptoms of fatigue and insomnia [14, 15]. Although
these conditions are similar in nature, the following paragraphs summarize and dis-
tinguish specific details between common anxiety disorders.

Generalized anxiety disorder has a prevalence rate within the U.S. of 3.1 % for the
general population [14]. Those individuals afflicted with generalized anxiety disorder
exhibit defining features and at least one coexisting condition – excessive worry and
major depression [14]. Clinicians often observe generalized anxiety disorder patients
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citing somatic symptoms such as headaches or gastrointestinal distress, but these
individuals rarely report worry [14]. Other symptoms include fatigue, insomnia, rest-
lessness, difficulty concentrating, irritability, muscle tension, and sleep disturbances
[14, 16].

Social anxiety disorder (social phobia), prevalent in 12 % of the population,
involves fear and avoidance of social circumstances such as public speaking [17]. It
encompasses the feeling of humiliation or embarrassment, as well as rejection [18].
Social anxiety disorder (social phobia) symptoms include blushing, profuse sweating,
trembling, nausea, abdominal distress, rapid heartbeat, shortness of breath, dizziness,
lightheadedness, headaches, and feelings of detachment [16]. Another common
symptom of this disorder is elevated levels of anger, particularly while receiving
criticism or negative evaluations [19].

Another prevalent disorder (12.5 % of the population) is specific phobia. Specific
phobias are classified into four subtypes: animal, natural environment, situational,
blood-injection injury, and other (provided for phobias that do not conform to the four
subtypes) [20]. Those afflicted with a specific phobia show strong fear reactions and
avoid common places, situations, or objects that have no danger [16].

Post-traumatic Stress Disorder (PTSD) is measured by three levels: acute (per-
sisting for less than three months), chronic, and delayed (occurs six months after event)
[21]. Several risk factors (i.e., intensity of trauma, pre-trauma demographics, and
temperament traits) can help identify individuals that may potentially develop this
condition. PTSD symptoms are classified into three groups: re-experience, avoidance,
and increased arousal. To be diagnosed with PTSD, patients must exhibit these
symptoms following the traumatic event; meaning, they should not have occurred prior
to the event. In the present paper, specific consideration is given to the treatment of
anxiety disorders, particularly utilizing multimodal and blended learning techniques
combined with traditional therapy.

3 Current Treatments for Anxiety Disorders

Multiple treatment options are available for individuals diagnosed with anxiety dis-
orders, including psychotherapy, medication, complementary or alternative treatment,
support groups, and in severe cases, hospitalization [22]. The following sections pro-
vide a brief overview of common treatments.

3.1 Psychotherapy

Psychotherapy (also known as counseling) is the application of psychological princi-
ples indented to improve an individual’s behaviors, emotions, or cognitions. Much of
the research on psychotherapy highlights cognitive behavior therapy, specifically
prolonged exposure therapy and eye movement desensitization and reprocessing
(EMDR) [23].

A common psychotherapy procedure for treating anxiety disorders is cognitive
behavior therapy (CBT) [24]. It involves utilizing basic cognitive and behavioral
principles to identify, understand, and change specific feelings, thoughts, and behaviors.
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Previous research suggests that CBT is more effective for alleviating physiological
arousal, fear, and re-experiencing symptoms, than behavioral avoidance, impaired social
functioning, anger management, and social skill deficits [25]. CBT (especially exposure
therapy) is considered the most effective treatment for anxiety disorders, such as PTSD
[25]. Prolonged Exposure Therapy (PE), is “the main components of prolonged expo-
sure are in vivo and imaginal exposure to stimuli related to the traumatic experience, in
addition to psycho-education and controlled breathing [26].”

3.2 Complementary and Alternative Treatment

In today’s society, increased open-access to healthcare information elicits an interest in
homeopathic and alternative therapies. Complementary and alternative medicines
(CAM) are considered to be methods used jointly with conventional medical U.S.
practices. Typical types of CAM for anxiety disorders are relaxation techniques, yoga,
and acupuncture. Although there is not sufficient evidence to support the substitution of
clinical practices with CAM (nor would it be a favorable outcome), research has sug-
gested several of these practices to be effective when paired with traditional therapeutic
techniques.

3.3 Pharmacotherapy/Medications

The changes that occur in the hypothalamus-pituitary-adrenal axis, the serotonergic
system, and the noradrenergic neurotransmitter systems as a result of PTSD are often
treated with medications [27]. However, there is conflicting evidence as to the relative
efficacy of most of the medications involved with this disorder. The majority of studies
related to pharmacotherapy for PTSD support the conclusion that selective serotonin
reuptake inhibitors (SSRIs) can improve symptoms and prevent relapse. There is also
evidence to suggest that treatment with SSRIs may be beneficial in the long-term; as a
result, this specific class of drugs is considered the first line agents in treating PTSD
[27]. More specifically, patients who were placed under 24 weeks of treatment in a
double-blind, placebo-controlled trial of fluoxetine improved significantly on the
clinical and PTSD severity scores as well as in anxiety and depression symptoms [27].

4 Anxiety Disorders and Assistive Technologies

Assistive technologies are quickly evolving to include more capable devices for
tracking a person’s day-to-day experiences. Specifically for mental health symptom
management, assistive technologies can be implemented by professional therapists as a
supplemental means of therapy. Typically assistive technologies refer to equipment that
aid individuals with physical or cognitive impairments, such as hearing aids, brail
keyboard, or braille embossers; however, in this paper, assistive technologies refers
generally to technologies used to assist disabled individuals, including those with
mental health conditions. The following paragraphs detail modalities of treatments
including online platforms, mobile technology, simulation, and wearable technology.

336 S.G. Martinez et al.



4.1 Online Platforms

Online platforms allow individuals with mental health conditions the ability to asyn-
chronously access useful and individualized symptom management information. These
types of platforms also allow the individual distributed access to his/her clinician.
Utilizing an online platform can replace some (not all) face-to-face sessions. These
online sessions tend to be more cost efficient and convenient for the patient [28, 29].
Additionally, clinicians can organize online platforms to connect patient to additional
resources, meaning the online platform can double as a distributed repository of
symptom management techniques, group discussion boards (online support groups),
and self-paced learning modules. This type of platform can also reduce the fear
associated with others’ perceptions of clinical help (stigmas) [28, 29]. In particular,
CBT has been shown to easily adapt to online platforms and some argue that online
CBT sessions can be as effect as face-to-face treatment [29]. Psychiatrists can also
benefit from the CBT online platform. Typically in face-to-face therapy, the clinician
makes quick decisions throughout the session. Online CBT allows a psychiatrist the
ability to take time and consider the best possible decision for a patient [29].

These benefits prove advantageous to both patient and clinician, but online CBT
also has a few disadvantages. One disadvantage of online CBT is the impracticality of
integrating particular components of CBT, such as exposure therapy into an online
platform. Exposure therapy is best implemented under the guidance of a psychiatrist.
Having a clinician present ensures that the patient will be properly cared for if an
episode is triggered during exposure therapy. Alternatively, journaling thoughts, feel-
ings, or emotions can work as effectively as exposure therapy [28]. Journaling is easily
adoptable within an online platform. Further, another disadvantage of online therapy
platforms is that alone these systems cannot fully replace the entire therapeutic process.
Specifically, an online platform does not allow clinicians to formally diagnosis in
accordance with the DSM and HIPAA laws [29]. In order to mitigate risks and reduce
disadvantages, a blended approach integrating online CBT with traditional techniques
should be utilized.

4.2 Mobile Technology

In an effort to continue treatment outside the therapy session, multimodal techniques
should be implemented, integrating various aspects of the overall treatment plan into a
patient’s life. CBT is readily adaptable to a mobile platform [25]. The rate of tech-
nology advancement (increased phone processor speed and open-source software
development capabilities) has evolved quickly, making smart-phone mobile tech-
nologies “a very attractive tool for use in mental health interventions,” [5]. Mobile
capabilities such as live connections to remote server and interface hardware to interact
with user provide useful as treatment options as this allows for real-time and longi-
tudinal data collection, as well as the option of pairing mobile technology with
wearable devices further enhancing options for treatment. Application developers have
already proceeded to create assistive mental health applications (refer to Table 1 for
specific details on current and developing application for PTSD). For example, PTSD
Coach is an online and mobile application assistive service. PTSD Coach categorizes
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specific mental health issues into separate modules, allowing psychiatrists the ability to
provide an individualized treatment plan, designed to best meet the needs of the patient.
The online application takes the user to a list prompting, “I want to work on my…” The
user then chooses from a list of ten options (e.g., worry, anxiety, and disconnection).
Choosing a topic takes you to an introductory video and various exercises enabling the
user to manage symptoms appropriately.

4.3 Virtual Reality

In addition to both online and mobile platforms, virtual reality can also benefit mental
health patients. Difficulty in using imagery and in vivo therapy has led to the use of
virtual reality based exposure therapy (VRET). VERT exposes a patient to a specific
fear or object that triggers anxiety in a safe and controlled (by the psychiatrist) envi-
ronment [30]. By using auditory, tactile, and proprioceptive stimuli, VRET provides a
versatile environment that can be modified for several types of anxieties [26, 31].
Meyerbroker & Emmelkamp [32] studied the efficacy of VRET for anxiety disorders.
This analysis resulted in a review of 20 studies, of which two disorders, aviophobia
(fear of flying) and acrophobia (fear of heights), had significant evidence for efficacy.
Several recent studies have found VRET, for treatment of PTSD, to be as effective as
traditional exposure therapy, and potentially offers additional advantages (e.g., reduc-
ing dropouts and aversion to prolong exposure) [26].

Table 1. Current mobile application for PTSD symptom management

application
name

Available
platforms

Features Compatible devices

MyBivy IOS, Android,
and PC

Monitors heartrate and sleep;
Has smart alarm

Pebble smartwatch.
Potential for more
devices as
development
progresses

PTSD
Coach

IOS and
Android

Provides Self-assessment
tools, symptom
management, local
treatment facilities, and
suicide prevention hotline in
case of emergency

No current
compatibility with
off-the-shelf
wearables

Optimism Mac,
Windows,
IOS, Web

Helps detect patterns in mood,
wellness plan, and coping
mechanisms

No current
compatibility with
off-the-shelf
wearables

MCalm Under
Development

Detects blood volume pulse,
electrodermal activity to
track triggers for therapist
evaluation

Wristband sensor
specific to application
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4.4 Wearables

While online, mobile, and virtual reality technologies can assist in the delivery of
information, wearables are more commonly utilized for patient data collection or to
mitigate episodes. An individual’s physiological response (heart rate, respiration, sleep
pattern, etc.) to a particular event can be measured utilizing current wearable tech-
nologies (see Tables 2, 3 and 4 for specific measurement capabilities per wearable).
Professional Clinicians can utilize wearables as a means of tracking different physio-
logical symptoms that are associated with anxiety disorders. Wearable technologies are
referred to as behavioral intervention technologies (BITs) and defined as the application
of behavioral and psychological intervention strategies through the use of technology
features to address behavioral, cognitive and affective targets that support physical,
behavioral and mental health [33]. Throughout the treatment process, clinical psychi-
atrists sometimes request logs or journals of from each patient detailing behaviors,
thoughts, and feelings. BITs can passively record daily activities and can detect
instances in which intervention is needed [33]. The tables presented below includes a
list of known wearables, specific features for each device, and recommendations as to
whether or not the wearable could be easily integrated into a blended/multimodal
therapeutic approach.

Table 2. Potential fitness devices for symptom management

Device
Name

Features Paired
Applications

Rec. Disorders and
Conditions
Utilized

Common and
Potential Issues

Nike Fuel Tracks movement
and heartrate

Nike + Fuel
app

N N/A Unreliable sleep
monitoring; only
compatible with
IOS platform

Fitbit Tracks activity,
sleep patterns,
and heartrate;
alarm system

Fitbit app
and custom
apps
available

Y PTSD &
Schizophrenia

Sync delay, no
direct access to
vibrate feature

Jawbone UP Tracks activity,
sleep patterns,
and heartrate;
alarm system

Jawbone app
and custom
apps
available

Y PTSD, stress,
and
sleeplessness

None cited

Microsoft
Band 2

Tracks activity,
sleep patterns,
and heartrate;
alarm system

Microsoft
health and
custom
apps
available

Y PTSD, stress,
and
sleeplessness

Uncomfortable
design

Garmin
Vivosmart
HR

Tracks activity,
sleep patterns,
and heartrate;
alarm system

Garmin
Connect
and custom
apps
available

Y PTSD, stress,
and
sleeplessness

Not currently
compatible on
PC
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5 The Future of Online/Wearable Devices in Therapy

Traditional therapy involves: traveling to a specific office and individualized treatment
based on patient needs; however, active treatment typically ceases after the sessions
ends. What if treatment progressed beyond the session? How can technology assist
therapeutic implementation beyond these sessions? How can we adapt these methods

Table 3. Potential smart watch for symptom management

Device
name

Mobile
platform

Features Paired
applications

Rec. Disorders and
conditions
utilized

Pebble IOS,
Android
and PC

Monitor sleep
patterns, alarm
system, displays
text on screen

Custom
apps
available.

Y PTSD and other
anxiety
disorders if
paired with
external HRM

Samsung
Gear

Android
only and
PC

Monitor sleep
patterns and
heartrate, alarm
system, displays
text on screen

S Health
Google
Fit,
custom
apps
available

Y PTSD and other
anxiety
disorders

Table 4. Potential heart rate monitors for symptom management

Device
name

Mobile
platform

Features Fitness
tracking
apps

Rec. Mental health
related use

Wahoo
Fitness

IOS and
Android

Heartrate and
movement
(not sleep
activity)

Wahoo
app and
custom
apps
available

Y if
paired,
not
alone

PTSD and other
anxiety
disorders if
paired with
sleep/activity
tracker

Polar H7 IOS,
Android
and PC

Heartrate
only

Polar apps
and
customs
apps
available

Y if
paired,
not
alone

PTSD and other
anxiety
disorders if
paired with
sleep/activity
tracker

Zephyr
HxM
Smart

IOS,
Android
and PC

Heartrate and
movement
(not sleep
activity)

Zephyr
apps and
custom
apps
available

Y if
paired,
not
alone

PTSD and other
anxiety
disorders if
paired with
sleep/activity
tracker
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for mental health issues? As we have already seen, these capabilities allow for the
Therapists to transcend present therapy sessions, allowing greater access to current, and
potential mental health patients. This strategy is similar to the “Blended Learning”
technique found in pedagogical research, in which knowledge is presented online or via
mobile technologies and allows for greater time in the therapy session to be dedicated
to specific exercises for understanding ways in which a patient can mitigate triggers
using cognitive behavioral therapy.

Currently, only a few mobile applications online assist users in managing mental
health including PTSD, depression, and bipolar disorder. The majority of the health
related applications are designed for the patient as a user, however just one application,
MCalm, allows the therapist to track specific metrics and triggers. By providing this
type of information the Therapist can tailor the sessions based on known triggers and
may result in more effective treatment [34].

Another resource is the online-group therapy which is equivalent to student dis-
cussion boards where users can relate to each other and provide different perspectives
on coping with their issues. It is a method that is easily accessible and users can log on
anytime of day. Online methods are available as the first steps for individuals that may
not be able to leave their house.

A blend of online and individual face-to-face therapy is an alternative method that
meets individual patient needs while also reducing time, cost, and therapist workload.
Allowing access to distributed information or long-distance therapists, provides higher
quality interactions between therapists in the individualized sessions. This “Blended
Therapy” approach utilizes multiple electronic modes for informing patients and
caregivers about information on a particular mental health issue using a mix of online
methods of treatment, mobile methods of treatment, simulation based treatment,
wearables, and in-therapy sessions. Future treatment should aide both the therapist and
the patient by providing multiple means of symptom management and detection.

6 Conclusion

Challenges to treating mental health issues arise from stigmas, healthcare cost, and
patient unresponsiveness. Mental health disorders, specifically those related to anxiety,
are prevalent issues that can be treated using several techniques, the most effective
being cognitive behavioral therapy. Current technologies may provide alternative
methods for continuing patient treatment outside of the clinic. By providing blended
therapy and implementing multimodal applications the patient can benefit more from
the individualized sessions. Several online tools and assistive technologies can sup-
plement recovery and may prevent relapse. Future recommendations include providing
specified blended therapy techniques for anxiety disorders.
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Abstract. Although haptic cueing is well researched, its effects on performance
accuracy and workload are mixed (Hancock et al. 2013). As such, there is still a
need to further develop our understanding of the effects of haptic cueing on
performance and workload. The objective of this effort is to develop a cost-effec‐
tive and non-invasive experimental methodology to investigate the effects of
haptic cueing on unmanned aerial vehicle operator performance and workload
utilizing commercial off-the-shelf products, specifically, Unity 3D™ - Game
Engine and an Xbox 360™ controller.

Keywords: Haptic cueing · Performance · Workload · Usability

1 Introduction

For unmanned aerial vehicle (UAV) operators, searching displays for critical cues is an
essential responsibility. As a result, research on a human’s ability to visually search is
well documented (Wolfe et al. 2005).

Research has shown that visual search can become progressively demanding when
a large number of targets are present or in multitasking environments (Prewett et al.
2012). In addition, in environments where the number of targets is low but numerous
distractors exist, humans are susceptible to a vigilance decrement (Hancock 2013; Warm
1984). As a result, research has shifted to investigate the effects of cueing to aid visual
search, specifically haptic cueing, which are haptic signals that aid the attentional system
in detecting signals.

Although haptic cueing is well researched, its effects on performance accuracy and
workload are mixed (Hancock et al. 2013). Haptic cueing often results in improved
response time but at a cost to accuracy. In addition, perceived workload ratings do not
positively correlate with objective measures of workload (Mercado et al. 2014). As such,
there is still a need to further develop our understanding of the effects of haptic cueing
on performance and workload.

However, the cost of conducting research using haptic cueing aids is expensive.
Haptic cueing devices such as a haptic belt or haptic car seat can cost thousands of
dollars. In addition, many of the haptic cueing methods utilized in previous research are
invasive. For example, Merlo et al. (2006) and Hancock et al. (2013) utilized a belt like
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device with eight vibrotactile actuators to provide participants with messages and haptic
cueing, respectively. This belt like device was wrapped tightly around the participant’s
torso directly on their skin.

Van Erp and Van Veen (2004) utilized a vibrotactile display, consisting of eight
vibrating factors that were mounted in a driver’s seat to provide haptic cueing as part of
a GPS system. Four factors were placed under each participant’s thigh in a straight line
from the front to the rear of the seat. In addition, Van Erp et al. (2007) utilized a 60-
element tactile torso display to capture a pilot’s attention in a hyper-gravity state. Similar
to the belt-like device utilized by Hancock and colleagues, participants had the 60-
element tactile torso display wrapped around their torso directly on their skin. Thus,
there is a need to integrate a cost-effective and non-invasive experimental methodology
to investigate the effects of haptic cueing on operator performance and workload.

This paper addresses the need for a cost-effective and non-invasive integration
methodology for experimentation by utilizing commercial off-the-shelf (COTS) prod‐
ucts, specifically, Unity 3D™ - Game Engine and an Xbox 360™ controller. It is impor‐
tant that this integration methodology be non-invasive because it may provide richer
data. Specifically, a large portion of the potential participant pool (college students) is
already familiar with using an Xbox 360 controller. Thus, they have experienced the
Xbox 360 controller’s haptic vibration. In addition, the participants will not have the
factors connected to them. Thus, the factors will not distract the participants from their
task. Familiarity and comfort are important for experimental methodology because an
invasive apparatus can affect performance, workload, usability, and trust data (Hall
2001; Kendall 1983).

COTS systems are ubiquitous; however, utilizing COTS systems for research can
be a difficult undertaking. The lack of source code availability can be a barrier when
leveraging COTS systems for research. If researchers can overcome this barrier, COTS
systems make for great research apparatus because of their large feature sets, ease of
use, and cost-effectiveness (Hopkinson et al. 2003). Unity 3D is a low-cost, adaptable,
cross-platform game engine aimed to create multiplatform 2D and 3D interactive expe‐
riences and games. This platform allows designers to build complete environments on
personal computers, mobile devices, and websites (Creighton 2010). The Xbox 360
controller is a flexible device that users can connect to a computer via wire or wireless
technology. This capability, along with its built-in vibrating motor, makes a great low-
cost controller to pair with Unity 3D. Although this integration methodology for exper‐
imentation is generalizable to operators across many domains, we utilizing UAV oper‐
ators as our framework. This allows us to be as detailed as possible in our integration
methodology.

2 Integration Methodology for Experimentation

Research has been conducted to understand the benefits of haptic cueing in many
settings, but investigating and measuring UAV operator performance and workload
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when they are provided with haptic cueing has been limited. Integrating a proper exper‐
imental methodology is essential to assess questions concerning how cost-effective and
non-invasive haptic cueing influences an operator’s performance and workload.

2.1 Equipment

The apparatus used to assemble the simulator include one laptop, one LCD monitor, and
one Xbox 360 controller. These apparatus will be controlled by a purpose-created Unity
3D Game Engine that will synchronize the respective program and record response times
and accuracy rates for each participant. The LCD monitor will be centered directly in
front of the participant. All participants will be unaware of the cueing reliability, which
will be set at 100 %, which is the optimal level for the mission. The middle of the LCD
monitor will display an UAV traveling along a predetermined route. The top of the screen
will display the UAV’s speed. The left hand side of the screen will display the UAV’s
altitude, messages (similar to a chat room), and alerts (see Fig. 1).

Fig. 1. Display interface

Selection of the Xbox 360 Controller. The Xbox 360 controller was chosen as a cost-
effective haptic cueing device because it provides great integration flexibility with
existing cost-effective gaming engines, such as Unity 3D. The Xbox 360 contains two
variable vibration motors at each end of the game controller that can be dually or indi‐
vidually activated for a given duration. The vibration in the motors can be adjusted for
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both frequency and intensity, which allows for multiple alert types during a task. The
low cost, availability, and integration ease of these controls make the Xbox 360
controller an ideal haptic cueing device that can be easily deployable and tailored to
various simulation platforms.

Integration of Xbox and Unity 3D. The simulator consisted of a windows laptop,
an Xbox 360 controller, and gaming software called Unity 3D. The Xbox 360
controller is a legacy controller, which has been predominantly used by the gaming
community along with the Xbox 360 game console. The online community support
for both Unity 3D and the Xbox 360 controller is large, which allows developers a
wide range of custom applications.

For this experiment, the Xbox 360 controller was integrated into the Unity 3D Game
Engine using the XInputDotNet.dll, an open source C# wrapper around XInput. XInput
served as a DirectX API that allowed the Xbox 360 controller to be used on the Windows
computer. In order to execute the Xinput API, XInputDotNet.dll was included in the
Unity 3D C# project so calls could be made to adjust each of the rumble packs in the
controller. Cross communication between the Xbox 360 controller and Unity 3D was
accomplished by mapping the controller inputs into Unity 3D to allow the user response
through the Xbox 360 controller’s joystick and buttons to be transferred to appropriate
commands on the game scenario. Unity 3D Game Engine will collect the data and
generate a CSV file for each participant, time stamping all of the Xbox controller inputs,
along with when the participant received haptic cueing (for the haptic cueing scenario
only).

2.2 Procedures

The experiment will be conducted in a controlled laboratory environment, free of
competing noise or vibration. Before beginning any of the scenarios, the participant will
be given a short briefing to explain their role in monitoring the UAV and sign the
informed consent materials. The participant will be shown how to precisely increase/
decrease altitude and airspeed and acknowledge messages from their commander and
alerts. The participant will be informed to respond as quickly and accurately as possible.
In addition, the participant will be informed as to the nature of each area of the display
they have to monitor and how it relates to the overall mission. Lastly, the participant
will be provided with a training scenario to become familiar with the mission and the
haptic cueing of the Xbox 360 controller. The participant will not be made aware of any
potential failures of the haptic cueing. However, in the present experiment, for the
purpose of ecological validity, there will be no incorrect cueing information.

After completing the training, the participant will begin the experimental scenarios.
The participant’s primary job in each scenario is to make sure that the UAV does not
fly into predefined no-fly zones. Their secondary task, which will be aided by haptic
cueing during the cueing condition, will be to monitor the four sections of the LCD
monitor mentioned earlier. The participants will have to monitor airspeed and altitude
to make sure they are both within predetermined limits. If either moves out of those
limits, the participant will have to adjust the UAV accordingly using the Xbox 360
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controller. In the haptic cueing condition, the Xbox 360 controller will increasingly
vibrate once the UAV is outside of its predefined speed or altitude. In regards to
messaging, the participant will monitor the chat room for messages from their
commander (the commander’s chat name will be predefined). Once the participant
notices a message from their commander, they will click an “acknowledge” button using
the Xbox 360 controller. The alerts will work similarly to the messages. Once the partic‐
ipant notices an alert, they will click a separate “acknowledge” button using the Xbox
360 controller. For both the messages and alerts, during the haptic cueing condition, the
Xbox 360 controller will vibrate simultaneously with the arrival of a message or alert.
Each individual scenario will last approximately 10 min. Once the participant has
completed each scenario, they will complete the NASA-Task Load Index (TLX; Hart
and Staveland 1988), System Usability Scale (SUS: Brooke 1996), and the Experience-
based Questionnaire for Usability Assessments Targeting Elaborations (EQUATE;
Atkinson et al. in progress) for that specific scenario and then continue to the last
scenario. After the participants complete the two scenarios they will be debriefed and
allowed to depart the experiment.

3 Selecting Measures

The last step in integrating a methodology for experimentation is selection measures, as
a proof of concept, which allow us to understand how cost-effective non-invasive haptic
cueing influences an operator’s performance and workload.

3.1 Independent Variables

The independent variables in this experiment will be the type of cueing (i.e., no cueing
or haptic cueing) to support visual identification of stimuli changes (i.e., airspeed, alti‐
tude, messages from commander, aircraft system alerts) in the display and the type of
haptic cueing (increasing vibration or steady vibration).

There will be 40 changes presented in each scenario, and they will be divided such
that 10 changes per task type (monitor airspeed, attitude, messages, and aircraft system
alerts) will occur. Changes will be presented at irregular intervals throughout each indi‐
vidual participant’s series of trials so that for any single participant there will be no
identifiable temporal pattern. In the haptic cueing condition the cueing will be presented
simultaneously with the change in stimuli (i.e., decrease/increase in airspeed, decrease/
increase in altitude, messages from commander, aircraft system alerts). However, the
type of haptic cueing will vary. When the UAV is outside of the predefined airspeed and
altitude limits, the haptic cueing vibration will increase steadily the further the UAV
goes outside of the limits. In regards to messages and alerts, the haptic cueing will be a
steady vibration. The issue of task difficulty and the potential for asymmetric transfer
effects will be addressed in the following manner: First, the number of changes in stimuli
will match previous studies (Hancock et al. 2013; Merlo and Hancock 2011), in which
participants perceived that task as low/medium workload. In addition, the two scenarios
will be counterbalanced across individual participant presentation. The participants will
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be divided into two groups that will undertake the sequence of different scenarios in
differing testing orders (group 1 – scenario 1 then 2, group 2 –scenario 2 then 1).

3.2 Dependent Variables

The dependent variables will be objective measures of performance, experienced cogni‐
tive workload as assessed by the NASA-TLX, and perceived usability as assessed by
the SUS and EQUATE. Objective measures of performance include response time and
accuracy rate. Response time is defined as the latency between the onset of the change
in stimuli (alert, airspeed outside of limits, etc.) and the subsequent corrective action.
Accuracy rate will include: correct response (hit), response omissions (misses), and false
alarms (incorrect action when there was no change in stimuli). The NASA-TLX meas‐
ures a total weighted workload score based on six subscales: mental physical, and
temporal demands, as well as effort, performance, and frustration. The SUS is a 10-
question scale designed to measure users’ overall feelings of usability (efficiency, effi‐
cacy, and satisfaction) with the interface and is scored on a 5-point Likert scale. The
EQUATE measures usability based on 16 categories using a 5-point Likert scale.

4 Conclusion

The integration methodology for experimentation presented in this paper is intended to
extend to any human-computer system involving human operators that provides haptic
cueing. This novel approach, utilizing COTS products and focusing on a non-invasive
experimental methodology, will afford more researchers the opportunity to contribute
to haptic research and expand their knowledge base.
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Abstract. The aim of this study was to determine if dimensions and sub-cate‐
gories of a previously-tested obtrusiveness framework were represented in inter‐
views conducted with community-dwelling older adults at three- and six-month
study visits during an in-home sensor study. Secondary analysis of interviews
was performed using a codebook based on an obtrusiveness framework. Eight
community-dwelling older adults aged 79–86 participated in 15 interviews. One
participant died between the three- and six-month interviews. Some elements of
the obtrusiveness framework were present at three months but not at six months,
indicating that perceptions of obtrusiveness of in-home sensors may decline over
time. Findings highlight the importance of privacy issues and perceived useful‐
ness for sensor technology use and adoption. There is a need to develop an obtru‐
siveness assessment instrument that enables nuanced measurements based on
specific contexts and types of technologies.

Keywords: Sensors · Obtrusiveness · Technology acceptance · Older adults ·
Aging

1 Introduction

1.1 Aging and Technology

An increase in the worldwide population of older adults is driving the need for innovative
solutions to help older adults maintain independence at home and foster health. Smart
home technologies, defined as sensing technologies embedded in the residential infra‐
structure to facilitate passive monitoring, have the potential to enable lasting independ‐
ence. One potential application of smart home technologies to foster maximal health of
older adults is through collection of information about activity levels in the home to
support augmented cognition. This could enable older adults to monitor their own
activity levels, leading to behavior change and more efficient self-management of health,
or alert care providers and family members about changes in patterns that could indicate
functional decline.
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Technology is increasingly used to help older adults stay independent and connected
to their health care providers [1]. Technology acceptance is an important factor in tech‐
nology adoption and use [2]. Therefore, there is a need for research to identify what
features and types of home monitoring technologies that are acceptable to older adults
[3]. Over 93 % of older adults in the United States live independently in community
settings [4] but not all people age the same way [5], or have the same views about the
acceptability of technology [6] and health information sources [7]. Thus, determining
the views of community-dwelling older adults regarding in-home sensors is important
if these technologies are to be designed appropriately for different types of people and
play a role in everyday health maintenance.

1.2 Obtrusiveness

Obtrusiveness, defined as “a summary evaluation by the user based on characteristics
or effects associated with the technology that are perceived as undesirable and physically
and/or psychologically prominent” [8] (p. 430), is a factor in technology acceptance.
While there is a recognized need to understand older adults’ views about obtrusiveness
of smart home technologies and how these views change over time, validated instru‐
ments that measure obtrusiveness of technology do not yet exist [9]. Hensel et al. devel‐
oped a conceptual framework that describes eight broad dimensions of obtrusiveness
for smart home technologies [8] (see Fig. 1).

Fig. 1. Obtrusiveness framework with dimensions and subcategories based on Hensel et al. [8]
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Courtney et al. validated this framework [10] with older adults at a continuing care
retirement community (CCRC) [11] and two residential care communities [12]. The
framework has subsequently been used to engage older adults regarding their percep‐
tions of technology obtrusiveness to aid the creation of design guidelines for smart home
technologies [13] and to determine the effect of distinct sensing approaches on older
adults’ perceptions of technologies [14]. However, the views of community-dwelling
older adults regarding the obtrusiveness of smart homes technologies installed in their
homes remain largely unexplored, and individual studies do not evaluate changes in
older adults’ perceptions of obtrusiveness over long periods of time. Therefore, the aim
of this study was to determine if the dimensions and sub-categories of an obtrusiveness
framework were represented in technology acceptance interviews with community-
dwelling older adults through secondary analysis of interview data collected at three-
and six-month study visits during an in-home sensor study.

2 Methods

This study was a secondary analysis of interviews conducted as part of a six-month
feasibility study of smart home technologies [15] installed in the homes of community-
dwelling older adults in the Pacific Northwest region of the United States. The study
setting was an independent retirement community in the Pacific Northwest region of the
United States [15]. All residents are independent living. The community consists of a
mix of 1-, 2- and 3-bedroom apartments with communal living spaces such as a gym,
patio and library available to residents. All residences are provided with Internet access.

A convenience sample of participants was recruited through a presentation at the
study setting and through the use of snowball sampling procedures. Inclusion criteria
were to be a resident within the participating retirement community 65 years of age or
older and able to speak and understand written English. Written informed consent was
obtained from participants prior to study procedures. All study procedures were
approved by the Institutional Review Board of the University of Washington.

All participants were administered a battery of standardized instruments that meas‐
ured a variety of physical, psychosocial, and cognitive parameters at baseline and 6-
month data collection visits. A full description of the study protocol, instruments admin‐
istered and data collection schedule for each instrument is available in the primary study
publication [15]. All participants were found to have normal cognition after screening
for cognitive impairment using the Mini-Cog cognitive screening tool [16]. At the three-
and six-month visits, semi-structured interviews to solicit participants’ attitudes toward
in-home sensor technologies were conducted and recorded with a digital audio recorder.
Interview questions related to obtrusiveness, usefulness and acceptability of technology.
The full interview guide is available in the primary study publication [15].

2.1 Sensor System

The smart home technologies used in this study consisted of in-home sensor systems
that used commercially available passive infrared motion sensors, a gateway and a
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secure web-based interface for system administration and sensor data visualization.
Sensor data were transmitted wirelessly to the gateway and then transferred over the
Internet to a remote server. Sensors were installed in the living spaces of each participant
including bedrooms, living rooms, kitchens, dining rooms and bathrooms. The number
of sensors installed in each residence varied based on the size and layout of the residence.
Additional details about the sensor system and installations are available in the primary
study publication [15].

Sensor systems were installed in the home of each participant during enrollment.
The function of the sensor system was described to participants during recruiting efforts
and enrollment procedures. Specifically, participants were informed that the sensor
system did not collect video data or personally identifiable information beyond activity
levels. Specific information regarding the obtrusiveness framework was not provided to
study participants.

2.2 Data Analysis

A secondary analysis of technology acceptance interviews from the main study was
performed using a theory-driven coding approach [17]. The approach was theory-driven
in that it relied on a codebook based on the obtrusiveness framework [8, 10]. A version
of this codebook was previously used to analyze qualitative data obtained in studies of
older adults at a continuing care retirement community and two residential care commun‐
ities [10]. The codebook was obtained from one of the developers of the framework.

Interviews were transcribed verbatim. The coding team consisted of the study leader
and three research team members. The study leader had five years of extensive qualita‐
tive data collection and analysis experience. One of the study PIs provided guidance and
oversight regarding application of the codebook. This PI originally trained the study
leader in qualitative data analysis and was one of the developers of the obtrusiveness
framework and codebook. The three research team members were doctoral students with
qualitative analysis experience obtained through graduate course work and from projects
within the research group.

The three research team members independently coded transcripts from 3 month
(n = 8) and 6 month interviews (n = 7). The study leader, acting as a fourth coder,
independently analyzed sets of coded transcripts and noted disagreements between
coders. Disagreements were reconciled through discussion during in-person meetings
of all coders until consensus was reached about application of codes.

Our total data set consisted of 15 interviews. Within the focus and constraints of our
study, we believe that data saturation was reached. O’Reilly and Parker note that data
saturation is a contentious issue with complexities such that the concept may not plau‐
sibly transfer in the same way across qualitative approaches [18]. For data-driven quali‐
tative analysis, Guest et al. showed that 94 % of all high-frequency codes were identified
within the first six interviews and 97 % within the first 12 interviews [19]. For theory-
based studies, Francis et al. recommend specifying an initial sample size and an addi‐
tional number of interviews as a stopping criterion, demonstrating the approach with
retrospective analysis of 10 and 3 interviews [20]. Given our sample size and approach,
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our study functionally satisfies the recommendations of both Guest et al. [19] and Francis
et al. [20].

3 Results

Eight participants ranging in age from 79 to 86 years (mean age 83 ± 2.2) enrolled in
the study. All participants were Caucasian and 75 % had completed graduate school.
One participant died between the three- and six-month study visits. Table 1 shows the
dimensions and subcategories of the obtrusiveness framework that were represented in
three- and six- month interviews. Check marks represent instances where participant
responses indicated the dimension or subcategory was a concern.

Table 1. Representation of obtrusiveness dimensions and subcategories at 3 and 6 months

Dimension Subcategory 3 mos. 6 mos.
Physical Functional dependence – –

Discomfort or strain – –
Obstruction or spatial impediment – –
Aesthetic incongruence or excessive noisea ✓ –

Usability Lack of user friendliness or accessibility – –
Additional demands on time and effort – –

Privacy Invasion of personal information ✓ ✓
Violation of personal space of the home ✓ ✓

Function Malfunction or unreliable performance ✓ ✓
Inaccurate measurement ✓ ✓
Restriction in distance or time from home – –
Perceived lack of usefulness ✓ ✓

Human Interaction Threat to replace in-person visits – –
Lack of human response in emergencies – –
Detrimental effects on relationships – –

Self-Concept Symbol of loss of independence – –
Cause of embarrassment or stigma – –

Routine Interference with daily activities ✓ –
Acquisition of new rituals ✓ –

Sustainability Concern about affordability – –
Concern about future needs and abilities – –

aThis row combines two subcategories per Courtney et al.’s recommendation [10].

3.1 Physical Dimension

Overall, participants found the smart home technologies installed in their homes to be
non-obtrusive, as illustrated by the following quote. “I don’t even remember they’re
there. Most of the time, I don’t even think about it. It wouldn’t occupy a tenth of 1 % of
my time. I just come in and live in here” (participant at 3 months). The only subcategory
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represented in this dimension was “Aesthetic incongruence or excessive noise”. Refer‐
ring to the gateway hardware, one participant commented: “I wanted to push this thing
out of the way so it wouldn’t look so obvious” (at 3 months). In addition, she stated that
visitors frequently asked about the sensor system: “The only time I think about it is when
someone says, and this happens fairly often, ‘What the heck are those supposed to be
doing?’” (at 3 months) but later observed: “I don’t think anyone’s said anything about
them for a couple of months” (at 6 months). Another participant did not find the system
obtrusive but noted that others might: “If you are someone who insists on décor then it
might be bothersome” (at 6 months).

3.2 Usability Dimension

The technology used in this study consisted solely of sensors and gateways that were
installed by members of the research team and were at no point operated by the residents.
As such usability issues resulting from a potential interaction with the system were not
applicable to this study.

3.3 Privacy Dimension

There were few instances where perceptions pertaining to the subcategory “Invasion of
personal information” emerged in participants’ responses. Participants discussed their
assumptions that personal activity data would be de-identified and secured: “It’s fine.
Nobody knows who I am, what I do” (participant at 3 months) and “I just trust the people
that would be gathering this information that they keep it” (participant at 3 months).
Regarding the “Violation of personal space” subcategory, one participant reported
having to renegotiate his understanding of how the system worked when he noticed a
sensor in the bathroom: “Every once in a while I think that: ‘No, that thing is not taking
pictures’” (at 3 months). Later, he stated: “Early on I noticed them when I went in the
bathroom, and then it would dawn on me: ‘No, that’s not a camera.’ So it was just
reminding myself what it really was and then I forgot all about it” (at 6 months).

3.4 Function Dimension

Issues related to the “Malfunction or unreliable performance” and “Inaccurate meas‐
urement” subcategories were represented as doubts about unproven technology in both
three- and six-month interviews. For example, one participant was concerned that meas‐
urements from the sensor in her laundry room might be inaccurately mistaken for bath‐
room sensor measurements. Her comment was: “Do they remember that I said this is
my laundry? This is where I do the washing and the ironing. So I may be in there ironing
and listening to the radio for a couple of hours or maybe a ten minute session if I’m just
pressing something. But you know, I think: ‘So what difference does it make? But I want
them to know I’m not ill. (laughs) I’m healthy and hearty at the moment” (at 6 months).

For the “Perceived lack of usefulness” subcategory, coded responses about the
usefulness of activity data from smart home technologies were mixed. One view was
that health care providers should have as much information as possible: “I think they
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should know as much as they can know about because otherwise it’s hard for them to
treat us” (participant at 3 months). However, this same participant did not see the
usefulness of smart home technologies for herself. Another participant commented: “I
would like to see the results of the finished project but I have no idea whether it would
have any usefulness to me” (at 3 months). Another participant felt that personal activity
data could be useful in interactions with health care providers when discussing issues
related to chronic pain: “I tell him: ‘I have sleep interruptions.’ ‘How do you know that?’
‘Well, I say, I’ve got data” (at 3 months).

3.5 Human Dimension

“Lack of human response in emergencies” was not seen as a concern. To the contrary,
technology was seen as potentially supportive of human response in an emergency. The
following quote exhibits a preventive mindset: “If I get to the point where I am falling,
I want a sensor. I don’t want to lay here for two days without anybody knowing there is
something wrong with me” (participant at 6 months). This participant acknowledged the
need for technology to alert people to respond in the event of an emergency. Likewise,
the same held true for the “Detrimental to relationships” subcategory; several partici‐
pants reported that they volunteered information about the study to visiting family
members and friends.

3.6 Self-concept Dimension

Subcategories in this dimension were not represented.

3.7 Routine Dimension

Issues related to the “Interference with daily activities” and “Acquisition of new rituals”
subcategories were raised by one participant. His concern related to having to sign in
and out of the building so the system would not raise alarms due to lack of motion in
his residence. In discussion of schedule coordination with activity data, he commented:
“That would require that I somehow notify the system that I’m gonna be gone, and you
know, that would be the same as my signing out. I don’t do it and I wouldn’t be likely
to do it” (at 3 months).

3.8 Sustainability Dimension

The “Affordability” or “Concern about future needs and abilities” (as they relate to
participant capacity to operate or use the technology) subcategories were not repre‐
sented. This absence may be due to participant thinking about the need (or lack thereof)
for smart home technologies. For instance, when asked about sharing personal activity
data, one participant expressed a lack of concern about need for technology and an
overall comfort with the stability of her physical abilities: “I don’t think so at the moment.
Not unless my behavior, my physical condition, changes considerably. But I’m pretty
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much the way I’ve been for the past I don’t know how many years” (at 3 months). In
addition, the affordability issue may not have been raised because the technology in the
study was installed free of charge.

4 Conclusion

This study explored the dimensions of an obtrusiveness framework with community-
dwelling older adults living in an independent retirement community whereas prior
research did so with residents of a CCRC and two residential care communities [10].
A particular strength of this study is that our protocol was longitudinal in nature,
giving us the opportunity to compare differences in presence of elements of the obtru‐
siveness framework from participant interviews at three and six months. As such, this
study contributes to knowledge about aging and technology regarding obtrusiveness
and its dimensions.

Participants expressed minor concerns in the Physical and Routine dimensions
during 3 month interviews. Issues regarding aesthetic incongruence and changes in
routine raised during 3 month interviews resolved themselves for study participants by
the 6 month visit. These results suggest that some older adult concerns about technolo‐
gies installed their homes diminish over time. This is consistent with other studies of
home based technologies that indicate that home care patients had a more positive atti‐
tude towards the technology as time passed [21].

Noting potential limitations when comparing different interview protocols and study
aims we contrast our results to prior research that tested the obtrusiveness framework
with participants from different settings [10]. The Privacy (Invasion of personal infor‐
mation and Violation of personal space of the home) and Function (Perception of lack
of usefulness) dimensions were represented in data collected from community-dwelling
older adults in this study and in prior studies with residents of residential care facilities
and CCRCs [10]. This finding confirms the acknowledged importance of privacy issues
and perceived usefulness concerning health-related technology use and adoption.
Conversely, whereas the dimensions of Human Interaction (Lack of human response in
emergencies), Self-Concept (Symbol of loss of independence, Cause of embarrassment
or stigma) and Sustainability (Concern about affordability) were present in interviews
of residents of residential care facilities and CCRCs [10], these dimensions were absent
in our interviews of community-dwelling older adults. This finding suggests that inde‐
pendent living community-dwelling older adults may not have concerns in these areas
because of differences in circumstances related to health or living situation. An important
area for future work would be to confirm this initial understanding by comparing older
adults’ perceptions across settings in a single study. This would also assist in the devel‐
opment of instruments to measure obtrusiveness.

Limitations of this study include a small sample size with a racially homogenous
sample with a higher level of educational attainment than the general US population of
adults 65 years of age and older. Thus, the findings may not generalize to larger popu‐
lations of older adults within or external to the US. However in spite of these limitations,
the study provides insight into older adults’ perceptions of obtrusiveness in a
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longitudinal study of smart home technologies, providing new understanding in an
underexplored area.

Deployments of smart home technologies will vary based on context and the target
population who use them because people age differently and have different needs. The
technologies deployed in this study included commercially available sensors that have
been deployed in other smart home studies [22]. Since more than 93 % of older adults
in the United States live independently in community settings [4], one of our study aims
was to determine technology perceptions for healthy community-dwelling older adults
to inform future preventive interventions.

While the obtrusiveness framework used in this study should be further validated,
its dimensions appear to hold for older adults in a range of different settings. The impli‐
cations are that the construct of the framework seems valid but the prevalence of dimen‐
sions varies by context. This idea suggests the need to develop an instrument that affords
nuanced, context-based measurements of the obtrusiveness of smart home technologies.
Thus, an instrument to measure obtrusiveness of smart home technologies may require
modification based on specific contexts and technologies. Therefore, future research to
develop a validated instrument should focus on the type and frequency of concerns as
they relate to the dimension of the obtrusiveness framework when it is administered
across settings and to individuals across a range of older adult’s health status.
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Abstract. Human-machine teaming is becoming an ever present aspect of
executing modern military missions. In this paper, we discuss an extensive line
of research currently being conducted at the Air Force Institute of Technology
focused specifically on using simulation in the design of automated systems in
order to improve human-automation interactions. This research includes efforts
to predict operator performance, mental workload, situation awareness, trust, and
fatigue. This research explores using simulation to design interfaces, perform
trade studies, create adaptive systems, and make task allocation decisions.

Keywords: Human-machine teaming · Human-performance modeling ·
Simulation · System design

1 Introduction

Human-machine teaming is becoming an ever present aspect of executing modern mili‐
tary missions. Human-machine teaming can be seen across a large spectrum of auto‐
mation capabilities, from traditional automation, to robots, to semi-autonomous systems,
and even to autonomous teammates. Designing these systems requires not only great
technical skill, but also requires a deep understanding of the interaction between the
human operator and the automated system. Design decisions made early in the system
development life cycle can have long-term repercussions for the effectiveness and utility
of the system, and thus it is vital to have an effective mechanism for predicting and
evaluated these interactions and for predicting how automation design decisions can
influence the human’s performance and the overall system/team performance. Simula‐
tion is one such mechanism. It is relatively cost and time efficient, allows designers to
easily explore a large option space, and can be used early in the design process, before
the system is built, and before key design decisions are made.

The purpose of this paper is to explore the role that simulation can play in the design
of automated systems in order to improve human-automation interactions. This discus‐
sion includes current human-performance simulation research being performed at the
Air Force Institute of Technology (AFIT) aimed at evaluating team performance and
operator mental workload in order to make system design tradeoffs, perform task allo‐
cation, design adaptive systems, and design interfaces. In addition to predicting team
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performance, this line of simulation research is also seeking novel methods to evaluate
situation awareness, trust, and fatigue.

2 Performance and Performance Tradeoffs

Performance is an important consideration in system design, which often includes
component-level and integrated testing in order to ensure actual system performance is
commensurate with the planned/desired level of performance. When evaluating system
designs, the human operator is often treated as a reliable, error-free, high-performing
external actor. However, in order to truly evaluate the overall system performance, the
performance of the user with respect to their interaction with the system must be taken
into account. Of course, in achieving desired system and/or human performance, some‐
times tradeoffs need to be made with other factors such as system cost or size [1–3], and
user manning or workload [4, 5]. For example, in order to increase overall system
performance, user manning may need to be increased. In turn, this might necessitate an
increase in system size, resulting in higher system cost.

Automation can sometimes be used to offset human performance [6, 7]. For example,
implementing system automation could be used to augment the user’s performance of
tasks, thus increasing the overall performance of the human-system team while also
mitigating the need for other tradeoffs (e.g. increased manning or task allocation) to
achieve the same level of performance.

Simulation can be used to conduct trade studies on performance in order to estimate
the efficacy of potential design decisions or potential re-design options. Each design
option can be modeled as a separate alternative system, and the results from the simu‐
lation runs will reveal the expected performance outcomes as well as unanticipated
emergent behavior.

For example, research performed by Watson [8] used simulation to demonstrate the
value of considering human performance when making system design tradeoff decisions.
The study used a threat detection scenario in which automation was implemented as a
way to augment user performance. The Improved Performance Research Integration
Tool (IMPRINT) was used to simulate six automation alternatives with varying design
parameters in order to predict which automation produced both the largest increase in
team performance and decrease in user mental workload. The study showed that by
performing these simulated tradeoff analyses, the effect of the human’s performance on
overall system performance can be seen, thus enabling more informed design decisions.

3 Task Allocation

In addition to system-level trades, when designing human-machine teams, another
important design decision is which tasks should be allocated to the human and which
ones should be allocated to the automated system. Automated systems and human oper‐
ators bring unique qualities and abilities to the work environment. Automated systems
do not lose vigilance and can perform certain tasks–such as computations–almost
instantly. However, automated systems often lack flexibility since they operate within
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the bounds of their code. Humans may lose vigilance in monitoring tasks [9], but are
flexible decision makers in response to unusual or unforeseen circumstances. Addition‐
ally, humans and automation can also have overlapping abilities in which a task could
be performed suitably by either [10]. Task allocation decisions should consider: the
abilities and limitations of both the human and the system; the other tasks that each is
also managing; and the required handoffs that occur due to the division of tasks.

Modeling and simulation provides an opportunity to examine how variations in task
allocation and handoff interactions affect human behavior and workload, as well as entire
system performance. In dynamic environments, it is too costly to perform human test
subject experiments to the extent that is necessary to discover preferred task allocation.
Therefore, well-designed models are cost effective measures to adequately predict the
effects of task allocation in response to environmental changes.

For example, research conducted by Goodman et al. [11] evaluated task allocation
options using an automated route-generation aid in an Air Traffic Control-style task. The
objective of the Air Traffic Control task is to direct incoming ships to their corresponding
destinations, while avoiding negative outcomes, such as ship collisions. There are two
high-level functions: identifying an incoming ship and creating a route. In this research,
the automated aid was given responsibility to identify an incoming ship and the human
with route creation. SysML activity diagrams [12], in conjunction with the IMPRINT
simulation tool [13], were developed to assess task allocation. This research revealed
that modeling task allocation requires careful consideration of human-automation
communication actions. Explicit depictions of outputs and inputs are necessary to prop‐
erly model interactions. Another consideration is human behavior adjustments in
response to automation’s actions. It should not be assumed the human will consistently
perform the same behaviors when working with an automated teammate as he/she would
if working solo. It is important to capture dynamic human decision making, such as
acting upon the automation’s suggestions, ignoring the automation, or additional human
activities specifically aimed at maintaining situation awareness.

4 Design of Adaptive Systems

In addition to traditional allocation decisions, human-machine teaming systems have seen
a rise in the interest in adaptive automation, in which the task allocation decisions are
made dynamically according to factors such as the state of the human operator, environ‐
ment, system, or other information [14]. In these systems, the automation provides assis‐
tance to the operator on an as-needed basis. Compared with static automation, adaptive
automation based on operator need has the benefit of minimizing the risks of automation
(e.g. increased boredom, decreased situation awareness) while maximizing the benefits
(e.g. reduced workload, increased performance) [15]. Dynamic physiological assessment
has been suggested as a potential method for measuring operator need in adaptive systems
[16]. Recent studies at AFIT have used discrete event simulation (DES) and physiolog‐
ical recording (i.e. electrocardiogram (ECG), electroencephalogram (EEG), and electro‐
oculogram (EOG)) to explore different methods that can be used to dynamically assess
operator need and inform adaptive augmentation decisions.
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Giametta and Borghetti [17] recently demonstrated the effectiveness of physiologi‐
cally-based assessment in remotely piloted aircraft (RPA) surveillance tasks. The group
used supervised machine learning techniques to link physiological features, collected
from EEG recordings to periods of additional workload caused by multi-tasking. The
EEG-based classifiers were able to correctly identify periods of increased workload 80.9
and 83.4 percent of the time in two different multiple-objective RPA scenarios.

In a similar study involving the same RPA scenarios, Smith et al. [18] used IMPRINT
to provide detailed user activity data to supervised machine learning techniques. Rather
than using coarse task classifications labels (e.g. high workload, low workload) that were
found in the majority of EEG–based classification studies, the group created continuous
analytic workload profiles (CAWPs) that provided unique workload values for each
second of user activity. The CAWPs enabled “detailed application and research analysis
not possible with subjective measures alone” [19].

Recently, Giametta [20] used stochastic simulation techniques to overcome the real-
world challenges of creating second-by-second CAWPs for dynamic user tasks. His
work showed that representative workload profiles could be crafted using CAWPs from
a small set of previously observed subjects performing similar tasks. After identifying
and observing user activities that governed task difficulty and timing in RPA simulations,
stochastic variables were fit to distributions that matched each of the observed actions
then resampled multiple times to create representative workload profiles. Supervised
machine learning models were then calibrated for new subjects by collecting only EEG
data during training tasks, then pairing them with the previously created representative
profiles.

Studies at AFIT continue to focus on assessing operator need using physiological
data. DES has given their researchers a unique view of operator workload during
dynamic tasks. This has allowed them to link physiological features to workload in
multiple military scenarios, which will ultimately enable the design of effective adaptive
systems.

5 Interface Design

The effectiveness of the human-machine team is highly dependent upon the mechanism
that the human and machine use to communicate with each other—the interface. Poorly
designed interfaces could cause either teammate to misinterpret the goals, intentions, or
information being conveyed by the other. Simulation enables designers to explore a
range of interface design options, across a variety of design detail levels.

Work by Rusnock and Geiger [21] used human-performance simulation to model
the cognitive workload of an operator performing intelligence, surveillance, and recon‐
naissance tasks using remotely-controlled unmanned ground and aerial systems. The
study evaluated the relative performance and expected workload for three types of
interface redesigns for the control system: keyboard, voice recognition, and touch
screen. Through this evaluation the study was able to find the alternative that offered
both workload and performance improvements.
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Goodman, et al. [22] evaluated the timing of automation intervention route-gener‐
ation aid in an Air Traffic Control-style task. A DES, validated by human-in-the-loop
experimentation, revealed that agent intervention timing has a significant impact on
human behavior, workload, and team performance. Further simulations suggested
agent intervention timing should not be static, but rather a function of environmental
event rates.

Kim [23] used simulation to evaluate the use of a 3D audio interface for multiple
aircraft control. The aims of this research were to see if the workload and perform‐
ance of an operator responsible for tracking radio traffic of multiple unmanned
aircraft could be improved through the use of a 3D audio system over the current
system. The 3D audio system uses a voice recognition system to automatically differ‐
entiate critical information (i.e., radio calls including the call sign of an aircraft under
control) from distractive information (i.e., radio calls including other call signs) and
present these information to different ears of the operator. The researchers used
IMPRINT simulations to predict the effects of the 3D audio system, which showed
promising effects of the 3D audio system in reducing UAV operators’ workload and
response time. The simulation predicted that the operator would shed the more
complex cognitive and physical tasks associated with call sign recognition and rele‐
vance determination, instead performing the simpler perceptual task. This conversion
of the tasks would permit the operators to quickly distinguish critical from distractive
information, thus reducing workload, when using the 3D audio system. Furthermore,
one interesting expectation from the results of the simulation was that the operators’
workload and performance would not be influenced by the number of call signs the
operator controls while using the 3D audio system. These simulation results were
later confirmed through the use of human-subjects experimentation.

6 Assessing Situation Awareness

As automated teammates take over an increasingly larger number of tasks previously
performed by humans, one major concern for human-machine teaming is the potential
loss of operator situation awareness (SA). Situation awareness is the operator’s percep‐
tion (or mental model) of elements in the environment within a volume of space and
time, the comprehension of their meaning, and the projection of their status into the
future [24, 25]. For example, the ability of a pilot to conceive of an aircraft’s where‐
abouts, status, weather, fuel state, terrain, and, in combat, enemy disposition is critical
to effective aircraft operation. In critical phases of flight, poor weather, or in the face of
systems malfunctions, appropriate SA can mean the difference between mission success
and failure or even survivability [26].

Because of the critical effects situation awareness has on mission outcome and
survivability, designers and operators both have a vested interest in maintaining a high
level of SA. Operators develop procedures and train to maximize the use of all available
tools and observations to increase SA [26]. Designers can incorporate technology
specifically designed to enhance SA such as heads-up displays (HUD), multi-function
displays, automation aids, expert systems, advanced avionics, and sensors that provide
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more information in a more useful manner [24]. Designing for enhanced SA must
consider the number of required tasks, the workload of those tasks, and the information
provided to the operator during their completion [27]. In order to design for SA, we must
be able to predict/estimate SA during the design process.

Recently, Meyer [26] demonstrated the use of discrete-event simulation, to measure
potential SA. While this simulation inherently reflects an optimistic estimation, it can
model the complex relationship between operator workload and SA as the human inter‐
acts with the machine. This method is done with two separate algorithms: workload-
dependent and task-dependent. The workload-dependent measure, Strategic SA, is
computed from the cognitive workload experienced below the overload threshold. This
corresponds with Endsley’s theory that high SA can be maintained under increasing
workload conditions until approaching overload, at which point, it deteriorates rapidly
[28]. Strategic SA allows the operator to have independent and unpredictable priorities
for information gathering. The task-dependent measure, Tactical SA, evaluates the
information gathered from accomplishing a specific task. Some tasks, such as actuating
a button or switch, provide no SA, while others, such as reading an instrument or display,
provide noticeable SA. Summing Tactical and Strategic SA together yields Total
SA [26].

This approach was first used in a study of airlift missions comparing two different
C-130 aircraft conducting both a formation airdrop, and a single-aircraft approach and
landing with maximum effort procedures. The older C-130H aircraft had a cockpit crew
of four (pilot, copilot, navigator, and flight engineer) and predominantly analog instru‐
mentation, while the newer C-130 J aircraft had a cockpit crew of two (pilot and copilot)
with modern digital avionics and enhanced automation features. Each cockpit crew
member was modeled with discrete-event simulation to measure workload and situation
awareness both as individuals and as a team. Results showed that operators were able
to maintain high SA during periods of high workload, if the workload was attributed
towards tasks that gained SA. Also, while the modern avionics were able to substitute
for human operators, it did not result in significantly improved SA for the C-130 J in
either simulation [26].

By using simulation to estimate SA, designs of human-machine teaming systems
can be effectively evaluated and potential degradations in human and mission perform‐
ance can be identified.

7 Assessing Trust

Another key factor in the proper application of automation in human-machine teaming
is characterizing operator trust in the automation. Trust is defined as the human’s confi‐
dence that an automated system will help him/her achieve his/her goals in a situation
characterized by uncertainty and vulnerability [29].

Characterizing and modeling trust in human-automation interactions is imperative
for successful performance and reduced workload, because operators that distrust an
automated system will not use it effectively, thus losing the expected benefits from the
automation. Calibrating an operator’s trust in a system is necessary to prevent overtrust
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or distrust in the automation. Calibration references the relationship between an opera‐
tor’s trust in the automation and the automation’s true capabilities [30]. Overtrust refers
to poor calibration in which trust exceeds the automation’s capabilities and distrust refers
to trust falling short of the automation’s capabilities [30].

In order to model and simulate trust in automation, trust needs to be quantified.
Recent work by Boubin et al. [31] has sought to quantify two aspects of trust: reliance
and compliance. Reliance pertains to the human operator’s state when an alert or alarm
is silent [32]. Boubin et al. extend the definition of reliance to mean the acceptance of
an automation’s non-action. Inversely, compliance addresses the operator’s response
when the alarm sounds whether true or false. Boubin et al. extend the definition of
compliance to mean the acceptance of an automation’s action. Using data collected from
a human-in-the-loop experiment, Boubin et al. were able to create mathematical func‐
tions which model compliance and reliance based on taskload and the automation type.
These functions can be used by simulation models to capture impacts of trust on human-
machine team performance. This work is being extended to examine how a user’s reli‐
ance and compliance rates are affected by degraded automation reliability. The research
hopes to provide further insight into how reliability can affect human operator’s perform‐
ance based on the level of trust the operator has in the system.

In another experiment Goodman et al. [22] incorporated similar reliance functions
accounting for task load and agent response timing into discrete event simulation
models. These reliance functions were developed from previous experiments and
produced a probability that the human would permit the agent to create a route. This
function assumed that higher taskload would result in greater reliance. Agent response
time was used to shift the function vertically, where quicker agent responses created
higher probabilities of agent route creation and slower agent responses led to lower
probabilities. There models were later supported by human-in-the-loop experimenta‐
tion, which suggested that humans will take advantage of the opportunity to shed tasks
as long as it is not detrimental to performance.

8 Assessing Fatigue

One of the many advantages of modeling is the ability to rapidly simulate human-
machine teaming interactions that last for extended periods of time. Especially for mili‐
tary human-machine teams, it is not uncommon to have tasks that extend beyond an 8-
hour work day, including night-shifts or even multi-day shifts. Over these long periods
of time, it is important to account for changes in the human operator’s cognitive and
physical abilities. Unlike the automated counterpart, the human operator is susceptible
to declines in performance due to fatigue. Assumptions that an operator’s performance
is constant, especially during extended task durations, would likely result in unrealistic
over-estimates of team performance. Human cognitive and physical abilities degrade as
time without sleep increases. This degradation causes can result in an increase in task
times, error rates, and dropped tasks.

In order to effectively capture human-performance under fatigue conditions, it is
necessary to create models which account for increased task failure and task time due
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to these fatigue conditions. Recent work at AFIT has built upon previous fatigue models,
developed by Gunzelmann and Gluck [33] using ACT-R, to incorporate fatigue mech‐
anisms which account for performance declines due to microsleeps. A microsleep
describes a very short period of time where no cognition occurs (i.e. temporary episode
of sleep lasting a fraction of a second). To properly implement microsleeps into an
IMPRINT simulation model, unique functions were created for each task where micro‐
sleeps may occur. These functions determine the probability of a microsleep event
occurring and are based on the amount of sleeploss and the number of microsleeps that
have already occurred.

Fatigue modeling research at AFIT has also examined vigilance decrement. In situa‐
tions where operators have had appropriate sleep, operators can still experience fatigue
during the performance of vigilance tasks. Vigilance tasks are characterized by long
periods of sustained attention, commonly requiring operators to identify stimuli that are
occurring at very low event rates. Work at AFIT has incorporated functions established
by Giambra and Quilter [34]—which describe the relationship between vigilance task
time and the increase in reaction time—into human-performance simulations in the
cyber domain. This model used the vigilance decrement function to portray the workload
and performance effects of fatigue on Air Force cyber-defense operators monitoring
network traffic.

By accounting for sleeplessness and vigilance decrement, modelers can have a better
understanding of the performance of human operators in high stress, high-attention
situations over long periods of time. By creating models which account for human
fatigue, system designers are able to understand the interaction between the design and
a fatigued operator, and thus more accurately account for expected operator perform‐
ance. This awareness can inform designs of human-machine teaming systems, hopefully
increasing effectiveness and reducing the likelihood of errors due to fatigue.

9 Conclusions

Simulation has the potential to play a crucial role in the design and development of
human-automation systems. By not requiring physical prototypes or human subjects,
simulation provides a safe, affordable, and time-effective, mechanism for evaluating
system designs. These advantages make it easier to perform what-if analyses and explore
many more design options than would be possible through live-testing. Additionally,
simulation can be performed throughout all phases of the system development lifecycle,
enabling early design decisions and trade-offs to account for human performance and
human-machine interactions. The body of work described herein demonstrates how
simulation is being used to capture complex human-machine interactions and to identify
system-level, emergent performance outcomes which account for human qualities such
as mental workload, situation awareness, trust, and fatigue. Properly accounting for
human performance during system design and development will ultimately result in
more effective human-machine teams.
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Abstract. In this paper we discuss various navigational aids for people who have
a visual impairment. Navigational technologies are classified according to the
mode of accommodation and the type of sensor utilized to collect environmental
information. Notable examples of navigational aids are discussed, along with the
advantages and disadvantages of each. Operational and design considerations for
navigational aids are suggested. We conclude with a discussion of how multi‐
modal interaction benefits people who use technology as an accommodation and
can benefit everyone.

Keywords: Multimodal interaction · Vibrotactile feedback · Auditory feedback ·
Visual impairment · Blind · Navigation

1 Introduction

Technologies that utilize multimodal interaction have the ability to benefit everyone.
For example, commercial GPS devices, such as the Garmin Drive 60LM, use both visual
and auditory alerts to assist drivers in navigating safely [1]. Automobile manufacturers
have recognized the complex nature of operating a vehicle and have begun to incorporate
multimodal systems into other aspects of vehicles (e.g., safety features) [2]. While the
benefits and disadvantages of these new technologies have yet to be thoroughly assessed,
many people would recognize the visual system’s important role in mobility and orien‐
tation, whether driving or walking. For example, if a person is engaged in wayfinding
(i.e., both orienting and navigating) she must determine her current location, find a suit‐
able route, utilize cues or landmarks to plan the next step and detect arrival at the intended
location [3]. Each step in the wayfinding process can be cognitively demanding;
however, for sighted people the process is performed automatically and is less effortful
than navigating without sight. In order to successfully navigate, people with a visual
impairment must learn to interpret nonvisual sensory signals to assist with each of the
four steps in a wayfinding task. Navigating via the use of non-visual means is typically
less accurate than utilizing visual cues because tactile, olfactory, and audible landmarks
can be temporary, confusing, and take longer to interpret [4]. Thus, wayfinding taxes
the cognitive and attentional demands of people with a visual impairment more than
their sighted counterparts and results in less precise outcomes [5].
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Multimodal technologies are a possible solution to the problem of navigating with
a visual impairment. Indeed, multiple resource theory (MRT) continues to have an
impact on technological design [6]. While MRT was intended as a theory of simulta‐
neous, multitask performance, attention remains a unified mental construct that cannot
be ignored when designing technological interfaces [7]. The application of multimodal
interfaces to the design of navigational technologies for those with a visual impairment
offers numerous advantages. First, the technology can substitute the use of a non-visual
sensory modality in place of an impaired visual system. Navigational aids that allow for
sensory substitution are not necessarily multimodal (see Sect. 3 for a discussion of
specific navigational aids); however, multimodal interfaces offer a second benefit: the
ability to translate visual cues into the sensory modality that can best represent the
information needed to successfully orient and travel. For example, finding an optimal
route to travel can be indicated by vibrotactile stimulation and discovering information
about a location (e.g., a store’s hours of operation) can be indicated audibly. While Morse
code could be used to convey textual information through vibrotactile means, this would
require someone to know another language in order to accurately interpret the stimuli.
Similarly, determining a correct path of travel could be accomplished by listening to
auditory information; however, this can result in imprecise navigation due to the inex‐
actness of spatial language (e.g., “take a slight right in 300 feet”) [8]. Sensory substitu‐
tion devices are also less invasive and more affordable than sensory replacement devices
(e.g., cochlear implants).

2 Classifying Multimodal Functionality in Navigational
Technologies for People with a Visual Impairment

2.1 Obstacle Detection vs Route Guidance

Tools for navigating with a visual impairment can be classified according to the primary
goal of the technology: obstacle detection or route guidance. Mobility aids, such as a
white cane or a dog guide, are primarily used for obstacle detection. Route Guidance is
accomplished by using navigational aids (sometimes called electronic travel aids or
ETAs). Mobility aids typically have a limited effective range of a few meters whereas
ETAs are intended to provide more detailed information about the environment and have
longer range [9]. Differences in the effective range of use of navigational technologies
should be taken into consideration when designing travel aids. For example, vibrotactile
feedback is appropriate for obstacle detection whereas auditory instructions can provide
different information about objects and locations farther away. The way information is
received and understood by the human brain plays a part. Vision, audition, and taction
can be perceived spatiotemporally [7]. However, there are differences in how sensory
input is understood and acted upon [10]. Tactile feedback may take less time to under‐
stand but audition may provide more readily understandable information. Individual
differences in sensory integration and processing are further defined in populations with
one or more disabilities as a result of the level of impairment [11]. Designers of navi‐
gational technologies must take these differences into account when deciding on the
appropriate modes of sensory substitution and information presentation.
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2.2 Camera, GPS, and Sonar Technologies

Navigational aids can also be defined by the type of sensors used to receive environ‐
mental information. Commonly used sensors include cameras, GPS, infrared sensors
(IR), lasers, radio frequency identification (RFID), and sonic sensors (sonar). Any navi‐
gational aid using these types of sensors provides auditory or tactile feedback to the user,
and sometimes both. Some devices provide multimodal feedback to the user without
being designed to do so (e.g., white canes). There are advantages and disadvantages to
each type of technology. Navigational devices that employ cameras, lasers, or sonar
allow people with a visual impairment to sense objects up to several meters away and
do not require the environment to be retrofitted. However, such devices do not work
well in crowds and have trouble with moving objects. Sonar devices providing a high
degree of resolution about the environment tend to have a steeper learning curve, thus
requiring more time and effort to learn. Sonar can interfere with a person’s hearing, a
sensory modality heavily relied upon by someone with impaired or no vision. Infrared
and RFID are effective in both indoor and outdoor environments; however, expensive
retrofitting of the environment is required. Additionally, IR and RFID do not require
line of sight in order to work but are limited in range. A more commonly used naviga‐
tional aid, GPS, is highly customizable and allows pedestrians with a visual impairment
to preview their routes before traveling. However, GPS does not work indoors and the
degree of accuracy provided by GPS systems is not detailed enough for people with a
visual impairment. The accuracy of GPS systems is further degraded by dense foliage,
tall buildings, and cloud cover. Each technology has advantages and disadvantages and
people with a visual impairment often compensate for the weaknesses in their devices
by carrying multiple tools on each journey [12].

3 Discussion of Selected Navigational Technologies

The following passage discusses notable examples of navigational technologies for
people with a visual impairment. This review is not a comprehensive list; instead, it is
meant to emphasize important aspects of user interaction with navigational aids. For a
thorough discussion of navigating with a visual impairment and navigation aids for
people with a visual impairment, see Blasch and Welsh’s book on orientation and mobi‐
lity [13]. Technologies that magnify objects (e.g., screen readers, monocular devices)
are not included in this paper.

3.1 White Cane

The white cane is a symbol of having a visual impairment; indeed, all 50 of the United
States have “White Cane” laws, which protect pedestrians who have a visual impairment
[14]. While a cane may not be considered to be an advanced technological device,
contemporary white canes can be found in many variants according to user preference.
Different cane tips provide varying degrees of tactile information and produce distinct
sounds when coming into contact with objects. Materials such as aluminum and graphite
are used in construction to keep the cane strong while reducing weight. The white cane
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was intended to be used as an extension of touch; people receive tactile feedback when
the cane encounters objects in the environment; however, the cane also produces sounds
when interacting with objects. The maximum effective range of the white cane is thus
extended when experienced users learn to detect large objects nearby (or the absence of
those objects, such as a passage between buildings) using echolocation. The remaining
technologies discussed here are not intended to replace the white cane; rather, they are
complementary devices.

3.2 Ultra Cane

The Ultra Cane, developed by Sound Foresight Technology Ltd, utilizes ultrasonic
technology to detect potential hazards at a range of two to four meters in front of the
user [16]. The cane can sense objects on the ground or in front of the user’s head and
torso, thus detecting obstacles that would normally be missed by a traditional white cane.
Feedback about obstacle location is delivered in the form of vibrotactile stimulation in
the handle of the cane. Ground level obstacles are signaled with activation of the rear
vibromotor; head level obstacles are indicated by activation of the forward vibromotor.
Although the Ultra Cane can detect hazards not ordinarily detected by a traditional white
cane, the Ultra Cane is bulkier, heavier, and more expensive. As with any ultrasonic
technology, line of sight is required for reliable obstacle detection. The Ultra Cane’s
vibrotactile feedback may increase the user’s cognitive workload as he spends time and
effort discerning which signals are from the device’s vibromotors and which are from
contact with the environment.

3.3 Sonic Pathfinder

The Sonic Pathfinder, developed by Perceptual Alternatives, is a head-mounted device
that warns the user via musical notes of obstacles in the path of travel [17]. As users
approach an obstacle, notes produced by the Pathfinder descend the musical scale indi‐
cating proximity to an object. Orientation of the object to the user is indicated by location
of the note (i.e., left and/or right ear detects the signal). A distinctive feature of the
Pathfinder is that the effective range is determined by the user’s walking speed, which
allows for a greater degree of control. The distinctive appearance of the device is also
a disadvantage. People who have a visual impairment do not want public perception to
be focused on their disability [18]. The Pathfinder’s use of musical notes to convey
information to the user means that the person’s hearing is at least partially blocked. For
people who have little or no vision, the sense of hearing becomes even more important,
especially when navigating.

3.4 Nurion Laser Cane

Similar to the Ultra Cane, the Nurion Laser Cane detects obstacles in front of the
user; however, instead of ultrasonic transducers, the Laser Cane utilizes diode lasers
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[19]. Information about the location of obstacles is delivered to the user via audi‐
tory and vibrotactile feedback. As with ultrasonic technology, line of sight is
required to use the Laser Cane.

3.5 BrainPort V100

The BrainPort V100, developed by Wicab, employs a tactile display and camera to
convey information about objects to users [20]. The camera is mounted on a pair of
sunglasses and connects to the tactile display, which sits on the user’s tongue. The tactile
“picture” communicated to the user has a maximum resolution of 400 by 400 pixels,
which allows the person to discern objects in the environment. The BrainPort has not
yet seen widespread adoption, however, the tongue display draws on decades of research
with tactile displays for the abdomen and back [21–23]. Users may not want to travel
in public with a cord hanging out of the mouth; however, the potential benefits offered
by the system may warrant using the device while traversing problematic routes (e.g.,
near construction sites).

3.6 Talking Signs

Talking Signs, developed by the San Francisco based Smith-Kettlewell Eye Research
Institute, is an audible signage system composed of a handheld IR receiver and strate‐
gically placed IR transmitters. The user waves the device around until a signal is located
and, once a signal is detected, the handheld receiver decodes the audio message
conveyed by the transmitter. Audio messages can describe aspects of the environment
(e.g., “ticket kiosk”) and can guide users to a location by honing in on the IR signal,
which is directional in nature. Talking Signs can work in both indoor and outdoor envi‐
ronments and the system is an orientation device since both wayfinding information and
landmark identification are provided.

3.7 CINVESTAV

A navigational aid in the form of smart glasses was developed at the Center for Research
and Advanced Studies (CINVESTAV). The system combines GPS, ultrasound,
cameras, and artificial intelligence (AI) to assist with visually impaired navigation [25].
Obstacle detection is provided by cameras and ultrasound technology while the GPS
offers navigational capabilities. The AI can interpret text, colors, and recognize locations
and relay the information through synthetic speech. The CINVESTAV glasses are not
yet commercially available and behavioral studies are needed to confirm the usability
and durability of the system.

3.8 GPS Units

GPS technology has greatly improved the navigational abilities of many drivers and
pedestrians; however, many of the commercially available units are not accessible to
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people who must navigate with a visual impairment [15]. This is reflected in the high
cost of GPS units developed specifically for people with impaired or no vision (usually
several hundred to several thousand dollars). The BrailleNote GPS, developed by
Sendero, can provide detailed verbal information about street names, locations, and
points of interest. The system can be customized according to user preference and the
software is accessible. The hardware is expensive, however, and additional software
updates are required to be purchased in the future in order to maintain accurate guidance.
Most importantly, without additional hardware a blind pedestrian will not be able to
obtain precise location information from GPS technology alone. For example, although
someone who is legally blind may be able to tell that the sidewalk is four feet away, a
pedestrian that has no light perception (i.e., completely blind) could find herself lost in
the middle of an intersection. Additionally, GPS does not work in interior environments
and accuracy is degraded when the pedestrian is between tall buildings.

3.9 Smartphone Apps

Many smartphone navigation apps for people with a visual impairment give auditory
directions; however, there are several apps that convey information via haptic or multi‐
modal means. Blindsquare is similar to GPS apps intended for use by sighted individuals
[27]. Using a smartphone’s onboard GPS technology, the application determines a user’s
current location and incorporates information from other apps (e.g., Foursquare) about
the surrounding environment. Blindsquare allows a user to mark and save locations for
easy referencing. Most notably, the app allows the user to customize the filters so that
only relevant information is presented. Although not a navigation app, TapTapSee can
assist people with a visual impairment in identifying landmarks and signage [28]. Object
recognition and identification can be used to help a traveler know his current location,
the first step in a wayfinding task. Smartphone technology has allowed for multiple
functions to be incorporated into a handheld device, such that innovative apps and serv‐
ices can be obtained. Using the app Be My Eyes, a person with a visual impairment can
use her phone to call someone for help and establish a live video connection with
someone who can assist her with anything from finding items in a grocery store to
knowing the expiration date on a jar of mayonnaise [29]. ARIANNA, an app for inde‐
pendent indoor navigation, allows a user to use his cellphone to detect colored lines on
the floor of a building, such as those found in hospitals [30]. The user inputs his desired
destination in the app and scans the environment with his phone until the correct colored
line is detected. While following the path, his phone vibrates as long as his phone camera
can detect the appropriate colored line in the middle of the screen. A disadvantage of
this app is that it will only work if the colored lines are already in place, not hidden by
objects in the way, and not too worn to be useful. ARIANNA’s developers have
suggested using infrared lines which can be detected by the IR sensors already in
contemporary smartphones. Future smartphones may include more hardware, which
could allow for the development of apps that will further assist in navigation, particularly
for those with a visual impairment.
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4 Future Development of Navigational Technologies for Those
with a Visual Impairment

The rapid development of navigational technologies (e.g., GPS units) and smartphones,
coupled with advances in imaging technology and processing power heralds an opti‐
mistic future for travelers, sighted or not. Unfortunately, our understanding of the human
perceptual and cognitive systems does not advance as quickly. There is a need for
behavioral research in every aspect of wayfinding: sensory perception, integration, and
translation, cognitive and attentional demands of orienting and navigating, and usability
research with regard to technologies used. The need for research in these areas is high‐
lighted by the issues faced by people with a visual impairment.

4.1 Vibrotactile Feedback for Navigation

Vibrotactile feedback has been demonstrated to be effective at helping people to navi‐
gate, even under stressful conditions [31, 32]. Prior research has demonstrated that
feedback from vibrotactile stimuli can result in faster orienting than spatial language
with no loss of accuracy, even when participants were placed in total darkness [33]. The
optimal form of a vibrotactile navigational aid may be a wearable unit, which allows for
directional information to be mapped onto the body. Route guidance can be arranged
spatially on the user’s body while information about proximity is coded in another tactile
dimension (e.g., amplitude) [34]. There is a need for more research investigating optimal
locations on the body for receiving vibrotactile feedback for navigational purposes,
especially with regard to the needs of people with a visual impairment (see Sect. 4.4 for
a discussion) [35]. There is evidence to indicate that a multimodal navigational system
can result in less direction and distance errors compared to unimodal interfaces, even if
mental workload (e.g., demand on attentional resources) is increased [36].

4.2 Types and Levels of Automation to Assist the User

The proliferation and continued use of navigational technologies suggests that such
systems are beneficial. The ways in which automation can assist a person who is utilizing
navigational systems are described in a seminal work by Parasuraman, Sheridan, and
Wickens. [37]. Returning to our earlier example of a person using a GPS unit to navigate,
we see how automating the technology can benefit (or harm) her. When activated, a GPS
unit automatically keeps track of the user’s position; the system is engaged in informa‐
tion acquisition (receiving positional information from satellites) and performing at a
high level of automation (level 10). Information acquisition by technology is analogous
to sensory perception in humans. Our user decides to input a destination (more infor‐
mation is acquired, but at a much lower level of automation: (1) and the system computes
an optimal path of travel (information analysis, similar to working memory in humans,
occurs at level 7 of automation). The traveler approves of a route suggested by the system
and the GPS unit provides route guidance. The above example is open to interpretation.
For example, some GPS units may offer one suggestion for path of travel, others may
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offer several. By automating component processes of wayfinding (e.g., keeping track of
position and heading), the mental workload of the traveler is reduced. Combining auto‐
mation with assistive navigational aids can result in improved performance, reduced
mental workload, and/or greater feelings of safety and satisfaction. More research is
needed to determine how the different types and levels of automation can affect navi‐
gating with a visual impairment. Further, there is a need for research investigating the
aspects of how to optimally substitute sensory modalities, translate sensory information,
and represent information in a multimodal way [36]. There is also a need for research
investigating how information can be input into navigational systems via multimodal
interaction.

4.3 Further Design Considerations

Considerations for the design of assistive navigational aids must take into account the
population for which the device is being developed. An audible GPS unit would not
benefit someone who is deaf and a visual display would not be advantageous, or
usable, for someone who is completely blind. Despite a wide range of disabilities and
functioning sensory systems, there are several design characteristics that have been
identified as being beneficial for everyone [3]. First, a navigation system should be
able to identify changes in the environment and notify the user. Changes in the envi‐
ronment can be incorporated via software updates or camera-based hardware coupled
with an AI. A second consideration for device design is the need to reduce the
number of devices people with a visual impairment have to carry in order to accom‐
modate for having an impairment. One method for ameliorating the problem is to
incorporate new technologies into existing devices that people with a visual impair‐
ment are already carrying (e.g., smartphones). Furthermore, navigational aids, or any
assistive device, should not increase the social stigma of having a disability by
drawing unwanted attention [38]. Devices should be customizable; as a user’s needs
change (e.g., deteriorating vision) the device can continue to be used as an aid
without having to be replaced or a having to learn a new device. Finally, incorpo‐
rating multimodal interaction into assistive devices, particularly navigational aids, is
a critical step toward ensuring that these devices remain useful, usable, and enjoyable.

4.4 Accommodating for Aging, Multiple Impairments, Concomitant Medical
Conditions

Many of the studies involving sensory substitution and multimodal interfaces involve
young adults with no reported physical or mental disabilities [31–34]. For the purposes
of this discussion, we have focused on visual impairments and presumed that limited or
no vision was the only difference between people with a visual impairment and people
without a disability. However, a visual impairment is oftentimes the result of a concom‐
itant medical condition (e.g., diabetic retinopathy, stroke) that can further impair some‐
one’s ability to navigate, be mobile, and/or use technological aids. The vast majority of
people with a visual impairment are not born with a disability; indeed, the opposite is
true. Vision loss is mostly seen in adults older than 50 years of age. Aging can result in
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decrements in cognitive and physical ability. As such, hearing loss often occurs with
vision loss and it is not uncommon for a visual impairment to develop alongside a tactile
impairment. In no other population is the necessity of having multimodal technologies
more apparent.

4.5 Customization to Account for Individual Differences

As mentioned in Sect. 4.3, navigational technologies should be customizable. This is
not just to account for individual differences in sensory modalities, but also user pref‐
erences. Assistive technologies are abandoned for numerous reasons, even if a benefit
is still provided through use of the technology [39–41]. Technological devices that allow
for a desirable degree of individual customization, including the ability to operate the
device via multimodal means, are likely to be more useful and desirable to users [42].

4.6 Advances in Multimodal Technology Can Benefit Us All

We have focused on how sensory substation and multimodal interaction have been
employed in navigational aids for people with a visual impairment; however, technol‐
ogies and environments that are more accessible for those with a disability are accessible
for everyone. Multimodal interaction allows for a greater degree of interaction, freedom
of choice, and user preference when interacting with a system. More research is needed
in every aspect of multimodal interfaces; however, there is a need for such research with
regard to individuals with a physical or cognitive impairment.
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Abstract. Effective ways of presenting digital data are needed to augment a
user’s experience in the real world without distracting or overloading them. We
propose a system of systems approach for the design, development, and evalua‐
tion of information presentation devices, particularly augmented reality devices.
We developed an evaluation environment that enables the synchronized presen‐
tation of multimodal stimuli and collection of user responses in an immersive
environment. We leveraged visual, audio, thermal, and tactile information presen‐
tation modalities during a navigation and threat identification task. Twelve partic‐
ipants completed the task while response time and accuracy data were collected.
Results indicated variability among devices and pairs of devices, and suggested
that information presented by some pairs of devices was more effective and easily
acted upon than that presented by others. The results of this work provided
important guidance regarding future design decisions and suggest the utility of
our system of systems approach. Implications and future directions are discussed.

Keywords: Augmented reality · Situation awareness · System of systems ·
Immersive environment

1 Introduction

We are surrounded by digital data and are faced with challenges in how to best acknowl‐
edge and use that data. Too much data or conflicting/confusing data has far-reaching
implications and may lead to events such as friendly fire incidents, clinical errors (e.g.,
operating on the wrong body part or side), or civilian accidents (e.g., car accidents
because of cell phone distractions). What is needed is a way to effectively present digital
information that augments what the user experiences in the real world without distracting
or overloading the user or making their task more difficult.

In order to address these types of challenges, a multidisciplinary and multifaceted
approach is needed. The domain of Human Systems Technology requires a spectrum of
user modeling, observation, and measurement techniques. We select techniques span‐
ning from expert assessment through rigorous human subjects testing in order to meet
the needs of a particular design challenge. Both ends of this spectrum have strengths
and weaknesses: expert judgment is an interpolation based on experience and is thus
limited in scope; human subjects testing – particularly in the applied research space –
has come under scrutiny due to difficulties in reproducing results [1]. Taken together,
these challenges point to the need for a different approach to leverage expert or user
response to guide design decisions.
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There are a number of systems engineering approaches that can help guide design
decisions. There are several systems analysis tools and techniques that can be applied
across the spectrum of design maturity [2]. However, both modeling and measurement
are less mature for human-in-the-loop systems. Current laboratory measures and
methods largely remove technology from its intended environment. This is problematic
because out of context performance data tends to provide minimal design insight.
Approaches we have leveraged to include and assess context include testing a single
design across a number of user cases [3]; this approach provides robust findings but can
be expensive and time consuming. Another approach is to measure multiple channels
of data continuously during completion of a task, rather than relying solely on pre/post
assessments [4]. An additional challenge is that we wish to provide feedback at the speed
of design (e.g., over days), as opposed to the speed of academic publication (e.g., months
or years).

How then do we develop an evaluation environment to support the design and devel‐
opment of a system of novel wearables, with the purpose of providing the user with a
sense of immersive situation awareness (SA)? Our initial operational requirements were
to measure situation awareness as a function of presentation and context. We define SA
to be measured by accuracy moderated by response time, and our goal is to develop
designs to maximize SA.

In order to ground our research in a specific use case with real-world implications,
we selected a ground infiltration mission as our primary concept of operations. These
users have several tasks they are trying to do concurrently while navigating their mission
(e.g., watching for hazards, communicating with other team members). They have a
number of tools available to them, such as handheld devices for navigation and moni‐
toring, but they are often challenged to maintain a balance of heads down and heads up
time to successfully execute their mission.

Our broader interest is to provide an evaluation solution that is useful and cost
effective for the crowded small business and start-up space in augmented reality, univer‐
sity researchers, and the simulation and test community. This paper details the first
implementation of our approach and provides important guidance for future revisions.

2 Method

2.1 Participants

Participants were 12 Draper employees. Of these, 8 (67 %) were male and 4 (33 %) were
female. Participant age ranged between 23 and 52 (M = 34.33, SD = 9.38). Due to data
collection issues, not all participants experienced all stimulus conditions. As such, stat‐
istical analysis was not performed; summary measures are reported below.

2.2 Testing Environment

We have developed a lab for the rapid design and evaluation of directed attention and
performance augmentation devices that can be tested against metrics relevant in the
operational space (accuracy, response time, psychophysiological response). The
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physical environment is comprised of eight identical ambient presentation panels,
each of which can present local audio and visual stimuli. The baseline configuration
for the panels is a uniform closed shape (an octagon), but the layout is dynamically
configurable to provide a variety of orientations. This modular design provides flex‐
ibility for testing numerous devices and configurations with tasks of various degrees
of flexibility and noise. Its scalability (from 1:8 or more panels) allows for enhance‐
ment with minimal added investment, using the same presentation and data collec‐
tion infrastructure.

The physical octagon environment is grounded in a lab-centered, lab-fixed coor‐
dinate system. All lab infrastructure and all hardware units under test are referenced
to this 3D coordinate space. Communication among lab and test devices, including
timing synchronization, high level commands, and interdevice messaging, is enabled
by the Draper Network Architecture for Java software framework (DNA4J). DNA4J
is a pure Java solution enabling development on any platform with support for Java
1.6 or later. It has been tested on Windows, Linux, OSX, and also supports the Rasp‐
berry PI Raspian OS.

In addition to uniform presentation of lab and digital stimuli, the octagon further
enables concurrent recording of user response. Each panel is equipped with a motion
capture camera that can capture the 3D position of multiple points in a scene. To date
we have collected rigid body data on the user’s head, torso, and handheld devices. The
DNA4J framework further enables time synchronized collection of task and user
responses.

2.3 Test Devices

We performed an integrated data collection that leveraged four different input devices:
augmented reality glasses that included a heads-up display for presentation of visual
information, a wrist-worn thermal device for presentation of warm and cool tempera‐
tures, standard earbuds for presentation of audio information, and a chest-worn torque
tactile device (TTD) that used torque for presentation of information. We also leveraged
a handheld Android phone for presentation of visual information. Participants wore each
device singly (Android handheld, AR glasses, thermal, audio, TTD) and in pairs (e.g.,
AR + TTD, thermal + audio, AR + Android handheld) for the trials discussed below.

2.4 Test Protocol

Participants were asked to complete a navigation and threat identification task in the
octagon environment (see Fig. 1). Participants were presented with black and yellow
circles on the handheld Android device. Participants were instructed to act upon the
yellow circles by pressing the target button on the handheld device (see Fig. 2). After
some trials, a threat was signaled on one of the octagon panels (northwest, southwest,
southeast, northeast). There was no visual threat actually presented on the octagon panel.
Participants were presented with a cue on each device or pair of devices signaling them
to which panel to turn to then acknowledge the threat. For example, if the threat was on
the southeast panel, the AR glasses would display an arrow pointing in the southeast
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direction, and the handheld Android device would present a symbol on the southeast
panel on the display. Similarly, if thermal and TTD were paired, the thermal device
would present a warm temperature, and the TTD would send signals to nudge the partic‐
ipant to the southeast panel. Participants completed 4 trials per device and device pairing
(44 trials total) in the context condition in which a threat always appeared after a yellow
circle, and 44 trials in the no context condition in which a threat could appear after a
yellow or black circle. Response time and accuracy was assessed for each trial.

Fig. 1. The octagon environment

Fig. 2. Android handheld device interface for the navigation and threat identification task
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3 Results

Response time and accuracy were assessed for each of the devices and pairs of devices.
Response time data for trials where the threat was correctly localized are presented in
Fig. 3, and accuracy data are presented in Fig. 4.

Fig. 3. Reaction time results for each device and pairs of devices for correct trials

Fig. 4. Threat localization accuracy for each device and pairs of devices

It can be seen in these plots that there was a large amount of variability across
devices – it was much easier to correctly detect a threat with cues from some of the
devices (i.e., Android handheld and AR glasses) and pairs of devices (i.e., AR
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glasses + thermal, audio + AR) than it was for other devices (i.e., TTD). It also can be
seen that response times were much longer for some devices (i.e., audio) than for others
(i.e., AR). An examination of participant self-report responses and a close examination
of the cues indicated that the audio cues took longer to complete than did the cues from
other devices, and participants would wait until completion of the presentation before
indicating the threat location. Participant self-report data also revealed that threat local‐
ization cues were easiest to detect with the AR glasses and Android handheld, whereas
cues were most difficult to detect with the thermal, TTD, and audio devices. These self-
report results are not unexpected and confirm the need to identify intuitive cues or
provide learning trials (i.e., if using thermal cues, participants would need time to learn
that cold = left, and hot = right). Despite the differences in response time and accuracy
across devices and pairs of devices, the results were important for guiding future design
decisions, as discussed below.

4 Discussion

Through our current work, we have come to believe that a true augmented reality system
will encompass more than a set of AR goggles. In order to augment a human in a way
that will be intuitive and actionable, we must move beyond focus on the visual and
include multiple sensory modalities. This implies a focus on design of systems of
systems that must work in synchronization across a user’s senses. In order to achieve
this tight synchronization we have found that applying a systems engineering lens
enables us to better examine the interactions and dependencies between different display
systems.

Our systems engineering approach led us to start building our test environment at
the beginning of the project, co-incident with designing our system of displays. Building
a test environment from scratch had a number of benefits for our team. We had full
control of the system, which enabled us to make it ideal for the scenarios we were testing.
It was large enough to block out the rest of the room and allow the participant to move
around in which, when combined with 360 degrees of projection surface, provided
enough of an immersive environment for the participant to accept it as “reality.” Creating
an acceptable “reality” against which to overlay augmentation is crucial for any
augmented reality testing endeavor.

We did find it was a significant effort to build a 360 degree immersive environment
from scratch. While the octagon that we built meets our needs and was on the whole
less expensive than buying a CAVE system, there are some downsides to its design. It
is less clean/professional looking and it took more time and labor on our end. However,
the Octagon has the added bonus of flexible configuration. As noted previously, it does
not need to remain in an octagon formation, and our future plans involve using those
panels in different configurations.

We also found that while our systems approach recognized extensibility and a
“system of systems” concept, our software implementation of the messaging between
systems had to undergo multiple iterations to meet this goal. Our initial implementation
had each device implementing its own messaging scheme. This introduced a significant
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burden to introducing new devices, which was one of the primary goals of this work.
As such, we iterated on this software infrastructure in order to reduce the barrier to entry
to an acceptably small level of effort that did not require expert support.

Through our desire to truly compare each device on a level playing field, we designed
a single information scenario that all devices needed to display. This caused our results
to show that some devices had better performance than others. However, we believe that
this was due to not designing for each devices’ specific strengths. We have begun to
explore the differences in information type and style – such as how suddenly the infor‐
mation is available and how quickly the user needs to be aware of and react to that data.
The goal for a future experiment phase is to create a holistic system design where each
device plays to its strengths, which we recommend as an approach to AR systems.

5 Path Forward

There are a number of goals for our future work in this area. Our high level goal is to
identify good combinations of systems that enable augmented reality in multiple fielded
scenarios, ranging from the battlefield to the operating room to the analyst workstation.
Our test environment approach needs to enable us to quickly integrate new display
systems as they become available and to quickly configure and run tests on multiple
combinations of new and existing systems. To this end, we plan to continue to build
flexibility and extensibility into our software framework. This includes well documented
APIs, generalizable messaging, and a general focus on adding extensibility to the soft‐
ware architecture. One specific action we are undertaking is to ensure that our messaging
infrastructure sends information or data rather than commands on how to display that
information. This will enable each device to make decisions on how best to display
information and will de-centralize the intelligence of the system, making it easier to
integrate new components without requiring changes in the core software.

We also have considered increasing the immersiveness of the testing environment,
in order to increase the user acceptance of the “reality” with which our devices are
augmented. Additional study is needed to determine how the immersion of our envi‐
ronment impacts the experimental results and generalizability of findings to the real
world. Some augments to the immersiveness that we’ve considered are: full 360 degree
motion environment though a gaming engine such as Unity, adding a 360 degree tread‐
mill to enable participant movement, ambient sound, and ambient thermal. Future work
will explore how close to a fully enclosed CAVE the environment needs to be or if a
minimalist approach produces the same results.

Another approach to increasing the immersiveness of the test environment is to open
up the octagon. The modularity of the octagon enables multiple configurations – our
next planned experiment involves using a subset of the 8 panels to create a 180 degree
environment that will simulate a driving scenario. We also have planned to break indi‐
vidual panels out and place them in an actual physical environment – such as a house
or obstacle course – so that we can combine physical features and rooms with virtualized
panels, similar to a haunted house experience.
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Perhaps most importantly, we plan to bring new devices into our system of
augmented reality devices and test environment. We are exploring multiple haptic feed‐
back systems, such as vibrotactile boots, belts, and a headband. We also have started
acquiring multiple brands of AR goggles and smart glasses. We continue to explore
other sensory modalities that could be applicable, such as smell and taste. Lastly, we
want to expand our testing to include immersive user input devices – devices that enable
the user to communicate back to the system of systems in a manner that does not distract
them from or interrupt their physical world task. These may initially include gesture,
through use of hardware such as data gloves or vision, physical controls such as buttons,
knobs, and touchscreens, implicit interactions such as gaze or head movement, and voice
control, both audible and sub-vocal. We believe that immersing the user in physical and
digital information is not enough to keep them from being heads down in their tech‐
nology. We must also free them from the burden of inputting data into their augmentation
systems. Taken together, these future research plans will provide a rich set of data and
design guidelines that can be used by future developers of augmented reality devices
and systems.
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Abstract. Applications in Augmented Cognition can be hampered by obstacles
to the effective instrumentation of the data space, making the collection of
informative feature data difficult. These obstacles usually arise from technical
limitations, but can also be present due to methodological and legal considera-
tions. We address a specific instance of the difficulty of characterizing a complex
behavior space under legally constrained data collection: the instrumentation of
social media platforms, where privacy, policy, and marketing considerations can
severely hamper 3rd-party data collection activities. This paper documents our
constrained empirical analysis and characterization of the behaviors of Twitter
account-holders from their account metadata alone. The characterization is per-
formed by coding user account data as feature vectors in a low-dimensional
Euclidean space, then applying parametric and non-parametric methods to the
resulting empirical distribution. Suggestions for future work are offered.

Keywords: Twitter � Social media � Behavior modeling � Metadata

1 Background

Social Media is entrenched in the human psyche across the globe. Individuals feel its
impact in relationships, knowledge, while businesses cite its effectiveness in brand
management, public relations, and product promotion. Even government sees the value
in utilizing social media to reach its citizens and promote policy as well as provide
alerts and notifications in case of emergencies. As a result, social media has become a
lucrative marketing and sales channel for businesses. It offers sellers immediate access
to a demographically diverse, socially active, and relatively affluent international
market. They interconnect users in social cliques, where buying and product experi-
ences are shared, occasionally resulting in geometric growth of product awareness
(“going viral”) [1].

As technology progresses, how can users of this medium ensure their ROI? Twitter
has been transformed from a personal microblogging site to a robust information portal.
It has become a defacto media channel, and as such is concerned that its audience is
engaged and authentic. These concerns are, however, not as easily determined as in
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years past. Analyzing social media accounts’ metadata can unlock clues to an its user
authenticity. Does the account belong to active, passive, or anomalous users? These
statuses are important to entities wishing to fully leverage the capabilities promised by
Twitter’s technology. After all, the Twittersphere is populated by countless users and the
accuracy of their information, and identification provide real incentives for personal,
economic and even political ends. Conversely, inaccurate identification and targeting
can place the user at risk or at the very least exposed to unintended consequences.

The design of a reliable method of identification will ensure conditions are optimal
to offer interested parties greater opportunity for the monetization of social media data,
having overcome the present technical decision-theoretic challenges:

1. There are billions of individual social media accounts
2. Privacy controls limit access to the most informative data elements
3. Technology has reached a level where automated account-holders can impersonate

human users, and these constitute a growing proportion of account-holders

2 Data

A large number of fields are available for collection via the Twitter API (Application
Program Interface) and they are divided into five object classes. Those object classes
are; Users, Tweets, Entities, Entities in Objects, and Places [2]. Due to the focus of this
research on user metadata the APIs reviewed were almost exclusively from the “User”
object class. Information from the Twitter Developer API guide was used to identify a
number of metadata categories for the research team to collect and use in the
Twitter-space behavioral data analysis. A bot program was written to collect the data
for later inspection and calculations. The sample size for this research was 100,001
users and spanned 13 direct and 3 calculated data fields.

Each Twitter user has a unique 64 bit integer allocated to them for a user identifier,
the field in the API is designated “id” and would be analogous to a Primary or Unique
Key from a relational database. The id field is essential in separating information about
one user from that of another. All the other user object data fields are related back to
this unique identifier. In order to better understand these relationships and the possi-
bilities therein, the following definitions provide the field identifiers.

Twitter API Fields Utilized.

1. id – The unique/primary identifier for the user (64 bit integer).
2. created_at – UTC date and time of the initial user creation.
3. default_profile – true/false identifier for whether the user has altered the default

theme or background.
4. default_profile_image – true/false identifier for whether the user has replaced the

default user avatar.
5. favorites_count – total lifetime number of tweets the user has favorited.
6. followers_count – total number of other users following that unique user.
7. friends_count – total number of users the user is following.
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8. location – user provided location, not always accurate (e.g. Mars, etc.).
9. protected – indicates if the user’s tweets are protected (only viewable by their

followers).
10. statuses_count – total number of tweets sent by the user.
11. time_zone – user defined time zone, not always accurate (e.g. “Eastern Time (US &

Canada)”).
12. utc_offset – the offset from GMT/UTC described in seconds.
13. verified – user identity has been verified by Twitter (e.g. Joe Actor might be

verified as being the real celebrity and not an impersonator).

3 Methodology

The purpose of this paper is to characterize categories of user behavior in communi-
cation via tweeting as these are reflected in the metadata only: no tweet content. Data
mining technology is used with the aid of statistical methods: exploratory data analysis,
cluster analysis, factor analysis, multiple regression, and multinomial logistic
regression.

Given 19 variables and 100001 cases, various approaches were used to study the
data. The data included both categorical and quantitative variables.

Data cleaning was performed prior to analysis. Evidence of corrupt data was found
in the case of one of the features that involved ratio calculations. It appeared that the
formula was not executed appropriately to all cases. After corrections were applied, the
data set was reexamined and judged to be ready for analysis. There were no missing
values in the data set. In addition, issues of division by zero or undefined non-linear
transformations of some features were addressed prior to analysis.

In order to visualize the data, a number of graphs were investigated, such as
histograms, scatter plots, box plots, and stem and leaf displays.

Descriptive statistics were obtained for each feature, including 5 number summary,
outliers were identified.

The correlation among variables were calculated and analyzed.
Using SPSS, variable reduction techniques were applied to the original data,

showing variable importance, leading to a smaller number of variables to be used in the
two-step clustering on SPSS.

In total, two clustering techniques were applied to the data. A two-step clustering
run on SPSS revealed primary clusters, including an order of importance of the vari-
ables. Consistent with this clustering technique, a multinomial logistic regression was
run on SPSS to check accuracy of cluster assignment. Subsequent to the identification
of primary clusters, two additional iterations for each cluster were performed using the
same two-step clustering method. A second clustering technique created 200 clusters
using a dedicated clustering program. Those 200 clusters were examined for distinctive
characteristics with particular attention paid to small clusters involving high z scores in
a number of features.
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4 Analysis

The data set was examined at different levels. One dimensional review included a time
series of account creation. It appears to reveal the period when Twitter actually took off
and grew exponentially as a platform. That date and time corresponds to the South by
South West Interactive conference in March 2007, some 234 days after the first account
of the data set was created in July 2006. The distribution suggests that once the product
reached a certain level of traction, rates of account creation may have been associated
with world events [3].

Two dimensional review of the data included creation of the correlation matrix
(immediately below) and examination of scatter plots. Features that exhibited high
correlation were later examined in the context of variable reduction.

The scatter plot for StatusesCount vs followers indicates that in a small number of
cases accounts produce a lot of tweets and yet have few followers, while a small number
of twitter accounts have many followers but they produce a small number of tweets.
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Similarly, the scatter plot for StatusesCount vs friends indicates the same
phenomenon.

Another scatter plot that exhibited a noticeable characteristic was the
“Followers-Favorites” ratio vs “Friends-Favorites” ratio. Multidimensional analysis
was performed using SPSS and a dedicated clustering program. The Two Step Cluster
Analysis procedure was used as an exploratory tool in order to reveal grouping (or
clusters) within a large data set containing 23 variables and 100001 cases. The clusters
were based on both categorical and continuous variables.

The following Five variables were selected as Categorical:

Default Profile; Default Profile image; Protected User; Verified User; Duplicates

The following seven variables were selected as Continuous:
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Favorites Count; Epoch Time; Followers Friends Ratio KGH; Status Count; Friends Favorites
Ratio KHF; Location_ Symbol; Friends Count

Factor Analysis and Principal Cluster Analysis, PCA, were used in order to reduce
the Dimension of the space from 23 to 12. The number of clusters was selected
automatically by the procedure, based on Schwartz’s Bayesian Criterion. Then, each of
the clusters were sub-clustered by repeating the two step clustering procedure.

The Likelihood Distance measure, which assumes that variables in the cluster are
independent, was used. Continuous variables are assumed to have a Gaussian distri-
bution and each categorical variable was assumed to have a multinomial distribution.
However, the procedure is fairly robust to departures from both assumptions of inde-
pendence and normality.

A model summary was created along with a fair cluster quality. The model showed
12 variables and 100001 cases were valid and no missing data. A Pie Chart revealed the
percentages of cases in each cluster, along with a table showing the size of the smallest
and largest cluster. Clusters profiles, centroids of each cluster, show clusters are well
separated.

Multinomial logistic regression was performed with an independent variable being
the cluster identified in a two-step SPSS clustering that resulted in three primary
clusters. The table below summarizes the results

5 Results

Classification

Actual cluster membership Predicted
Cluster 1 Cluster 2 Cluster 3 Percent correct

Cluster 1 1127 796 1333 34.6 %
Cluster 2 174 42873 47 99.5 %
Cluster 3 206 228 53217 99.2 %
Overall percentage 1.5 % 43.9 % 54.6 % 97.2 %

The results indicate that if a data point belongs to clusters 2 or 3, there is better than
99 % probability that the multinomial logistic regression procedure would correctly
identify the data point as belonging to the correct cluster. If the data point belonged to
cluster 1, which was the smallest cluster, there was only slightly more than one in three
chance the multinomial logistic regression would identify the data point correctly. The
overall percent accuracy from this perspective is 97.2 %. From another perspective,
numbers in this table may be used to derive estimates of conditional probabilities of
belonging to a cluster given a multinomial logistic regression prediction of belonging to
a specific cluster. The results are as follows: P (belonging to cluster 1 given multi-
nomial logistic regression predicts data point belongs to cluster 1) = 74.8 %, P
(belonging to cluster 2 given multinomial logistic regression predicts data point
belongs to cluster 2) = 97.7 %, P (belonging to cluster 3 given multinomial logistic
regression predicts data point belongs to cluster 3) = 97.5 %. This seems to indicate
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that the multinomial logistic regression performs well in this context and can be used to
validate cluster assignments. Numbers appear to confirm that clusters might be
meaningful in this feature space.

Below is an oblique ortho-projection of the clustered account metadata. Notice the
presence of a variety of coherent subpopulations. These correspond to the levels of
activity described in the semantic:

The charts below illustrate the sub-clustering of the primary cluster that contained
55566 cases leading to two sub-clusters, one that contains 45413 cases, the other 10153
cases.

Modeling of Social Media Behaviors Using Only Account Metadata 399



The Figure below shows Cluster profiles: the cells show different distributions of
features within a single cluster for each varia

Additional Comments: In the future, we should collect more refined information on
other properties of the variables with additional attributes, if available.

Other approaches could be used such as Simulation, Monte Carlo method, in order
to construct some predictive regression model and use it on another more refined data.

200 Clusters: A dedicated clustering program was used to create 200 clusters for the
original data set. Clusters varied in terms of number of cases, but of particular interest
were small clusters that were characterized by high z-scores in one or more of the
features. A number of clusters contained as few as 4 cases out of the 100001 and
showed high z scores in a number of specific features. These small clusters represent
cases that are far out in multidimensional feature space.

6 Future Work

Similarly, sub clustering of the smallest primary cluster produced two sub clusters, one
that contains only 5 cases, consistent with small clusters obtained through separate 200
cluster procedure.
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In this paper we presented an initial quantitative analysis based on the behavior of
participating social media account users. During the analysis, a bot detection model
was incorporated to collect and analyze data in an effort to investigate human and
non-human behavior based on a structured framework. In the future, we aim to develop
and incorporate prediction algorithms to assess the accuracy, scalability and resiliency
of data based on selected features which would measure user’s behavior.
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Abstract. In this paper we describe a cognitive model for provoking gestural
dialogue with humans, embodied in an interactive marionette. The cognitive
model is a framework for the design and implementation of a gesture to gesture
interaction. The marionette perceives gestures of humans using a Microsoft
Kinect, reasons about perceived gestures to determine a response, and then
performs the selected response gesture. This simple cognitive model: perceive-
reason-perform, operates in a social context where humans interact with the
marionette. The marionette was built as a 3D replica of a human body. The mari‐
onette’s responses were designed using interaction design techniques such as
body storming, gesture elicitation, and the “Wizard of Oz” method to provoke an
emotional response from humans. Several user studies were conducted during
and after the design process to guide the design goal of achieving an engaging
and provocative interaction. These studies showed that participants were encour‐
aged to engage in a gesture-based dialogue with the marionette, and that they
perceived the system to possess a kind of intelligence.

Keywords: Marionette · Gesture · Human-computer interaction

1 Introduction

As studies in cognition shift towards embodiment, researchers are considering the role
that interaction with the environment plays in models of cognitive processes (Anderson
2003). According to research in embodied cognition, many cognitive processes are
tightly coupled with the way the body interacts with the environment. The development
of intelligence in humans depends as much on their interaction with the world in which
they are embodied as it does on their individual brains (Anderson 2003). This trend has
been reflected in recent research in implementing cognitive models in artificially intel‐
ligent systems. Sandini et al. (2007) implemented a kid-sized humanoid robot with 53
degrees of freedom, which could improve its skills through interacting with its envi‐
ronment.

In this paper we describe a cognitive model for a marionette interacting with humans.
Our marionette interacts not with the physical world as in Sandini et al. (2007), but with
humans in a social context. The marionette’s interaction with humans takes the form of
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gesture. The marionette detects human gestures, reasons about them, and responds by
performing a sequence from its pre-designed set of gestures. The underlying cognitive
model is based on this perception-reasoning-action cycle. The design process included
abstracting a participant’s behavior into meaningful gestures as well as designing and
implementing marionette actions. To recognize complex and sophisticated human
actions as discrete gestures, a gesture elicitation study was performed for both human
gesture and marionette gesture classifications.

This paper first introduces the willful marionette as an art project, followed by an
overview of related work on gesture design and interaction. The paper then presents the
user experience and cognitive system design of the marionette. The cognitive model is
comprised of three modules: gesture recognition, marionette gesture selection, and
marionette gesture performance. The last section concludes with a summarization and
reflection of the effectiveness of the cognitive model in provoking a human response
through continued interaction, as well as a discussion of how participants ascribed
human-like intelligence to the marionette.

2 The Willful Marionette

The synthesis of a traditional art form, the marionette, with a modality of human-
machine gesture interaction, leads to a new kind of creative computation. The marionette
evokes a creative dialogue of gestures between humans and machines. A marionette is
a string-operated puppet, a traditional art form that exists in many cultures (Chen et al.
2005). Modern marionette and puppetry artists often work with engineers and
researchers to explore the possibility of integrating robotics into marionette performance
(Yamane et al. 2004). In previous work on developing a robotic marionette, researchers
explored the possibility of infusing robotic systems into the traditional art form of
marionette theater (Chen et al. 2005), and to evoke and stimulate public interest (Robert
et al. 2011; Sidner et al. 2005; Speed et al. 2014).

The design and construction of the willful marionette was a collaboration between
artists Lilla LoCurto and Bill Outcault, and the Interaction Design Lab at UNC Charlotte.
The artists’ previous work focused on the human body as a three-dimensional form, re-
representing it in ways that draw attention to the frailty of human physicality.

The willful marionette began as a 3D scan of Bill Outcault’s body, which was then
3D printed in segments and constructed as a marionette. Little Bill is shown in Fig. 1,
and stands about 3 feet tall. To create the marionette, the whole body was segmented
into 17 parts. Segments are connected with hinge and socket joints based on the corre‐
sponding joints of the human body. Thirteen of the joints are connected to strings to
enable movement. The movement of the strings is controlled by motors connected to a
frame above Little Bill, which extend and retract the strings and cause joints to move
up and down. Two Microsoft Kinects are attached to the frame, and capture the move‐
ment of people in the area around Little Bill, allowing the marionette to respond to them.
Inside Little Bill’s head a fourteenth motor controls his eye lids.
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Fig. 1. The Willful Marionette, aka “Little Bill”, a 3-foot tall naked, blue cognitive agent (Color
figure online)

Little Bill provokes an interactive relationship between art object and audience
member. Historically, the audience member is a passive viewer, watching a puppeteer
perform with a marionette in a theatrical setting. With an interactive marionette, the
audience becomes active participants in the performance, and the theatrical performance
is replaced with an interactive dialogue. Without the context of a theatrical performance
to capture viewers’ attention, the puppet must act as a provocateur to engage the viewer.
Once engaged, participants continue to interact with the willful marionette and to evoke
the movements and reactions of the puppet. Interaction design in this context is about
the interaction between participants and the 3D marionette. Participants differ from
traditional conceptions of the “user” in HCI as they are not acting to further some goal
but instead participating in a dialogue with an embodied cognitive agent. The marionette
also differs from traditional conceptions of an “interface” as it is both socially and phys‐
ically embodied within the same space as the humans with which it is interacting.

Interaction with the willful marionette is entirely based on the human body: both that
of the participant and the machine. The marionette creates a dialogue of gestures that
provoke movement and evoke emotional response. This form of dialogue both engages
the audience and, as we determined through our user studies, can provoke a strong
perception that the marionette possesses a form of intelligence.
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3 Background

The goal of the marionette project was to design an interactive system that engaged
people in a gestural dialogue. Doing so requires an understanding of the role of gestures
in cognition (Baber 2014; Maher et al. 2014; Tversky et al. 2014). Past HCI research
has striven to develop common sets of gestures for interaction (Card 2014; Jetter 2014;
Karam 2005), and to evaluate the ease and effectiveness of those gestures for performing
tasks (Ackad et al. 2014; Vanacken et al. 2014). In order to elicit a set of popular gestures
(Seyed et al. 2012), several researchers have explored the design of gestures that people
can easily learn or discover (Cartmill et al. 2012; Karam 2005).

Research in computational models of emotion (Marsella and Gratch 2009) and
affective computing (Picard and Picard 1997) are also relevant to the marionette project,
given the primacy of emotion in the body language that makes up a great deal of gestural
interaction between people.

The Viewpoints AI system (Jacob et al. 2013), while virtual rather than physical,
comes closest to the marionette project among past work of which the authors are aware.
Viewpoints is a Kinect-based projection of a humanoid form that communicates with
human dancers through the medium of dance: it will dance a duet with them, similar to
the willful marionette’s gestural dialogue. One point of contrast in the dialogues the two
systems construct is that Viewpoints begins by mimicking the human dancer to establish
synchronicity, while the willful marionette strictly avoids mimicry to establish its
autonomy and otherness.

Research into robotic marionettes has primarily focused on their application in the
performing arts. Hoffmann (1996) developed a human-scale marionette that could,
controlled by a human, enact a dance performance using motions based on human
dancers. Hemami and Dinneen (1993) proposed a strategy for stabilizing a marionette
through a system of unidirectional muscle-like actuators. The strategy provides positive
force to the actuators analogous to the firing rate of natural muscles. Yamane et al.
(2004), controlled the upper body of a marionette to perform dances using human
motion. These projects show how a marionette performance can be automated, but not
autonomous: they do not consider a marionette as an embodied actor interacting with
and responding to human participants.

4 Gesture Design and Implementation

The first step in designing gestures for an interactive system is to understand the design
space of possible gestures. Various design methods, such as bodystorming, role-playing,
personas and image boards, were used in the early stages of the project to explore
possible avenues for gestural interaction with the marionette. These methods provided
the design team with the opportunity to explore the possibilities of both the hardware
and software technologies that could be used in the development phase. In bodystorming
and role playing, members of the design team played either a human participant or a
marionette role, and acted out gestural dialogues. This enabled the design team to better
understand how an embodied gestural interaction with a marionette could proceed.
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Based on the initial prototypes and the results of bodystorming, a set of preliminary
gestures were selected and implemented for the marionette. Each gesture was defined
by specifying each motor’s movement in time. This definition allowed us to write and
store gestures for selection by the cognitive system, i.e. when a marionette gesture is
selected in response to a perceived human gesture.

After the implementation of the selected gestures for the marionette, a preliminary
evaluation study was performed to assess and refine them. The evaluation of this study
was done using the Wizard of Oz technique, since the perceptual system that would
sense human gestures and map them to marionette gesture responses had not been
developed at that time. A human operator decided which marionette gesture to execute
based on participants’ gestures. The think aloud method was used to gather further data
on how human participants perceived the interaction was progressing, and the reasons
behind their gestural selections.

For this preliminary study we recruited twelve students as our participants. Each
participant was asked to interact with the marionette spontaneously without specifying
a specific task. Participants were asked to think aloud while interacting with the mario‐
nette in this study. After each session, an interview was conducted to collect additional
insights about participant behavior through gestures. Video recording was used to
capture each performed gesture along with notes taken by the design team.

One of the biggest challenges that distinguish Little Bill from other gesture-based
interaction systems is that participants in this context are not given instructions or tasks.
The most difficult moment is the “cold start”: participants initially have no conception
of the scope of the marionette’s ability to perceive or respond to them. Seeing the
marionette respond to their presence typically gives participants the confidence to
initiate gesturing towards the marionette. Participants were more willing to continue the
dialogue after they noticed that they got Little Bill’s “attention” (i.e. eye contact). Based
on this feedback we designed the interaction such that Little Bill “makes the first move”
and directs its attention to the new participant. To achieve this, we added an “approach”
gesture that the marionette perceives when a participant is approaching it. A corre‐
sponding “retreat” gesture was added, ensuring that walking away signifies to the system
the participant has lost interest in Little Bill.

The full list of participant gestures elicited by the preliminary study was: waving,
bending over, approaching, walking away, getting too close, and going behind the
marionette. The last two gestures are detected by the angle and distance of the partici‐
pant. Results of the gesture elicitation study and the interviews revealed that lifting the
marionette’s head to make eye contact, turning the marionette’s body to follow the
participant, and the marionette raising its hands were the three gestures that inspired the
greatest emotions among the testers.

4.1 Gesture Implementation

The marionette gestures were designed to convey emotions of different kinds and were
divided into the following five categories:
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• Complex gestures: A subset of the marionette gestures involve large body movements
that are intended to convey that the marionette is experiencing a strong emotional
response. These gestures are implemented as a quickly executed series of movements
across many degrees of freedom. Examples of the marionette’s complex gestures
include surprise and scared.

• Subtle gestures: Other, smaller gestures are intended to encourage continued inter‐
action with the marionette. For instance, simply lifting the head of the marionette
gives an impression of eye contact and, in our experiments, engaged participants and
made them more likely to continue interacting. Similarly, a series of movements that
convey a “quizzical look” from the marionette while participants wave for him can
be intriguing and encourages continued interaction.

• Attentive gestures: These gestures are a direct response to participants’ movement.
For example, the marionette turns so that it tracks a participant, or turns its head such
that it faces them. As another example, when participants walk away from the mario‐
nette, the marionette might shake its head as an attentive gesture to get their attention
back.

• Living gestures: These gestures are designed to convey the impression that the
marionette is alive, and involve movement that is not a direct response to perceived
participant action. For example, the marionette possesses a motor behind its eyes that
can execute a blinking gesture, which is performed at random times. Another example
of this type of gesture is a “breathing” gesture, which moves the back of the mario‐
nette up and down very slowly such that it looks like it is breathing. These gestures
prevent the marionette from being completely still.

• Restorative gestures: After performing some gestures the marionette might not be in
a natural pose, or may have lost track of its exact pose due to technical limitations.
To accommodate this lack of information, a restorative gesture was designed to adjust
the marionette’s position back to its initial position. One such gesture slightly lifts
marionette up off the ground and returns it to its default position.

The cognitive model for the marionette has three components: participant gesture
detection, marionette gesture selection and marionette gesture execution. Participant
gesture detection uses the Microsoft Kinect and its SDK to detect and send human
gestures to the marionette gesture selection program. The selection component selects
the most relevant marionette gesture to execute, and sends the related action to the
gesture execution component.

The next challenge was how to model the selection of a marionette gesture as a
response to a human gesture. We developed a set of guidelines based on observations
of human movement, particularly during dialogue:

• people are always moving;
• different people respond differently, particularly to a repeated event;
• people may respond by starting a conversation with another person;
• people shift their attention to a different object even when there is no obvious event.

In order to have the marionette’s responses not become predictable, each participant
gesture is mapped to a set of possible marionette responses from which a single response
is stochastically chosen. This one-to-many relationship is used because the goal of the
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interaction is not to generate an expected response, but to encourage and provoke
continued interaction. This is in contrast to the typical interaction design goal of learn‐
able and predictable interaction between user and interface. The perceived autonomy of
this simple random behavior is also intended to provoke the human to perceive intelli‐
gence in the marionette: human social interaction is not predictable, and systems
intending to provoke dialogic interaction should be similarly opaque.

To define a set of appropriate marionette response gestures to participant gestures,
the design team envisioned the set of probable emotional states that could cause the
participant to perform each gesture. Since the gesture selection process cannot interpret
participants’ emotional states, the set of possible response actions was designed to cover
all emotional states (such as surprised, shy or shocked) that were deemed probable
causes. The cognitive model constructs a probability that participants would be in each
emotional state, and selects a random gesture weighted by this probability distribution.
This allowed the marionette to respond in a manner that responds to the most likely
emotional state of the participant. As an example, a person who is bent over near the
marionette is probably displaying curiosity or interest in it, which puts the marionette
in the surprised, shocked or shirk state. Table 1 shows the mappings from each human
gesture that the marionette can recognize to a list of possible marionette response
gestures. Each gesture in Table 1 represents an emotional state and refers to one or more
implementation on the marionette.

Table 1. The mapping from human to marionette gestures.

Human gestures Marionette gestures
Approach Scared, shirk, surprised
Wave Stand straight, quizzical look
Bend over Surprised, shocked, shirk
Walk away Surprised, shy, shake head
Too close Shy, shake head, stand straight, look up fast, walk backward

The marionette gesture selection component is also responsible for deciding which
participant is the current focus of the marionette’s attention. Participant interestingness
is based on continued engagement (measured by amount of body movement) and the
order that people approached the marionette. The marionette attends to the participant
it perceives to be the most interesting, and rotates to follow their position. From the
gesture elicitation study and participant interviews, it was determined that eye contact
was the most important feature to participants, and resulted in the highest level of
engagement. If a person was behind the marionette and no one was present in front, the
marionette rotates to face them, allowing gestural interaction to continue.

The gestures of the marionette were divided into two categories based on its respon‐
siveness. The first category is a set of “regular” gestures that are selected in response to
participants’ gestures, and the second one is a set of “idle” movements that are selected
when no one interacts with the marionette for a defined amount of time. If no participants
are detected the gesture selection component triggers an idle state, during which the
marionette performs subtle gestures in an attempt to engage anyone present but not
detectable by its perceptual system (due to the limited range or field of view of the Kinect
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sensors). Idle movements are actions that are short in terms of execution time, and are
subtle movements designed to engage people to interact. This ensures the marionette is
not still for lengthy periods.

5 Evaluation of Human Response to Gesture Dialogue

Once the gestures for the marionette were selected, refined through the preliminary
study, and implemented, we conducted a user study to evaluate the effectiveness of the
cognitive model for gesture dialogue. This study included 13 participants (a different
set of users than the preliminary user study). Since the marionette is originally an art
piece and it is expected to be placed in an art museum, we performed the study in a
gallery setting. Participants visited the marionette individually, with nobody but the
experiment facilitator present. Figure 2 shows some participants interacting with the
marionette.

Fig. 2. Participants interacting with the willful marionette

Participants received a short verbal introduction to the project. This introduction
provided an explanation of about the objective of the evaluation. The willful marionette
was presented to the participants as shown in Fig. 1. Participants could see that the
marionette was controlled electronically, but they were not given any information on
how the processes for perception, reasoning and response. Similar to the initial user
study, the participants were asked to interact with the marionette while thinking aloud.
Participants were explicitly not given a task to perform, as the purpose of our system is
exploratory gestural dialogue. Participants were made aware that they were being video
recorded. An interview was conducted after each session to collect additional insights
from the participants about their experience, expectations, the degree to which they felt
that the marionette responded to their gestures, and any feedback or suggestions.

5.1 Evaluation Results

This section presents highlights and notable themes of the responses given during inter‐
views performed in both the preliminary and the final user studies. By far the most
common topic in the interviews was the participants’ interest in the marionette. All of
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the participants found the marionette highly provocative and interesting. The human-
like features of the marionette such as blinking and breathing, its responsiveness, and
the complexity of its gestures were all given as reasons for participants’ surprise, curi‐
osity and interest. One of the participants said he hesitated in approaching the marionette
due to the blinking of its eyes and the human-like nature of its movement. Our data,
while small-scale, suggests that participants overwhelmingly associated the embodied
form and clear responsiveness of the marionette with human behavior and assumed that
it was intelligent far beyond its simple reasoning.

One of the common themes of participant responses concerned the first moments of
their dialogue with the marionette. At first, most participants did not approach the mario‐
nette directly, keeping their distance and observing the marionette’s idle actions. Several
participants noted that at that time they did not believe that the marionette would respond
to them, and that its movements were predetermined. However, when they saw the mario‐
nette’s response to their approach, they became aware of its interactive nature and began
to make various gestures actively. This initial surprise was mentioned as a cause of signif‐
icant emotion in several users, both positive and negative. Participants discussed that the
“back and forth” resulting from this initial exploration of the marionette’s interactivity –
their first gesture-based dialogue with an embodied cognitive agent – were unexpectedly
engaging.

Another feature of the interaction with the marionette which led participants to
comment on the intelligence of the marionette was its lack of mimicry behaviors. Three
participants expected that the marionette would mirror their own movements, i.e. if they
raised an arm, the marionette would also raise an arm. These participants said the inter‐
action was more interesting than they expected because this behavior was absent – a
conscious decision on the behalf of the design team. The fact that the interaction was
based on an exploratory gestural dialogue, rather than simple mimicry, helped engage
these participants.

Four of the participants tried to talk to the marionette, assuming that if it was capable
of human gestural interaction then it would also be capable of hearing and understanding
speech. Two of these participants referred to Siri, the digital personal assistant in Apple’s
iOS, and said they expected that the marionette could interact in a similar fashion.

Participants were asked to indicate which gestures they found most provocative.
Three participants mentioned the blinking of the eyes during eye contact as highly
provocative. Rotation of the marionette to track participants (especially when partici‐
pants moved behind the marionette) was rated as most highly provocative by two other
participants. One participant said that arm-related gestures, such as the marionette
raising its arm as if to shield its face in response to a participant approaching, was highly
provocative and caused a strong emotional response.

6 Discussion

The willful marionette is a contemporary interpretation of the marionette as a form of
interactive installation based on an embodied cognitive agent. The system includes a
cognitive model that perceives, reasons, and acts in order to engage humans in a gestural
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dialogue. By replacing the puppeteer and puppet with cognitive agent and an animatronic
marionette, the performance becomes more physically and socially engaging: users are
participants in an interactive dialogue rather than an audience. The willful marionette’s
control systems are deliberately exposed and clearly visible, serving to more greatly
unnerve and fascinate users about its nature. The true unknown about the marionette is
not how it is physically controlled, but the processes by which it decides to act in
response to its environment. Even though its cognitive system is extremely simple, its
physical embodiment in a human-like form, and the deceptively human-like behaviors
it executes using that form, cause users to project onto it significant capacity for higher-
level thought. Much like with the ELIZA program of mid last century (Weizenbaum
1966), it is very easy to attribute intelligence to a system that interacts with you in the
way you interact with other humans. As an art piece the willful marionette exposes the
fundamental frailty of human social interaction: we can be so captivated by simple
randomness, so long as it is embodied to look and move like us! As an HCI research
project the willful marionette demonstrates the possibilities of affective gestural inter‐
action that seeks to sustain engaging dialogue, rather than complete a task by the most
effective route.

In summary, the willful marionette is an example of a simple interactive embodied
cognitive system that draws participants into a gesture-based dialogue. Our evaluation
of the cognitive model shows that people easily ascribe intelligence to the marionette
because of the combination of its human-like form and its unexpected and provocative
behavior. The core reasoning process for the marionette is a mapping algorithm that
maps a detected gesture to a selection from a list of predefined gestures. This mapping
was designed to produce unpredictable social interaction, and to leave ambiguous the
question of the marionette’s capacity for higher thought. Based on the results of our
interviews with the human participants, we believe that the key factors that caused the
participants to perceive machine intelligence are (1) the unpredictability of the perceive-
reason-perform cognitive model (2) use of gesture dialogue as the mode of interaction
(3) the human-like features and gestures of the marionette and (4) the proactive move‐
ments of the marionette: the idle gestures.

We developed a system that enables a novel gesture-gesture based dialogue in order
to explore how embodied cognitive agents with human-like features could affect a phys‐
ical social context. Even though the resulting system’s behavior is based on a simple
cognitive model, users were more than willing to ascribe higher intellect to its actions
due to its embodied nature. This result has implications for both art and the design of
future interactive systems.
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Abstract. Analysts across national security domains are required to sift through
large amounts of data to find and compile relevant information in a form that
enables decision makers to take action in high-consequence scenarios. However,
even the most experienced analysts are unable to be 100 % consistent and accurate
based on the entire dataset, unbiased towards familiar documentation, and are
unable to synthesize and process large amounts of information in a small amount
of time. Sandia National Laboratories has attempted to solve this problem by devel‐
oping an intelligent web crawler called Huntsman. Huntsman acts as a personal
research assistant by browsing the internet or offline datasets in a way similar to the
human search process, only much faster (millions of documents per day), by
submitting queries to search engines and assessing the usefulness of page results
through analysis of full-page content with a suite of text analytics. This paper will
discuss Huntsman’s capability to both mirror and enhance human analysts using
intelligent web crawling with analysts-in-the-loop. The goal is to demonstrate how
weaknesses in human cognitive processing can be compensated for by fusing
human processes with text analytics and web crawling systems, which ultimately
reduces analysts’ cognitive burden and increases mission effectiveness.

Keywords: Text analytics · Intelligent web crawling · Decision making ·
Cognitive consistency

1 The Challenge of Data Analysis

While the prevalence of easily accessible information via the internet and large databases
has allowed for unprecedented advances in societal knowledge, the sheer volume of data
available leads to difficulties in locating the correct information that is relevant to a task
at hand (i.e. finding the needle in the haystack). This sifting process is most commonly
accomplished today using search engines (e.g., Google®) by submitting a single query
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Department of Energy’s National Nuclear Security Administration under contract DE-
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between the Transportation Security Administration and the Department of Energy.
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and iteratively visiting results in a single list to determine whether the supplied result
contains relevant information or represents a false positive. This process continues iter‐
atively through multiple queries until the information required has been found or the
human analyst gives up. While such a process is useful, the overall approach itself suffers
from a number of problems; (1) the analyst is required to possess a moderate under‐
standing of the subject matter being sought; (2) the analyst is limited by the query inter‐
face provided and must possess astute abilities in constructing queries with a few words
to seek out that subject matter; (3) the analyst is limited by the fact that a single prioritized
list is presented based on an unknown underlying search algorithm; (4) in many cases,
search algorithm results are tailored either to the global mean, or tailored to the analyst,
both of which may be undesirable when searching for obscure and little known infor‐
mation; (5) the analyst is limited to that information which the search engine has deemed
worthy of indexing, also based on global demand (e.g., Google® only indexes a small
fraction of the known internet)1.

1.1 The Challenge for the Analyst

Even the most experienced analysts are unable to be completely consistent and accurate
when sifting through large amounts of information. A single analyst faces a number of
cognitive hindrances. An analyst will use heuristics, such as scanning for words they
have determined to be relevant, in order to gauge information importance2. However,
this method is inconsistent. At the start of the analysis process, an analyst can decide a
document is relevant because of the words in a piece of text, but later on, after they have
been sifting through information, they decide a similar piece of text is not relevant
because their notion of what is relevant has matured. Similarly, relevancy is based on
what the analyst knows to be important and therefore is biased to their limited knowledge
base on the subject of interest. A single analyst must also spend large amounts of time
examining and filtering large amounts of documentation, and even then he or she is
unable to synthesize and process all of the data, especially when there is a limited amount
of time to make important decisions3.

The cognitive hindrances increase for a team of multiple analysts. Between analysts,
there are different heuristics and various strategies for finding information. The amount
of time spent searching is multiplied by how many analysts are on a team, which can make
searches for relevant information expensive. In addition, biases towards determining what
information is relevant increase because of differences in experience, knowledge base, and
perspectives4. Conflict may also arise if there are conflicting opinions of documentation
relevance. Finally, if an automated method for tracking information examined is not used,
then analysts may have overlap in the material they have covered5.

1 http://www.webanalyticsworld.net/2010/11/google-indexes-only-0004-of-all-data-on.html.
2 Goldstein and Gigerenzer (2002).
3 Pope et al. (2000).
4 Marchionini (1997).
5 Howard et al. (2009).
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1.2 The Challenge for the Decision Maker

Ultimately, when a single analyst or team of analysts present the information they have
determined to be relevant and their assessment of it, it is inevitable that they have not
located all relevant information. Therefore, conclusions based on analysts’ information
are automatically biased, limited in scope, and skewed to the cognitive perspective of
the analysts. This creates a challenge for decision-makers because they need to be able
to justify their conclusions. In order to make defensible decisions, the decision-maker
needs to have access to analyses and conclusions that are accurate, quantitative, justifi‐
able, and thorough. This holistic assessment provides the pathway for decision-makers
to not only make decisions, but also anticipate and respond to potential issues that the
data alludes to as well as predict how and why situations may evolve.

This need for complete data does not point decision-makers to a fully automated
system. Such a system could not spot the nuances in the data that a human analyst so
naturally does. Instead, decision-makers need to keep the human-in-the-loop to leverage
analysts’ intuition, ability to calculate possible options in connection to the scenario at
hand, and create a continuous pathway from the data to solutions.

Overall, the decision-maker as well as the analyst needs to reduce the amount of data
processed by humans and therefore cognitive load to increase effectiveness, accuracy,
and speed.

1.3 The Problem with Search Engines

When searching for relevant information on the open web, a primary question when
presented with intelligent web crawling is, “What about search engines?” This question
stems from an underlying assumption that search engines are enough to satisfy analysts’
needs. However, if one thinks about this assumption in a deeper way, it becomes evident
that search engines, even the best of them, are not the end-all solution for sifting through
large datasets for relevant information.

Imagine you as an analyst are going to use a search engine to find information on a
topic of interest such as the spread and impact of your academic thesis. If you search
for the title of your thesis to find relevant information related to your thesis topic, you
would receive a single list of webpages that have the words from your title on them.
Your search will probably return your institution’s academic repository and possibly the
journal where you may have published your thesis. From there, the list may be your
personal website, and then from there a list of other websites. You do not really know
why the search engine listed the other webpages except that there are a few keywords
matching your thesis title on the webpage. Your job is now to sift through the results,
probably going through the list of pages top-down to determine what is actually relevant
to the question you are asking. If you have multi-dimensional parameters (e.g., wanting
to find related publications and individuals who have quoted your work), this list of
search results will not efficiently respond to both parameters. You will probably have
to do multiple queries to answer each of these parameters. Analysts quickly find that a
single metric such as a search engines’ list of results is not enough to ascertain the quality
of the results you are looking for.
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Another problem with search engines is the lack of transparency. The reasoning for
why a search engine presented a list of search results can be partially or completely
hidden from the user.

Search engines also transform results according to user’s location, personality, past
purchasing and browsing behaviors, global and/or local trends, and are influenced by
search engine optimization by third parties. Results are also dependent on the parame‐
terization of the search engines’ crawlers and search engines make tradeoffs to crawl/
index less to save money. Furthermore, you do not have access to the full content avail‐
able on the internet. The actual size of the internet already has made effective indexing
infeasible6 and Google specifically only indexes a small fraction (~.004 % as of 2010)
of the internet (see Footnote 1).

2 Huntsman

Sandia National Laboratories has attempted to solve the challenges faced by analysts
and decision-makers by developing an intelligent web crawler called Huntsman. The
use of web crawling and text analytics helps to both imitate as well as enhance human
analysts by using text algorithms to develop consistent metrics to search and analyze
large datasets. The search also eliminates bias, is parallel across computing machines,
and returns the best matched information relative to all the data searched. Intelligent
web crawling finds the most pertinent information and quantitatively pushes it to the
forefront of the analysts’ attention. This way, analysts are still in the loop to examine a
smaller, more relevant dataset and validate findings.

Huntsman acts as a personal research assistant by browsing the internet or offline
datasets in a way similar to the human search process, only much faster (millions of
pages per day), by submitting queries to search engines and assessing the usefulness of
page results by analyzing full-page content with a suite of text analytics. Huntsman uses
the results of these analyses to order future downloads, allowing it to hone in on impor‐
tant information quickly. In this way, Huntsman provides a triage of information through
analyzing the full content of each document to assess relevance to the task at hand. Upon
completion, Huntsman provides various subsections of the data, based on the various
analytics performed, to a human analyst, allowing them to focus only on the most useful
information at hand.

2.1 Background

Intelligent or focused crawling is not a particularly well researched topic. Chakrabarti
et al. (1999) first described a focused crawler that utilized a classifier to identify relevant
documents, and a distiller to identify nodes which access several relevant documents
within a few links. Zeinalipour-Yazti and Dikaiakos (2002) describes the idea of using
web crawlers as middleware for users to gather relevant content based on a user profile.

6 Chakrabarti et al. (1999), Henzinger (2000).

Improving Analysis and Decision-Making 417



Where Huntsman differs from these previous approaches is in its focus the human
in the loop. Huntsman focuses on leveraging the humans’ abilities in pattern matching
and intuition, while eliminating tasks in which the human does not excel by removing
the burden of mentally processing large amounts of data, the bulk of which is not relevant
to the task at hand. Another area in which Huntsman differs from other approaches is in
comprehensiveness. When data is processed with Huntsman, the analyst and the decision
maker have much more confidence that all relevant information has been taken into
account as part of the analysis.

2.2 How Huntsman Works

Unlike regular keyword-based analysis using search engines, intelligent web crawling
helps alleviate analysts’ tasks that are most subject to cognitive hindrances (biases,
inconsistency, etc.) and keep analysts in the loop where they are most critical (intuitive
decision-making, option calculating, etc.).

The process of using Huntsman begins with crawl parameterization. This includes
identifying known documents and keywords and phrases of interest. The documents of
interest are then passed through a suite of text modeling tools to create signatures that
target both generally relevant, as well as specific content. Keywords and phrases are
used to enhance these signatures by scaling their influence based on overall document
relevance.

Fig. 1. The Huntsman analyst user interface
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All of these parameters are passed to Huntsman to begin the crawl. Huntsman submits
keywords and phrases to various search engines to seed the crawler with good starting
places on the internet. As Huntsman is crawling, each downloaded page is compared
against the target signatures using a suite of text analytics. Throughout the crawl, the
analyst is able to view the most relevant findings through the graphical user interface (see
Fig. 1). Huntsman also provides document excerpts and other explanations to the analyst
regarding its reasoning for presenting this information to the analyst, allowing the analyst
to make quick decisions about the importance of the information, as well as redirect the
crawl as necessary. This interaction between the analyst and Huntsman continues until the
analyst decides the quality of the data collection is sufficient.

After the crawl, the analyst is able continue to review and annotate the results, and
is able to automatically generate a report with the most relevant findings and annotations
for documentation or to present to others. This process can be seen in Fig. 2.

Fig. 2. The intelligent web crawling process

2.3 Huntsman as a Personal Research Assistant

In a sense, Huntsman can be viewed as a personal research assistant. This approach
provides several distinct advantages; (1) analysts are able to perform a search that is
targeted on the entire content of the documents, rather than just the presence of a few
keywords; (2) Huntsman allows analysts to perform a more nuanced analysis of the
document contents by applying a suite of text analytics and presenting the results to the
analyst, as well as easy to understand explanations for why each document was consid‐
ered interesting; (3) While Huntsman leverages the results of search engines, it moves
beyond what search engines provide by analyzing all pages crawled and providing a
rollup of the best results to the analyst; (4) Huntsman’s search focuses on the content,
not a search engine’s assessment of the page’s potential interest to the masses or to the
individual; (5) Huntsman can peruse enormous quantities of information, saving the
analyst time and allowing the analyst to better remain in context by providing focused
results and reasoning behind those results.
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2.4 Huntsman Is Applicable to Various Contexts

Huntsman can be applied to multiple contexts such as data science, social modeling,
business analysis, and field operations – essentially any situation that utilizes large data‐
sets to make rapid, high-consequence decisions.

3 Conclusion

There are many benefits of using web crawling and text analytics in the analysis of large
datasets. A web crawler is able to locate non-indexed information and does not rely on
a search engine to serve as a middleman for compiling web data in a single dataset.
Instead it uses search engines as a starting point and then crawls out from there to find
any relevant data available on the open web.

Overall, there is a need to accurately and efficiently synthesize large amounts of
information to enable decision-making. Huntsman is a versatile capability that has been
developed and used across various contexts to assess large amounts of interesting infor‐
mation, which ultimately reduces analysts’ cognitive burden and applies findings to
increase mission effectiveness.
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Abstract. During materiel development, limitations of soldiers and their inter‐
actions with tasks and equipment are often inadequately considered until after
product development. This can result in poor requirements generation and thus
inadequate specifications [1]. These flaws have produced the largest cost driver
in acquisition programs: performance requirement changes [2]. The Army has
begun work to incorporate the human dimension into future materiel development
of both equipment and training systems. Modeling and Simulation (M&S) have
been viewed as ways to train soldiers and to predict performance before money
has been invested in creating and fielding new products. The success of early
M&S in reducing cost hinges on understanding how the human, task, and equip‐
ment work together and impact each other. In addition, their relationship must be
linked to cognitive aspects of performance, especially under high arousal condi‐
tions. The Army currently lacks a way to describe these relationships. The goal
of this project is to create a methodology to define the data needed to describe the
relationship between levels of stress or arousal and soldier performance using a
live training event. The methodology should provide the training and modeling
communities with information on gaps in their technologies that prevent effective
training or accurate predictive analysis through modeling efforts. The method‐
ology will also help define measures of performance needed to assess training
and correctly model performance.

Keywords: Modeling · Requirements generation · Affordances · Attributes

1 Introduction

In 2013, the Honorable Heidi Shyu, United States Assistant Secretary of the Army
(Acquisition, Logistics, and Technology), signed a memorandum emphasizing the need
for early involvement within the Department of Defense acquisition process of the
Army’s formal Human Systems Integration (HSI) program [3]. She also emphasized a
Systems Engineering approach and an analytical decision based model to conduct trade
off analysis to make better informed decisions [4]. This sentiment was echoed by General
Walker, who stated the need for the Human Dimension (HD) community and material
solutions communities to intersect [4]. In addition The US Army Human Dimension
Concept’s [5] number one “Key Required Capability” states: “Future Army organizations
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require the capability to integrate and synchronize Human Dimension initiatives (training
and education, science and technology, medical, and personnel policies, programs, and
initiatives) to ensure they are effective and efficient in providing adaptable, trained, and
resilient forces that meet the Army’s challenges in the future operational environment.”
It also stated “it is critical that individuals and units understand how stress affects their
performance.”

According to 2015 Executive Order [6], the term Human Dimension was defined as
“the cognitive, physical, and social components of Soldier, Army Civilian, leader, and
organizational development and performance essential to raise, prepare, and employ the
Army in Unified Land Operations.” The cognitive component was defined as “States,
traits, and processes that make up the subjective experience, and include typical ways
of problem solving, framing events in life, intelligence, and emotional self-regulation.”
The Physical component was defined as: “Traditional aspects of physical fitness and
holistic health and fitness, with an approach that considers the mental and medical
contributions to physical performance.” The Social Component was defined as:
“Elements that allow an Army professional to serve the nation honorably.” Cognitive
Dominance, now Agile and Adaptive Leaders, was defined as: “Optimizing cognitive,
physical, and social strength to achieve advantage over a situation or adversary.”

This project was created to address some of these issues. Until recently, human
capabilities requirements were based on the performance of the system. The cognitive
processes underlying the performance were not addressed. For example, a marksman
would use a weapon to shoot a number of targets. The performance would be recorded.
The cognitive process behind how to shoot a weapon effectively and do it in dynamic,
stressful situations was not addressed. Thus there is a gap between shooting in a
controlled situation and shooting in combat. Some models have attempted to address
some of the cognitive processes.

2 Modeling Tools

The Improved Performance Research Integration Tool (IMPRINT) is a human perform‐
ance modeling and cognitive workload prediction tool and used by human factors prac‐
titioners to assess and compare system designs and their effects on operator performance.
An IMPRINT model is based on a detailed representation of the mission in the form of
a task network containing the tasks that soldiers are likely to perform using system
capabilities according to conceptual system designs. The task network enumerates the
tasks performed and are connected according to the order in which tasks are performed
in the field, and can represent concurrently-executed tasks. Each task is then annotated
with a time of execution or probability distribution of execution times, values for the
workload incurred while performing the task, and other information. Alternative designs
are often built into the IMPRINT models reflecting independent variables of an exper‐
imental design. These alternatives can be modifications to equipment used by the soldier,
reflected in task properties, or allocations of tasks to operators, reflected in changes to
the task network or operator assignments. The result is a functional simulation of
different experimental conditions that produce predictive performance data [7].
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IMPRINT allows analysts to predict quantitative performance metrics including
execution time and cumulative and resource-specific workload values during task
execution. While the IMPRINT stressor parameters allow the analyst to specify certain
conditions such as heat, cold, or noise, which can affect the output metrics, no option is
currently built into IMPRINT to account for a holistic stress level experience under high-
arousal contexts and adjust the predicted values. However, the tool does include a
flexible plug-in architecture that allows for the adjustment of predicted values, which
could be calculated based on an independent model of stress effects on performance [7].

3 Existing Methodology

In order to better predict how design changes may impact the performance of a soldier
in a stressful situation, the relationship between Soldier, Task, and Equipment must be
better defined. This paper provides an update on the progress and testing of a method‐
ology for illuminating this relationship. The components needed to create this method‐
ology are: (1) a way to relate Soldier, Task, and Equipment; (2) a way to quantitatively
measure stress in a way that allows it to be related to performance metrics; and (3) an
augmented training event to provide empirical data to combine the first two components.

The Systematic Team Assessment of Readiness and Training (START) was chosen
as a baseline method for relating Soldier, Task, and Equipment. The Naval Aviation
community faced similar issues while assessing simulation tools within the training
community several years ago [8] when budget cuts forced the Navy to look for alterna‐
tives to live training. Simulation was an option but presented its own set of challenges.
The requirements generation strategy created a never-ending list of changes as problems
were discovered. Previous efforts to correct these issues had focused on the scenarios
or use-cases aviators might encounter. Even that approach led to capability gaps and
dissatisfaction with the training devices because a user centered understanding of the
tasks making up the scenario was not developed. The way that the aviators interacted
with the task and their own equipment was not well understood. The training devices
didn’t correctly represent important aspects of the real world cues needed by the end
users to do their tasks [9]. In general, the acquisition and systems engineering commun‐
ities have focused on technical problems while largely ignoring the front end analysis
needed for the soldier [10].

The [8] goal in developing START was to create a framework that linked require‐
ments to the Mission Essential Task (MET) list by way of the attributes required to
perform the task and create more representative Measures of Performance (MoPs). Tasks
were things that people do while attributes were the system sensory cues that initiate
and affect task performance [11]. Soldier Subject Matter Experts (SMEs) were used to
rate the tasks’ and attributes’ importance to performing the mission [8]. The ratings were
combined to produce descriptions of fidelity and a rating of importance that could be
used by Systems Engineers (SEs) to update simulators for training. The attributes led to
increased realism in the simulators and increased training effectiveness [11]. Aviators
were able to receive training and readiness credit for flight times after recommended
upgrades were made to the simulators. This process was so successful at allowing human
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behavior specialists to identify gaps and define recommendations to other disciplines
(particularly SEs) in an understandable and meaningful way that it has been used and
modified by several other groups.

The START tool can also be modified to address both testing and training require‐
ments for United States Marine Corp (USMC) systems [12]. By working with human
behavioral specialists, budget analysts and SEs, it is possible to locate the gaps in several
training systems and demonstrate the cost effectiveness of various upgrades to their
training system.

While the Army recognizes the need to incorporate the Human Dimension and best
practices of human behavior specialists into design work of the systems engineers, there
is no framework to help them understand how to incorporate the human into their work
early in the process. A framework must be developed that users across the Army can
leverage and modify for their own needs. Understanding the tasks soldiers complete and
how they complete them under stressful conditions is an appropriate starting point.
Whether the goal is to design a training system, test new equipment, or correctly model
the impact of various changes to the system, the task the human is doing must be well-
understood in terms of what the human uses to do it. In addition, to model particular
aspects of dismounted infantry, the impact of stress and resilience on performance must
be studied.

4 Adapted Methodology

This effort proposes to modify the START process to create a methodology and analysis
tool that can be leveraged by many practitioners to ensure the Human Dimension is
incorporated into their work. To meet these goals and assess the ability to modify the
START methodology to a modeling domain, we chose a use-case from an ongoing
program to leverage. The training community currently has a program that addresses
the desired social, cognitive (dominance), and physical parameters. The program and
its background are described below.

Tactical Combat Casualty Care Training for Readiness and Resilience (TC3-TR2)
is a training program aimed at training members of platoons, squads, medics, and combat
life savers to collectively adapt their tactical decision making while managing Combat
Casualty Care (C3) under highly stressful conditions. Currently, medics and combat life
savers receive their training independent of the unit they are assigned to assist. The goal
of TC3-TR2 is to integrate medic and combat life savers into unit training that will enable
them and the squad to learn how to become resilient and adaptable while dealing with
the C3, tactical, and emotional problems that result when their fellow soldiers succumb
to injuries and casualties. This work was based on a previous effort called Squad Over‐
match (SQOM).

In FY13, Squad Overmatch (SQOM) successfully investigated how to improve
existing training technologies to provide combat realistic exercises and experiences to
reduce Post Traumatic Syndrome (PTS) and potential suicides [13]. Working with the
Army Maneuver Center of Excellence (MCoE) in FY14, the study team developed and
evaluated a SQOM Stress Exposure Training (SET) demonstration and generated
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requirements for building squad situational awareness and stress management skills
[14]. These include team skills, individual skills, and decision skills. SET is a three-
phase training program designed to provide information, skills training, and practice to
enable the warfighter to cope and perform (be resilient) while exposed to combat and
emotional stressors. SET instructional content, delivery, and sequencing are critical to
learning. In the second and third phases of SET, practice takes place under graduated
exposure to stressors [15]. The second phase emphasizes obtaining skills needed for
coping with stress, making decisions under stress, and the adaptability of individuals
and teams. Emotional, social, cognitive, and physiological skills as they relate to
performance are also addressed. The third phase focuses on practicing these skills within
a training scenario that triggers tasks that use those skills. This approach addresses the
social, cognitive, and physical aspects needed to meet our goals.

Leveraging the work in TC3-TR2, will allow a unique opportunity expand the
START process and collect data on resiliency. START will be modified to address the
specific needs of modeling by including traits and Human Abilities (HAs) of a soldier
that allow the soldier to complete the task. Traits often referred to as personality types,
are characteristic patterns of one’s behavior, thought, and emotional response [16]. They
are stable over time, across individuals, and often predictive of an individual’s behavior
to overcome unknown or stressful events. HAs are enduring attributes of the individual
that influence performance [17]. They were developed as part of an umbrella taxonomic
effort attempting to standardize the way human performance is described [18]. Currently
52 HAs exist that are grouped into four categories of cognitive, physical, sensory, and
psychomotor. Affordances will be incorporated as well. Affordances are properties of
the environment, but properties that are scaled to the organism. Affordances are objec‐
tive, physical properties” [19]. This information is important for systems engineers as
they need to understand the impact of redesigning a piece of equipment on the affor‐
dances of the equipment that allow the soldier to do the task. There is some overlap
between affordances and cues. Including both allows us to choose the appropriate one
for a particular task. The new information will be added to the process and assessed.
This will better allow assessment of the capability of a modeling tool to correctly repre‐
sent events for a predicative analysis. Basing the tasks on those performed in the TC3-
TC2 training environment allows us to validate the modifications to START and assess
the gaps in modeling tools. Once the gaps are adequately addressed the model can be
run. The model’s predictions can then be validated against what happened in the training
event. We can then address differences between what the model predicted and what was
actually seen and modify our methodology as necessary.

5 Method for Initial START Analysis

5.1 Identify and Decompose Tasks

The first step was to identify and decompose tasks to the appropriate levels. Efforts were
made to decompose both basic infantry and the additional tasks that a combat life saver
would need to address. Tasks from a previous START effort were incorporated. Tasks
that were part of the TC3 scenario were chosen for further analysis.
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Additionally as part of this step, a human ability analysis was conducted on the tasks
and subtasks to identify what kind of activity the task was (e.g. physical, cognitive,
sensory, or psychomotor). Having this insight helps to scope the identification of neces‐
sary cues, affordances, and constructs in the second step. Measures of Performance
(MOPs) and Measures of Effectiveness (MOEs) that can be directly linked back to the
tasks will be determined for both training and modeling needs.

5.2 Establish and Verify Attributes, Affordances, and Cognitive Constructs

The next step will be to establish and verify attributes of the tasks. In past training efforts,
attributes were defined as the sensory cues that triggered or impacted task performance.
Realism in a scenario and simulation is directly related to those attributes [11]. The
previous START effort leveraged had sensory cues already associated with it. They will
be applied as appropriate to the medical tasks.

In addition, START will be modified to look at skills or traits of the soldiers needed
to effectively perform the task. Cognitive skills and processes will be addressed in order
to find way to represent them in models. We will ensure items that may only pertain to
modeling efforts are addressed along the way, as well as the skills or traits of the soldiers
themselves to ensure enough detail to model them later. There will be special emphasis
placed on cognitive and social resilience skills. This will allow incorporation of modi‐
fications into the methodology to answer modeling questions.

This additional information is needed for modeling teams to be able to effectively
model the task and the human. In the case of modeling tools it tells the modeler what
has to be represented and to what fidelity. It also gives them information about whether
the tool could be used as it stands now.

5.3 Criticality Ratings

Previous efforts by the training community had SMEs rate the cues’ criticality to the
tasks. This effort proposes to include affordances, human abilities, and traits in the rating.
The effort will be focused on the criticality of the attributes of the tasks and abilities of
the human required to do a task proficiently that must be modeled correctly in order to
get valid results. The cognitive abilities associated with resilience and decision making
will be emphasized. The MOPs and MOEs will be used to start determining how abilities
impacting resilience etc. could best be represented in the model.

5.4 Capability

Previous efforts by the training community had the SMEs rate training simulators on
how capable they were of representing the critical cues. The modeling community will
work with SMEs to determine a model’s capability to represent critical tasks and the
associated cues, affordances, traits, and human abilities, as well as their associated
MOPS and MOEs necessary to predict performance.
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5.5 Apply Algorithm and Analyze

After verifying that the correct algorithm is being used, it will be applied to determine
the criticality scores for task and for attributes.

5.6 Analyze the Output of the Scores

Capability and criticality allow the systems engineers to focus and prioritize their efforts
in the areas that will provide the biggest impact for the money spent. The team will look
for patterns of gaps to guide them in areas to address. Systems engineers can then develop
options, costs, and recommend courses of action based on the most important areas to
address. This step will guide the engineer’s Analysis of Alternatives (AoA) and start to
show areas where research is needed to populate the models.

6 Collecting Stress and Arousal Data

The next part of the methodology was to determine a way to relate performance and
stress. The task’s Identification (ID) in the live event and START will be used as a
starting point.

Stress is a key component of performance. Therefore, stress must be considered when
identifying the interaction between users and systems. Stress can be defined as a state
produced when stressors tax or exceed and individual’s adaptive resources and is multi‐
faceted, dynamic, and interactive with both psychological and physiological dimensions
[20, 21]. Because of its multifaceted nature, it is important to measure trait and state
psychological and physiological stress during the event of interest. These results can
then be compared to real situations with known values of a stress response.

To identify traits of soldiers, measures of: coping [22], such as problem-focused,
wishful thinking); dealing with uncertainty [23], such as emotional uncertainty, need
for cognition; and trait stress [24], such as anxiety, depression, hostility, positive affect,
and sensation seeking) will be collected. These traits are part of one’s personality that
are considered to be stable over time and are predictive of how a person handles, inter‐
prets, and moderates the effects of a stressful situation. They are collected from the
soldiers during a time not related to any experimentation or testing.

State measures of arousal are assessed to determine the effect of a particular action
or set of actions on one’s stress response. To do so, they are collected at several key
points during the experimentation. Measures of state stress include both the psycho‐
logical and physiological. For instance, psychological measures include one’s self-
confidence to perform well, how they feel in terms of anxiousness, depression, frus‐
tration, positive affect, risk taking and overall negative affect during the event or right
at that moment. Numerous studies over the past 25+ years have reported psycholog‐
ical stress responses to varying levels of stress reported by military personnel during
different types of military events [25, 26]. Through the results of these studies it is
possible to identify low, moderate, and high levels of stress. These psychological
measures have shown high correlations with physiological responses produced by
autonomic nervous system [27, 28].
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Psychophysiological measures are collected through a variety of measures: Elec‐
troencephalogram (EEG); Functional Magnetic Resonance Imaging (fMRI); and
Electrocardiograms (ECG). This ECG system is an unobtrusive wearable device and
continuously records. Measures derived from an ECG include but are not limited to
Inter-Beat-Interval (IBI), Heart Rate (HR), and respiration rate. IBI measures the
peak-to-peak interval of heartbeats, represents vagal tone, and is linked to cognition
[27]. IBI variability reduces compared to baseline indicating cognitive arousal. Heart
rate is the number of heart beats occur in a minute. This measure increases when the
body is experiencing physical stress and shows to be the reverse of IBI. Both IBI and
HR are controlled by the respiration rate. HR will increase briefly during inhale and
decrease briefly during exhale. This then influences the distance between the peaks
of beats in the HR.

Another psychophysiological measure is salivary alpha amylase (α-Amylase). α-
Amylase is produced in the salivary glands in response to circulating epinephrine and
norepinephrine. The nature of α-Amylase lends to a solid measure of acute stress because
it is activated and returns to normal quickly. Salivary amylase concentrations are predic‐
tive of plasma catecholamine levels and can be used as a measure of stress [28]. Meas‐
urement of amylase concentration in saliva includes the observation of chemical color
changes according to standard photometric procedures developed by Andrology Labs
and Northwestern University. This measurement is a quantifiable physiological meas‐
urement of stress arousal. Saliva samples are collected by placing a 1” × 1” square
sponge in your mouth or spitting directly into a specimen vial.

All these measures will provide an understanding of how the human is responding
to the interaction with the event, system, or training. By understanding this interaction
practitioners can take into account where an event, system or training is responsible for
too high a level of arousal resulting decrements in performance or mission failure.

7 Conclusion

The Army Systems Engineering community currently falls short to adequately and
accurately define and characterize tasks and skills of soldiers within an operational
environment in a way that would allow SEs to use the information and correctly represent
the human within a systems engineering architecture. This representation can be used
for training purposes, designing new equipment, or as a baseline for modeling efforts.
Developing this tool through collaboration between the modeling and training commun‐
ities significantly benefits the Army by developing and demonstrating a front end tool
that can be used for training and system development to reduce requirements creep. The
methodology can feed many Systems Engineering activities and definition of the rela‐
tionship between the Soldier, Task and Equipment allows them to be addressed early
on when changes are still possible. It will augment the training effectiveness enterprise
efforts to determine ways to assess system requirements as well as MOPs and MOEs
that are appropriate for analysis of training. These will directly impact modeling and
system development efforts. A new tool will help researchers decompose Mission
Essential Tasks (METs) into task and soldier attributes necessary to trigger task
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completion. These can be used in system development to ensure a change doesn’t nega‐
tively impact the soldier. It also provides a baseline of the capabilities of modeling tools
for predictive analysis. In addition, tasks and attributes are rated for importance and
fidelity thus giving SEs information for AoAs to upgrade or modify equipment or
models. It will provide a baseline to make tradeoff analysis.
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Abstract. Research, the manufacture of knowledge, is currently practiced
largely as an “art,” not a “science.” Just as science (understanding) and technology
(tools) have revolutionized the manufacture of other goods and services, it is
natural, perhaps inevitable, that they will ultimately also be applied to the manu‐
facture of knowledge. In this article, we present an emerging perspective on
opportunities for such application, at three different levels of the research enter‐
prise. At the cognitive science level of the individual researcher, opportunities
include: overcoming idea fixation and sloppy thinking, and balancing divergent
and convergent thinking. At the social network level of the research team, oppor‐
tunities include: overcoming strong links and groupthink, and optimally distrib‐
uting divergent and convergent thinking between individuals and teams. At the
research ecosystem level of the research institution and the larger national and
international community of researchers, opportunities include: overcoming
performance fixation, overcoming narrow measures of research impact, and over‐
coming (or harnessing) existential/social stress.

Keywords: Research · Divergent thinking · Convergent thinking · Science of
science · Creativity · Analogical distance · Research narrative · Scientometrics ·
Data analytics · Research teams · Research ecosystem

1 Introduction

Research is an estimated $1.6T/year world enterprise [1], supporting a community of
approximately 11 million active researchers [2] and, most importantly, fueling a large
fraction of wealth creation in our modern economy [3]. Despite its importance, however,
it is practiced largely as an “art” [4], passed down from one generation to the next. We
learn how to do research from our professors, managers, mentors and fellow researchers,
just as they did from theirs.

In recent years, a community has been growing around a field that might broadly be
called the “science” of research [5–8] – the understanding of the human and intellectual
processes associated with research and its societal impact. Until now, however, the two
communities (the practitioners or “artists” of research and the “scientists” of research)
have advanced with minimal interaction, despite the possibility that they might benefit
each other enormously. Artists of research care deeply about how effective they are, and
what better way to improve their effectiveness than to apply scientific principles; while
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scientists of research care deeply about their scientific under-standing of research, and
what better way to test that understanding than to try to apply it to improving how
research is actually done.

The Art & Science of Science and Technology Forum & Roundtable held at Sandia
National Laboratories [9] acknowledges opportunities to discover and apply principles
governing effective research throughout the research environment. To expand upon
those principles laid forward from the Forum & Roundtable, we will focus on two
research hypotheses and objectives.

Our first working hypothesis is that divergent and convergent thinking [10] are the
foundational yin and yang of research. Research, broadly defined as the production of
new and useful ideas and knowledge, proceeds via iterative, nested, and complementary
cycles of idea generation followed by idea filtering, refining and retention [11]. For
simplicity, we use for these complementary cycles the common terms divergent and
convergent thinking, with the understanding that they are related (but not identical) to
other terms: blind variation and selective retention (BVSR) [12, 13], abductive versus
deductive reasoning, generative versus analytic thinking, discovery versus hypothesis-
driven science [14], creativity versus intelligence, thinking fast versus thinking slow
[15], foraging versus sensemaking [16], exploration versus exploitation [17], and
learning versus performing [18].

Our second working hypothesis is that divergent and convergent thinking occur at
multiple levels of the research enterprise: the cognitive science level of the individual
researcher; the social network level of the research team; and the “research eco-system”
level consisting of the research institution and the larger national and international

Fig. 1. Our working hypothesis is that research proceeds as iterative, nested, and complementary
cycles of divergent and convergent thinking. Shown is a schematic of one such cycle, along with
examples of the challenges that each kind of thinking faces at the three levels of the research
enterprise: the cognitive science level of the individual researcher; the social network level of the
research team; and the “research ecosystem” level of the research institution and the larger national
and international community of researchers.
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community of researchers. These three levels map to the micro, meso, and macro scales
associated with research [5].

At all three levels of the research enterprise (individual researchers, research team,
research ecosystem), we give examples of challenges to divergent and convergent thinking
faced by the art of research – challenges that in turn represent opportunities for the
harnessing of the science of research. Our hope is first, by articulating these challenges and
opportunities, to catalyze active work on them in both communities and, second, by artic‐
ulating these working hypotheses, to catalyze active work to test them (Fig. 1).

2 Individual Researchers: Overcoming Human Cognitive
Constraints and Biases

2.1 Divergent Thinking: Overcoming Idea Fixation

Divergent thinking, in essence, is the creation of new ideas, mostly (perhaps always [19])
through the recombination of pre-existing ideas. But humans have cognitive constraints and
biases [15] which can make divergent thinking difficult, among them idea fixation [20].
Though extremely productive researchers de-fixate themselves at key stages of their
research process, such researchers are rare and are generally unable to teach others how to
do the same.

There is thus opportunity for understanding the cognitive basis for idea fixation and
then engineering strategies for idea de-fixation. Of particular interest are strategies asso‐
ciated with engineered exposure to new ideas. The ideas should be far enough away in
analogical space [21] to catalyze shifts in perspective – either because they come from
different disciplines or from different “translational” (science, technology, applications)
communities. The ideas should not be so far away in analogical space, however, that
conceptual and language gaps are too difficult to bridge.

This exposure to “optimal-analogic- distance ideas” strategy seems obvious in prin‐
ciple, and is in fact practiced by many in a qualitative way. However, advances in modern
data analytics, combined with the sheer quantity of digitized knowledge, open up new
opportunities for making this practice more quantitative. One opportunity might be scien‐
tometric clustering analyses of publications based on bibliographic connectivity. Another
opportunity might be lexical clustering analyses based on syntactic/semantic regularities
[22], word-order-based discovery of underlying (“latent”) constituent topic areas [23], and
mutual compressibility [24]. These analyses could lead to algorithms that go beyond those
that power today’s search [25] and recommendation [26] engines by feeding researchers
ideas not just within their comfort zone, but optimally distant from their comfort zone.

2.2 Convergent Thinking: Overcoming Sloppy Thinking

Convergent thinking is the selection from newly generated ideas those worth pursuing
through logic and analysis. Of course, easier said than done, because human cognition
is subject to sloppy thinking and errors of logic and analysis.
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There is thus opportunity for understanding the cognitive basis for these errors and
for developing strategies to correct for them. Of particular interest is a strategy that might
be called the “research narrative” strategy. Research narratives – storylines which knit
together background, hypothesis, methodology, analysis, findings and implications –
are essentially tools for logical thinking. They are important at the end of a research
project, when a paper is being written for the scientific community and posterity. But
research narratives are just as important at the beginning of a research project. Emerging
cognitive science suggests that narrative and stories are the evolutionary optimal tools
for communicating not only with others but even with ourselves [27]. A coarse story‐
board of the title, abstract, figures, and key references of the anticipated outcome of a
research project forces clarification of many of its aspects – including those that have
been hypothesized [13] to be critical sub-components of creativity, such as originality,
perceived utility, and surprisingness.

This “research narrative” strategy seems obvious in principle, and, just as the “expo‐
sure to optimal-analogic-distance ideas” strategy just discussed, is also practiced by
many in a qualitative way. But modern data analytics creates opportunity to practice it
more quantitatively. For example, machines might someday dispassionately evaluate
research narratives just as they are beginning to dispassionately evaluate essays in
academic writing courses [28]. Or, perhaps more likely, a combination of machines and
humans might someday efficiently and accurately evaluate research narratives via
machine curation of Yelp-like peer reviews.

2.3 Balancing Divergent and Convergent Thinking

Divergent and convergent thinking are by themselves difficult, but perhaps even more
difficult is our ability to know when to switch between the two. On a large scale, the
history of science is replete with scientists who were on the wrong track and would have
been more productive switching from convergent to divergent thinking [29]. But the
history of science also has its share of scientists who prematurely abandoned ideas which
later proved to be correct [30].

On a small scale, researchers with an immediate narrative of what to expect in one
day’s laboratory experiment or theoretical calculation, upon being confronted with
something unexpected, must choose whether to stay the course (convergent thinking),
whether to treat the unexpected as an opportunity to reconsider possibilities (divergent
thinking), or whether to withhold judgment while waiting for additional data or in-sight.

To some extent, we all gravitate towards thinking styles with which we are most
comfortable, and researchers are no different. Those who are more comfortable thinking
divergently will tend to reconsider too soon; those more comfortable thinking conver‐
gently will tend to stay the course too long; and perhaps a rare few will be comfortable
doing neither.

In fact, because of our modern education system’s emphasis on deducing single
answers using logical thinking, modern researchers might be biased towards convergent
thinking. To avoid this bias, some institutions that value creativity now deliberately hire
on the basis not of grade point average and SAT scores, but of more balanced thinking
styles [31].

434 A.R. Silva et al.



There is thus opportunity to understand and engineer strategies to compensate for
intrinsic biases towards either divergent or convergent thinking. For example, at a qual‐
itative level, the research narratives discussed earlier might not just be powerful tools
for logical, convergent thinking, but might also be powerful tools for under-standing
when to cycle between divergent and convergent thinking. If the train of thought that
follows from one or more divergent new ideas does not hold up to the cold logic (or
mathematics) of the research narrative, then it very likely would benefit from new ideas
and divergent thinking.

At a quantitative level, some of the lexical analytical techniques mentioned earlier,
applied in real time to evolving research narratives and other generated knowledge trails,
might be able to discover not only whether divergent or convergent thinking is
happening, but whether divergent or convergent thinking is appropriate for the stage of
the problem at hand.

3 Research Teams: Overcoming Social Constraints and Biases

3.1 Divergent Thinking: Overcoming Strong Links

Groups can draw upon the diverse ideas of individuals to create new ideas. And, because
much of the knowledge of individuals is tacit [32] and not accessible in formal codified
form, closely interacting groups which can share this tacit knowledge informally can be
yet more productive. MIT’s Building 20 [33], Bell Labs’ “Infinite Corridor” [9], the
Janelia Farm Research Campus [34], Pixar’s Emeryville campus [35] and Las Vegas’
Downtown Project [36] are examples of how informal interactions probabilistically
enhanced through intentionally engineered or serendipitously designed physical spaces
are thought to enhance divergent thinking and tighter communities through under‐
standing the psychosocial space as clearly as the physical space [37].

However, research teams also bring inefficiencies to divergent thinking. When indi‐
viduals on a team become too familiar with each other’s knowledge domains and ways
of thinking, they no longer serve as sources of new ideas to each other. Moreover,
homophily is common in social networks: we seek those who think as we do and avoid
those who do not think as we do [38]. For divergent thinking, exposure to the less familiar
is important, and weak links [39] in one’s social network can be more powerful than
strong links.

Thus, similar to the opportunity identified at the individual researcher level, data
analytics may provide an opportunity to identify not just ideas that are an optimal
analogic distance away from the current team’s ideas, but people who are an optimal
analogic distance away from people in the current team.

3.2 Convergent Thinking: Overcoming Groupthink

Just as with divergent thinking, convergent thinking in research teams can in some
situations be more but in other situations be less productive than convergent thinking in
individual researchers.
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Convergent thinking requires logical deductive thinking, the deeper and more first-
principles the more accurate and often the more surprising [40]. On the one hand,
multiple minds can find and fix reasoning errors to which an individual researcher might
be blind [41]. On the other hand, the depth of knowledge necessary for such thinking,
and the degree to which the knowledge is tacit and difficult to articulate, the more easily
it can be done within a single mind than across multiple minds. For example, the research
narrative discussed earlier, a powerful tool for convergent thinking, benefits from input
and criticism from multiple minds but in the end is usually most tightly and coherently
articulated by fewer, even single, minds.

Moreover, teams are subject to group- think, in which groups, because of various
social biases, converge prematurely and inaccurately on less-good ideas [42]. Such
social biases probably evolved in humanity’s pre-history for good reason: there are many
situations for which quick consensus, conflict avoidance, and social cohesion are more
important than accuracy. Those situations likely do not include among them research
and the accurate convergence onto the best ideas, however. There is thus opportunity to
understand the conditions under which teams can over-come groupthink.

3.3 Distributing Divergent and Convergent Thinking Between Individuals
and Teams

Most importantly, research teams have more options for accomplishing divergent and
convergent thinking than do individuals. Teams are composed of individuals. Hence, if
some aspect of thinking is best done by a team or by individuals, teams can in principle
assign it to the appropriate level. For example, if individuals are indeed relatively
stronger at convergent thinking while teams are relatively stronger at diver-gent
thinking, it could be optimal for divergent thinking to be performed more at the team
level, but for convergent thinking to be performed more at the individual level [43]. To
take advantage of this strategy, however, it will be necessary to first under-stand more
deeply the relative strengths and weakness of individuals and teams at convergent and
divergent thinking for what types of problems, in what situations and environments, and
using what interaction tools.

Teams also have more options in how their individual members are rewarded. Indi‐
vidual researchers not in a team would individually bear the consequences of risky too-
divergent thinking, but in a team could actually be rewarded for taking on such risk.
However, research teams have fewer options for oscillating back and forth between
divergent and convergent thinking during the life cycle of a research project. They
inherently have more inertia, and thus the decision of what kind of thinking to emphasize
and at what level, individual or team, is more serious.

For all the above reasons, team leadership is crucial. Throughout the life cycle of a
project, a team will move through various quadrants of individual/team diver-gent/
convergent thinking, with opportunity for the team and its leader to optimally allocate
resources across those quadrants.

For example, with modern data analytics, can we quantify: where in its life cycle a
research project is; the degree to which divergent or convergent thinking is needed; and
how well the team’s current composition and cognitive constructs [44] match the desired
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degree of divergent or convergent thinking? Just as the “quantified self” movement [45]
seeks to use physical technology to monitor the manifold pulses of a person’s daily life
to optimize health and productivity; a “quantified team” movement might seek to use
data analytics technology to monitor the manifold pulses of a re-search team’s daily life
[46], to better match the team’s composition and organization to the research problem
at hand, and ultimately to optimize the research team’s health and productivity.

Indeed, understanding how to optimize the balance between individual and team,
and between divergent and convergent thinking, might borrow from advances in
emerging models for information foraging [16]. For example, if useful information is
“patchy,” a forager might first seek to look broadly for useful patches, and then focus
in on a few of the most useful patches. Or, for example, the risk associated with not
finding a patch in a particular time horizon, or the amount of resources allocated for the
foraging, might determine which stage of the foraging is best done by individuals or by
a team.

4 Research Ecosystems: Understanding and Assessing

At the research institution and community- of-researcher level, there are outsized oppor‐
tunities for optimization, because it is this level that defines the overall research
ecosystem. Individual researchers, research teams, and research managers/leaders are
drawn from, and engage in divergent and convergent thinking within, the research
ecosystem.

Note that in introducing the phrase “research ecosystem” we deliberately make the
metaphor to “biological ecosystem” and hence to the importance of both the individual
researchers and the environment which sets the boundary and interaction conditions for
the researchers. There are opportunities for understanding and assessing both.

4.1 Individual Researchers: Overcoming Performance Fixation

Regarding the individual researchers within the research environment, hiring and
nurturing are both key.

With respect to hiring, the imperfect correlation between school grades and creativity
is well known [47]. One possible reason: grade point average (GPA) and scholastic
aptitude test (SAT) scores select for strength in convergent rather than divergent
thinking, while in research both are necessary. There is thus opportunity to devise new
measures that go beyond GPA and SAT scores for assessing separately those qualities
which underlie excellence in divergent or convergent thinking [31].

With respect to nurturing, the profound difference between learning and performance
goals is well known [18]. Learning goals are more compatible with an out-ward/
community orientation, and with an openness to new ideas and divergent think-ing.
Performance goals are more compatible with an inward/self orientation, and with a focus
on known correct ideas and convergent thinking. In other words, divergent and conver‐
gent thinking applies not just to research problems but to researchers themselves. Partic‐
ularly as knowledge landscapes change increasingly rapidly, it is not just a researcher’s
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competence in knowledge domains of current importance that is important, but his/her
“absorptive capacity” [48] for assimilating and building on new ideas and thus for
building competence in knowledge domains that will be important in the future.

One key opportunity is thus: can we measure qualities such as absorptive capacity,
and then incorporate improvements in those qualities into metrics for the success of
research projects themselves? The analogy here is to sustainable manufacturing, but
applied to the “manufacturing” of knowledge: the output of research is not just knowl‐
edge, but also a strengthening of the researchers themselves. Though the ultimate goal
is long-term output of great research, the proximate goal to accomplish that research
output sustainably is researchers with high and continuously increasing absorptive
capacity.

4.2 Research Environment: Overcoming Narrow Measures of Research Impact
and Overcoming Existential/Social Stress

Regarding the research environment surrounding the individual researchers, the easy
tautology is that a great research environment is one which produces the best research
that a given set of researchers is capable of, and that assessing the research environment
is equivalent to assessing research impact itself.

Assessing research impact is difficult, however. In science, the current state-of-the-
art assessment metric is bibliometrics of formal written documents: publication and
citation counts, H and other indexes, and journal impact factors. We know, however,
that bibliometrics is limited [49]. It does not measure research impact on the larger world
beyond formal written documents, especially the worlds of engineered products and
human capital [50]. It converges slowly, because of the slow cycle time of formal written
documents. And it is inaccurate, partly because of “obliteration by incorporation” [51]
and partly because it is subject to human cognitive biases.

One opportunity is thus to move towards a more real-time and holistic view of re-
search impact that goes beyond bibliometrics and beyond formal written documents.
Data analytics is sure to be at the forefront of this move. Identifying the most valuable
pieces of knowledge and the sources of those pieces of knowledge are at the heart of
modern search analytics. Overall, extending such analytics to the narrower world of
research should in principle be possible.

Limitations in our understanding of how to assess research impact, however, should
not keep us from improving our understanding of how to assess research environment.
Both efforts in parallel will feed on each other, and enable causal connections to be made.

Understanding research environment is non-trivial. From the discussion throughout
this article of the importance of divergent and convergent thinking in individual
researchers and research teams, it seems clear that a great research environment is not
one in which researchers are “comfortable.” Divergent and convergent thinking require
individuals and teams to go beyond their intellectual comfort zones into Kuhn’s “essen‐
tial tension” [52]. This is another example of how understanding and fostering the
psychosocial space of the research environment can have positive impacts on the
communication, collaboration, and innovation of the research ecosystem.
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5 A Vision for the Future

Research, the manufacture of knowledge, is complex, but not significantly more
complex than the manufacturing of other goods and services requiring a high level of
creativity. As science (understanding) and technology (tools) continue to be developed
and applied to the manufacturing of those other goods and services, it is natural, perhaps
inevitable, that they will also be applied to research.

At every level at which research is done, there are opportunities for improved under‐
standing and improved tools. At the individual researcher level, examples are: how to
overcome idea fixation and sloppy thinking, and how to balance divergent and conver‐
gent thinking. At the research team level, examples are: how to overcome strong links
and groupthink, and how to optimally distribute divergent and convergent thinking
across individuals and teams. At the research institution level, examples are: how to
overcome GPA and performance fixation, and how to overcome (or harness) existential/
social stress.

Moreover, we have focused in this article only on the direction from “science to art,”
in which the emerging science of research is harnessed to improve the art of research.
Ultimately, even greater opportunity will be unleashed when the other direction from
“art to science” is also exercised simultaneously and synergistically – when improve‐
ments in how research is actually done are used to test our understanding of how re-
search is done.

We recognize that all research institutions are different and will have a different
landscape of actionable possibilities. Many research institutions will likely share a
discomfort towards opening themselves up to social scientific study. However, there are
existence proofs of research laboratories opening themselves up at least to social science
observation [53] if not yet experimentation. And, most importantly, the benefits to these
research institutions of a science-based approach to research are potentially enormous:
an enhanced productivity that, despite declining funding for physical science research,
might nonetheless enable breakthroughs needed for humanity-scale grand challenges.
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