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Foreword

The 18th International Conference on Human-Computer Interaction, HCI International
2016, was held in Toronto, Canada, during July 17-22, 2016. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,354 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 74 countries submitted contributions, and 1,287 papers and
186 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of the design and use
of computing systems. The papers thoroughly cover the entire field of human-computer
interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 27-volume set of the
conference proceedings are listed on pages IX and X.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2016
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2016 Constantine Stephanidis
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HCI International 2017

The 19th International Conference on Human-Computer Interaction, HCI International
2017, will be held jointly with the affiliated conferences in Vancouver, Canada, at the
Vancouver Convention Centre, July 9-14, 2017. It will cover a broad spectrum
of themes related to human-computer interaction, including theoretical issues, methods,
tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website: http://2017.
hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH

Heraklion, Crete, Greece
E-mail: general_chair@hcii2017.org

http://2017.hci.international/
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Abstract. The Generalized Intelligent Framework for Tutoring (GIFT) project
is partially an effort to standardize the systems and processes of intelligent
tutoring systems. In addition to these efforts, there is emerging research in
agent-driven systems. Agent-based systems obey software and messaging
communication protocols and accomplish objectives to the original system, but
have different architectural structure. This paper describes the upcoming
research changes for GIFT, from a module-driven system to an agent-driven
system, the reasons for wanting to do so, the advantages of the change, some
initial technical approaches which encapsulate current functionality, and the
types of research that this change will enable in the future.

Keywords: Intelligent tutorins systems - Agent based systems - eLearning -
mLearning - Software-as-a-service

1 Introduction

The Generalized Intelligent Framework for Tutoring (GIFT) is a science and tech-
nology project whose goal is to reduce the technical cost time and skills required to
author intelligent tutoring systems (ITS) and to increase the effectiveness of automated
instruction in new domains [1]. This is accomplished through the implementation of
four primary principles: domain independence, componentization, generalized ITS
authoring tools, and automation. A core design philosophy of GIFT is to separate
domain-dependent from domain-independent components. This allows the same
tutoring infrastructure to be used to train car repair, or medical triage, or team situa-
tional awareness, and reduces the number of unique ITS components. Under the
principle of componentization, the modules in GIFT, their functions and the messages
exchanged between them are standardized to simplify tutor creation and modification.
Using this design, an ITS author does not need to have computer programming or
instructional system design skills to create a functional ITS.

Componentization simplifies design and processes through constrained input/output
sets. The constraint of these input/output sets, in turn, renders them easier to automate
or self-construct. Recent projects involving GIFT attempt to build a “policy” which
maps inputs to outputs in a few fashions. As a few examples, an instructional policy
may recommend immediate or delayed feedback based on a profile of a learner, a
learner profile may choose the frequency with which to communicate information to an
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instructional module, or a model of the domain may choose specific implementations of
feedback (in game, avatar-driven, flashing, etc.). These policies can be constructed,
based on historical data, via software process or modified based on the observations of
student state and instructional effects.

Just as componentization simplifies the engineering design space of its components,
the creation of policy-driven input/output functions is easier to automate. Techniques
for automatically creating agent-driven input/output policies are well studied in the
reinforcement learning literature, including techniques such as neural networks,
entropy-reducing decision trees, Markov processes, and others. However, in a system
like GIFT with disparate processes, input/output options, and data sources, these
techniques result in policies that are customized towards each module. A gen-
eral-purpose solution for optimizing the finite-action set is preferred. Over time, ITSs
have developed from custom-crafted systems into systems of interchangeable parts and
into systems of software-customized policies. In this paper we will outline the next step
of ITS evolution into true agent-based systems, which construct their own policies.

This paper briefly reviews the history of the creation of agent-based ITS, agent-based
frameworks for educational purposes, how an agent-based and policy-driven system can
be constructed over top of an existing modular system (i.e. GIFT), the advantages and
disadvantages of doing so, and initial planning steps of implementation. The paper
presents draft designs for interoperability and communication as well as sample tech-
nologies for general-purpose adaptation in the presence of data for the purpose of gaining
knowledge or optimizing instruction.

2 Existing Work with Agent Frameworks and Intelligent
Tutoring Systems (ITS)

In order to frame the discussion of the emergence and development of an agent-based
system, there should be a discussion of what defines an agent, and how the term is
used. Franklin and Graesser present the essence of agency as having components of
sensing the environment, acting upon it, having a sense of time, and pursuing goals [2].
They also state that such agents can be composed of multiple sub-agents, each meeting
the above criteria. Based on this definition, the modules of GIFT do not currently have
all the traits of agents, but do meet some of the criteria. GIFT modules have infor-
mation from the environment (the system) and produce outputs, however they indi-
vidually do not always have a means of assessing the impact of that output on the
environment (knowing if they have achieved a goal). A plug-in, or within-module
process, which is able to track within-module data, determine the module output, serve
the goal of the module (usually modeling), and adjust itself over time would enable
GIFT modules to meet the criteria of agents set for by Franklin and Graesser.

The idea of using a framework of cooperative agents as part of an intelligent
tutoring system is not new. The problems faced by the field in 1995 were similar to the
problems faced with modern-day systems (e.g., lack of reuse, lack of standards, and
lack of flexibility). Overcoming these problems by creating a modular framework
of agents to provide tutoring capabilities, was the objective of the Generic Instructional
Architecture (GIA) project [3]. The GIA and GIFT projects share similar goals,
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but where GIFT attempts to modularize and then automate, GIA attempts automation
directly. In a system such as GIA, the Agent Communication Language (ACL) forms
the backbone of communication, with agents advertising their functionalities, avail-
ability, and ontology for communication. However, the lack of call for specific agents,
or specific groups and types of agents, adds, rather than cuts, from developmental time
of a system. Not specifying the required agents, policies, and functions, results in a lack
of development for specific system instantiation. This weakness is present in the lack of
adoption of the system for in-the-wild tutoring.

Gascuefia presents another agent-based system composed of a Student, Domain,
Pedagogical, and Educational Module, similar to structure adopted by the GIFT project
[4]. Each module in Gascuefia’s system could have multiple agents and each agent its
own software program which can provide recommendation on the output or action of the
total module. Examples of these agents include Pedagogical agents for Preferences,
Accounting, Exercises, and Tests. Other researchers have proposed similar designs that
include Assistant, Evaluation, and Pedagogical agents [5], or may divide these agent
capabilities into services such as a Domain, User, Adaptation, and Application Service
[6]. GIFT handles functions such as Adaptation and Application through optional and
additional plug-in services, which are updated based on outcomes from processing
system outputs. However, currently neither GIFT nor Gascuefia provide a suggestion of
conflict management between recommend agent actions. Overly specifying functions,
agents, and policies results in a tightly bound system where few functions can be added.

Inside of the framework of an educational system, additional agents beyond the
above are needed that function to enable content/training delivery to a student. The
previously mentioned agents only function as part of online instructional management
while greater functionality is needed for full individualization. Examples of the types of
needed agents are provided by Lin et al. [7] who describe a series of external agents
running outside the core instructional loop. These include an adviser agent, which
advises the next content to view, a collaboration agent, for collaborating with peers, a
course planning agent, which plans a student path through a course, a course delivery
agent, which accommodates different delivery styles, and several others. These agents
are managed by an agent management and deployment service. Other work, such as
Regan’s Training and Learning Architecture (TLA) [8], or the Personalized Assistance
for Learning (PAL) [9] effort describe the system-of-systems approach to agent con-
struction. Further work examples can be seen in the Dynamic Tailoring System (DTS),
which provides an agent derived from the Soar cognitive architecture programmed for
the purpose of pedagogy and scaffolding [10]. These systems show the flexibility
required for addition, but, like GIA, cannot function as a pure delivery system.

Each of these systems discussed so far has either (a) not specified the functions
which are required for agents (e.g. recommendation agent), or (b) overly specified the
information for agents (e.g. domain hinting agent). The problem with not specifying the
requirements for agency adequately is that it makes it impossible for the system to be
adopted as an agent-based system. On the other hand, when the functions are too
constrained, they become less flexible and this limits the manner of system expansion.
As we look to ways of transforming GIFT to an agent-based system, it is important to
provide specifications for the addition of new agents without being overly restrictive on
how those agents will function within the GIFT environment. One of the primary
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advantages of GIFT is that very little new ITS functionality is dictated, existing
functions are standardized, and the ability to expand is clearly defined.

3 Online Agents and Online Learning

Terms such as “microadaptive instruction” or “inner instructional loop” may refer to
one or more tutoring actions taken with the student. These actions may include hinting,
prompting, metacognitive reflection, and others. All these actions are provided to help
the learner overcome an impasse in problem solving. For the systems able to assign
multiples of these actions (i.e. a service which recommends hinting conflicting with a
service recommending prompting), there is a mitigation function to help make sure that
all available instructional actions are not taken simultaneously. As an example,
AutoTutor Lite uses a cycle of pump — hint — prompt — assert as the student
progressively needs more content or assistance [11]. Generally speaking, these online
actions are taken in order to nudge, rather than didactically instruct, the student towards
the preferred manner of thinking on problem solving. The online and real-time com-
ponents of these decisions deal with data and decisions which are of small grain size, or
of small individual impact.

3.1 Learning Agents

The typical approach for the creation of an intelligent tutoring system follows a rela-
tively simple process. First, a system is developed and deployed into a production
setting while using a baseline (usually manually created) process. Second, the learner
data for this system is analyzed using an approach such as a Bayesian network, rein-
forcement learning algorithm, or equivalent. Third, the findings are used to improve the
initial models, which serve as the baseline for the next version of the system. This
collect-model-update cycle varies for different ITS. Many systems have followed this
approach for affective learner modeling [12], domain modeling [13], or instructional
modeling [14].

An alternative approach for creating an ITS is to develop agents which can learn in
the presence of new data. While this approach reduces human control of the final
model, and perhaps reduces scientific validity, it generally produces improved model
quality [14]. This is because an agent-based ITS can continuously improve its
underlying models based on ground truth observations, customized to the actual con-
tent delivered. An example of such a system is one which begins to build an initial
model from available data/decisions, modifies or customizes the model for a new
student, and puts the new model into practice immediately. It makes most use of policy
information compatible with multiple instructional domains, allows configuration from
observed evidence, and can potentially share this knowledge with other similar agents
and processes.
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3.2 Potential Implementations

GIFT is based on the learning effect chain, whereby learner data informs learner states
which inform instructional strategy selection which influence learning gains [1].
This chain is instantiated in the GIFT software as a Domain Module which informs a
Learner Module which informs a Pedagogical Module which selects instructional
strategies which are implemented as instructional tactics in the Domain Module. Each
portion of data is passed in real-time in order to deliver content to the student. The most
basic implementation of agent policies is to add a policy-handling component to the
existing structure. The left side of Fig. 1 shows how these items exist in current GIFT
architecture, while right side of Fig. 1 shows the addition of policy information. Figure 2
shows an in-depth implementation of the concept of policy overlay to existing
functionality.

Learner

Domain

Pedagogical
Policy Policy Policy
Domain Learner Pedagogical
Module Module Module

Learner
Module

Domain
Module

Pedagogical
Module

Sensor

Sensor Policy
Sensor
Module
Module

Fig. 1. The addition of a policy component to the existing GIFT structure in order to
accommodate real-time agent functionality.

Learner states
—_—

Course states
_—

User 1 Agent1
Policy Instance

Ped Agent
Module Manager

User 1
Pedagogical

requests Instance

Transitions Policy

User 2 Agent 1
Policy Instance

Policies

Transitions

User 2

Transitions Policy

Instance

Policies

Fig. 2. Addition of a policy component shown in greater detail within an instructional module

(pedagogical policy)
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However, as agents and agent-based practices are added to GIFT, a manner of
representation is needed, this is especially prevalent for a changing structure over time,
such as when a policy is learned for a specific class of users over a large series of
interactions. A manner of autonomously changing system behavior can be added
through the addition of a policy component as an overlay to the module. In this manner,
the initial module configuration (via various configuration files) can be referenced in
mutable policy, changed in the presence of new data, and de-conflicted in the event of
conflict. The addition of this type of policy information enables additional features and
functions to be supported. Examples of these behaviors for specific model instantia-
tions are presented in Table 1.

Table 1. Listing of modules, example module policies, and data sources for model updates

Module Policy example Cause for alteration
Domain Selection of instructional tactic, Time available for student
module selecting a shorter segment instead
of a longer one
Domain Generation of an after action review | Student actions
module (AAR) as part of a sequence of
content
Learner Prediction of student state, based on Updated assessment of individual
module difficulty of concepts (mined from student, classroom, or
previous example) introduction of new data source
Pedagogical Selection among conflicting Varying observed effects dependent
module instructional policies (“hint” or on authored quality
“prompt”)

4 Offline Agents and Services

In contrast to online agents which perform as part of the real-time decision loop for
managing instructional decisions and delivery, there is a need for offline agents and
services. The factors driving the need for an offline agent or service include output that
takes too much time to produce in real-time, the size of the instructional decision is
larger than a single time-step, a need to reach back to an alternative data source, or
output that is appropriate for multiple online modules.

The expansion of the GIFT architecture shown in Fig. 1 allows for a single policy
which links to other policy components in other modules. As an example, a policy of
“progressive mastery” (teaching one concept to mastery, then moving to the second
concept) can be linked across the pedagogical and domain modules in order to coor-
dinate instruction. Such a policy would require components to be present in both of the
key areas, initialized at runtime, and have a communication component for synchro-
nization. This policy add-on enables two core functionalities: switching policies based
on observed results, and having policies based on multiple module functionality. This
addition of a policy component, although simple, provides significant capability.
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4.1 Functions and Features

The Advanced Distributed Learning (ADL) group has put together a number of
technologies for providing underlying standards for the next generation of intelligent
tutoring systems. Some examples of the offline services offered by agents include items
such as the Learning Registry, which is an indexing service which extends to a number
of publishers for the point of being able to integrate content, as a reusable learning
object, into various learning systems. On top of this layer, it is anticipated that offline
agents can be constructed to provide additional information on the content (e.g.
metadata, paradata, learning object descriptors) or to provide content-matching services
between the users and the content. The accumulated products of these offline agents
would have be available to the online services and agents such that online services
could make use of them. As new offline agents are developed to provide new products,
online ITS agents would simply require new policies to enable them to make appro-
priate use of those new products.

Finally, it is possible that some policies may be developed offline but utilized online.
For example, some instructional decisions may require information gathered across
several modules, or may be based on products compiled from other offline agents but
that inform decisions made in an online environment. Such information may require the
use of a policy component which is constructed offline, but shared in an online envi-
ronment. This type of function would learn from many different instructional decisions
from many learners in many domains, with varying amount of learner history.

4.2 Potential Implementations

Unlike online agent, policies, and services, GIFT has no prescribed structure for the
implementation and communication of offline components. Provided that formats and
configurations are suitable for online instantiations, there is no requirement for offline
standardization at this time. This leaves the offline implementations free to use all data

Table 2. Module-specific services and policies for GIFT

Module using Service/policy example Data source

agent/service

Domain Creation of customized Bank of specific, instructionally valid,
module scenarios around instructional examples

needs

Domain Pre-generation of hints, loaded Domain-specific text corpus, learning
module in for selection at runtime objectives

Domain Recommendation service Based on learner learning goals
module

Learner Modeling of competencies and Learner record store, trace data of
module mapping to taught concepts transferability of skills from previous

sessions

Pedagogical Update to instructional model History of many learners across many

module for a specific domain courses
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available and all standard formats. The limitations on offline services are more relaxed,
and examples of various potential services are provided in Table 2.

5 Efforts Towards Unification and an Interoperable Learning
Ecosystem

One of the core concepts behind the GIFT architecture has been to unify the various
commonly used portions of intelligent tutoring systems. This effort now allows for the
incorporation of agents and policy components which can be expanded across each of
its core modules, and across offline and online processes. However, GIFT is not unique
in its role to attempt standardization among various services. Techniques such as those
implemented in the Open Agent Architecture (OAA) serve as brokering functions
between application agents, meta-agents (facilitate coordination with other agents), and
user agents. The typical functions from this and similar systems from various frame-
works include the user side (front end), processing side (back end), and functionality
side (module purposes).

Not only do we seek to unify commonly used portions of intelligent tutoring
systems, but also to enable GIFT to be interoperable with the larger learning ecosystem.
As described above, the ADL group has been developing standards and agents (e.g.,
PAL, TLA) for such a purpose. As more of these services are developed by various
groups, the risk is that interoperability challenges will multiply. In such an increasingly
diverse and complex ecosystem, the need for intelligent agents will only grow. Agents
will be needed to broker the needs of systems like GIFT and the potential catalogue of
services available in the larger learning ecosystem. As an example, the Virtual Human
Toolkit (VHTk) provides the functionality to model the various aspects of virtual
humans. This functionality includes aspects and services such as speech processing,
emotional modeling of the learner, emotional modeling of the virtual human, the
gestures of the virtual human, rendering, and other services. It has been used in many
tutoring or learning programs [15]. This particular product/package provides for the
integration of many functional back-end features required for human modeling. Virtual
humans serve as a good example of agents or agent based systems that would routinely
interact with an ITS like GIFT. Currently GIFT has limited ability to operate with the
VHTk through basic service calls to supporting functionality. However, in a more
agent based GIFT, this would be accomplished much more easily by creating the
necessary policies via the VHTk, having them represented within modules, and
delivering them to the students.

A final example of services being developed in the larger learning ecosystem is the
Generalized Learning Utilities (SuperGLU). This is a collection of back-end services
and features developed through Office of Naval Research initiative funding to provide
functionality for offline processes and policies [16]. These services include the com-
munication of learner performance data, through the xAPI standard [8], the ability to
add agents without knowledge of the other agent components, and the overall inte-
gration of various tutoring services and data structures. SuperGLU is additionally
intend to work with LearnSphere, as an effort to unite the storage and processing of
data generated by tutoring systems.
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6 Conclusion and Future Research

Transforming GIFT into an agent-based system has both advantages and some dis-
advantages. The anticipated benefits include the simplification of development through
automating the creation and refinement of underlying models and to simplify inter-
operability with a larger learning ecosystem. A potential disadvantage is that as agents
take over the task of refining models and managing interactions among different sys-
tems, humans become monitors and managers of system development rather than
architects. There is some risk that this would result in humans being less effective or
efficient in troubleshooting or in making system-wide changes that might improve
performance, considering the additional complications of having a system which
changes over time.

The benefits of making GIFT into a learning agent-based system are enticing.
Developing learner and pedagogy models through research is time and resource
intensive. Developing intelligent learning agents that can in effect figure out what
works and automatically improve those models could potentially save huge amounts of
time and resources. Furthermore the larger learning ecosystem is an ever changing
entity. Using intelligent, learning agents to constantly search that ecosystem and
establish interfaces between GIFT and new and changing services and agents in that
ecosystem would also save substantial resources.

On the other hand, the risks of converting GIFT (or any system) into an agent-based
system should not be overlooked. As humans manage system evolution by changing
system rewards through new or revised policies, there is always the risk that those
changes may not have the intended effect on learning performance. For example,
suppose a policy was created to reduce time to train one module in a course without
decreasing performance in that module. Suppose the policy change was successful, but
a second order consequence was that there was a decrement in student performance on
another module in the same course. Single-minded focus on limited metrics can result
in unintended effects on other, unmeasured, items. To troubleshoot such issues, it will
be necessary for system managers to be able to understand why those policy changes
had those effects. This would not be a simple problem to solve and it would be more
difficult if managers could not see or understand what the agent had done to reduce
training time for the targeted module. Add to this the possibility that multiple agents
could be making changes to different models at the same time, and one can see that
untangling the causes and effects on overall system performance could be quite diffi-
cult. Thus it will be important to develop ways for agents to provide system managers
with human-readable reports on changes made to the system as well as other agent
activities. These and perhaps other challenges lie ahead as we implement an
agent-based design for GIFT.
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Abstract. Extending the application of intelligent tutoring beyond the desktop
and into the physical world is a sought after capability. If implemented correctly,
Artificial Intelligence (Al) tools and methods can be applied to support person-
alized and adaptive on-the-job training experiences as well as assist in the devel-
opment of knowledge, skills and abilities (KSAs) across athletics and psycho-
motor domain spaces. While intelligent tutoring in a physical world is not a tradi-
tional application of such technologies, it still operates in much the same fashion
as all Intelligent Tutoring Systems (ITS) in existence. It takes raw system inter-
action data and applies modeling techniques to infer performance and competency
while a learner executes tasks within a scenario or defined problem set. While a
traditional ITS observes learner interaction and performance to infer cognitive
understanding of a concept and procedure, a physical ITS will observe interaction
and performance to infer additional components of behavioral understanding and
technique. A question the authors address in this paper is how physical interac-
tions can be captured in an ITS friendly format and what technologies currently
exist to monitor learner physiological signals and free-form behaviors?
Answering the question involves a breakdown of the current state-of-the-art
across technologies spanning wearable sensors, computer vision, and motion
tracking that can be applied to model physical world components. The breakdown
will include the pros and cons of each technology, an example of a domain model
the data provided can inform, and the implications the derived models have on
pedagogical decisions for coaching and reflection.

Keywords: Intelligent tutoring systems - Physical modeling - Psychomotor -
Wearable sensors

1 Introduction

The concept of Augmented Cognition (AugCog) is based on the application of tech-
nology to impart information on a user that is not inherently perceivable in the natural
task environment. This information is intended to assist a user in executing a task by
enhancing an individual’s cognitive function in support of meeting a specified objective.
From a training and education perspective, AugCog practices are associated with adap-
tive instructional techniques that augment the path an individual takes in learning a topic
or skill and the type of coaching they receive along the way. These management
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decisions are based on models configured to inform interactions across domain, learner,
and pedagogical representations of a training space. These applications are traditionally
referred to in the literature as Intelligent Tutoring Systems (ITS).

To date, majority of ITSs are built around strictly cognitive problem domains, with
notable successes seen across an array of academic and military applications [1]. What
is a sought after capability, and more achievable now than ever with advances in wear-
able technologies, is extending these practices to the physical world in pursuit of training
psychomotor skills. This involves tasks that associate cognition with physical interaction
to meet an established goal, and incorporates a combination of hand-eye coordination,
muscle memory, and behavioral techniques that dictate performance and assessed
acquisition of skill.

While this can be considered a novel extension of traditional ITS methods, its imple-
mentation doesn’t vary significantly from systems of the past. It utilizes models built on
domain and learner information to inform a pedagogical decision. In this instance, the
domain isn’tinformed solely by performance and procedural information communicated
by a training application; it now requires methods to collect task relevant behavioral
measures that can be used to capture a physical technique and assess performance against
a set of specified standards. The important component here is that the information
collected must be done in a task’s natural environment, where the physical actions can
be performed with zero hindrances.

An area of interest to the research community is identifying data types required to
model psychomotor interactions at a hand-eye coordination level, and how best to utilize
available sensor technologies to instrument the learner and the training environment
with data streams that can accurately track behavior. In this paper we discuss the facets
associated with the development of a psychomotor adaptive training capability. This
includes reviewing theory surrounding psychomotor learning and skill acquisition, how
to enable assessment and coaching from a physical problem space, and what commercial
off-the-shelf sensors can provide valuable data to infer skill.

2 Learning a New SKkill and the Role of Coaching and Feedback

There are common tenets expressed in the literature associated with learning a new skill
(see Fig. 1 for a mind map of variables associated with psychomotor skill development
[2]). The first and foremost is that experience and practice trumps all. However, simply
practicing a skill over and over does not necessarily lead to expert performance. How
individuals progress in skill development is based on a number of factors. Anders Eric-
son’s theory of deliberate practice highlights the following attributes of an effective
practice event: (1) the event is designed to improve performance; (2) the individual has
the ability to repeat the application over multiple trials; (3) the task requires high mental
engagement; and (4) feedback is continuously made available that is designed to serve
in a coaching capacity [3]. The fourth factor is critical when determining the implications
of using ITSs to replace human counterparts to train psychomotor skills.
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Fig. 1. The psychomotor domain as mind mapped by Faizel Mohidin [2]

Acquiring a new skill follows three primary phases of development, each building
on top of the other: (1) beginner/novice phase where an individual tries to understand
the cognitive and physical requirements of the activity to generate actions while avoiding
errors; (2) the intermediate/journeyman phase where focused attention on task perform-
ance is no longer required and noticeable errors become increasingly rare; and (3) the
expert phase where the execution of a skill becomes automated with minimal effort and
exertion [4, 5]. How individuals progress through these three phases of skill acquisition
and the rate at which they do so is dependent on the factors listed above.

From the coaching perspective, especially within the beginner/novice phase, how
can an individual modify behavior if there is no way to effectively link actions to
observed outcomes? During this phase of learning, behavioral tendencies are established
and schemas are built in memory, making feedback to instill proper habits critical. In
the traditional sense, a coach/instructor with knowledge in the domain will observe a
learner, identify errors in their behavior as determined by a performance outcome, and
provide feedback to correct errors and reinforce proper technique.

Utilizing technology to facilitate this inference procedure is challenging. It requires
a machine to have the ability to consume perceptual information that associates with
behaviors an expert human would assess, and models to determine how the captured
data relates to a representation of desired behavior. This identified capability requires a
representation of knowledge an expert works with to dictate coaching practices and
warrants the utility of a deconstructed task analysis, breaking a domain down into its
piece parts in a hierarchical structure of varying skills and applications.
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2.1 Deconstructing a Psychomotor Domain

In terms of relating what’s already been discussed to a real-world example, take the
domain of basketball. When someone is attempting to learn basketball for the first time,
the initial approach to instruction is focused on a set of fundamentals. These fundamen-
tals set a foundation of required skills to successfully perform as an elite basketball
player. In this instance you can decompose basketball into three physical fundamental
skills: (1) dribbling, (2) passing, and (3) shooting. Each of these breakdown further into
a set of sub-skills that ascend in complexity as you progress through practice opportu-
nities (e.g., dribbling with your dominant hand, to dribbling with your non-dominant
hand, to dribbling between hands, to dribbling between your legs, to dribbling behind
your back, etc.). The desired end state is the development of muscle memory to auto-
matically perform a task without dedicating cognitive function to make it happen. When
you establish automated execution of fundamental behaviors, then an individual can
progress to more complex scenarios requiring advanced application of a skill (e.g., drib-
bling while being defended). This is followed by practice opportunities to combine the
application of skills to perform a higher level task.

This analogy can associate with almost all psychomotor domains of instruction,
regardless if its association with job-related activities or athletics. Each domain can be
deconstructed into a set of fundamental components that are performed when a situation
warrants their execution. The goal of an automated ITS is to establish models of funda-
mental behaviors to make the assessment space manageable. While the assessment space
of a domain is defined around a set of concepts and objectives, it is inherently dictated
by the data one can collect.

3 Modeling the Physical World

Modeling a physical task requires an understanding of the physical environment that
task is being performed within. The environment will determine the granularity level of
data a model can be built from, and can range from a highly customized room built with
sensing technologies to detect specific data feeds, to an open warehouse or gymnasium,
to an open field in the wild. The ideal situation involves a task environment instrumented
to inform both performance and behavior metrics that can assess causal relationships.
But the ideal environment to support this methodology is rare. That is why establishing
tools for collecting relevant information in a less controlled space is critical to the success
of ITSs being used in the wild. In the following subsections, we will describe three
modeling scenarios: (1) modeling a psychomotor task in a highly sensorized environ-
ment that is tightly-coupled, (2) modeling a psychomotor task in a confined space with
no custom sensors that is loosely-coupled, and (3) modeling a psychomotor task in an
unrestricted space out in the open.

In each scenario, sensor inputs will be identified. While the first scenario is based on
an actual research project being conducted at the U.S. Army Research Laboratory, the
latter two are presented as hypothetical applications. In this instance, we aim to identify
notional applications of sensor technologies to monitor physical interaction and behav-
iors that can personalize training in physical spaces.
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3.1 Modeling a Physical Task in a Highly Sensorized Environment

Highly sensorized training environments used to develop physical skills provide excel-
lent opportunities to produce initial psychomotor ITS applications. In these scenarios,
an environment is built with components to track predefined behaviors. These behaviors
are tracked to allow instructors to better inform their decisions on what aspects of a skill
to instruct, or in this instance use sensors to model task behaviors to automatically assess
skill and trigger coaching feedback.

An example of this ideal scenario can be seen in work we’re performing on the
development of an adaptive marksmanship training capability [6]. For this project, we
are working with the U.S. Army’s Engagement Skills Trainer (EST; see Fig. 2). The
EST is a simulated firing range that recreates the tasks executed on a live range in a safe/
cost-effective setting. In our effort, we’re focused on building an ITS to support the
development of Basic Rifle Marksmanship (BRM) skills and fundamentals.

Fig. 2. The U.S. army engagement skills trainer

The EST offers an excellent testbed for this use case based on the features it provides.
The system was developed to log data linked to both performance and behavioral
metrics. In terms of BRM, the EST tracks performance across a set of grouping exercises
that gauge metrics on group size and group accuracy. In addition to the performance
metrics, the EST weapons are outfitted with sensor technologies that associate with
behavioral properties. These include sensors to track: (1) the aim trace of the weapon
barrel, (2) the distance the trigger travels in relation to time, (3) the cant angle of the
rifle, and (4) the amount of pressure applied to the buttstock of the rifle.

With all of this contextual data, we were able to build models of expert behavior
across a set of performers within the Army Marksmanship Unit’s Service Rifle Team.
The models were based on the four fundamentals of BRM outlined in the training field
manual: (1) breathing, (2) trigger control, (3) body position, and (4) sight alignment.
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The models are used as benchmarks to assess a trainee’s behavior against to determine
if they are properly performing the fundamentals of BRM procedures as deemed by a
field of experts. To build out this prototype, we utilized the Generalized Intelligent
Framework for Tutoring (GIFT).

Generalized Intelligent Framework for Tutoring (GIFT). GIFT is a domain-
independent framework established to author, deliver, and evaluate ITS technolo-
gies [7]. It provides a set of standards to follow in creating models across a domain,
learner, and pedagogical schema. In special instances, GIFT supports the consump-
tion of sensor information to inform states not linked directly to system interaction
data and can extend modeling techniques to monitor affective and physical attrib-
utes of a learner. For the adaptive marksmanship ITS, GIFT is configured to take in
the EST data streams through the sensor module, where the data is filtered and
processed in real-time to assess against the represented expert behaviors. This assess-
ment is used to select a performance state for each of the BRM fundamentals, where
those skills assessed as below expectation are used to guide the selection of coaching
feedback to deliver. While we are making good progress on developing an ITS for
teaching BRM, and the EST provides an ideal set of behavioral information, how to
extend these methods into more advanced skills of marksmanship execution (i.e.,
hitting moving targets) need to be further conceptualized.

3.2 Modeling a Physical Task in a Confined Space with no Custom Sensors

In this scenario, psychomotor activity is believed to be performed in a controlled space
designed to support task execution, but lacks the inclusion of customized sensors built
to collect task relevant information. In this instance, we are interested in identifying
technologies that can extend the assessment space of these environments to inform
contextually relevant variables. This includes identifying what variables matter in
consistently gauging performance and behavior across a wide range of tasks.

While each domain has unique assessment requirements, many can share similar
data to infer completely different skill applications. This would depend on how the data
is represented in a model and how that model is linked to a component and/or funda-
mental of a skill. The hope is to avoid building a set of custom sensors and to utilize
commercial off-the-shelf sensing technologies. In a controlled space, the following
technologies are believed to provide valuable information for modeling the physical
world: (1) motion tracking and (2) wearable sensors.

In most instances, this scenario may be the most complex of the three. With the task
being performed in a confined space, the characteristics of the task actions most likely
associate with fine motor control over a set of environmental objects. For this reason, it
is important to understand the current state of the art of what information can be made
available for modeling purposes, and how that impacts the type of domains an ITS can
currently support under these environmental conditions. An overarching assumption
with all selected technologies is that they can communicate data in real-time to an archi-
tecture that can process and model its outputs, such as GIFT.
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Motion Tracking. In many psychomotor tasks, monitoring the physical motions of an
individual’s movement and skeletal structure can go a long way into assessing their
behavior. This is especially true in fitness training, athletics, and task-oriented domains
that require precise movements to meet standard performance. Depending on the domain
being trained, the body is constrained to certain movements and actions that can be
executed in support of meeting a task objective. It is assumed under these conditions
that behavioral characteristics can be modeled for determining proper execution. In this
instance, logging data over a window of time as you observe a set of experts perform a
task can be used to determine if there are trends in behavior that influence outcomes and
proper techniques. If trends can be identified through statistical inference procedures,
then models can be established to compare trainee data against in real-time to diagnose
performance on a set of behaviors.

The challenge is using motion based information, which can be noisy in nature and
not of appropriate validity in measuring precise movements, to build assessment models
that operate in an ITS. Outfitting the environment with motion tracking technology can
be used to quantifiably monitor user actions, which is a start. For the context of this
paper, we associate motion tracking technology as a free standing system of cameras
and sensors that can be placed throughout a confined space. The issue is that a technology
of this nature limits the amount of space a task can be conducted within. That’s why it’s
important to understand the characteristics of a domain to determine if this type of
modeling technique is viable.

For implementation purposes, systems can be as complex as cameras placed
throughout a training space that are designed to locate and track a set of reflective
markers that can be placed on a number of items (e.g., placed on a bodysuit worn by a
user or on interaction environment elements in an environment, like a baseball bat seen
in the left image of Fig. 3). Motion tracking can also be supported by commercial prod-
ucts like the Microsoft Kinect 2, where no markers are required to capture and track an
individual’s skeletal structure, producing an image like the one seen on the right of
Fig. 3. Regardless of the approach selected, motion tracking can be a nice option when
the task environment is confined. There is still much work to.

Fig. 3. Motion tracking technologies: on left is motion tracking resulting from wearable bodysuit
with mounted reflectors; on right is motion tracking resulting from Microsoft Kinect.
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Wearable Sensors. Recent advancements in wearable technologies have made them a
viable data source when considering inputs for informing models to train psychomotor
skills. In the context of this paper, wearable sensors are any technology that can be
unobtrusively attached to a user that logs physiological and behavioral measures.
Common metrics collected by these devices include electrocardiogram/heartrate infor-
mation, accelerometer data, gyroscope information, galvanic skin response, breathing
patterns in some instances, and location data if GPS compliant.

The current application of these sensors within the commercial world is primarily
for health tracking purposes. The combination of data channels can output metrics
related to activity levels, stress, and sleep patterns. The market is very competitive, with
a near endless selection of options ranging from the data they provide and the style of
which they are worn.

From a training perspective, the research goal is to identify how best to use these
technologies to collect information that can be used to guide skill acquisition of a phys-
ical task. Majority of the current products involve sensors that wear either around the
wrist or ankle. These typically record a comprehensive set of physiological markers,
behavioral movement data, and environmental factors such as temperature and UV
exposure. While many of these provide valuable information to monitor activity and
affective variables such as stress, they lack granular data sources linked to precision of
movements from a motor-control angle.

However, that’s not true for all wearable sensors. Products like the MOOV Now and
Zepp Sports sensors provide real-time 3D motion tracking of a joint/limb on the human
body (see Fig. 4). This information is logged and visualized for replay purposes. Current
applications like Zepp allow you to replay your data feed side-by-side with data collected

Fig. 4. Wearable sensing technologies: upper left is the Microsoft Band 2 [http://www.
microsoft.com/microsoft-band]; lower left is the MOOV now activity bracelet that supports 3D
motion tracking [http://welcome.moov.cc/] and the Zepp Baseball sensor output [http://www.
zepp.com]; right is Zephyr Technologies’ BioHarness 3 wearable sensor [http://www.
zephyranywhere.com/].
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from an expert for a comparative evaluation, but there is no coaching beyond that.
Exploring modeling techniques that take these three dimensional tracking feeds and
associate behavioral parameters in association with a task fundamental or objective is
essential for ITSs supporting this interaction environment.

3.3 Modeling a Physical Task Out in the Open

In considering a physical domain performed in a boundless open environment, sensing
technologies play a different role than seen in the confined space. In this instance, tasks
are performed that require coordination of movements and activities over possible large
distances, with factors of location, speed, acceleration, and terrain playing a role in how
the task is performed. For an excellent review of this conceptual environment with a use
case centered on land navigation, see Sottilare & LaViola, 2015 [8]. In their review, the
authors present a set of ‘smart glasses’ and a feasibility analysis of their application in
a live land navigation training scenario.

As the majority of smart glasses sync to a cellular device for processing purposes,
the smart glasses themselves primarily serve as tools to present information to a user,
with many options including simple text message overlays, objects placed to augment
the visual environment, or videos containing instructional material. From a behavioral
sensing standpoint, these smart glasses can utilize forward facing cameras to assess an
individual’s orientation within an environment, with the ability to make inferences on
what someone should see based on a calculation of their visual field of view from a
specified Global Positioning System (GPS) coordinate.

Beyond the smart glass inputs and outputs, the real sensing taking place in this
training environment is provided through the phone, with this example providing GPS
location data as tracked over a cellular network. With this information, assessment rules
can be built in GIFT based on the data factors listed above. Zones of interest can also
be established that can trigger situational awareness oriented tutorial interventions,
forcing an individual to reflect on the situation and respond to a prompt that can be used
to assess competency and trigger coaching interactions.

In these open environment training events, there can be a combination of open and
confined task characteristics, where a sensing technology can be applied to track both
location, as well as fine motor-movements. In this instance, computation on wearable
sensors providing 3-D motion tracking, like the MOOV Now sensor described above, must
be done on a mobile device. This requires GIFT modules to run locally, as the range on
wearable sensors doesn’t support long range distances. Computations must be performed
on the cellular device, with behavioral state information communicated through the
network in support of GIFT’s learning effect chain. This approach to physical modeling is
also critical for team-oriented training tasks. From this perspective, multiple entities can
be tracked in a single environment. Formations can be monitored, and team oriented
behaviors can be modeled to establish boundaries of acceptable performance.
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Conclusion

In this paper, we present high-level hypothetical considerations that can be used to guide
requirement discussions in the development of a psychomotor-based ITS. Modeling the
physical world to support automated coaching of psychomotor skills is not by any means
a simple task. As evident by the described modeling use cases, capturing data granular
enough to inform accurate assessments is limited, even when customized environments
are established. In addition, there are multiple architectural considerations that must be
addressed to consume, process, and act upon behavioral information linked to a skill
fundamental.
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Abstract. Augmented reality (AR) and virtual reality (VR) training systems
provide an opportunity to place learners in high stress conditions that are
impossible in real life due to safety risks or the associated costs. Using physio-
logical classifiers it is possible to continually measure the stress levels of learners
within AR and VR training environments to adapt training based on their
responses. This paper reviews stress measurement approaches, outlines an
adaptive stress training model that can be applied to augment training and
describes key characteristics and future research that is critical to realizing
adaptive VR and AR training platforms that take into account learner stress levels.

Keywords: Adaptive training - Objective stress measurement * Training
fidelity evaluation - High-stress training - Augmented Reality

1 Introduction

One goal of Augmented Reality (AR) training is to inject virtual objects and events into
a live environment to allow trainees to acquire the targeted knowledge, skills, and
abilities in a highly realistic environment. Two primary reasons to apply AR within a
training program are to reduce the cost associated with live training entities and to
create stressful conditions that could cause a significant level of risk if completed live.
The goals and benefits of Virtual Reality (VR) training are a similar balance of creating
highly realistic and potentially stressful conditions while controlling the risk and cost of
training. The process of inducing stress within a controlled training environment is
important when preparing learners to perform for high-stress conditions. Alternatively,
there is utility in increasing levels of perceived stress and associated arousal within AR
and VR environments in order to engage learners.

A variety of methods of inducing stress during training have been developed and
evaluated [1-4] and resilience training and stress inoculation programs rely on those
applications to elicit target states during training. For example, the U.S. Air Force’s
Stress Inoculation Training (SIT) program trains battlefield airmen to first understand
the negative effects of stress, learn to detect and control stress responses, and finally
practice skills taught under realistic high stress conditions [5]. Guidance followed
during this program suggests that stressor intensity should be incrementally increased
as task proficiency is demonstrated [6]. This approach ensures that trainees are not
overwhelmed early which could interfere with skill acquisition while continuing to
push learners operate under more and more realistic high-stress conditions [6].

© Springer International Publishing Switzerland 2016
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The greatest challenge with creating training that balances learner stress levels lies in
the ability to track learner stress levels over time.

This paper presents an approach to objectively measure stress levels during AR and
VR training and reviews applications of the approach to optimize and evaluate training
programs. The presented technology leverages a physiology-based stress classification
algorithm that has the capability to objectively and unobtrusively capture real-time
individualized stress data in a mobile environment with over 95 % accuracy. While
originally designed to support Veteran mental health therapy, the algorithm, which uses
a wrist-worn device to collect human physiology state provides a continuous realtime
stress measure that can be used to optimize AR and VR training. The approach pro-
vides a more effective option to alternatives, including subjective stress ratings or
cortisol analysis post-training.

Two key applications of the stress classifier are presented in this paper. The first
application is the creation of adaptive AR and VR training systems that adjust stressors
that are presented to learners based on their state and performance. The goal of this
application is to balance stress with training progression during AR and VR training
exercises. The second application included is the objective evaluation of AR and VR
training event fidelity based on objective trainee responses, with the goal of optimizing
future training events. In addition to reviewing frameworks to support the application
of stress evaluation in AR and VR environments, a comparative evaluation of stress
evaluation techniques is presented.

2 Measuring Stress

The most important and difficult step in creating a training platform that can adapt
based on trainee stress is the effective evaluation of stress. Early measurements of
psychological stress have relied upon written scales that leverage a battery of validated
questions to elicit a rating of stress for each individual. These scales were initially
developed to support clinical psychologists and fall within two general categories of
measures: Measures of stressful life events that have occurred; and measures of the
subjective evaluation of perceived stress and/or ability to cope with stress.

The use of life event scales date back to Holmes and Rahe’s 1967 Schedule of Recent
Experiences (SRE) which includes a checklist of 43 stressful life events such as the death
of a spouse, divorce, or being fired from work [7]. Each of the life events that were
experienced on that scale are counted and the total is used to provide a relative stress
level for the person being evaluated. Since the inception of the SRE, longer batteries and
a variety of specialized batteries have been developed for special groups such as children
[8] or combatants within the Gulf War [9]. Because the scales that are used require a
level of customization to the events that occur within the targeted population, this
approach to measuring stress has the potential to lack consistency or sensitivity.

A second approach to measuring stress involves the use of perceived stress mea-
sures. The most commonly used perceived stress measure is the Perceived Stress Scale
(PSS) [10]. The PSS includes questions that measure of how unpredictable, uncon-
trollable, and overloaded respondents lives are in combination with direct evaluations
of experienced stress levels and is available in a four, ten, and fourteen item batteries.
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Although perceived stress measures are more generalizable than life event scales and
can be gathered more efficiently using the four item form, they still require some level
of self-evaluation and cannot be continuously gathered without breaking the flow of
training.

2.1 Physiological Stress Monitoring

To support the capabilities to unobtrusively modify training based on trainee stress and
performance or objectively evaluate the effectiveness of a stressor to create targeted
trainee states, it is critical to move away from written batteries and towards physio-
logical measures of stress and negative arousal. Advances in wearable physiological
sensors have made it possible to measure human states that are capable of quantifying
stress [11, 12], including cardiovascular and respiratory measures and electrodermal
activity. Because most tasks that AR and VR training are beneficial to train require
physical activity, there is risk that those measures could contain noise during training.
Particularly, because the same physiological states that are affected by increases in the
sympathetic nervous system activity (which allows them the be effective stress mea-
sures [13]), also tend to fluctuate due to physical activity or environmental conditions,
there is a need to cast a wider net when classifying stress, and take into account a
variety of physiological and environmental sates simultaneously. Table 1 provides and
overview of physiological states that are particularly useful for classifying stress,
examples of conditions that could create noise in each data type, and references of
previous efforts to apply each measure to classify stress.

Table 1. Physiological states, features, and sources of noise for stress classification

Measure Features Causes of noise Reference
Skin Skin conductance level, phasic Environmental and skin [12, 15—
conductance skin conductance response temperature, humidity 18]
ECG Heart rate, heart rate variability Physical movement and [12, 14,
performance 15]
Respiration Breathing rate, breathing depth, Physical movement and [14, 18]
respiratory sinus arrhythmia performance

Researchers recently developed a physiological classifier of stress that leverages a
combination of skin conductance, cardiovascular features, skin temperature, and
physical movement collected from an Empatica E3 band to serve as the core of a
clinical stress therapy tool [19]. After collecting EDA and HRV data for participants
under baseline conditions and under stressed conditions (created using the Trier Social
Stress Test (TSST) protocol), a linear classifier (see Fig. 1) was trained to differentiate
psychological stress vs. non-stressed conditions at over 95 % accuracy. In addition to
leveraging multiple features listed in Table 1, the researchers leveraged gyroscopes to
detect movement and skin temperature to detect temperature to discount components of
the classifier when significant levels of noise were present.
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Classifier Decision Bounds for HRnormBL3 vs. EDAmeanNormBL
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Fig. 1. Decision boundary for linear stochastic gradient descent- trained E3 classifier applied
(left; reprinted from [19] with permission) and Empatica E3 band (right)

3 Leveraging Stress Measures to Improve Adaptive Training

Two of the key characteristics that are evaluated in AR and VR training applications
are immersion and presence. Although throughout the history of VR and AR devel-
opment there have been various interpretations of the terms, immersion generally refers
to the level of fidelity of the sensory cues used within the environment while presence
is a subjective response of the person experiencing the environment [20]. By this
definition, it is apparent that fidelity can be objectively evaluated by comparing the
visual, auditory, haptic, and olfactory cues present in a VR or AR environment to those
in the live environment. Presence is a more difficult to objectively measure construct as
it relies on the evaluation of the person experiencing the environment. To target this
evaluation and move away from subjective ratings or presence, physiological data,
including those that are described above to measure stress (e.g. change in heart rate and
skin conductance) have been studies and demonstrated a correlation with presence
measures over 15 years ago [21, 22].

In addition to measuring the sense of realism that VR and AR systems can instill,
the use of physiological stress measures in combination with real-time performance can
be used to drive adaptive training. Adaptive training has the potential to significantly
optimize training efficiency [23] and based on the varied response of learners to stress
exposure training, the process of adapting training based on individual responses to
stressors holds even more potential. Originally designed as a clinical intervention for
patients that required coping mechanisms for conditions like anger and phobic reac-
tions, the goal of stress exposure training is to alleviate the negative effects of stress on
performance by preparing personnel to perform tasks effectively under high-demand,
high-stress conditions [24].
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Figure 2 outlines a simplified stress appraisal process and includes two paths of
stress response, one associated with the availability of effective coping mechanisms
that results in normal performance and one that is associated with a stress appraisal that
leads to a decrease in normal performance. VR and AR Stress Exposure Training seeks
to build effective coping mechanisms through repeated presentation of stressors. In the
therapy domain, this process is used to target a single phobia or condition with con-
tinuous support of a therapist throughout the process. When preparing for a wide array
of stressors, such as preparing for battlefield stressors in an active combat environment,
this task becomes more complicated because individuals react differently to environ-
mental stressors based on past experiences and their appraisal of the situation [25].

Environment Appraisal Process Outcome
Coping
Mechanism
Environmental Individual
Stressors Appraisal

Fig. 2. Appraisal process and effects of stress

Normal
Performance

In order for the stress exposure therapy process to continually present new stressors
within training to (1) determine the conditions that must be targeted in training and
(2) repeat the exposure in a controlled environment that allows the development of
effective coping mechanisms, it is critical that a performance and stress measurement
feedback loop be created and used to drive future presentations of stressors. Stress
training aims to teach the necessary skills for maintaining effective task performance
under stress conditions and to enhance familiarity within the environment. Research on
stress exposure training and the effects of stress provide the following guidance to the
development of adaptive AR and VR training frameworks:

e Virtual training scenarios must continually be adapted to add various types of stress
within the environment in order for trainees to develop coping mechanisms.

e In order ensure effective transfer of the coping strategies to the live environment,
stress conditions must be similar to those found in the live environment.

e Because the goal of stress exposure training is to ensure effective task performance
under stress, training must take into account the real-time performance of trainees to
ensure that use of the system does not lead to negative training.

Figure 3 outlines an adaptive stressor process diagram that can be followed to
control stressor presentation within VE and AR training platforms. The approach and
architecture requires four key components in order to effectively drive stress training:

e Performance Evaluation- The ultimate goal of training is to improve learner per-
formance. Although stress exposure training has the secondary goal of training
performance under high stress conditions, optimizing performance must remain as
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the core goal of training. In order to ensure that negative training is avoided when
inducing stress, it is critical to take into account trainee performance on targeted
training objectives prior to evaluating learner stress states. The goal of the evalu-
ation is for learner performance to remain high (or bounce back when performance
drops) when new stressors are presented within the training scenario. For this to
effectively work in a closed adaptive system, the performance evaluation metrics
should be coded within the AR/VR training environment.

e Stress State Evaluation- Physiological stress monitoring provides a real-time and
objective method to continuously track stress and the response to stressors within
the AR/VR training environment. A wrist-worn stress monitoring approach similar
to the one described above has the potential to evaluate stress when learners are in
an environment that allows them to move around, such as an AR training space.

e Trainee State Classification- Once trainee performance and stress state is calculated,
it’s important to merge the data to support the determination of overall trainee state
and the appropriate response of the training system to meet the targeted training
goals. For example, the combination of good performance and a low stress state
should be used to trigger a new stressor within the scenario while a combination of
high stress and low performance should be used to reduce/remove the stressors
present to allow trainee performance to normalize and avoid negative training.

e Stressor Activation/Deactivation Methods- In order for scenario adaptations to be
applied based on performance and stress states, it is necessary to include hooks into
the code to activate and deactivate stressors in real time. To meet this need, modular
stressors that can be activated in real-time (e.g. reducing visual acuity of the scene,
integrating additional enemies, etc.) must be designed and scripts developed to
trigger them based on the evaluated trainee state.

Continue Current J
Performance Scenario State

Evaluation

Environmental
Stressors
Presentation/
Modification

Activate Stress
Induction Script

Trainee State
Classification

Stress State

Evaluation Deactivate Stress

Induction Script _‘

Fig. 3. Adaptive stress training process diagram

By applying a closed adaptive training cycle that can modify AR and VR training
scenarios in real-time it is possible to create an ever-changing environment that pushes
learners to create coping mechanisms for environmental stressors that they are expected
to operate during the presentation of in a live transfer environment. The approach
allows a variety of potential stressors to be presented in close succession and only
continuing the focus on those that require additional coping strategies. If this approach
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is scaled to groups of learners, it is possible to garner knowledge regarding the
effectiveness of each stressor to trigger targeted stress states on a more generalizable
scale. This capability to evaluate stressor effectiveness is a second key benefit of
objectively measuring stress within AR and VR training environments. By measuring
the response to cues across trainees, it is possible to classify or order stressors based on
their effectiveness of created targeted stress states. By evaluating additional charac-
teristics of each trainee during this evaluation, it is possible to further classify the
effectiveness of various stressor cues based on trainee characteristics such as expertise
level or past experience with particular cues/conditions in a live environment. This
subclassification of training stressor effectiveness has the potential to optimize the order
and presentation of scenario stressors based on each trainee’s specific experiences.

In order for the evaluation of stressor cues to be supported in real-time, an
infrastructure must be developed to precisely track the presentation of cues in the
training environment. Specifically, in addition to objective measures of stress, the
following characteristics must be tracked in order to develop models of stressor
effectiveness:

e Cue activation tracking- Within an AR environment stress induction cues can be
triggered live or as an augmented component of the scenario. In order to evaluate
the effects of cues and combination of cues accurately, a tracking system must be
instantiated to track when live and augmented cues are triggered.

e Trainee characteristics- By tracking a database of trainee characteristics in addition
to the stress response to various stressors as they are presented, it is possible to
create a more precise prediction of the cues that will be responded to in similar ways
during future training.

The approach of leveraging physiological data in combination with performance
data to drive adaptive training augmentation has demonstrated significant value in
previous research. For example, research has suggested that skin conductance response
(SCR) as a measure of arousal can be used in combination with a contextual under-
standing of the training tasks that learners are completing to predict learning gains and
modify adaptive tutoring systems [26]. Further research conducted at the Army
Research Lab led to the development of an architecture, similar to that presented in
Fig. 3, of personalized adaptive training that leverages a combination of trainee
physiological state and performance to drive training adaptations [27].

4 Future Research

The research into adaptive training platforms that leverage physiological stress states to
drive training augmentation shows potential to optimize training. In order to meet the
potential of the approach, additional research is needed to improve stress classification
and the application of stress evaluations in the adaptive training domain. Two particular
areas that require additional research include the application of deep understanding of
the effects of stress on learning and memories and the development of personalized
measures of stress and ruggedized sensor arrays that further improve stress classifi-
cation accuracy.



30 D. Jones and S. Dechmerowski

Learning and memory development occurs in stages, including initial memory
encoding, consolidation, retrieval, and reconsolidation. Research shows that the pres-
ence of stress affects each stage of the memory/learning process in different ways
[28-36]. Although factors aside from the timing of stress during the learning, recall,
and reconsolidation process have effects on the process, the general understanding of
the effects of stress on each stage of the process are outlined in Fig. 4. Future research
on the integration of stress within VE an AR training environments should apply these
basic constructs of learning and memory to create micro-adaptive training that not only
adapts training to present the correct cues and conditions (as objectively evaluated), but
also present them at the correct time. The goal of this application should be to prime
learners to retain and consolidate new information or break the retrieval or reconsol-
idation of negatively trained actions and memories.

Positive Impact

Stress induced during
the consolidation
period improves
learning [31, 32]

Stress induced just prior
to learning improves
learning [28, 30]

Encoding Consolidation Retrieval Reconsolidation

Stress induced an Stress induced prior Stress induced prior to
extended duration to retrieval of learned reconsolidation impairs
before encoding material impairs recall process and integration
impairs learning [28, 29] [33, 34] of new material [35, 36]

Fig. 4. Effects of stress on learning and recall process

A second avenue of research that is critical to improve the capabilities of VE and
AR training systems to support adaptive stress training is the enhancement of classifiers
of stress that are used to drive adaptations. Specifically, there is a need to develop
approaches and systems to automate the development of personalized classifiers of
stress and systems to evaluate the effects of stress training across studies and as learners
move to a transfer environment. Finally, to meet this need, there is a need to develop
new noninvasive hardware platforms that can measure the core features that can be
used to classify stress while accounting for the noise that is associated with measuring
stress in unpredictable environments. By continuing research in these domains, it will
be possible to merge the power of adaptive training within AR and VR environments
and objective stress measurement to better prepare people for high risk and high stress
jobs and potentially reduce the impact of negative stress on people in those positions.
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Abstract. Gauging the impact of simulation-based training (SBT) technology
has been straightforward in the past when applied to domains such as pilot
training and ground vehicle operator training. In the dismounted infantry soldier
skills domain, the low hanging fruit for effective use of (SBT) are weapons and
equipment operations training. However, the complexities of the operational
environment are often too difficult to replicate in current virtual environments to
represent an accurate or effective training for the skills requiring identification of
enemy activity or reacting to enemy contact. This paper discusses the need for
an alternate method of performance assessment when comparing traditional
training means to SBT.

Keywords: Simulation based training - Infantry soldier training - Rubric -
Return on investment

1 Introduction

In early 2013, a research team composed of personnel from the U.S. Army Research
Laboratory and the University of Central Florida performed a data collection activity
with the Florida Army National Guard’s 2/124™ Regiment Apache Company. The data
collection activity focused on individual and team performance of soldiers performing
room clearing exercises. In this experiment, a company of soldiers were divided into
two groups, where the control group only was provided training using a traditional
classroom method and the experimental group was provided training that included a
game-based simulator. Subject matter experts (SMEs) were tasked with assigning a
pass/fail rating to each soldier and fire team. The research team did not wish to interfere
with the method of assessment used by the SMEs, as the guidance for this is given in
training support packages provided by the U.S. Army Training and Doctrine Com-
mand. Analysis of this categorical data proved to be problematic and yielded results
that could only indicate differences in soldier performance, but not by how much. In
essence, it was only possible to determine if the virtual training treatment had an effect.

Since mid-2014, the research team has been conducting studies using large num-
bers of soldiers to determine how effective virtual training methods are in comparison
to traditional training methods for dismounted infantry soldier skills in the Warrior
Leader Course (WLC) at the Florida National Guard’s 211" Regional Training
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Institute. The ARL/UCF team worked with the WLC course managers to incorporate
lessons learned from the previous experiment to create a new assessment methodology
for collecting more meaningful data. A new rubric was jointly developed and used
during data collection activities. This paper discusses the rationale for incorporating
new ideas that enhance the development of the performance rubric. The rubric allows
for a more in-depth understanding of the required tasks. Instead of using the traditional
assessment “GO or NO-GO” ratings for the task evaluation, the revised rubric incor-
porates each major task and list all related subtask activities. Modifying the rubric not
only allows for clarification of each major task but also assess whether the subtasks
were successfully accomplished. In addition to discussing the performance rubric, this
paper also integrates sample performance data collected from 20 squads of soldiers and
demonstrates the value of the revised rubric to the data analysis.

2 Background

The United States Army has invested significant funding dedicated to the use of virtual
environments (VEs) for training infantry soldier skills. There is a pervasive attitude in
the acquisition community that a simulation-based training (SBT) system’s graphics
quality are the strongest indicators of utility and training quality. Very little data exists
to quantify the return on investment (ROI) provided by these training systems
(Bell et al. 2008). There is also a lack of formal methodologies for the identification of
where in the training cycle these technologies belong as well as which training tasks
they should be applied (Kincaid et al. 2003; Salas et al. 2003). The United States
Government Accountability Office issued a report in August of 2013 which calls for
better assessment of performance and accounting of costs to accurately assess SBT
systems throughout the United States Army and Marine Corps (Pickup 2013). As a
result of limited empirical data supporting training effectiveness using VEs (Haque and
Srinivasan 20006), there is little guidance for the program manager’s to follow in the
decision-making process. This leaves the requirements generation team and the
acquisition process to attempt to simulate the training provided by traditional means
using VEs. There is too much leeway in the interpretation of this replication and lack of
empirically driven data to make informed decisions.

To further complicate matters, the lack of formal requirements and performance
measurement methodologies has led to a fracturing of the training space within the
United States military that utilizes game-based virtual environments (GBVE).
Although, there is a GBVE training system listed as the program of record called
Virtual Battlespace, it is limited for specialized training needs of some organizations.
Pockets of innovation and product development in recent years have resulted in
numerous training systems specializing in different utilization such as education
(McLennan 2012) and military applications (Buede et al. 2013).

The United States Army requires a mechanism for properly assessing the perfor-
mance of infantry soldiers who have been trained using virtual simulations in order to
establish statistically significant differences (if any) for comparisons to traditional
training methods. This research initiative was conducted through Cooperative Agree-
ments (CA) #WO911NF-14-0012 and #W911NF-15-0004 between the United States
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Army Research Laboratory and the University of Central Florida. These CAs were
created to facilitate the investigation of training effectiveness of operationally relevant
tasks in a VE as compared to traditional classroom and live training. The desired
outcome of this work is to establish a methodology for quantitatively defining the
training effectiveness differences between traditional and virtual methods, and
acquiring data through field experimentation to apply the methodology.

A literature review has revealed a lack of knowledge surrounding the efficacy of the
practical application of virtual world technology for infantry soldier training, specifi-
cally ground combat skills training such as room clearing and reaction to contact
(Lackey et al. 2014). Due to the current subjective nature of gauging training effec-
tiveness of VEs, it is difficult to calculate a ROI. Lastly, it is difficult to determine
comparisons of knowledge transfer between traditional and virtual training activities
for ground combat skills.

Whether it is labeled virtual world technology, GBVEs, or VEs, the technology is
becoming ubiquitous in the lives of infantry soldiers. However, it is unclear as to where
in the ground combat skills training cycle this technology is applied most effectively.
The literature is terse in identifying the appropriate tasks the technology is most
suitable for training. Further, the assessment methodology is not standardized across
the combat skills training cycle and is often assessed through subjective means.

3 Infantry Soldiers Skills Assessment

Minimal empirical evidence exists regarding the effectiveness of game-based and
virtual world SBT (Whitney et al. 2014; Sotomayor and Proctor 2009), especially at the
collective echelon. While some virtual training has been empirically proven to be
effective in the transfer of skills to the live environment (Blow 2012; Hays et al. 1992),
this has been primarily demonstrated for platform-centric training, such as aviation and
vehicle-type training. However, platform-based training is restricted to low-density
specialties in the United States Army; the vast majority of soldiers do not require this
type of training and are not tethered to a platform. In contrast, all soldiers are required
to be proficient in basic infantry skills, yet minimal SBT capabilities exist to support
this training need and are rarely examined for efficacy. Therefore, this study’s primary
objective was to examine the training efficacy of SBT for infantry skills.

Training effectiveness evaluations are generally subjective in nature, making it
difficult to ascertain whether or not training technology, methods and/or approaches are
effective. The literature indicates that some of the primary challenges to effective,
collective training in simulation are the lack of clear performance measures (Seibert
et al. 2011) as well as a lack of comprehension of the simulation’s capabilities by the
unit trainers (Seibert et al. 2012). Thus, technology is only part of the analysis; the
selection of the proper instructional strategy is equally as critical to whether or not
training is effective (Salas et al. 1999).

Current approaches to measuring training effectiveness remain primarily subjective
in nature (Wong et al. 2012; Sotomayor and Proctor 2009; Beal and Christ 2004;
Kunche et al. 2011), employing techniques such as questionnaires, knowledge review
and evaluation of training by trainees or SME observers. These means of assessment
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offer insight into trainees and trainers’ perceptions of training environments, but
reporting might be influenced by factors other than those directly attributed to the
training itself. Therefore, a secondary goal of this study was the creation of a rubric that
minimizes subjectivity in performance assessment, while not increasing raters’ over-
head, in order to determine whether game-based simulation and virtual world
simulation-based training is truly effective or not. Objective evaluation of performance
is critical in order for the Army to design, create and implement the next generation of
simulation-based trainers for infantry-centric skills training.

3.1 Pilot: Assessment of Room Clearing Task Performance

The ARL research team worked with the 2/124"™ Florida Army National Guard to
design a training event that coincided with data collection activities. The data collection
event represent the presentation of a single ground training task to the unit. The training
condition chosen for this study is a room clearing task that requires a fire team com-
posed of four soldiers to enter and search a room. The participants are assessed both at
the individual performance level as well as group performance level.

For this data collection event, two training conditions were selected for the soldiers.
The first condition represented the control group and was composed of traditional
classroom and slide presentation of the procedures described by FM 3-21.8, Field
Manual for the Infantry Rifle Platoon and Squad (U.S. Army Training and Doctrine
Command 2007) for room clearing (Fig. 1). The experimental condition comprised of
training materials presented to the soldiers using a prototype virtual training simulator,

Fig. 1. 2/124th classroom training site
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called the Military Open Simulator Enterprise Strategy (MOSES) (Ortiz and Maxwell
2016). MOSES was used to provide a virtual training arena utilizing practice task
scenarios (Fig. 2) (Maraj et al. 2015).

Room clearing exercises represent one of the most common tasks performed by an
infantry soldier, and is considered to be of the most dangerous tasks to complete.
Although this is a collective task, each of the individual positions in the task is assessed
independently. This allows for both an individual performance assessment and a col-
lective team assessment.

On the day of the experiment, 64 soldiers were divided into two groups, 32 soldiers
each and placed into groups of four to compose 8 fire teams. All of the soldiers were
assembled and provided with a briefing to explain the intent of the experimentation.
Each soldier signed a consent form agreeing to participate in the study. Due to the
nature of the experimental design and utilizing a targeted population, the ARL/UCF
team required two formal review processes. One process occurred through the UCF
Institutional Review Board (IRB) and another through ARL IRB before data collection
efforts began for the two groups.

One group received virtual training while the second group received the traditional
training. After training, all soldiers were asked to perform a live room clearing exercise

Fig. 2. 2/124th virtual training site



Alternate Rubric for Performance Assessment 39

during which time the SMEs assessed their performance according to the rubric.
Although the task of clearing a room is performed as a collective effort, each position in
the team is unique and can be assessed individually. The assessment is provided using a
“GO or NO-GO?” rating, which indicated whether the soldier completed their task to the
SME’s satisfaction.

The SMEs rated the performance of 64 individuals and 16 fire teams by following a
4 step rubric (Fig. 3). Table 1 shows the tasks and assessments for collective perfor-
mance. Step one of the rubric (entry phase) was to assess the speed of entry, removal of
self from the entry area, follow the path of least resistance and flow of movement. Step
two (eliminate threat phase) was to maintain correct sector of fire throughout the flow.
Step three (position of dominance) was to assess the soldier’s ability to move to the
correct position of dominance for their position in the entry team and for the team leader
to announce “CLEAR.” Step four (Consolidation and Reorganization) is to assess the
team’s ability to report ammunition, casualty, and equipment status (ACE report).

The data collected from this event provided enough information to determine the
performance effect of different training conditions of individual soldiers. In this case,
the independent variable is the training condition and the performance assessment is the

Table 1. Rubric for collective performance assessment for 2/124"™ FLANG Leesburg trial

Task Assessment
Step 1. Entry phase Go/No-Go
Step 2. Eliminate threat phase Go/No-Go
Step 3. Position of dominance phase Go/No-Go
Step 4. Consolidation and reorganization | Go/No-Go

Fig. 3. 2/124th live assessment activity
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dependent variable. The use of a “GO/NO-GO” performance metric limited the data
analysis to simply determining dependence of the variables to each other. This cate-
gorical data lent itself to Chi-Square analysis and could indicate whether differences
between the two training conditions were significant. However, this data could not be
used to determine by how much the performance differences between the two training
conditions. The ROI of the virtual treatment could not be established using this method.

3.2 Warrior Leader Course: Assessment of Dismounted Infantry Soldier
Skills

The Florida Army National Guard’s 211™ Regional Training Institute, located at Camp
Blanding, incorporates the Warrior Leader Course (WLC) as part of its training cur-
riculum. This leadership course is designed to teach squad leadership skills to the
infantry soldier (Association of the United States Army 2010), specifically the squad
leader position.

The course managers, or Small Group Leaders (SGLs), worked closely with the
ARL/UCEF research team to examine the WLC to determine how to create a comparison
study similar to the one described in Sect. 3.1. An examination of the course revealed
that it would be possible to use a between-treatments experimental design to compare a
traditional training treatment to a virtual training treatment.

Table 2 shows the original evaluation rubric used in the course for team perfor-
mance evaluations. In order to gather the data from the WLC, it was necessary to make
adjustments to the rubric so that a more meaningful comparison could be made between
the control and virtual training treatment. As with the room clearing tasks from the
2/124", the WLC training also relied on a “Go/No-Go” performance evaluation metric.

Table 2. Original rubric for collective performance assessment for 211" FLANG RTI pilot

Task Assessment

1. React to indirect fire while dismounted | Go/No-Go
2. React to improvised explosive device | Go/No-Go
3. React to near ambush Go/No-Go
4. React to far ambush Go/No-Go

This research focus seeks to determine applicability of specific infantry soldier
skills against different training treatments. The current rubric indicates differences
between the training treatments, but a new rubric is required to provide a comparison of
how much one treatment differed from another. Each major training task was divided
into subtasks and the assessment performed utilized a four point Likert scale (Garland
1991). A four point Likert scale provides an opportunity to make a choice by elimi-
nating the midpoint responses. This research expands the rating categories from two
(i.e., GO/NO-GO) to four (i.e., needs improvement, adequate, successful, and excels)
which enables the research team, as well as the course cadre, to gain greater insight into
whether or not the preceding training condition had an effect on trainee performance.
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Coded categorical data can be treated as numerical and lends itself to deeper analysis if
the optimal number of categories are employed. For this study, four categories of rated
performance were created through a questionnaire and used in order to not overload
cadre rating requirements (i.e. performing the actual evaluations); while providing the
research team with quantifiable data for analysis. Further, subjectivity in evaluation was
reduced by decomposing the training tasks to the subtask level, thereby allowing the
cadre to increase their objectivity ratings of the performance evaluation at each atomic
step. Table 3 shows the adjusted rubric the ARL/UCF team provided to the SGLs for
use in their final squad performance evaluations.

Table 3. Revised Rubric for Task 1

Task Assessment

Needs Adequate | Successful | Excels
improvement

1. React to indirect fire while
dismounted

1.1 Shout “incoming” in a loud,
recognizable voice

1.2 React to the Instruction of the
leader and look for guidance

1.3 Seek nearest cover

1.4 Assess situation

1.5 Report situation to leader
1.6 Continue mission

The period of instruction (POI) for this course is 20 days. For days 1-17, the
soldiers receive the same classroom-based training including PowerPoint slides and
SME instruction. Typically, day 18 is reserved for practical exercises with a four hour
block allocated for scenario-based training. The practical exercises consists of “walk-
throughs,” where the four major tasks are posed to the soldiers and they are given the
opportunity to practice responding to the task. The 211" RTI uses the United States
Army’s Virtual Battlespace 3 (VBS3) simulation platform for training. On days 19 and
20, a formal assessment of the squad’s performance is evaluated during an on-site
situational training exercise (STX).

For this experiment, an adjustment was made to the POI such that the class was
separated into two groups and provided with different walkthrough training treatments.
This control group represented a traditional method of providing practical instruction.
The practical instruction comprised of sending the control group into the near-by
wooded areas where an instructor provides guided instruction during the practical
exercises (Fig. 4.). Alternatively, the experimental group received the training treat-
ment in a computer lab using the VBS3 suite (Fig. 5.) The VBS3 scenarios were
developed by onsite contractors who replicated the STX lanes the soldiers would
encounter the following day during their performance evaluations.
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Fig. 4. Warrior leader course control group in traditional “walkthrough” treatment

On day 18 of the POI, all soldiers enrolled in the WLC were assembled and
provided a brief describing the experiment. The soldiers were given the opportunity to
ask questions pertaining to the experiment before signing consent forms. The
UCF/ARL IRB reviewed the consent form to ensure the study had minimal risk to the
soldiers. After the soldiers signed the consent forms, they completed a series of
pre-experimental questionnaires.

Fig. 5. Warrior leader class using virtual battlespaces 3 (VBS3)
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Following the walkthroughs on day 18, the two treatment groups assembled at the
STX lanes (on day 19) to participate in the live simulation that evaluated the perfor-
mance of the training tasks (Fig. 6.). The SGLs assessed the squads (or groups)
according to a new rubric in real-time. This evaluation process was repeated for nine
WLC class rotations, starting in April 2015 and ending in December of 2015. A total of
23 squads were evaluated and over 250 soldiers provided questionnaire input. Twenty
squads followed the experimental protocols explicitly, yielding data for 10 squads
exposed to the control treatment and 10 squads with the virtual treatment. By applying
the new rubric, a large number of data points were generated allowing the team to apply
parametric statistics to the survey data and calculate analysis of variables on the squad
performance data. Implementation of the new rubric was instrumental for gathering
expanded data points to calculate comparisons between the two treatment groups.

Fig. 6. Live performance assessment in the situation training exercise (STX) lanes

4 Discussion

The purpose of this study was to initiate an examination and analysis of the training
effectiveness of game-based and virtual world simulation as it applies to
infantry-centric skills training. The selection of infantry-centric skills for analysis
represents a novel approach, as most SBT for the United States Army is affiliated with a
particular platform, such as a helicopter or tank. However, the large majority of soldiers
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have no requirement to be proficient with this type of equipment; in contrast all soldiers
must be proficient in basic infantry skills. Therefore, it is authors hope that this lon-
gitudinal study provides the Army with meaningful data to create effective,
next-generation simulation-based trainers that are applicable to more than just niche
specialties.

Removing the implicit subjectivity of training effectiveness evaluations is an
ambitious goal, which may or may not be achieved. The creation of a rubric that
reduces subjectivity in performance assessment, through the use of multiple categories
on a four-point Likert scale with training tasks decomposed to the subtask level, will
hopefully contribute to and improve the quality and accuracy of SBT efficacy evalu-
ations. This is a critical first step to determine whether game-based simulation and
virtual world SBT are truly effective. Future papers will expand on SBT as an effec-
tiveness tool for training soldiers on basic infantry skills.
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Abstract. This paper discusses our research efforts aimed at improving the
training effectiveness and efficiency of the U.S. Army’s gunnery and rifle marks-
manship curriculum. Soldier assessments, typically in the form of final qualifi-
cations scores, are insufficient to conduct experimental comparisons required to
evaluate training effectiveness. More importantly, this level of performance
assessment does not speak to the root cause of the errors soldiers make during
training. Using the Experience API (xAPI) specification, learning experiences are
represented in terms of activity statements and can be used to track learning that
happens both inside and outside of the classroom, enabling the development of
robust, persistent student models. Importantly, x API data are interoperable across
training systems, allowing a student’s performance to be tracked across multiple
platforms. Our research demonstrates the utility of xAPI to improve the effec-
tiveness of Army simulation-based training through improved performance
assessment capabilities.

Keywords: Adaptive learning systems - Experience API - Data interoperability -
Training effectiveness evaluation

1 Introduction

Throughout military history, simulation has been used to train warfighting skills. The
benefits of simulation include the ability to provide a controlled, safe environment to
experiment at a relatively low cost. Simulation enables warfighters to experience high
fidelity replications of operational settings prior to combat, which reduces the risk to lives
and equipment. Unlike live operations, in simulated environments events can be replayed,
paused, and customized, providing the opportunity for tailoring learning experiences to the
individual or unit. Despite its clear benefits, quantifying the benefit of simulation-based
training remains a challenge. Recently, the Government Accountability Office [1]
critiqued the U.S. Army and the Marine Corps for insufficiently assessing the effective-
ness of their simulation-based training systems. In response to this report as well as
broader budgetary limitations, there has been a renewed interest in training effectiveness
assessments (TEA) by the Department of Defense, and the Army in particular.
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The value of training technology is typically conceptualized in one of two ways,
depending on the rationale behind the evaluation. TEA focuses on the learner, and the
extent to which he or she develops and applies new skills as a result of the training.
When applied to new technologies, training effectiveness is usually evaluated through
comparison to existing solutions or to live training. If learning outcomes are similar or
improved relative to the standard, the training is considered effective. Another approach
to evaluating training systems involves determining their cost effectiveness. As one of
the primary benefits of simulation is reduced training costs, the purpose of these analyses
is to demonstrate the extent to which a simulator can produce comparable learning
outcomes to more expensive solutions. Variables of interest often include material costs,
time to train, instructor hours, transportation costs, and increased safety. While TEA is
centered on the trainee and often disregards cost considerations, cost effectiveness anal-
ysis (CEA) assumes similar learning outcomes and instead focuses on training resources.
However, to fully address the value of training systems, both training and cost effec-
tiveness should be considered. In other words, these systems should be evaluated in
terms of training efficiency.

The concept of evaluating training efficiency is not new, but performing such an
analysis has proven prohibitively challenging. Fletcher and Chatelier [2] described the
goal of combining assessments of training and cost effectiveness for military training
and identified barriers to conducting such an analysis. Training outcomes are difficult
to quantify in financial terms. Additionally, modeling the cost element structure asso-
ciated with developing, delivering and sustaining military training is in itself very
complex [3]. Despite this, the Department of Defense does evaluate the cost of imple-
menting any technology prior to a procurement. On the other hand, TEA is rarely
conducted, and if so, it is typically not conducted well. Improving the TEA process,
then, would go a long way toward improving our understanding of the true value of
simulation-based training.

Why is TEA conducted so rarely? Evaluating military simulation as an effective
means of instruction is not a new problem, and best practices for conducting TEA have
been well-documented [4, 5]. Despite ample evidence to the contrary [6], an attitude
that simply replicating the operational environment to the highest fidelity possible is
sufficient to guarantee effective training persists in the military community. While the
U.S. Defense laboratories are funded to conduct training research, acquiring troop
support and equipment for data collection is consistently difficult. A more challenging
issue, however, is a lack of objective, valid measures of warfighter performance during
training events. Typically, performance is assessed either subjectively by an instructor
or through a single qualification score at the end of a training event. These data are
typically insufficient to conduct the experimental comparisons required to evaluate
training effectiveness. More importantly, this level of performance assessment does not
speak to the root cause of errors warfighters may make during training.

What is needed is a methodology to develop objective measures and metrics of
warfighter performance within simulator systems. These metrics could be generated
using the data simulators currently use to drive the training curriculum they provide.
Currently, these metrics are not calculated, largely because training systems developers



48 J. Murphy et al.

are not required to do so. In addition, there is no guidance for these developers with
regard to how to identify the appropriate metrics for use in these systems.

In this paper, we describe ongoing research efforts aimed at improving Army training
effectiveness through the use of interoperable performance data. This work focuses on
two critical warfighting domains: crew gunnery and basic rifle marksmanship. Using
the Experience API (xAPI) as a means of standardizing performance data, we demon-
strate the extent to which TEA can be improved. Importantly, our research also speaks
to the larger challenge of assessing training efficiency through performance assessment.

1.1 Assessing the Effectiveness of Simulation-Based Training

Training effectiveness is usually thought of as the extent to which learners gain an
understanding of a content domain as a result of a training intervention. As such, TEA
has historically used assessments of learner knowledge as criteria. One enduring model
for conducting these evaluations is Donald Kirkpatrick’s Four Levels [7]. Using this
approach, training effectiveness is evaluated based on four criteria, or levels. Level 1,
“Reaction,” focuses on the extent to which trainees enjoy the learning experience, which
is usually assessed by a questionnaire at the end of the training. At Level 2, “Learning,”
effectiveness is conceptualized as a change in knowledge gained, skills acquired, or
attitudes changed as a result of the intervention. Level 3, “Behavior,” refers to the extent
to which the training event influences subsequent actions. This is usually operationalized
as an assessment of learner performance on the job by a third party, such as a supervisor
or peer. Finally, the fourth level, “Results,” describes the overall impact of a training
intervention on the organization as a whole. In a corporate setting, Level 4 is often
assessed in terms of a company’s productivity or profitability. Defining the value of a
training event on this level is challenging, and is rarely achieved. The benefits to an
organization are not immediately evident, and determining them requires a long-term
assessment strategy. Further, isolating the effects of a single intervention in the context
of larger organizational shifts that naturally happen over time is difficult.

Although Kirkpatrick’s Four Levels were designed to address the effectiveness of
training in a civilian corporate context, this approach has been widely adopted to assess
military training. Morrison and Hammon [4] and Simpson and Oser [5] advocate this
framework as a basis for designing TEA for simulation-based training in particular.
While this approach is certainly appropriate, its application to military training tech-
nology comes with unique challenges. A primary limitation is the feasibility of
conducting Level 3 and 4 assessments. Typically, simulation is one component of a
training continuum spanning introductory didactic instruction, hands-on exercises
increasing in levels of complexity, and cumulating in a live exercise and qualification
event. In this context, a Level 3 evaluation would involve assessing the extent to which
simulator performance transfers to subsequent, higher fidelity training events. While the
opportunity for this assessment exists, an individual warfighter’s performance is not
typically tracked across training events, and often final qualification scores are the only
persistent record of the training experience. Level 4 evaluations are rare in any setting,
but in a military context, “Results” translates to the effectiveness of a unit during combat
operations. Opportunities to assess these events are rare, and the complexities of the
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battlefield make definitive assessments of the impact of one training event nearly impos-
sible. Examples of successful Level 4 evaluations of military training have involved air-
to-air combat outcomes [8] and bombing accuracy [9]. However, the outcomes of ground
operations are much more difficult to evaluate. As a result, most evaluations of simula-
tion-based training are limited to Level 1 and 2. While impressions of training and
retained knowledge are important, the true value of training is the ability to apply what
is learned in an operational setting.

Ultimately, the success of achieving Level 3 and 4 evaluations is dependent upon
the ability to assess the extent to which knowledge and skills gained during training
transfer to higher fidelity, if not live, environments. Historically, collecting assessments
of performance across a variety of training platforms has proven prohibitively difficult.
However, recent developments in learning technology have supported the capture and
analysis of more granular performance data. The rise of mobile technology and ubiqui-
tous wireless data access have enabled both training and assessment anytime and
anyplace. Improvements in low-cost wearable sensor technology have made unobtrusive
assessments of a learner’s location, physiological state, and activity level a possibility.
Advances in machine learning have facilitated the interpretation of these data, and the
ability to store massive amounts of data in a cost-effective way without reducing
processing speed has made “big data” a reality. As a result of these recent advances, the
data exist to inform real-time performance measurement in nearly any environment. A
remaining challenge involves standardizing these data for use across multiple platforms.
To address the need for performance data standardization, the Experience API (xAPI)
was developed.

1.2 The Experience API and Data Interoperability

xAPI is a data specification developed by the Advanced Distributed Learning (ADL)
Co-Lab as a means of tracking learning experiences across a wide variety of technology
platforms. Although other data standards, such as High Level Architecture (HLA) and
Distributed Interactive Simulation (DIS), are used in the context of training technology,
xAPI is the only one designed specifically to capture and share human performance data.
Using xAPI, learning experiences are represented in terms of statements in the format
“Actor — Verb — Object” (e.g., “Chad read Twilight”), with the option of including addi-
tional contextual information and results. Performance data in XxAPI format are stored
in a Learning Record Store (LRS), which serves as a mechanism for multiple training
and analysis systems to store and access these statements through a centralized point.
The primary benefit of using the xAPI specification is the ability it affords to store
human performance data from multiple sources in a single, intuitive format. Because of
its flexibility, xAPI enables the capture of a wide variety of learning experiences, both
inside and outside the classroom. This data interoperability allows a much broader
assessment capability than was previously possible. In terms of TEA, there are a number
of implications. xAPI supports the development of robust, persistent learner models in
training systems. As a result, tracking performance across multiple training events is
possible. Importantly, all types of experiences can be represented in XAPI format,
including events that occur completely outside of a training environment. Whereas Level
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3 and Level 4 evaluations were previously limited in terms of reliable access to opera-
tional performance data, xAPI enables objective assessment of skill transfer to a higher
fidelity or live scenario.

In addition to enabling more robust TEA, interoperable performance data support
advanced training methodologies that have been shown to improve the efficiency of
simulation-based training. Persistent models of learner performance enable the adapting
of training content to the individual based on their performance in previous training
events. These data allow for the predictive modeling of training outcomes, which can be
used to prescribe a training curriculum based on existing knowledge, skills, and abilities.

Our research demonstrates the utility of XAPI to improve the effectiveness of Army
simulation-based training through improved performance assessment capabilities.
Below, we describe efforts to investigate the extent to which the effectiveness of an
unstabilized crew gunnery simulator was improved by adapting training using intero-
perable data from an individual gunnery simulator. In addition, we address our research
into the extent to which these data could be used to improve the overall efficiency of the
Army training process by addressing the needs of multiple stakeholders in the marks-
manship training community.

2 Adapting Training Using Interoperable Performance Data

In 2011, the Army’s Training and Doctrine Command (TRADOC) published the Army
Learning Concept for 2015 [10], a document outlining a vision for modernizing Army
training. This new Army Learning Model (ALM) called for increasing the role of
emerging technology as a way of improving the quality of soldier training while reducing
costs. In particular, the ALM identified adaptive training technology as a means of
efficiently tailoring learning experiences to the individual warfighter. Despite this guid-
ance, adaptive training has still not been widely adopted by the Army. One reason for
this is the expense associated with developing adaptive training systems, and research
efforts such as the Army Research Laboratory’s Generalized Intelligent Framework for
Tutoring (GIFT) have focused on reducing these costs by improving the reusability of
adaptive training content. However, a more significant barrier to the implementation of
adaptive training is a lack of clear data showing the benefits of these systems. In their
review of adaptive training technologies, Durlach and Ray [11] call for additional
research to quantify the improvements in effectiveness expected from adaptive training.

A challenge in conducting TEA of adaptive training technologies is the need to
provide a non-adaptive system as a standard for comparison. Typically, military training
systems are developed to meet a specific requirement, and developing an additional
adaptive or non-adaptive version for research purposes is prohibitively expensive. Under
our current research effort, our team has been fortunate enough to have the ability to
conduct such a comparison. Raydon Corporation’s Unstabilized Gunnery Trainers
(UGT) are simulators that support the training of Army gunnery crews. These trainers
provide training on the individual level to gunners as well as gunnery crews in accord-
ance with Army gunnery standards. Warfighters first learn gunnery basics, including
how to maneuver the weapon, how to respond to commands, and how to quickly acquire
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and destroy targets in the individual trainer. In this simulator, the gunner interacts with
a virtual crew and engages targets in a number of scenarios under a variety of conditions
(e.g. day/night, stationary/moving) per the relevant Army training manuals (TC
3-20.31). This trainer is unique in that instead of progressing the warfighter through the
entire training tables, the curriculum is adapted in real time based on the performance
of the gunner. As the gunner progresses through the tables, subsequent scenarios are
automatically selected based on the score the gunner receives. (The specific details of
how the training is adapted are documented in Long et al. [12, 13].)

After the gunner completes individual training, he or she progresses to a crew simu-
lator in which a live crew composed of the gunner, a commander, and driver, trains
together to complete the gunnery tables required for qualification. Similar to the indi-
vidual trainer, the crew is required to master target engagement in a variety of positions
and conditions prior to graduating to a simulation of the live qualification exercise. The
training is facilitated by an instructor, who scores the crew’s performance. (Again,
specifics are described in [12, 13].)

For research purposes, an experimental crew curriculum was developed that adapted
the crew’s course of instruction based on the performance of the gunner during indi-
vidual training. Specifically, the crew’s training was accelerated based on the tasks and
conditions in which the gunner demonstrated proficiency. This adaptation was made
possible by leveraging the xAPI specification as a means of communicating performance
data across simulators. Our task was to determine the extent to which using this adaptive
training curriculum would increase the efficiency of the training process. To that end,
we compared the performance of a group of participants who completed the crew
training with no adaptation to a group who completed the experimental curriculum,
which was tailored to their previous performance in the individual trainer. Our partici-
pants were a sample of Reserve Officers’ Training Corps (ROTC) cadets from a local
university. Performance was defined as the crew’s final qualification score and the time
required to complete the training.

The results of this experiment showed that while both groups performed exception-
ally well, the adaptive group completed the training in nearly 40 % less time than the
non-adaptive control. These findings speak directly to the current limitations of most
TEA conducted with military simulations. If our evaluation had simply focused on
comparing learning outcomes as most TEA do, the finding that both experimental and
control groups performed well above standard would suggest no benefit to the adaptive
curriculum. However, by assessing the time required to complete the training, our find-
ings speak more to training efficiency. Further, because the manpower and material
resources needed to conduct training using these simulators are knowable quantities, the
resulting cost savings to the Army could easily be calculated.

An important caveat to this point is the finding that using these simulators, nearly
all crews achieved a “distinguished” rating. While this speaks to the effectiveness of the
training, it begs the question of whether the existing Army guidance on gunnery training
could be further streamlined. While the goal of all Army training is to produce highly
proficient soldiers, it would be worthwhile to investigate the extent to which training
requirements could be reduced before a decrement in performance is noticed in order to
maximize the efficiency of this training requirement.
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3 Improving Training Efficiency with Interoperable
Performance Data

Our research shows the utility of interoperable performance data to facilitate the eval-
uation of training technologies. While TEA is critical in demonstrating the value of
training systems, what it does not capture is the broader context in which these tech-
nologies are used. Simulation-based training is rarely used alone, and is typically
conducted as part of a curriculum involving introductory, didactic instruction followed
by increasingly complex, hands-on practice. The Army refers to this process as “crawl-
walk-run,” and simulation is often used as part of the “crawl” or “walk” phases of soldier
training. In order to determine the true value of a training system, the extent to which it
maximizes the efficiency of the entire training process should be considered. Our
ongoing research efforts aim to determine a methodology and system for using human
performance data to evaluate and improve the overall efficiency of the Army basic rifle
marksmanship process.

Army rifle marksmanship is a skill every soldier must acquire during Basic Combat
Training. Thousands of soldiers every year complete the basic rifle marksmanship
curriculum, which involves classroom familiarization with marksmanship fundamen-
tals, ballistics, and weapon care, simulation-based training on grouping and zeroing, and
honing skills on live ranges. The management of this process requires extensive coor-
dination between many groups of stakeholders, including drill sergeants, training devel-
opers, range control personnel, resource managers, and simulator operators. Each of
these groups require specific data to accomplish their responsibilities. However, these
data are often stove-piped in different databases, and coordination is difficult. As aresult,
precious training time is often wasted, drill instructors are overwhelmed, and soldiers
are not receiving an optimal training experience. If access to performance data
throughout the entire training process was improved, the marksmanship training process
could be much more efficient.

A first step in conducting this research was the identification of the limitations of the
current training process, which was carried out through a user needs analysis with repre-
sentatives of the marksmanship training community at Fort Benning. Our team
conducted interviews and focus groups with drill instructors, instructors from the
Marksmanship Master Trainer Course and the 194™ Armor Brigade, and training devel-
opers from the Individual and Systems Training Division of the Department of Training
Development. Additionally, we consulted resource managers associated with marks-
manship training, including managers from the Simulations Training Division, Range
Control Operations personnel, and the Maneuver Center of Excellence’s Ammunitions
Manager. Finally, we discussed the extent to which improved access to marksmanship
data could support research goals with Research Psychologists from the Army Research
Institute’s Fort Benning Research Unit. These discussions resulted in an understanding
of the extent to which soldier marksmanship performance is currently being assessed,
the challenges associated with delivering marksmanship training, and opportunities for
improving the training process.

Our findings showed that while basic rifle marksmanship training takes place over
the course of approximately two weeks, objective measures of soldier performance are
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typically not captured nor maintained with the exception of a final qualification score.
However, many opportunities for assessing performance over the course of training
exist. If performance was assessed more frequently, the Army could realize many bene-
fits. Tailoring training to the individual soldier would be possible, maximizing the
potential of each soldier. More accurate estimates of soldier needs for simulation hours,
ammunition, and range time could be produced. The effectiveness of the training curric-
ulum could be evaluated, and experimentation with new training systems could easily
be conducted.

Discussions with marksmanship instructors informed the most common and critical
issues soldiers have when learning to shoot. The issues reported described various
cognitive, psychomotor, and affective components of marksmanship performance.
Based on these discussions, we developed prototype measures of these components for
implementation. The cognitive measures include assessments of soldier knowledge and
aptitude. Measures of the marksmanship fundamentals, vision, and handedness address
the psychomotor components of the domain. Affective measures include perceived
stress, grit, conscientiousness, and self-efficacy. Our future research will validate these
measures with a sample of soldiers undergoing marksmanship training.

In order to provide access to these data across the marksmanship training community,
our team designed a system for tracking trainee performance across multiple instances
of Army basic rifle marksmanship training, across a variety of training technologies
using the xAPI standard. The system enables (1) a historical view of trainee or unit
proficiency, (2) a live view of performance, and (3) macro and micro adaptation.

4 Conclusions

Our research speaks to the extent to which human performance data can be used to
improve the TEA process. At a broader lever, our aim is to not only demonstrate the
extent to which training systems provide learning experiences to trainees, but to address
the efficiency of the training process. To do this, the extent to which training systems
provide benefit above and beyond existing solutions should be evaluated with an appre-
ciation for the costs associated with delivering training. As our gunnery simulator
research shows, systems can provide comparable learning outcomes with very different
costs associated with implementing them. In addition, our research suggests perform-
ance data can be used to not only assess the efficiency of the training process, but to
improve it through addressing the needs of the broader training community.
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Abstract. Intelligent Tutoring Systems (ITS) are not yet widely implemented in
learning, despite the general prevalence of digital resources in educational and
training environments. ITS have been demonstrated to be effective for learners,
but ITS development is not yet efficient for authors. Creating an ITS requires time,
resources, and multidisciplinary skills. Authoring tools are intended to reduce the
time and skill required to create an ITS, but the current state of those tools is
categorized as a series of design tradeoffs between functionality, generalizability,
and usability. In practice, the former two factors matter little if potential authors
disregard the ITS in favor of other solutions. In this sense, authors, not learners,
are the primary users of an ITS; the user experience of authors is critical to greater
ITS adoption at an organizational level. With those challenges in mind, ongoing
work and lessons learned on the design of authoring tools are described for a
specific ITS platform, the Generalized Framework for Intelligent Tutoring
(GIFT). User-centered design considerations are examined through the lens of
authors’ goals, mental models for authoring, and the definition of authoring sub-
roles. Recommendations for authoring tool design and future research directions
for design research in authoring tools are discussed.

Keywords: Intelligent tutoring systems - Adaptive tutoring - Authoring tools -
User-centered design - User experience - Mental models - Design research

1 Introduction

Intelligent Tutoring Systems (ITS), or adaptive tutors, are learning systems that have
the ability to collect data about a learner, including assessments, attributes, and states,
in order to tailor content to that learner’s needs. These systems have been demonstrated
to be more effective than many other types of instruction, approaching the effectiveness
of one-to-one human tutoring [1]. However, ITS are not yet widely implemented in
educational [2, 3] or military [4] environments, despite the prevalence of general digital
resources in learning environments. One contributing factor to the slow adoption of ITS
is the lack of accessible authoring tools that can meet the needs of modern training and
educational institutions. There has been an extensive body of research on the engineering
and development of authoring tools, but there is a considerable lack of literature related
to user experiences and user goals associated with authoring tools. Thus, the current
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work takes a user-centered approach to authoring tool design and user acceptance. End-
user needs are also discussed in the context of identifying requirements for and focusing
engineering efforts in authoring tools. First, an overview of ITS as well as learning and
training environments is provided.

1.1 Intelligent Tutoring Systems

ITS, which are also referred to as adaptive tutors, have been described as “computer-
based learning systems which attempt to adapt to the needs of learners” (p. 350) [5], or
acomputer system that customizes instruction and/or feedback to learners [6]. Intelligent
tutoring systems are modular with four primary components: a learner/student model,
a pedagogical/instructional model, a domain knowledge model, and a user interface/
communications model. Each of those components exchanges data with one another,
either directly or indirectly. Unlike traditional computer based training, ITS capture and
process data about the learner, in order to tailor instruction toward individual learners’
needs. In addition to performance and behavioral learner modeling, ITS can support the
affective and motivational needs of the learner as well [4, 7].

The educational and training potential within ITS is underscored by one inherent
problem, succinctly described by Murray, “Intelligent Tutoring Systems are highly
complex educational software applications used to produce highly complex software
applications” [8]. Despite decades of research and development, barriers to greater ITS
adoption from an authoring perspective include high development costs, limited reuse
of tutors, and the multidisciplinary skills required to build a robust tutor [9, 10]. Thus,
by focusing on the needs of those that develop and manage adaptive training content,
the ITS community can begin to address some of the barriers to greater adoption, both
within the classroom and beyond.

1.2 Technology in the Classroom

A recent report from the Bill and Melinda Gates foundation describes the current state
of educational technology in the classroom: Although 93 % of participating teachers use
some form of digital resources in their instructional plans, more time is spent without
digital tools than with them for independent practice, for assessment, and for individual
tutoring [2]. Further, 58 % of teachers found digital tools to be effective, but gaps in
these tools were reported to exist in all subject areas and grades. For instance, only 33 %
of teachers believed that digital tools could be useful in remediation. ITS have the
inherent capabilities to support all of those activities.

So why would a teacher select some other instructional method over using an ITS?
The report provided some additional clues: When selecting instructional resources,
teachers place the most emphasis on cost-effectiveness, ease of integration with their
current methods and materials, and the ability of the tool to help teachers tailor instruc-
tion toward student needs. Additionally, organizational commitment to technology
usage varies wildly, leaving many teachers (31 %) to acquire digital tools and manage
the data produced by digital tools on their own [2]. Ultimately, most classroom time is
still spent on whole-classroom instruction, despite the availability of digital tools.
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Barriers to incorporating ITS (and digital tools, in general) are further compounded for
classrooms in developing countries with respect to availability of hardware, infrastruc-
ture, and appropriate instructional content [11].

1.3 Tutoring Beyond the Classroom and in Military Domains

Considerations for ITS in developing countries may seem ancillary to tutor authoring
concerns, given general availability of internet, electricity, and data connections for the
ubiquitous devices in developed nations. However, those barriers which inhibit the use
of digital tools in developing world classrooms are not unlike the challenges associated
with learning in the field, particularly military training for and in operational environ-
ments (sometimes referred to as tutoring in-the-wild).

The Army, for instance, requires training solutions that are cost-effective, readily
available and easily accessible. Current Army training needs include leadership, long-
term learning, and operational adaptability under conditions of uncertainty and
complexity [12]. To that end, there are cases in which training at a desktop computer is
not practical, such as training for psychomotor tasks and field work. Further, Soldiers
need to be able to train anywhere, at any time, and for a variety of operational constraints.
Those constraints (whether simulated for training purposes or actual constrains imposed
by the setting) include environments that are noisy, lack a data connection, and may be
GPS-denied; a land navigation is one such task in which field training with an ITS is
challenging [13]. Soldiers sensory attention and gear configuration in a hemorrhage
control training task, for example, may prohibit tactile interaction with a digital tutor
[14]. Similar lists of constraints may be identified for other physical and field-based
tasks in non-military domains as well.

Finally, ITS (or adaptive tutoring) in military domains is also limited due to the
complexity and ill-defined nature of military tasks. For instance, there are many
aspects to peacekeeping operations in foreign environments, where the structure of
knowledge is not declarative, there are no clear right or wrong solutions, and the
quality of those solutions are likely to change based on specific situational factors
[4]. Task complexity and ill-defined tasks are challenges to ITS adoption in the class-
room and the field, in military applications and elsewhere (e.g., a tutor for jazz piano,
or theatrical improvisation).

2 Authoring Tools: From Usability to User Experiences

The previous section paints a broad picture of the potential for ITS in educational and
training settings along with real-world factors that inhibit increased ITS use. Greater use
of adaptive tutoring in training and education ultimately requires the trust and confidence
of training and educational stakeholders. Students and learners might be considered
stakeholders, but they typically consume the courses developed within an ITS. Thus,
the stakeholders of current interest are course creators, data managers, and facilitators.
Teachers, instructional designers, and subject matter experts may fill one or more of
these roles; therefore the needs of these users are paramount in designing sub-systems
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and tools that foster trust and confidence in ITS. Authoring tools for ITS do not directly
address all of the needs of those groups, but authoring tools influence and are influenced
by every other aspect of the ITS, including the tutor-user interface, pedagogical engines,
domain models, and data management dashboards.

Much has been written on the topic of theory- and engineering-based efforts to
develop authoring tools that provide to potential authors the functions necessary to create
tutors without computer science or instructional design knowledge [15-18]. Murray,
specifically, has published numerous works on authoring tools over the past two decades.
His work includes analysis of the problem (or opportunity) in which design tradeoffs
are made in authoring tools between usability, depth, and flexibility [19, 20]. In
summary, increasing the power of the authoring tools (i.e., depth), the applicability of
the tools to different domains and problem spaces (i.e., flexibility), or the usability of
the tools themselves (i.e., learnability, productivity), comes at a cost to one or both of
the other two [3].

The current discussion does not endeavor to duplicate the effort of those prior works,
rather to extend and build upon the dialogue on tradeoffs in two very important ways
from the perspective of user experience (UX) research and practice.

2.1 Authoring Tools and the Reality of Alternatives

First, it is imperative to start thinking about ITS and Authoring Tools from a product
perspective if the ITS community truly wants to have a user base that extends far beyond
its respective ITS research communities. Even if monetization is not part of an ITS
project plan, the non-learner users of an ITS must be thought of and treated like
customers. For instance, any time teachers, subject matter experts, or instructional
designers interact with a channel associated with an ITS product (e.g., software, website,
documentation), those users’ experiences should be ones in which they feel confident
and positive about using the associated authoring tools. Further, regardless of users’ skill
levels, developers should aspire to create experiences that make users feel smart when
using their authoring tools. Consider, for example, how patient and tolerant a potential
user might be with a set of authoring tools, before giving up completely. As the idiom
states, you only have one chance to make a first impression.

Taking a product perspective allows ITS development teams to consider the reality
of alternatives. There are currently a handful of ITS systems in the public domain, which
are a subset of available digital tools in general, in addition to tools already available in
the analog space. Simply put, a potential user of an ITS can consider many alternatives
whose functionality and learning-benefit may vary wildly in comparison to a specific
ITS. However, if a textbook, digital tool, other ITS, field manual, job-aid, etc. is
perceived by a potential author to be good enough, the usability-depth-flexibility chal-
lenge becomes something of a moot issue. In some cases, a decision to not use an ITS
may result in a potential author choosing to do nothing at all, focusing their time else-
where. Recall, the reasons why ITS have not been more widely adopted in the first
sections of this paper. Marketing might contribute to the problem of ITS adoption, but
marketing is outside the scope of this discussion. While superficially similar, marketing
is selling, user experience is serving [21].
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This is not to say that the depth and flexibility of the product are not important; of
course they are. Great experiences can quickly sour if there is no substance to the product.
Rather, the emphasis on UX complements Murray’s notion that subject matter experts
(i.e., potential authors) should be involved in the ongoing development of authoring
tools [3, 10]. Identifying user goals, user expectations, and the issues that users encounter
provides a path to creating authoring tools right, in addition to the right authoring
tools. Furthermore, the overall user experience associated with ITS and its authoring
tools need to not just be as good as whatever a potential ITS user is doing now, but it
has to be better in order to justify switching to a new method of training or educating.
This applies to the actual author as well as their associated organizational stakeholders.
In that sense, the concept of the positive user experience covers all types of authoring
systems along the usability-depth-flexibility continuum.

2.2 Complex Authoring Tools Can Be Usable

Second, UX design can help the ITS community to rethink the problem of trading
authoring tool depth or flexibility for usability. Murray operationalized usability for ITS
Authoring Tools as learnability (how easy is it to learn a system) and productivity (how
efficiently a tutor can be authored) [3]. In order to rethink the usability tradeoff, inspi-
ration can be found within the similarly complex domain of game design and their asso-
ciated game development tools.

Like intelligent tutors, games come in many shapes and sizes, with various levels of
depth and flexibility. With respect to learnability, the barrier to game design previously
limited the user-base to those with computer programming experience; today, freely
available development tools and game engines provide the foundation for designers of
all skill levels to start learning to create their own games (again, of varying scope and
complexity). The powerful, flexible Unity and Unreal game development tools, respec-
tively, are available at no cost, whose learnability is broadly supported by user-driven
communities. The popular Minecraft game is an example of using a simple tool to teach
students about a variety of subjects including programming fundamentals [22]. There
are also genre-specific game development tools including Super Mario Maker and RPG
Maker, for 2D-platform and role-playing games, respectively.

Similarly, the potential for what an ITS could be is still evolving, which creates a
moving target for authoring tool design [19]. There will continue to be a variety of ITS
platforms with authoring tools of varying levels of depth and flexibility corresponding
to the needs of various learning environments. Along the depth/flexibility continuum,
the key is providing authoring tools with a comprehensive approach to learnability
including forums, examples, tutorial videos, and web-documentation, in addition to
usable tools. In this way, a novice author that uses simple authoring tools to create a
simple tutor can gain the knowledge and confidence to use complex authoring tools to
create a complex tutor in the future, apply skills to a different authoring platform, or
perhaps develop an entirely new type of tutor, not yet imagined.

With respect to productivity, current user experience research in game development
tools seeks to increase the efficiency of even the most complex development tools, for
example, by reducing the time to complete specific tasks, helping the user to organize
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information, and reducing the potential for user error [23]. These are usability improve-
ments that do not come at the cost of depth and flexibility; rather research effort improves
development tools by identifying user goals, understanding human mental models of
specific tasks, and adjusting interface elements in order to help developers to accomplish
their tasks in a more efficient way. Similar efforts are needed to increase the efficiency
of ITS authoring tools, without changing the power of the existing system. The power
of specific authoring tools can also scale with automation and templates. In this way,
simple and complex authoring tools become part of the same system, giving the author
the flexibility to discover and explore advanced authoring functions, when desired (see
[10] for an authoring tool design case study).

In thinking about the design of authoring tools, the ITS community should endeavor
to separate usability from the depth and flexibility tradeoff. Next, the notion of usability
should be expanded to a comprehensive user experience for authoring tools, which
considers every point of interaction between the system and the potential user. This
approach applies to authoring tools that have both limited and wide application, as well
as tools that exist today and ones not yet conceived. Because user trust is slowly gained,
and easily lost, the needs of potential authors and organizational stakeholders should be
at the center of any authoring tool design plan. If it seems difficult to justify allocating
resources to the UX of authoring tools, consider the cost of not doing this work with
respect to the user base and overall success of the ITS platform.

3 Practical UX Requirements for Authoring Tools

The current work concludes with some practical examples of in-progress user experience
efforts for a specific ITS platform, the Generalized Intelligent Framework for Tutoring
(GIFT). GIFT is described as “an empirically-based, service-oriented framework of
tools, methods, and standards to make it easier to author computer-based tutoring
systems (CBTS), manage instruction and assess the effect of CBTS, components and
methodologies” [4]. Simultaneously, GIFT is an open-source research project and
public-facing application. GIFT is currently under development and includes a number
of technologies, features, tools, and methods intended to support a variety of users
including instructional designers, authors, instructors, researchers, and learners.

While the UX requirements described below are framed in the context of GIFT-based
research, the requirements can be adapted to other ITS authoring tools. Finally, this list
is not intended to be comprehensive. Instead, the examples in the following sections
serve to illuminate UX concerns and generate dialog for improving authoring tools to
the benefit of current and future adaptive tutor authors and associated organizations.

3.1 Comprehensive Help and Documentation

GIFT has seen numerous improvements to its authoring tools and overall authoring
workflow. In the absence of formal tools, GIFT courses were created by editing eXten-
sible markup language (XML) files. The first formal authoring tools allowed for indirect
manipulation of the XML files through desktop software. Currently, web-based
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applications are being developed that provide a more menu-based approach to creating
courses. While the underlying structure of the GIFT architecture has not changed
dramatically, the end-user authoring experience has seen significant change. In order to
provide a consistent experience with the web-application, the GIFT team is working to
transition the support documentation to an online, web-based format, which can be
rapidly updated along with the application.

ITS Documentation and help files must (first exist, and then) keep pace with
authoring tool development. Creating this material may be one of the last tasks in a
development effort, but documentation will be one of the first elements that an ITS author
will seek when encountering an issue. Therefore documentation warrants considerable
attention. Documentation should be up to date, searchable, and internally cross-refer-
enced. Help (in the form of descriptions, hints, and tips) should be easily accessible
within the interface at the point-of-need. Help and documentation should serve to
support authors’ knowledge and confidence, as well as prevent them from getting lost
in authoring tool interfaces.

3.2 Beyond Documentation: Demonstrations and Social Channels

ITS authoring tools should contain example courses to inspect and modify. These exam-
ples should be highly polished (both visually and functionally) in order to make a posi-
tive first impression on users. To the extent that is practical, supplementary documen-
tation should reference these examples in order to ground the authors’ knowledge in a
tangible work. Complementary to that, ITS support should extend beyond software tools
into social media, which might include tutorial videos, conversations in forums, and
interactions with users via social channels. Some of the topics to discuss in these chan-
nels are obvious: What is [product name]? What do I do now/first? Or, what is a tutor
and how is one created? Topics for other tutorials and discussions can be generated from
user research, as well as through internal discussion within the interdisciplinary devel-
opment team. Finally, opening channels for conversation will help authors to connect
one another, and hopefully form a community around which a user base can grow and
improve together.

GIFT, for example, has forums in which users can quickly connect with key members
of the development team. Additionally, the GIFT authoring tools contain a number of
courses that demonstrate technical functionality. These courses can also be viewed
within the authoring tools to get a sense of how those courses were created. However,
much of the burden is on the author to discovering how all of the systems work together,
and it is not immediately clear how these examples would apply to authors’ original
course creations. The GIFT team is currently working to develop additional example
courses, as well as provide additional support through interactions in forums and via
tutorial videos in order to support knowledge development.

3.3 Authoring for Non-traditional Learning Environments

When designing a tutor, authors must consider their learners and the environments in
which they will interact with the tutor. Thus, authoring system design must also consider
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the learning contexts for which authors will need appropriate tools in order to properly
configure a tutor-user interface. For example, authoring systems may need visual styling
options in order to simultaneously support PC, tablet, and mobile displays, respectively.
Where text input may be appropriate for PC learning, voice input may be required for
tutoring on a mobile device in a field environment. Further outside-the-box thinking
might consider tutoring with wearable displays such as smart watches, smart glasses, or
augmented reality headsets in which novel methods are needed to communicate across
the tutor-user interface. Other considerations include designing courses for limited
power (processing or battery, respectively) capacity as well as supporting downloadable
courses to use in a temporarily offline state.

Multiple lines of GIFT research and development are addressing mobile, offline, and
field tutoring, respectively. The GIFT Cloud web-application provides the first steps
toward browser-based compatibility with mobile and tablet systems. The PC-based
GIFT Local supports offline use, with a server-based implementation in planning for
secure network environments. Finally, distinct research efforts are examining non-tradi-
tional displays, such as sand-tables [24] and smart-glasses [13, 14], in order to define
software and hardware requirements supporting tutoring in-the-wild for military tasks
in operational settings. These efforts, in turn, continue to define requirements for new
authoring tools including, for example, situated GIFT authoring within an external soft-
ware application.

3.4 Collaboration, Sharing, and Authoring Roles

Part of a comprehensive user experience is understanding how actual users might use
an ITS in a real-world environment. Given the skills involved in creating a tutor (e.g.,
computer science, instructional design, and subject matter expertise) it is reasonable to
anticipate that reams of authors, instead of individual authors, will be creating adaptive
tutors. These teams might be centrally located or geographically distributed. They may
be working on the same course at the same time or multiple courses simultaneously. As
such, ITS authoring tools will need to have features supporting, for instance, collabo-
rative editing, change tracking, approval, and version control. Additionally, user roles
will be necessary to support project management structures within the organization using
the tools. Authoring roles can benefit specialized authors as well; for example, the tools
and default view available to a subject matter expert should be different than those of
an instructional designer.

GIFT, specifically, is research-driven. Thus, GIFT has a particular need to support
experimental research, in addition to collaborative authoring. To that end, additional
tools have been created in order to facilitate experimentation in topics related to adaptive
tutoring. While those tools have no direct impact on the usability, depth, and flexibility
of the authoring tools, the research tools complement the authoring tools in a way that
provides functionality that meets needs of a subset of end-users. Specialized interfaces
allow researchers to create research studies from existing courses, with specialized
access links, and participant data reporting interfaces. The GIFT team continues to gather
information about how authors might want to utilize GIFT, and consider this input for
UX and feature improvements in subsequent platform updates.
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3.5 Mental Models for ITS and Authoring Tools: The Elephant in the Room

Finally, Murray [19] explained that authoring tools should help users build accurate
mental models of the ITS building blocks, configurations, and workflow afforded by the
authoring tool. This is inherently difficult, because ITS are evolving, and each ITS will
differ in some ways from others. However, mental model theory can provide some
guidance with respect to approaching this interaction problem en route to an accurate
mental model. Rouse and Morris [25] described mental models as “mechanisms whereby
humans are able to generate descriptions of purpose and form, explanations of system
functioning and observed system states, and predictions of future states” (p. 7). Mental
models influence users’ expectations regarding a system’s functionality and guide user
interaction behavior [26]. An individual’s mental model regarding a particular system
is influenced by past experiences and perceived similarity of other systems to the target
system. Further, human mental models do not need to be complete or even accurate to
be applied to a specific system interaction [27].

To that end, there are a number of approaches for designing authoring tools with
human mental models in mind. For instance, in the absence of a mental model for ITS
authoring, users will attempt to leverage a known model of another system, and test
assumptions about the authoring tools, based on that model. The mental model that a
user selects can be influenced by the look and feel of the authoring tool. For instance, a
mental model of PowerPoint may be suggested by stacking course elements along the
left side of the UI, with the design space occupying a larger right-side area. The use of
metaphors and existing mental models can be useful in acclimating new users to a
system. However, the usefulness of that approach has limits; and in order to leverage a
metaphor it is generally necessary to also understand the user’s mental model of the
metaphor system (e.g., what they know about PowerPoint). The goal of this approach
is that, over time, users will exhaust the metaphor model and develop a distinct mental
model of the target authoring system.

An alternative approach leverages general and specific mental models in helping
new users to understand ITS authoring tools. Generally, there are some basic concepts
and components that are common to ITS (e.g., learner model, pedagogical model,
domain knowledge, tutor-user interface). However, the specific manner in which these
components are operationalized will differ with each ITS, and therefore within each
authoring system. In order to address the learnability of a specific authoring system, it
may beneficial to first establish the general mental model of an ITS with potential
authors. Then, potential authors can use this generalized mental model to develop a
specific model of a particular ITS and associated authoring tools. In this way, authors
would be better prepared to move between novice and expert tools within the same
authoring system, or apply their knowledge to other authoring systems, with a stronger
baseline mental model for adapting to those new experiences.

GIFT, specifically, has a variety of general (theory-based) and specific (applied)
scholarly publications located on the web-based portal located at www.gifttutoring.org
in order to support current and potential users in their development of system mental
models. Additionally, GIFT has seen significant improvements to the authoring interface
with the alpha release of the web-based GIFT Cloud application. Current efforts are
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examining the use of familiar interface elements to potentially evoke system metaphors
and increase the learnability of GIFT. Potential authoring design interfaces being
considered include lists and hierarchical structures, as well as object-oriented structures
such as flow charts and discrete-event models.

4 Discussion

Intelligent tutoring systems have the potential to revolutionize how, when, and where
learners can interact with instructional content. Though, despite decades of research and
development in ITS, they are not yet widely used outside of research and development
settings. Significant barriers to the greater adoption of ITS in educational and training
contexts include the steep learning curve and high resources required to create adaptive
tutors. Authoring tools can reduce these barriers and make ITS more accessible to both
novice and expert adaptive tutor authors. While authoring tools continue to evolve in
depth and flexibility, it is necessary to expand the concept of tool usability toward a
comprehensive end-to-end user experience with respect to actual users interacting with
ITS authoring products in real-world contexts.

Interactions with ITS authoring tools should build trust and confidence in their users,
and authors should feel smart when interacting with authoring tools. Authors should be
able to view high-quality example courses showcasing the power and/or flexibility of
an ITS, and then use authoring tools to examine and deconstruct those examples.
Authoring tools should provide capabilities that allow novice users to create tutors, while
providing discoverable advanced functions that help novice users become experts.
Further, simple authoring tools for simple tutors create opportunities for potential users
to get interested in tutor authoring. Forums, social media, and video tutorials are recom-
mended to grow community of practice around the authoring tools, and encourage inter-
action among members and ITS developers, respectively.

Designing the user experience of authoring tools is not an effort that should come at
the cost of theory and platform development; it should be an integral part of the devel-
opment plan from the outset of an ITS project. By considering the needs, goals, and
mental models of potential end-users, system developers create a path to building the
right authoring tools, while building authoring tools right. In order to gain greater adop-
tion in educational and training communities, ITS and authoring tool end-user experi-
ences must not just be as good as digital and analog tool alternatives, they must inspire
trust and confidence in order to switch from alternatives, they must be better.
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Abstract. The goal of the Squad Overmatch (SOvM) for Tactical Combat
Casualty Care (TC3) study was to introduce and assess an integrated training
approach (ITA) for producing adaptable, high performing infantry squads. The
challenge is to create the conditions and encode learning experiences for re-use
in combat situations. Effective performance embedded in force-on-force actions
are unscripted and required unpacking to understand and use as performance
feedback. This paper describes the development of a prototype team perfor-
mance observation tool developed to support the assessment of mission critical
tasks during the simulation and live training phases of the ITA. The tool was
constructed based on tactical use cases developed with subject matter experts.
Discrete TC3 tasks were defined so that observers could recognize and record
squad member performance, and that could be traceable to understanding
underlying cognitions of team members during an after action review. Lessons
learned on usability and reliability of the tool are discussed.

Keywords: Infantry squad - Decision making - Sense making - Observation
rubric + Human dimension - Measurement

1 Introduction

In a complex world, infantry squads must be prepared to recognize patterns, make
accurate predictions, select workable courses of action (COAs), and adapt to uncer-
tainty [6]. Squad behaviors are context-driven and shaped by the experience of decision
making, using pattern recognition and predictions to select courses of action. Condi-
tions that produce problems that reward adaptive thinkers with success based on
accurate predictions and timely decision making are a challenge to simulate for
training. In dynamically complex contexts like the battlefield, effective performance
embedded in force-on-force actions are unscripted and required unpacking to under-
stand and use as performance feedback.
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While military training developers have adopted many adult learning strategies and
instructional technologies, virtual training simulations and live training have not filled
the measurement gap. Traditional, easy to produce measures like killer-victim score-
boards fall far short of explaining how cognitive complexity was mastered by the most
skilled practitioners of infantry tactics. The challenge for small unit trainers is making
sense of human performance and then measuring the collective performance as training
takes place in both virtual- and live training systems. In other words, understanding
performance of high performing teams requires more than checking the box that
Warrior Leader-, collective- or individual tasks have been performed [5]. Of greater
importance to the trainee in the context of the infantry squad is the ability to benchmark
team performance in order to focus and adapt training for performance improvements
and developing accurate shared mental models. Direct measures of cognitive perfor-
mance are inconsistent because outcome measures alone cannot be traced directly to
decision skills.

The purpose of this paper is to describe the development and application of a
prototype observation tool and observer training rubric that was developed to address
this problem. The tool development was a key effort in a series of Squad Overmatch
(SOvM) studies focusing on whether an integrated training approach (ITA) of
instruction, simulation, and live training, could effectively demonstrate methods, tools,
and strategies for improving team performance and creating resilience among squad
members [1]. An observation rubric was developed as a set of guidelines and proce-
dures for providing observable evidence of the type of behaviors and thinking skills
that expert teams use to continually improve; and it was tested during the most recent
SOVM 2015 study that focused on Tactical Combat Casualty Care (TC3).

2 Approach

We adopted the Simulation-Based Training (SBT) method as an organizing framework
for designing and constructing the SOvM TC3 observation tool. SBT was developed and
validated to create an instructionally sound, organizing framework for designing and
delivering effective team training [2, 3]. It is effective because it provides an adaptive
training approach - through seven linked elements - that use performance results from
training exercises to tailor future exercises that accelerate development of skills.

The cycle begins with identifying competencies (knowledge and skills) and the
associated learning objectives (LOs) based on the military mission essential task lists.
Then, specific instructional strategies are derived from the LOs so that skill develop-
ment is optimized. Training strategies enable defining the training simulation scripts
and scenario events. Events are scripted into a scenario that will allow for performing
the targeted skills. Diagnostic performance measures are developed and used to
determine if the LOs have been mastered. Once diagnoses are defined, a structured after
action review (AAR) can be constructed and delivered so there is a basis on which to
improve in subsequent scenarios. To close the loop, performance information must be
incorporated into future training sessions to ensure new training objectives build on
what has already been learned.
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SBT will be effective if the measures used during training exercises can be
employed to diagnose learning and performance for the AARs, and are used for
determining future training objectives in order to adapt training to learning require-
ments. Next, we describe the development of the prototype team performance
assessment rubric and lessons learned following the SOVM TC3 demonstration con-
ducted in October and November 2015.

3 TC3 Mission Tasks

We leveraged the existing research products from the SOvM 2014 demonstration to
focus on the TC3 mission task components for 2015 [1, 5]. Working with TC3 Subject
Matter Experts (SMEs) we focused on the combined challenges of handling both the
tactical and casualty care responsibilities. The key TC3 mission tasks were determined
to be:

Integrate Medical Planning with Tactical Plans

Provide Care Under Fire (while in contact or kill zone)
Perform Tactical Field Care (once area has been secured)
Manage Casualty Evacuation (priority of care/treatment)

Use cases were then developed for each of the major mission task areas; examples
for Care Under Fire (CUF) and Tactical Field Care (TFC) are detailed below.

3.1 Care Under Fire

The Squad is conducting combat operations and has taken casualties. During the direct
fire engagement, the casualty is reported. The wounded individual informs the Squad
Leader of who is injured, the nature of the injury, whether the wounded individual is
capable of Shooting, Moving, Communicating (staying in the fight), what treatment is
required, and who must perform the treatment. The casualty is moved to safety or
covered position where treatment is performed. When any of these elements of casualty
information are missing, medical decisions are delayed. Tasks common to CUF are:

Squad Leader receives a report of a casualty

Squad achieves fire superiority and continues the mission

Squad Leader decides how to act based on information in the casualty report.
Treatment is based on information displayed on the Combat Casualty Card
Treatment is begun in a covered (safe) area until the area is secure
Treatment priorities are followed in accordance with SOP

Treatment is appropriate for the wound type

Combat casualty card is prepared and maintained as treatment 