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Preface

After many years of research and development in the area of computer-assisted
diagnosis and therapy, multimodal medical imaging systems prove the ability to
provide quantitative and qualitative information leading to increase the sensitivity
and specificity of many clinical procedures. Often the aspect of multimodal analysis
is extended to other domains including signals, video recordings, posture informa-
tion, histopathological image quantification, patient tracking, and retrospective and
prospective analyses, all combined with image data or one with another.
Mathematical information analysis, computer applications together with medical
equipment and instruments have become standard tools underpinning the current
rapid progress with developing computational intelligence. However, modern sys-
tems still face challenges in performing hybrid data registration, subsequent analysis,
and visualization to deliver pertinent quantitative information. We are witnessing a
radical change as information technologies have been integrated into systems that
address the core of medicine, including patient care in ambulatory and in-patient
setting, disease prevention, health promotion, rehabilitation, and home care.

The Fifth Conference on Information Technologies in Biomedicine has become a
recognized event that helps to bridge the gap between methodological achievements
in engineering and clinical requirements in medical diagnosis, therapy, and reha-
bilitation. In these proceedings, members of academic societies of technical and
medical background present their research results and clinical implementations.
Many of these areas are recognized as research and development frontiers in
employing new technologies in clinical environment.

Image and signal analysis are traditional parts that deal with the problem of data
processing, recognition, and classification. Novel approaches to the 2D and 3D
image analysis of various pathologically affected anatomical structures, early tumor
detection, and stroke diagnosis are introduced. New research studies developed for
the processing of heart, brain, and gastric as well as acoustic signals are discussed.
Home care, remote rehabilitation assistance, and safety of the elderly require new
areas to be explored in telemedicine, telegeriatrics, and biomechatronics.
Bioinformatics has become a dynamically developed field of computer-assisted
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biological data analysis where information techniques are used in the nanoscale.
Solutions of complex problems concerning diagnostics and therapy have been
developed in the surgical procedures. A modeling and simulation platform presents
also preimplementation studies required at the developmental stage of
computer-assisted therapy.

We would like to express our gratitude to the authors who contributed their
original research papers as well as to all reviews and Scientific Committee Members
for their valuable comments.

Ewa Piętka
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Part I
Ambient Assisted Living

The Special Session on Adaptive Systems for Ambient Assisted was organized as a
part of the research projects: Cognitive Village: Adaptively Learning Technical Sup-
port System for Elderly funded by the German Federal Ministry of Education and
Research, My AHA: My Active and Healthy Ageing funded by the European Com-
mission (Horizon 2020), Development of Innovative Informatics and Engineering
Solutions in the Field of Medical Care funded by the European Regional Develop-
ment Fund under the Operational Programme Innovative Economy, and the Teledi-
agnostic Platform for Elderly People founded by the National Centre for Research
and Development (Poland).



From Ambient Assisted Living to Active
and Assisted Living: A Practical
Perspective on Experiences
and Approaches

Georg Aumayr

Abstract AAL is a promising field of research for the last 10–15 years. As a topic,
AAL has moved its focus from Ambient Assisted Living to Active and Assisted
Living and is still moving to new directions. Under this perspective, the author
summarizes experiences from projects likemy-AHA (H2020) or AHEAD (AAL JP),
SOFTCARE (AAL JP) etc. to provide a practical image and gives an overview of
theoretical models in health care, data collection, measurements and methodological
aspects on work with the elderly.

Keywords AAL · Frailty ·Work with elderly · System theory · Salutogenesis

1 AAL Introduction and Connection to Health
Care Providers

To start with the definition of Ambient Assisted Living, it is necessary to identify
the related terms and changes of the last years. For example one of the major calls
for this topic changed from Ambient Assisted Living to Active and Assisted Living.
This has two implications: (a) AAL is a fluid term and (b) The focus changed from
technological developments to user needs.

Especially the second implication has an interesting touch. In the beginning, AAL
was a topic to develop new technologies and new products for a potentially emerging
market. Developments were centred on the living space, fall detection and, more or
less, about detecting emergencies.Already in a very early stage, first products reached
the market (e.g. Personal Emergency Alert Systems), that are now established for
almost 20years. Safety was the major drive. But in the time between 2000 and 2010,
no significant market breakthrough was achieved. New products were fancier but
in their core had similar functions as in the 1990s. Since 2010 more and more new

G. Aumayr (B)
Johanniter Austria Education and Research, Ignaz-Koeck Strasse 22, Vienna, Austria
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4 G. Aumayr

products arrive at the market that are stuffed with new technology but are not reliable
enough or produce too many false alarms. So they are not accepted very well by
the end users. Another constraint was that developers believe that seniors could be
afraid of new technology. This may have been true until the intuitive devices rolled
over the market. Touchscreens provided a native way to interact with technology and
the seniors were happy to find new ways to close up to their younger relatives in
terms of communication technology. Another hit on the right spot were exergames.
Exergames are the combination of exercises and gaming. With motion control of the
Nintendo Wii, a new age of technology interaction was opened; even more, when
Microsoft Kinect appeared on themarket. This successes showwhy the term changed
from Ambient Assisted Living to Active and Assisted Living.

Under the umbrella of AAL, developments for the elderly can be summarized.
Including the use of wearables, newways of video gaming, self-empowerment, com-
munication etc., AAL became a synonym for technology having a focus on people
with special needs. Those needs are as various as this field of development is. In times,
where everything is under harsh cost control and the imperative of cost-efficiency,
AAL is the bearer of hope to have an affordable health care in the future. AAL can
support self-monitoring of patients and the gathering of health related data to be used
to adjust therapy and to identify progress of decline or diseases. It also can help in
improving quality of therapy when physicians and care givers are fully involved in
the interpretation process. Health care is stated until now as the diagnostic of a status,
a one shot observation. But this paradigm is changing. Health care is going to be a
processual observation based on data. ICT-focused AAL is one way to collect this
data and support and assist patients, physicians and all other care givers.

1.1 Socio-Technical System

A key to understand the importance of this field of action is the idea of a socio-
technical perspective. Technology is not just the hardware and software but also the
way it is integrated in culture and society. New technologies have to find a place
in society. More detailed is this idea in the socio-technical theories by Weyer [24].
The two components of technic and society are linked to get the full meaning of a
technology. Thinking about a similarity in social science, this is closely related to
symbolic interaction [5] or the interactional view [23].

To define the needs of the target group, it is necessary to understand their motiva-
tion in testing and using technology. These are two fundamentally different things!
In the AAL JP Project, a motivational value approach was developed, which is fol-
lowing an idea of economic motivation with the aim of self-evolvement. Value is
thereby constructed by the individual in an interaction process with the social envi-
ronment. Most interesting is, that this approach also takes into account that older
people are volunteering for special tasks, only in the extent and the field of work,
they wish to and, by this, to fulfil personal needs. The definition of needs as well as
their hierarchy is according to the basic theory of needs by Maslow [14]. Following
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this perspective, the first breakthrough on the market was related to the fulfilment of
a basic need like personal security (e.g. MORE Project). Communication and social
interaction is the next level of needs, which is explored and developed now to various
extents, from video chat to social platforms. Mixed approaches are very promising
in bridging the gaps between the levels of needs. One example would be the AAL
JP Project AHEAD-Augmented Hearing Experience and Assistance for Daily Life.
In this project hearing-glasses are combined with a health tracker and a smartphone
with an app, which is providing health status information and compliance support
with an integrated emergency function.

1.2 Recent Approaches

Recent approaches are following the idea to provide supportive information for self-
management. By this, a lot of data is acquired and used for monitoring the health
status and to identify tendencies and changes in behaviour to detect potential threats
or changes of the health status to adjust therapy. Themajor aims ofAALnowadays are
self-empowerment, personalizing healthcare and therapy and support the activities
of the patient. By this, a general approach for activating the neighbourhoods of
people in need of care and to integrate the informal caregiver became a supporting
topic for AAL developments (e.g. AAL JP Project SOCIALCARE). An expression
of this are the ongoing calls for proposals in H2020 Program. Topics addressed are
chronic diseasemanagement and dementia and frailty prevention (e.g. H2020 Project
my-AHA).

2 Data Collection and Data Use

Supporting with data became more of interest than giving physical support. One
reason for this is the legal setting. Certain care related tasks are just allowed to
nurses or physicians. So the support that can be given by technology is limited. But
by collecting health related data, a more intensive support is possible for more than
just one user group. Following the idea of a multi-angle development to address more
target groups to increase acceptance, the secondary end users came into place and
articulated their needs and provided expertise in care and health data monitoring.

2.1 hDATA

By this, it is necessary to take into account what data is collected for what purpose
and how it is used in the end. To answer these questions for each project, it is helpful
to use the hDATA approach [4].
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Within this approach, a classification of data is available, which indicates the
quality from raw data to interpreted data and shows the steps in between to use it in
the context of health care:

• Basic data: heart rate, SpO2, blood sugar, breathing frequency, etc.
• Processed data: heart rate variability, HbA1C, stress level etc.
• Interpreted data: diagnosis of disease.
• Class of understanding data: therapy design.

This processual perspective is also reflected in iterative cycles of therapy adjust-
ments to the needs and developments of the patient. Aumayr [4] formalized in the
hDATA cycle a draft for the understanding of this process according to the data
classes. The hDATA cycle shows the diagnostic iterations in long term care from a
practical perspective for interpunction by the developer. It demonstrates the cyber-
netic (near to autopoiesis) understanding of health care as a process relying on items
developed by its own system before hand and creates and adjust its upcoming steps
(Fig. 1).

The circulation is focused on the principles of adherence and compliance, with
the relationship between the patient and the health care professional (physicians and
nurses) in the core. By this, a formalized set of relations and dependencies can be
identified. The social environment is very important and should not be neglected.
Every therapeutic action will be judged by the patient and his or her environment. To
get a glimpse of the reach of the actions, a pragmatic overview of relations and their
strength is shown in Fig. 2. The health system is centred on the relations between
the patient and physician and consists of other relations and interdependencies. If a
position is near to the centre, this means this relation has a high influence (strong
relation) towards the patient-physician relation. If a relation is settled in the outer
circles, the influence is weaker.

Fig. 1 hDATA cycle [4]
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Fig. 2 Relations in health system [4]

To develop a new system, means also to know what kind of data is going to be
collected, to which level it will be processed and to whom it will be transmitted. This
has to be the basic setting for developments. A practical example is the measurement
of activities of daily living. There are 6 activities, which can help to identify the
level of support a person is in need of: Bathing, Dressing, Toileting, Transferring,
Continence and Feeding following the model by Noelker et al. [16]. These activities
are trackable with a gyroscope and a location sensor. There are different acceleration
patterns for each activity. But some aspects would be too similar to be identified by
just the acceleration pattern. In combination with a localization sensor, to recognize
in which room the person is, the patterns can be used to identify the activity. The
most interesting thing is the detection of changes over a certain period in the available
patterns. So it is possible to detect side effects of newmedication, to detect if a person
is losing capabilities to take care of themselves, or identifying new needs of support
when the health status is decreasing. The needed sensors would be an accelerometer
(3-axes) and a sensor for detecting the location indoors (e.g. NFC sensors at room
entrances). The collected data would be available for the patient by a local interface,
like a tablet or PC, and a report about the changes can be used to help the physician
or the nurse in therapy adjustment.

In an even broader approach it would be possible to inform relatives about the
activities of daily living or about changes in the daily routines to support them in
their part of care. But the extent to which data is transmitted is always a discussion
of ethics and law as well. As ethics are hard to define as settled, law is. By this, the
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realization of the hDATA approach has to follow (1) the European Convention on
Human Rights (2) the Council of Europe Convention 108 and (3) the European data
protection law. The handling concerning data protection of all three of them and the
principles to follow for data exchange and data use can be seen in the Handbook
on European data protection law (www.echr.coe.int/Documents/Handbook_data_
protection_ENG.pdf).

As long as the transparency is given and the primary end user, the patient, has
signed and informed consent, a fair exchange between stakeholders is manageable
and legal. A practical example is the design of the electronic health record ELGA in
Austria with its health related telematics law.

3 System Theory Approach

In this context, health care is analysed as a system. There are several reasons for this
perspective.

Health care is not just dealing with physical parameters but also with people and
social aspects. These social aspects are funded on the relations the actors have to
each other. By this, actions are interpreted from the individual point of view. The
interpretation process provides information about the data as well as the contex-
tuality. In the symbolic interactionism (1) people act to objects on the base of the
meaning the object has to them; (2) this meaning is created by the social interaction
with other people concerning the object; (3) this meaning is within the framework
of constant discussion of the objects in an interpretation process and constantly used
and adapted [5]. Thismakes the social interaction in health care a developing process.
It is a construction and deconstruction of elements of use. By this, the interaction
model becomes more and more complex and is building on its own experiences in
the narrow environment. If a set of objects which build a closed cluster is defined,
this can be understood as a system with self-referential behaviour [4]. Maturana and
Varela describe such systems as autopoietic: Autopoietic Systems are living organ-
isms, which reproduce themselves. This happens as they build the components and
elements, they are consisting of, from their own operations within their organization
structure in an ongoing process. This can be imagined as components in a circular
processwith interacting iterations. By this the components are permanently produced
to keep the system going [15].

With the construction, deconstruction and reconstruction of relations and inter-
pretations of system immanent elements, the overall system becomes more and more
complex and stable. The dynamic element of change in the system is information.
The existing structure in the health system is a top-down hierarchy from the physician
to the patient. This disbalance of roles is accepted by the patient and is the founda-
tion of the concept of compliance. By this, the full authority and responsibility is
with the physician. In the last decades, this disbalance started to change. There are
several reasons and factors for this. One of them is the easy access to information on
the internet and the flood of publications in the health sector. By this, it is possible

www.echr.coe.int/Documents/Handbook_data_protection_ENG.pdf
www.echr.coe.int/Documents/Handbook_data_protection_ENG.pdf
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that the disbalance between patient and physician is levelled by knowledge gain of
the patient. Patients can become experts on their own health. When the hierarchy
is broken and an equal understanding in the roles is given, the therapy is discussed
between equals and the therapeutic decision is made by the physician and the patient
as a team. The responsibilities are with the patient. This is called adherence.

In reality, most of the time responsibility is pushed towards the patient but the
hierarchy remains in the mentioned terms of compliance. This produces (1) Frustra-
tion and (2) Reactance. The patients are not going to tell the physician about side
effects of medication, just throw away the pills or change therapy themselves in an
unsupervised way. This reduces the effectiveness of health care dramatically. It is
interesting that a similar process was described in 1807 by Hegel in The Phenom-
enology of the Mind [10] for compliance and for adherence by Karl Marx in 1844
with the ideas of communism to break the concept of disbalance [13].

4 Salutogenesis

In this complex area it is not easy to keep the focus to just one thing. So many
stakeholders and players are involved and have to be part of the development that
the clear aim gets lost. To have a fundamental understanding of the principles of
health care is a good support. As the term health care already proclaims, it is about
taking care of the people s health, not their diseases or illnesses. This would be a
therapeutically approach. In AAL the focus is on supporting people to live a life in
autonomy and to stay in the environment they love and to support them to cope
with changes in their capabilities. The theoretical approach of Salutogenesis by
Aaron Antonovsky is acting in this way of thinking. The fundamental question of
Salutogenesis [2] is: How do people stay healthy?

The basic idea follows the principles of a continuum between life and death. The
movement to the pole of life would be health and to the pole of death would be
sickness/illness. With a single measure it is not possible to identify the direction a
person is tending to. But if several measurements and a processual view, it is possible
to identify the direction and act before a point of no return is reached: This is called
prevention. AAL is collecting a lot of data that can be used for tracking the health
vector of the patient. By this, it is also possible to see effects of certain actions on the
vector: This is called personalizing health and care. With this concept, it is possible
to keep the aim in sight throughout a huge project. AAL can be a navigator to a
healthier life.

5 Focus on Frailty

Amovement to the pole of death is frailty. Frailty is a progressive process of increas-
ing vulnerability, predisposing to functional decline, finally, leading to death. The
loss of functional homeostasis, which is seen as the potential for the individual to
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resist disease without loss of function, is one of the major criteria [22]. The effects
of aging, lack of physical exercise, adequate nutrition, and inadequate defence to
stressors lead to chronic under-nutrition, loss of bone substance and skeletal muscle
mass. Frailty is operationally defined as a clinical condition meeting 3 out of 5 cri-
teria [3] related to a physical phenotype including weak muscle strength, slow gait
speed, unintentional weight loss, malnutrition or comorbidity, exhaustion and low
physical activity. Some authors have added falls, delirium and urinary incontinence.
Moreover, depression is a common feature of the aged, for which there is a specific
geriatric depression scale, and which may in turn be both a consequence of frailty
and a further cause of worsening. A scale of clinical frailty has been proposed, from
1 to 7, depending on the degree of dependence on others [21]. A pre-frail stage, in
which one or two criteria are present, identifies a subset at high risk of progressing
to frailty. Alternatively, frailty has been operationalized as a risk index by counting
the number of deficits accumulated over time (termed frailty index, FI), including
disability, diseases, physical and cognitive impairments, psychosocial risk factors,
and geriatric syndromes (e.g. falls, delirium and urinary incontinence) [9]. Frailty
is a construct of physical, neurological, psychological and social movements in the
health continuum that are steering to the pole of death. Latest studies focused more
on cognitive frailty and showed a high correlation between physical frailty and cog-
nitive frailty. The proposed definition of cognitive frailty is a syndrome characterized
by both physical frailty and cognitive impairment in absence of dementia. Cognition
is now considered a relevant domain of frailty [19]. A recent study by Nouchi [17]
showed that multi-domain intervention could improve or maintain cognitive func-
tioning in elderly at-risk people of the general population. This is a good example
for where assistive technology can help. Several sensors and questionnaires can be
used to gather information and data on the individual patient as well as on a bigger
population. With a frailty monitoring, early intervention can start and reduce long
term effects to a minimum. It will not cure but it will decrease the speed of decline.
This reduces the costs of a health system significantly.

6 How to Measure (GDS, TAM, CPQ-12)

To identify the potential of solutions, a set of measurements has to be taken. But to
decide which scale is chosen, according to the impact that is aimed for, is up to the
individual project. Nevertheless there are at least some scales that can improve the
quality of research in AAL when used. Two major factors are interfering in research:
Affinity to technology and personal traits like the Sense of Coherence. Cumulated
with the recent health focus of the individual project, this already provides a long
questionnaire. For the affinity towards and the experience with technology there
are several validated tests available. Two examples are the Technology Acceptance
Model (TAM) [8] and the Computer Proficiency Questionnaire (CPQ), which is
especially designed for assessing seniors [6]. A problem of these questionnaires is
their length. A shorter form is available with the CPQ-12. Another validated tool for
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gather data about the experience with digital devices and services is the Technology
Experience Questionnaire (TEQ) [7]. For measuring cognitive factors of frailty, the
Geriatric Depression Scale (GDS) [26] is one possibility. There is even a shorter form
available [12]. For the Sense of Coherence the long form is the Sense of Coherence
Scale with 29 items (SOC-29). A shorter version is the SOC-13 [1], which is better
suited to be part of a set of questionnaires.

This short overview of validated questionnaires that can be taken into account
already shows a big potential of existing frameworks that can be used to check for
certain variables. But there are some issues to be taken into account when working
with seniors.

7 How to Measure with Seniors

Testing with real people instead of doing simulations is always a challenge. But
with a very special, heterogenic target group, it is sometimes even more challenging,
especially under the perspective of testing with vulnerable groups. The concept of
vulnerability includes not just a physical aspect but also a social aspect and is aflowing
state [25], similar to the idea of Salutogenesis. It is likely to test people twice and
get very different results each time because they are in different periods of their life
(e.g. change from working life to retirement, death of husband or wife etc.). Besides
this component of dramatic changes in life, it also has to be taken into account that
this target group has a very short lifespan. The dropout quote because of illness or
death during long term studies is very high.When working with people over 80years
of age, a testing time of 3months should not be exceeded [18]. It is also interesting,
that people over 60 tend to refuse to take part in telephone-interviews more often
than younger [11]. Resch and Aumayr summarized findings about testing with elder
people and postulated an early approach for recruiting seniors as well as directly
declare the benefit for them during the recruitment. This supports the commitment
of the people and therefor reduces the effort for re-recruiting because of dropouts. By
this, it is mandatory to use an understandable language, reduce the scientific terms
to a minimum and explain them clearly [20].

8 Summary and Conclusions on AAL Research

AAL is a promising field for research. There are a lot of ways to address this topic in
a decent way. But basic theoretical approaches have to be taken into account to keep
the direction. An understanding of the health care sector and of psycho dynamics
is recommended to find a decent perspective. But this also provides a huge area for
research! Nevertheless, when discussing these issues, there are also limitations and
lessons that we have learned to be taken into account. Major points are the recruiting
and the planning with the needs of elder people to provide a good setting for trials
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and interviews. Longitudinal studies can be done but a high effort in re-recruiting
has to be expected. The target group is heterogeneous and not just describable by
means of age. Activity levels and life style are more dominant when addressing a
target group than demographics. Furthermore, the primary users are not the primary
buyers. So the customers are mostly secondary end users, e.g. family members. For
cost-intensive devices, the procurers are insurance groups or large care organizations,
therefore business models have to address them.

But developments are paying of. In a time of demographic change to a society
where the majority is of a higher age, costs in health care become higher and higher.
The most cost intensive aspects are chronic diseases with medications and related
stays in hospital. But medication is not as effective as it could be when it is a standard
medication. A personalized medication is much more effective when adherence or at
least compliance is in place. And hospital days can be decreased when a personalized
therapy improves the effectiveness of interventions and decreases the number of long
term effects and co-morbidities.

The request for low-cost devices and high price devices is given. The need for
development is hidden in activities of daily life and the hierarchy of needs. The push
by funding models is increasing, for research as well as for business. AAL is applied
science from an early stage until hitting the market. It covers the development area
to full length and is bringing social science, psychology, health care and engineering
together, ICT being a bridge between the disciplines.
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Patients Assessment in Telegeriatrics Care
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Abstract Elder patients are considered to have a high degree of frailty and active
multiple pathology.When access to geriatric care is very limited, diagnostic methods
without face to face contact are of prime importance, especially during initial patient
assessment. The goal of the paper is to present and validate telemedicine screening
procedures adopted in the John Paul II Geriatric Hospital (GH), covering the neu-
rological part of Comprehensive Geriatric Assessment (CGA). The participants of
the study have been patients aged 65 and older. Three methods have been evalu-
ated: Telephone Interview for Cognitive Assessment (TICS), Geriatric Depression
Scale (GDS) questionnaire filled out during video call, and analysis of a written text.
The third procedure aims at detecting cognitive skills, providing alternative to Mon-
treal Cognitive Assessment (MoCA) and Mini Mental State Examination (MMSE).
Face-to-face methods are used as a gold standard reference. High or moderate corre-
lations have been observed in all cases, i.e. in TICS versus reference MMSE scores
(Spearman’s R = 0.7955), in face-to-face GDS versus videoconference Tele-GDS
(Spearman’s R = 0.7148), and in the written text versus MoCA. (Spearman’s R =
−0.6649). The results of this study presume that TICS can be applied as a reliable
method of remote diagnostics. In the two latter cases, the use of telegeriatrics has not
been excluded, and further research is planned. Comprehensive assessment has been
considered to be crucial for deliveringgeriatric care.Work in thefieldof telemedicine-
based comprehensive assessment of geriatric patient should be continued.
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1 Introduction

Access to experienced physicians, psychologists and psychotherapists specialized in
gerontology is becoming increasingly necessary for both medical and non-medical
facilities aiming at provision of effective diagnosis and treatment of patients at
advanced age. Yet, in practice, the access to geriatric care in some countries is very
limited, for example there were only 333 specialists of geriatrics in Poland in 2014
[31] (i.e. 0.9 specialist per 100,000 citizens). The ratio of beds per 100,000 citizens
in Poland is also low: 1.8 [22], especially when compared to neighboring Slovakia
(14 beds [10]) or Belgium (with the highest ratio of over 100 beds per 100,000 cit-
izens [9]). It is expected that fast access to powerful diagnostic procedures could
nevertheless be secured with the use of telegeriatric-based solutions. In recent years,
various initiatives have been started in the field of telemedicine in geriatric care
(telegeriatics). Levine et al. [19] shows that smartphone applications can assist in
chronic, non-cancer pain treatment. Lichstein et al. [20] uses Skype to help insom-
niac patients. Rajasekaran et al. [25] employs remote monitoring of patients during
drug therapy. Many projects are dedicated to helping diabetics and people with vas-
cular diseases [32]. Mixed, traditional and telemedicine-based, services are provided
for selected patients [3]. However, the available solutions are mostly dedicated to
patients already diagnosed, and lack comprehensive approach needed during initial
contact with various gerontological specialists.

The geriatric diagnostic process beginswith a thoroughhistory taking andphysical
examination, which are aimed at separating the natural signs of aging from existing
diseases and defining the person’s functional capacity. Diagnosis in geriatrics is
difficult because one patient may suffer from many overlapping diseases [7]. This
may lead to severe and immediate disabilities, such as stroke, as well as progressive
disabilities that slowly erode the ability of the elderly to care for themselves.

When it comes to geriatric diagnostics, besides laboratory testing and imaging,
different scales and tests are being used, such as Barthel index, ADL scale (activity
of daily living) [8] or Vulnerable Elder Survey [29]. Selected patients are subjected
to further functional and physiological evaluation with the use of complex and inter-
disciplinary tools such as comprehensive geriatric assessment (CGA) [30].

The CGA includes a number of screening tests as well as evaluation of daily
living activities, social support, cognition, mood, gait and falls, nutrition, sensory
impairments, incontinence, polypharmacy, biochemical results, abuse of the elders,
pressure ulcers, pain and advanced directives [6].

Our recent projects have been focused on developing a telemedical counter-
part of comprehensive geriatric assessment (CGA), comparable with the traditional
approach. Expected benefits include increased access to geriatric care and extended
coverage of screening procedures.
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2 Materials and Methods

Telemedicine procedures included in the paper are intended as a remote counterpart
of the neurological part of CGA. The primary use scenario involves geriatric spe-
cialists consulting patients who stay at medical or non-medical facility. The subjects
remaining under care of trained staff are examined by means of telecommunication
devices by a specialist who controls the procedure.

For the purpose of the study, during evaluation of each of the three verified proce-
dures, first the group of possible candidates was selected from John Paul II Geriatric
Hospital in Katowice (GH) patients, on the basis of medical documentation. The
groups of patients selected for each procedure might have overlapped, but they were
not the same. The patients (or, in specific cases, legal guardians) were asked to par-
ticipate, and their initial consent was obtained. In the next step, the staff of GH was
instructed to talk with the patients, outline the details of the procedure and provide
necessary information.

The proposed set of procedures evaluated in GH has been chosen on the basis
of relevance versus the traditional face-to-face neuropsychological part of CGA.
The methods do not cover the whole examination, yet provide powerful screening
capabilities.

All the presented work has been approved by the Bioethics Commission of the
AcademyofPhysicalEducation inKatowice, Poland (resolution 1/2010,with amend-
ments).

The first procedure tested has been the Polish version of TICS (Telephone Inter-
view for Cognitive Assessment). In its original version, the observed screening
abilities have been comparable [26, 28] with the face-to-face Montreal Cognitive
Assessment (MoCA) [11, 12] and Mini-Mental State Examination (MMSE) [23]
examinations. However, this had not been confirmed before for all the local versions
of TICS. In the study, a Polish version of the TICS has been evaluated. The Polish
version of TICS evaluated in GH follows the version of the tests presented in Eng-
lish [2, 16, 33] in both the type of questions and the grading. The cut-off level was
established at 30 points. The examination was executed by performing three tests
in one diagnostic session with a neuropsychologist. The gold standard MMSE and
MoCA tests were performed in the usual manner—face to face in typical medical
office conditions. The results of this evaluation have partially been presented in our
conference paper [5].

The second procedure has been Tele-GDS (Telemedicine Geriatric Depression
Scale). Remote methods of diagnosis, which is easy for patients, are considered
important worldwide (cf. Gellis et al. [13]). In their telediagnostic form, Hamilton
Depression Rating Scale (HAM-D) [14] and Brief Psychiatric Rating Scale (BPRS)
[24] were among the first methods to be evaluated [17] by comparison of results of
face to face and video consultation/examination. In 2001, Menon [21] presented a
similar evaluation of Geriatric Depression Scale (GDS) [35] and Hamilton Depres-
sion Rating Scale, over a low quality video link. In this paper, the procedure has
been evaluated using high quality video. GDS, in the form proposed by Yesavage



18 J. Derejczyk et al.

[34, 35], has been evaluated in GH using video equipment. The used variant of GDS
has been graded in the range of 0–15 pts., where depression with increasing intensity
has been diagnosed in case of patients with six or more points scored [35]. All the
patients were informed of the purpose, the course of the study and security policy
regarding the data acquired. After giving his/her consent, the patient participated in
the study conducted in typical medical office conditions, with the first psychologist
performing MMSE and MoCA tests (to assess cognitive functions), and standard
Geriatric Depression Scale rating. In the next phase, a day or more later, a second
psychologist performed Tele-GDS (the same GDS rating using video conference
equipment). Additionally, in several cases, the procedures were performed in the
opposite order (Tele-GDS procedure first).

The third procedure, experimental analysis of writing, aims at detecting cogni-
tive skills providing simple and fast screening alternative to MoCA and MMSE,
and replacing TICS in selected scenarios of remote diagnosis. Typical examina-
tion in MMSE takes about 20 min (no impairment or mild cognitive impairment),
while MoCA is longer, with examination time of about 25min. A typical session of
TICS assessment takes 20 min. In all cases, constant supervision of the examiner
is necessary to provide instructions and grade answers. During diagnostic sessions
in GH, a hypothesis has been formed that a less time and resource consuming ver-
sion of cognitive screening test could be proposed, which would be bases solely on
subject’s writing and could be performed both locally or using telecommunication
devices. This corresponds—to some extent—to other research, conducted on writ-
ing and mental condition, e.g. handwriting versus depression [27], handwriting in
Parkinson’s disease [4] etc. In this paper the procedure used in a pilot study and its
evaluation has been included.

The subjects were informed about the goal of the study and they gave con-
sent. First, the MoCA and MMSE tests were performed face to face. Next, Geri-
atric Depression Scale Assessment (not included in this evaluation) was performed.
Finally, the subjects were asked to perform/complete two exercises with direct, face
to face assistance of the examiner. In each case the examiner addressed the subject
directly (in Polish) and waited for the completion of the task:

1. Three sentences will be read aloud and then dictated to you. Write them down on
a blank piece of paper. These are the sentences: I am at hospital. I have received
a blank piece of paper and then a pen. I am writing the text down on the paper
received.

2. I am going to read to you twice a single sentence. Please write it down on the
received piece of paper using only capital letters. This is the sentence: I wonder
what the weather is going to be like tomorrow. In several cases, a third exercise
was also included:

3. Draw two, similar-size circles: one over another. Mark the center of both of the
circles.

During the first phase of the study, ordinary pen and white paper were used. Later,
both regular and digital writing registration were employed using Livescribe Echo
Pen that replaced the ordinary pen of similar size, used earlier. Such registered data
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were encoded using libsmartpen library and analyzed. Using the collected samples
of writing, a series of writing parameters have been extracted manually and with the
use of customized Matlab software. The examinations were performed in consulting
room environment, with natural and artificial light.

3 Results

Three methods: TICS, GDS and analysis of writing were evaluated using statistical
tools and appropriate reference methods. The results of the evaluation are presented
below.

3.1 Telephone Interview for Cognitive Assessment

A group of 55 people, patients of GH, was tested. The study group consisted of
55 patients, the average age was 81.2years, 42 patients were women (average age
81.1years) and 13 were men (average age 81.5years) [5]. All the tested patients
agreed for the extended procedure and were interviewed on the telephone. All of
them were over 75years old, did not take drugs with pro-cognitive effects, were not
diagnosed with dementia, and—among others—were able to participate in MMSE
and MoCA test used here as gold standard. Various environmental and health data
have been gathered. The results have been verified statistically. No correlation has
been found (Spearman rank analysis) betweenTICSand the age of patients, education
history, diabetes, depression or Parkinson’s disease, etc.

Pearson correlation and Spearman rank correlation between the results of MMSE
and MoCA tests were R = 0.8085 (p < 0.0001), RSPEARMAN = 0.8170 (p < 0.0001),
and the correlation between the results of MMSE and TICS tests was R = 0.7867
(p < 0.0001), RSPEARMAN = 0.7955 (p < 0.0001) between MoCA and TICS tests:
R = 0.7741 (p < 0.0001), RSPEARMAN = 0.7684 (p < 0.0001). Figure1; i.e. high
correlation has been observed between the gold standard MMSE and MoCA and
TICS tests.

As pointed out by the subjects, fatigue was noticeable during TICS part, as all the
tests: MMSE, MoCA and TICS were performed in one go.

3.2 Geriatric Depression Scale Assessment (Tele-GDS)

25 patients were examined during the evaluation. The first group of 17 patients
participated in the study in 2014 (partial results have been discussed in our previous
paper [1]), while the second group of 8 patients was additionally examined in 2015.
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Fig. 1 Correlation between results of MMSE versus TICS test (top) and MoCA versus TICS test
(bottom)

In 21 cases, the traditional face to face examination preceded the Tele-GDS, while
in 4 cases the order was reversed. Statistical evaluation has been performed.

The mean GDS result for reference face-to-face assessment was 4.3pts (SD
3.3pts) and for videoconsultation Tele-GDS—3.5 (SD 2.6pts.) Pearson correlation
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Fig. 2 Linear correlation for GDS and videoconsultation GDS

between both GDS assessments was R = 0.7140 (p < 0.0001) (Fig. 2). Spearman
rank correlation between both GDS assessments has been calculated as RSPEARMAN

= 0.7148 (p < 0.0001). Despite the correlation, in four cases patients diagnosed
with depression in face to face examination have not received the same diagnosis by
videoconsultation (type II error). As shown in Fig. 2, the results obtained were lower
mostly in videoconsultation. Assuming the same threshold for both tests, established
for traditional GDS [34] (six or more points), sensitivity and specificity have been
assessed as 56% and 88%, respectively.

Various factors have been considered, that may lower the results of GDS in video-
consultation, including: (1) insufficient perception of questions due to the use of
telecommunication equipment (2) lack of direct contact, weakening the relationship
between the examiner and the patient, (3) second examination being performed too
soon after the first one, and the subject experiencing the fear of evaluation, which
resulted in her/his dissimulation. However, the lower results during Tele-GDS have
also been observed during sessions, in which Tele-GDS was the first test (2 of 4
cases). Further investigation is necessary to explain this phenomenon.

In the interview following the examination, several advantages of videoconsulta-
tion have been noted by psychologists: (1) it is easier to establish contact with the
patient, (2) the examination is easily accessible, (3) facial expression can be observed
in great detail, also in recordings, (4) patients, who may not be able to participate
in face to face examination, due to physical limitations, may be examined, and (5)
examinations can be repeated and results easily compared using recordings. The
disadvantages pointed out include: (1) the fact that unnoticed hearing impairment
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may affect the results, (2) the behavior of patients cannot be observed as well as dur-
ing direct meetings; some non-verbal communication may be missing, (3) patients
may be overwhelmed by technology and strongly prefer traditional examination; (4)
additional consent is necessary.

3.3 Analysis of Writing

The pilot study [18] was conducted between February and May 2014. 26 patients
of GH (avg. age 76years, 20 women, 6 men) were examined. Making use of the
obtained samples of writing, several features have been extracted. The presence
of tremor, level of focus, number of pen detachments (exercises with written and
block letters separately), etc. have been assessed for all samples. Time of writing,
angle and various dynamic parameters have also been extracted for six electronically
registered samples. The number of pen detachments has been chosen for correlation
with MoCA and MMSE. One case was excluded from MoCA analysis, as the test
was not completed during the session.

The negative correlation between the number of pen detachments in written
text and MMSE was R= −0.6146 (p = 0.001), while for written text and MoCA
it amounted to R= −0.5509 (p = 0.004), Fig. 3. The calculated Spearman rank
correlation for the number of pen detachments in written text and MoCA was
RSPEARMAN = −0.6649, (p < 0.001), and in case of written text and MMSE
RSPEARMAN = −0.6167 (p < 0.001). No correlation has been confirmed to exist
between pen detachments in block letters and gold standard.

The obtained mild correlation values between the number of pen detachments in
reference text and the results of MoCA and MMSE are considered promising, but
the evaluated number of samples should be increased to confirm the screening value.

3.4 Discussion

High correlation between the Polish version of TICS and MoCA/MMSE tests con-
firms the screening value of the local, Polish version of TICS. Mild correlation of
Tele-GDS performed during videoconsultation and regular GDS also confirms the
screening value, however, further investigations are needed, following the notice-
ably lower average results obtained during the videoconsultation test. Experimental
analysis of writing samples is also promising, but further work in necessary in order
to collect and analyze more data.

In our opinion, work in the field of comprehensive assessment of geriatric patients
with the use of telecommunication should be continued. Implementing telemedicine
solutions in mental health examination improves diagnostics and access to care in
most scenarios [15], and despite age-related digital divide, the effects in geriatrics
should be similar.
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Fig. 3 Correlation between number of pen detachments in written text andMoCA (top) andMMSE
(bottom)

It is crucial in Poland, where despite the aging society and growing demands, the
number of geriatric specialists and hospital beds is very low. The use of telegeriatrics
may be the only option available, especially in rural areas. However, remote access
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to fast screening procedures should provide several benefits, even in countries with
more developed elder care:

• residents of nursing homes and similar non-medical facilities can be easily exam-
ined, which increases the coverage of screening procedures,

• elder inhabitants of isolated locations and communities can be included in screen-
ing programs,

• access to geriatric care in non-geriatric medical facilities may be secured.

Once the vulnerable patient is identified using telegeriatrics, s/he can later be exam-
ined and treated using conventional means.

Consequently, further research has been planned in GH, especially in Tele-GDS
and writing samples analysis.

Other popular geriatric tools that could be used in remote manner (e.g. MiniCOG)
will be included.

Acknowledgments The research has been partially co-financed by the European Regional Devel-
opment Fund under the Operational Programme Innovative Economy (project no. POIG.01.03.01-
24-061/12) as well as National Centre for Research and Development (project no. IS-2/54/NCBR/
2015).

References

1. Bednorz, A., Derejczyk, J., et al.: Zastosowanie wideokonsultacji w rozpoznawaniu depresji u
osób starszych, jako próba wykorzystania telediagnostyki w geriatrii (Use of videoconsultation
in depression diagnostics in elderly people as an attempt of application of telediagnostics in
geriatrics). Geriatria 8, 141–149 (2014). (in Polish)

2. Brandt, J., Spencer,M., Folstein,M.: The telephone interview for cognitive status. Cogn. Behav.
Neurol. 1(2), 111–118 (1988)

3. Cardozo, L., Steinbert, J.: Telemedicine for recently discharged older patients. Telemed. J. E.
Health 16, 49–55 (2010)

4. Cobbah, W., Fairhurst, M.: Computer analysis of handwriting dynamics during dopamimetic
tests in Parkinson’s disease. In: Euromicro’00. pp. 2414–2418 (2000)
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Emotion Recognition Based on Physiological
Sensor Data Using Codebook Approach

Kimiaki Shirahama and Marcin Grzegorzek

Abstract This paper addresses emotion recognition based on physiological signal
sequences (e.g., blood pressure, galvanic skin response and respiration) that can be
obtained using state-of-the-art wearable sensors. We formulate this as a machine
learning problem to distinguish sequences labelled with a certain emotion from the
other sequences. In particular, we explore how to extract a feature that effectively
characterises a sequence and yields accurate emotion recognition. With respect to
this, existing methods rely on hand-crafted features that are manually defined based
on prior knowledge about physiological signals. However, in addition to intensive
labour, it is difficult to manually design features which can represent the details of a
sequence. To overcome this, we propose a codebook approach where a sequence is
represented with a feature describing the distribution of characteristic subsequences,
called codewords. These are statistically justified because they are obtained by clus-
tering a large number of subsequences. In addition, the details of the sequence can
be maintained by considering the distribution of hundreds of codewords. Experi-
mental results validate the effectiveness of our codebook-based emotion recognition
method.

Keywords Ambient assisted living · Emotion recognition · Physiological sensor
data · Codebook approach · Sequence classification

1 Introduction

Due to the increase of aging population, one of the most important and urgent social
demands is the development of an Ambient Assisted Living (AAL) system which
can support the independent life and healthcare of an elderly person [14, 17]. In this
context, we are working within the research project Cognitive Village: Adaptively
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Learning Technical Support System for Elderly funded by the German Federal
Ministry of Education and Research. By focusing on the recent advancement of
computers and sensor networks, we are especially developing an AAL system that
monitors the status of an elderly person by recognising his/her activities based on
data continuously obtained from wearable sensors together with sensors embedded
in the environment.

This paper presents our progress on mental activity (i.e., emotion) recognition
based on physiological signals like blood volume pressure, galvanic skin response,
and respiration rate. Apart from facial, vocal and gestural expressions that can be
easily controlled, it is difficult for a person to intentionally control physiological
responses [10, 15]. Hence, physiological signals are reliable cues for emotion recog-
nition. In addition, it has recently become possible to easily obtain physiological
signals using wearable sensors (wristbands) [5, 12, 13]. This enables us to contin-
uously recognise the person’s emotions for a long time. Then, temporal transitions
of recognised emotions are examined to evaluate his/her mental status. For example,
very frequent and rapid transitions of emotions should indicate a mental disease, and
a high stress is implied if the emotion anger is being recognised for a long time.

In Fig. 1, emotion recognition based on physiological signals is formulated as
sequence classification. This aims to build a classifier that takes as input a sequence
consisting of physiological signal values (e.g., respiration rates in Fig. 1), and predicts
the corresponding emotion class (e.g., anger, joy or no-emotion in Fig. 1). Such a
classifier is generally constructed in the machine learning framework. As shown in the
left side of Fig. 1, training sequences that are already annotated with emotion classes
are firstly analysed so that the classifier can capture characteristics of sequences in
each emotion class. Then, it is used to categorise test sequences for which emotion
classes are unknown.

The formulation described above involves many problems such as the sensitivity
that physiological signal values significantly vary depending on persons and situ-
ations, and the difficulty of objective and precise annotation of training sequences

Anger

Training sequences

Joy

No-
emotion

Classified as
Anger

Joy

No-emotionAll sequences represent temporal
transitions of respiration rates.

Classifier Test sequences

Fig. 1 An illustration of formulating emotion recognition as sequence classification
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with emotion classes [8, 10, 16]. While acknowledging the importance of these
problems, this paper addresses another problem of how to represent a sequence. A
representation of the sequence is called a feature. It should express characteristics
underlying the sequence, so that it becomes easier to appropriately predict the emo-
tion class. Regarding this, most of existing methods use hand-crafted features such
as the mean of values in a sequence, the standard deviation of values, the mean of
first-order derivatives, and power spectrum in a certain frequency domain [8, 10,
11, 15, 16, 21]. However, these hand-crafted features are not statistically validated,
for instance, the mean plus 1.5 may lead to more accurate result than the mean. In
addition, it is difficult to hand-craft a feature that can represent the detailed infor-
mation in a sequence. Although using many hand-crafted features is one option to
describe details, designing each feature requires both of prior knowledge and inten-
sive labour [1].

Instead of hand-crafted features, we investigate feature learning which analyses a
large amount of sequences to extract useful features [1]. As a testbed study, we adopt a
simple approach, called codebook approach, which has been originally developed in
the fields of object detection/recognition and image/video classification [9, 22]. The
main idea is to firstly collect a large number of small image regions and group them
into clusters of visually similar regions. Each cluster centre is called codeword (or
visual word) and indicates a statistically distinctive small image region (a codebook
is a set of such codewords). Then, an image is represented with a feature showing the
distribution of codewords. Here, one important point is to use hundreds/thousands
of codewords and represent the image as their combination, so that the feature can
preserve the detailed information of the image. We apply the codebook approach to
sequence classification by regarding small image regions as subsequences collected
by sliding a window over sequences. In other words, a codebook consists of abundant
codewords representing characteristic subsequences, and the details of a sequence are
encoded by a feature signifying their distribution. Based on such features, a classifier
is constructed to discriminate among sequences of different emotion classes.

2 Codebook-Based Emotion Recognition

Figure 2 shows an overview of our codebook-based emotion recognition method,
consisting of the following three steps: Fig. 2a illustrates the first codebook con-
struction step to group subsequences collected from sequences into clusters of sim-
ilar subsequences. The centre of each cluster is regarded as a codeword. Figure 2b
sketches the second codeword assignment step where the feature of a sequence is
extracted by assigning each subsequence to the most similar codeword. In other
words, this feature is a histogram representing the frequency of each codeword. The
last classifier training/test step is based on the fact that sequences represented by
such features can be considered as points in the multi-dimensional space, as seen
from Fig. 2c. A classifier depicted by the dashed line is trained so as to distinguish
training sequences annotated with a certain emotion class from the others. Finally,
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Codewords
(cluster centres) (Clusters of subsequences)

Histogram-type feature

(Multi-dimensioal space)

Sequences for
"anger"

Sequences for
the other emotions

(a)

(b)

(c)

Fig. 2 An overview of our codebook-based emotion recognition method. a Codebook construction,
b codeword assignment, c classifier training/test

the classifier determines the emotion class of a test sequence based on its location in
the multi-dimensional space.

Codebook construction Let us assume a window with the size w. From each
sequence, we collect subsequences by locating this window at every l time points.
Then, k-means clustering [6] is conducted to find N clusters consisting of similar
subsequences. The clustering repeats updating the centre of each cluster by taking
the mean of subsequences belonging to this cluster, and assigning each subsequence
to the cluster with the most similar centre. This repetition continues until cluster cen-
tres converge. The following two points deserve attention: First, each subsequence
represents values at w time points, so it can be considered as a w-dimensional vector.
Based on this, the similarity between two subsequences is measured as their Euclid-
ian distance. Second, to achieve clustering focusing on shapes of subsequences, each
subsequence is translated (normalised) so that the value at the first time point is zero.
As a result of the clustering, we obtain a codebook consisting of N codewords each
of which is the centre of a cluster. The right side of Fig. 2a presents an excerpt
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of the codebook with N = 64 codewords, which are obtained by clustering 4800
subsequences collected in the setting w = 128 and l = 64.

Codeword assignment Given a sequence, we extract a histogram-type feature rep-
resenting the distribution of N codewords. First, subsequences are collected from the
sequence in the same way to codebook construction. Then, for each subsequence,
the most similar codeword is found and its frequency is incremented. Finally, the
probabilistic feature representation is obtained by normalising the frequency of each
codeword so that the sum of frequencies is one.

The above approach deterministically assigns a subsequence only to a single
codeword. This hard assignment lacks the flexibility to deal with the uncertainty
in codeword assignment. For example, in Fig. 2b, the first subsequence is the most
similar to the second codeword from the left, but it is also similar to the rightmost
codeword. Hence, it is not reasonable to only increment the frequency of the former
codeword. To handle the uncertainty, we adopt the soft assignment approach that
implements smooth assignment of a subsequence to multiple codewords based on
kernel density estimation [23]. Let xs and cn be the sth subsequence (1 ≤ s ≤ S)
and the nth codeword (1 ≤ n ≤ N ), respectively. The smoothed frequency F(cn) is
computed as follows:

F(cn) = 1

S

S∑

s=1

Kσ (D(xs, cn))∑N
n′=1 Kσ (D(xs, cn′))

, (1)

where

Kσ (D(xs, cn)) = 1√
2πσ

exp

(
−D(xs, cn)2

2σ 2

)
. (2)

Here, D(xs, cn) is the Euclidian distance between xs and cn , and Kσ (D(xs, cn)) is its
Gaussian kernel value where σ is the parameter to control the smoothness. A large σ

causes a strong smoothness so that smoothed frequencies of all codewords become
similar. Note that when xs is similar to cn (i.e., D(xs, cn) is small), Kσ (D(xs, cn)) is
large, so xs offers a large contribution to F(cn) (this contribution is normalised by the
sum of kernel values to all the codewords, as shown in the denominator of Eq. (1)).
This way, soft assignment yields a feature representing the smoothed distribution of
codewords based on their similarities to subseuqneces.

Classifier training/test Let us consider training a binary classifier that distinguishes
training sequences labelled with a target emotion class from the others. We call the
former and latter positive sequences and negative sequences, respectively. To gain
the high discrimination power of the classifier, we need to consider a variety of char-
acteristic subsequences using hundreds of codewords (i.e., N is large). This means
that each sequence is represented with a high-dimensional feature. Hence, a Support
Vector Machine (SVM) is used because of its effectiveness for high-dimensional
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data [24]. Assuming each sequence is a point in the N -dimensional space, the SVM
constructs a classification boundary based on the margin maximization principle so
that the boundary is placed in the middle between positive and negative sequences.
This makes the generalisation error of the SVM independent of the number of dimen-
sions, if this number is sufficiently large [24]. In addition, the combination of a code-
book approach and SVM has been justified in the field of multimedia processing
where images/videos are represented with high-dimensional features [9, 22].

Given a test sequence, the SVM checks its location with respect to the classification
boundary, and outputs the degree of how likely it belongs to the target emotion
class [2]. Finally, in the case where a test sequence needs to be classified into one
of E motion classes, we build E SVMs each built as a binary classifier based on the
above-mentioned approach. Then, we assign the test sequence to the emotion class
for which the output of the corresponding SVM is the highest.

3 Experimental Results

We use the dataset introduced in [15]. It includes the following four types of physio-
logical sequences, Blood Volume Pressure (BVP), Galvanic Skin Response (GSR),
RESpiration (RES) and ElectroMyoGram (EMG). A BVP value represents an amount
of blood measured by the light reflected from the skin (photoplethysmograph), a GSR
value indicates a level of sweat gland activity that causes changes in the skin conduc-
tance, a RES value describes a chest cavity expansion generated by the inhalation and
exhalation, and an EMG value expresses the activity of a muscle based on its surface
voltages (see [7, 15] for more detail). These four types of sequences are collected for
eight emotions of one person for 20 days. Those emotions are no-emotion, anger,
hate, grief, p(latonic)-love, r(omantic)-love, joy and reverence. For one day, BVP,
GSR, RES and EMG sequences are synchronised with each other and have values
at 2001 time points sampled at 20 Hz. Figure 3 presents the BVP, GSR, RES and
EMG sequences when the person felt anger at the first day. That is, for each type
(i.e., BVP, GSR, RES or EMG), we have 160 sequences (20 days × 8 emotions).
Here, to reduce the bias of values depending on days, sequences for one day are
normalised so as to have the mean zero and the variance one. However, even these
normalised sequences have complex waveforms as shown in Fig. 3, so it is difficult
to design hand-crafted features that can capture detailed characteristics. This implies
the necessity of feature learning like our codebook approach to extract useful features
for accurate classification of complex waveforms.

Using subsequences collected from 160 sequences for each type, a codebook
is constructed. Since k-means clustering depends on initial cluster centres that are
randomly determined, we conduct it 10 times and select the best result that yields
the minimum sum of Eucludian distances between subsequences and their assigned
cluster centres. Afterwards, we evaluate the performance of emotion recognition in
the same way as [15]. Specifically, leave-one-out cross validation is conducted where
159 sequences are used for training and the remaining one is used for test. This is
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Fig. 3 Four types of physiological sequences for anger at the first day. Note that these sequences
are normalised so as to have the mean zero and the variance one. In addition, to emphasise value
changes, each type of sequence is plotted using the vertical axis with a different range

iterated until all the sequences are tested. Finally, the performance is measured as
the accuracy (percentage) of how many sequences are correctly classified.

Parameter tuning First of all, we tune three main parameters in our codebook-based
method, that is, the window size w and the sliding size l for subsequence collection,
and the number of codewords N . Figure 4 shows results obtained by different config-
urations of w, l and N for each type of physiological signals. Here, the feature of each
sequence is extracted with the hard assignment approach. The bar graph in Fig. 4a
presents the distribution of accuracies on RES by setting w ∈ {8, 16, 32, 64, 128}
and N ∈ {64, 128, 256, 512} where s is always defined as the half of w. Since it is
difficult to grasp an overall trend from this distribution, we summarise it into a box
plot as shown in Fig. 4b. It presents the maximum, upper quartile, median, lower
quartile and minimum of accuracies. For each type of physiological signal, the left
box plot summarises the distribution of accuracies using l defined as the half of
w, while the right one outlines accuracies by consistently setting l to 8. As can be
seen from median and maximum accuracies in Fig. 4b, l = 8 generally yields more
accurate results than l = w/2. Moreover, we find that the best accuracy for each
type is accomplished by w = 64 or w = 128. Thus, it can be said that, compared
to l = w/2, more accurate results are achieved by densely collecting subsequences
with l = 8. Regarding N , we observe that N = 512 stably lead to high accuracies,
as exemplified in Fig. 4a. Note that, compared to w and N in Fig. 4, our prelimi-
nary experiment showed that larger w (∈ {256, 512, 1024}) and N (1024) cause the
performance degradation.

Overall, Fig. 4b indicates that RES is the most discriminative signal for emotion
recognition, and its performance is significantly higher than the others. But, in what
follows, we will show that the performance of RES is significantly improved by
combining it with the other physiological signals. Finally, to avoid under-/over-
estimating emotion recognition accuracies, we will continue to use the box plot
representation.



34 K. Shirahama and M. Grzegorzek

0

0.1

0.2

0.3

0.4

64
128

256
512

8 16 32 64 128

Window size # of c
odew

ordsA
cc
ur

ac
y

0

0.1

0.2

0.3

0.4
Accuracy

BVP

GSR

RES

EMG

(a) (b)

Fig. 4 Accuracies of our method depending on different parameter settings. a Example distribution
of accuracies on RES (l = w/2), b box plots of distributions of accuracies

Before moving to the next experiment, we examine what kind of codewords are
extracted by our method. For each type, Fig. 5 visualises 20 codewords extracted by
the parameters tuned above (i.e., w = 128, l = 8 and N = 512). Small rectangular
regions display codewords (subsequences) representing values at 128 time points.
These codewords are centres of N = 512 clusters which are found on 39840 sub-
sequences collected by w = 128 and l = 8. The number under a small rectangular
region indicates the ID of the corresponding codeword. For example, the top-left
small rectangular region in BVP presents the 461th codeword. As can be seen from
Fig. 5, our method could successfully extract codewords as subsequences exhibiting
various characteristic changes of values. A feature based on these codewords can
preserve the detailed information of a sequence, while it is difficult or impossible
to manually design such codewords. In addition, one can further investigate code-
words to discover knowledge about relations between emotions and physiological
signals. For example, codewords specific to certain emotions can be found by check-
ing the entropy of each codeword over emotions. In Fig. 5, the 461th codeword for
BVP appears 26 times over the whole set of sequences, but 25 appearances occur
in sequences for no-emotion (entropy = 0.235). Moreover, 27 of 31 appearances of
the 74th codeword for RES occur in sequences for grief (entropy = 0.659). This
way, our method offers an easy-to-use application for physiological signal analysis,
where the parameters that a user has to tune are only w, l and N .

Effectiveness of soft assignment As shown in Fig. 5, several codewords are very
similar to each other, so it is rigid to use the hard assignment approach that assigns a
subsequence only to the most similar codeword. Now, we examine the effectiveness
of the soft assignment approach that assigns a subsequence to multiple codewords
based on their similarities. Figure 6 presents box plots showing accuracies obtained
by different σ s. For each type, the leftmost box plot indicates accuracies based on hard
assignment (i.e., the right box plot in Fig. 4). By checking median accuracies in Fig. 6,
it can be seen that soft assignment yields more accurate emotion recognition than
hard assignment, although accuracies depend on σ . Based on Fig. 6, the following
experiments are conducted using σ = 1, 0.25, 1 and 0.25 for BVP, GSR, RES and
EMG, respectively.
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Fusion of different sensor data For accurate emotion recognition, we integrate four
types of sequences using the early fusion approach [20]. For each of 160 emotion
instances (20 days × 8 emotions), we have four features on BVP, GSR, RES and
EMG sequences. The early fusion approach simply concatenates these features to
create a single feature. That is, each feature has N dimensions, so the concatenation
generates a 4N -dimensional feature. Then, SVMs are trained and tested by repre-
senting each emotion instance with such a concatenated feature. Figure 7 shows the
comparison between accuracies based on single features (i.e., box plots in Fig. 6 for
the selected σ s) and accuracies based on the early fusion approach. Note that it is
possible to choose the best parameters for each feature and fuse such features. But,
choosing the best parameters is labour-intensive and time-consuming. Hence, for
the sake of simplicity and generality, we apply the early fusion approach to features
all of which are extracted using the same parameters w, l and N (only σ for soft
assignment is different for each feature). This enables us to draw the box plot of the
early fusion approach using the aforementioned combinations of w and N (l = 8).
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Table 1 Comparison between our codebook-based method and other methods

Codebook-based Picard et al. [17] Raw early fusion

Accuracy 54.3 % (55.6 %) 37.5 % (40.0–46.3 %) 38.5 %

As seen from Fig. 7, the early fusion approach significantly improves the emotion
recognition performance. In particular, the setting of w = 128 and N = 512 leads
to the maximum recognition accuracy 54.3 %.

Comparison to other methods Finally, using Table 1, we compare the performance
of our codebook-based method to those of other methods. First, the performance
of our method is represented with the maximum accuracy obtained by the early
fusion approach. The accuracy in the parentheses is acquired by fusing five features,
including four features described before, and one feature based on the codebook
extracted by performing k-means clustering on amplitude spectra of subsequences in
RES sequences. Each amplitude spectrum is obtained by applying FFT (Fast Fourier
Transform) to a subsequence. In other words, the feature represents the distribution of
characteristic amplitude spectra in a RES sequence. Note that both of the accuracies
are obtained with the same parameter setting of w = 128, l = 8 and N = 512. Thus,
these accuracies are not obtained by accident, but achieved using the most effective
parameter setting.

The third column shows the accuracy based on 24 features proposed in [15].
Specifically, for each of BVP, GSR, RES and EMG sequences, six features represent-
ing the statistical information like mean, standard deviation and mean of first-order
derivatives, are extracted. Then, the early fusion approach is used to fuse six features
for four different types into a 24-dimensional vector. Note that our main objective is
to examine the usefulness of features extracted by the codebook approach. Thus, the
accuracy outside the parentheses is obtained using the same classifier as ours (i.e.,
SVM). On the other hand, the accuracies inside the parentheses are reported in [15]
using a different classifier. The last column presents the accuracy where BVP, GSR,
RES and EMG sequences containing values at 2001 time points are considered as
2001-dimensional vectors. Then, the early fusion approach is used to concatenate
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these vectors into a 8004-dimensional vector. Similar to the third column, the same
classifier as ours is used except features of sequences. Although one may think that
the above approach which considers a raw sequence as a high-dimensional vector is
very simple (very low-level), it is reported to work surprisingly well [4]. As shown
in Table 1, our codebook-based method significantly outperforms the comparison
methods. This validates the effectiveness of the codebook approach for extracting
useful features for accurate emotion recognition.

4 Conclusion and Future Work

In this paper, we introduced an emotion recognition method based on the codebook
approach. It firstly collects subsequences by sliding a window over sequences, and
group them into clusters. Each cluster centre representing a characteristic subse-
quence is regarded as a codeword. Then, by assigning subsequences in a sequence
to codewords, we extract a feature representing the distribution of codewords. In
particular, to deal with the uncertainty in codeword assignment, the soft assign-
ment approach based on kernel density estimation is adopted to obtain a feature
representing a smoothed distribution of codewords. Using such features, an SVM is
constructed to distinguish sequences labelled with a certain emotion class from the
others. Experimental results show not only the effectiveness of features extracted by
the codebook approach but also the usefulness of the soft assignment and feature
fusion approaches.

Regarding our future work, a histogram-type feature used in this paper is restric-
tive in the sense that it only represents the distribution of pre-defined codewords,
and the variation of codewords is not represented. Thus, we will investigate more
sophisticated feature representations [18]. For example, we will consider the GMM
(Gaussian Mixture Model) super-vector representation where codewords suitable for
each sequence is estimated using Maximum A Posteriori (MAP) adaptation [19]. In
addition, a variation of codewords is represented with the variance of each mixture
component. Also, we will test the Fisher kernel approach which does not directly
represent the distribution of codewords, but represents its first and second order dif-
ferences to the reference distribution [3]. This is useful not only for considering the
variation of codewords, but also for creating a very high-dimensional representation,
so that a simple and fast classifier (typically linear SVM) is enough for accurate
recognition.
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Human Activity Recognition Using
Smartphone Sensors

Marcin D. Bugdol, Andrzej W. Mitas, Marcin Grzegorzek,
Robert Meyer and Christoph Wilhelm

Abstract In the paper a human activity recognition system has been presented
based on the data gathered with the smartphone sensors. The acceleration, magnetic
field and sound have been registered and four different activities of daily living has
been recognized i.e. riding a bike, driving in a car, walking and sitting. Two version
of Support Vector Machine (SVM) classifier have been employed and the obtained
results are promising.

Keywords Human activity recognition · Smartphones · Support vector machine

The Human Activity Recognition (HAR) systems aim to automatically determine
what people do on the basis of signals recorded from different sensors. These systems
can be divided into two main types: external and wearable [11].

In the first approach the sensors are placed in a fixed position so the people
have to interact with the system and they are confined to a certain area. The most
popular are video cameras [20]. Typically they can register a 2D images but it can
also record a 3D sequences when two or more devices are employed [1, 17]. In
order to track the human activity also the depths sensors (especially Time-of-Flight
cameras) are introduced. The solutions are based on tracking both the whole body
[7, 14] aswell as only it certain parts, in particular joints [19]. Although this approach
allows obtaining a full information about the human activity and his/her environment.
The image processing methods are very time consuming and not resource-efficient.
Moreover, many people are not willing to be monitored permanently, except for the
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situation where one’s life or health might depend on it i.e. telecare of elderly or
disabled people [12].

The wearable sensors do not have the mentioned limitation and are more popular
in HAR application [11]. It is possible to register many more parameters using them.
For example in [15] the temperature has been measured and in [8] the HRV activity
has been monitored. A complex system for monitoring motion, location and others
signals has been presented in [3, 12, 13]. However, such systems usually require
specifically designed devices that have to be attached to the human body [5, 20] and
may cause discomfort in daily life. Moreover, the registered data not being processed
by the sensors is transferred to external devices like a laptop or PDA [11].

The smartphones become increasingly popular in the world, and their standard
feature enables recording information that can be used for activity recognition and
it is an emerging field of scientific studies [2, 4, 6, 9, 10, 18].

The aim of this paper is to distinguish between different types of user movement
using cell phone sensors namely accelerometer, coordinate systems and the micro-
phone. The rest of the paper is organized as follows: Sect. 1 presents the recorded
data and features extraction. In Sect. 2 the experimental results of activity recognition
are described and Sect. 3 will give a summary of the paper.

1 Materials and Methods

It has been decided to incorporate four different classes that will be discriminated i.e.:
ByBike—riding a bike; InCar—driving in a car; OnFoot—walking; TvWatching—
being (figuratively) tied to an armchair.

1.1 Acquisition Setup Set

The data has been gathered using two different mobile phones Samsung Galaxy S
Plus and HTC Hero both with Android operating system. The Samsung Galaxy S
Plus runs Android 2.3.6, whereas the HTC Hero runs Android 2.1. Accordingly, the
API to agree on was version 7. In addition, none of the phones provide a gyroscope.
Thus, the sensors like theLinearAccelerometerwhich already adjusts an acceleration
measurement by subtracting the force of gravity or precise orientation measurements
could not be considered.

The information about acceleration, the magnetic field and sound frequency has
been recorded. Acceleration has been measured with the standard accelerometer and
returns a three dimensional vector of forces applied along three orthogonal directions.
The force is measured in m/s2. The magnetic field has been recorded according to
the smartphone’s coordinate system and measured in μT. Note that the magnetic
field measures can be used in combination with the accelerometer to (very) coarsely
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determine the phone’s orientation. The sound has been recorded by the phone’s
microphone and the frequency was estimated by the zero-crossing method.

The smartphones have been carried in the pocket by two person. 1004 samples
of 30 s each have been recorded that contain 133 instances of the class ByBike,
425 instances of the class InCar, 209 instances of OnFoot, and 237 instances of
TvWatching.

1.2 Features Extraction

The raw data is not suitable for classification purpose because it cannot be guaranteed
that every instance encompasses sensor recordings performed in equal time intervals.
In fact, most often not even the same amount of measurements have been made for
each data instance. To overcome this problem a simple scheme of feature extraction
is applied. The measurement period of 30s was discretized into intervals of 250ms.
This leads to a regular grid partitioning of the multidimensional time series data
space. Next, it is checked along each dimension whose measurement within the raw
data is the closest to a boundary of such an interval and selected as a feature vector
entry (Fig. 1).

As a consequence, dividing 30s into intervals of 250ms results in 120 feature
values for each dimension of each sensor. Thus, a full feature vector exhibits 840
dimensions. The interval size of 250ms is a compromise between the dimensionality
(still less than1000) and a frequent considerationof sensormeasurements, that is 4 per
second. The features were normalized and then reduced using Principal Component
Analysis (PCA) method.

Fig. 1 Grid partitioning of feature space of one dimension with unevenly distributedmeasurements
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Fig. 2 The first 3 features obtained employing PCA

Figure2 shows a 3D plot of rescaled and reduced data. It shows that linear separa-
tion of classes with such a low dimensionality is impossible. Hence, by considering
a higher feature space dimension a SVMs classifier might be able to perform a suc-
cessful human activity recognition.

The classification has been performed using two types of Support VectorMachine
[16]. The linear approach has been followed by the non-linear SVMwith radial base
function (RBF) kernel. To quantify the performance of this classifier a 10-fold cross
validation was used.

In the first attempt the linear SVM has been applied. The optimal number of PCA
dimensions n and the value of the SVMcost parameterC have been calculated. A full
factorial design and all pairwise combinations of values given belowhave been tested.
The parameter n varies as n ∈ {22, 23, 24, 25, . . . , 29} and the full non PCAprocessed
number of dimensions equals 840.Moreover,C is varied asC ∈ {211, 29, 27, . . . , 25}.
Using exponentially growing parameter values ensures that a relatively wide area of
the parameter space has been sampled.

To achieve better results the parameter space has been explored further with
a focus on values around C = 8 and n = 8. For the second run the n varies as
n ∈ {5, 6, 7, . . . , 15} and C as C ∈ {22, 22.25, 22.5, . . . , 26}.

In order to improve the classification performance the RBF kernel for non-linear
classification has been applied. The parameter C has been set to 23.25 and n to 8.
The parameter γ, which determines the width of the radial basis function, is varied
as γ ∈ {2−11, 2−10.75, 2−10.5, . . . , 22.5}.
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2 Results

The correlation between the obtained principal components and the input features
has been analysed. The results indicates a very low contribution of parameters related
to the acceleration along axis z and the magnetic field along the same axis to the
new feature vector. The others input features are highly correlated and with the new
feature vector.

In Table1 the best three results for the linear SVM are presented. The best con-
figuration uses a cost parameter of C = 8 and n = 8 dimensions. In this case more
than 97% of the test patterns were classified correctly.

The best results for the second trial of the SVM are presented in Table2. The
second run does not offer pertinent results and indicate that the linear SVM may not
be employed in further application. Moreover, both runs showed that the choice of
C has a weak impact on the performance whereas the number of dimensions is a
crucial parameter. So the optimal number of dimensions appears to be 8.

The best results for the non-linear SVM are given in Table3. More than 99.5% of
the test data has been correctly classified on average and nomistakeswhatsoever have
been made on the training sets. In fact, the best non-linear SVM (C = 23.25, n = 8,
γ = 2−2.25) significantly outperforms its linear counterpart in terms of average test
error. This has been verified with a non-parametric, non-directional Wilcoxon Rank
Sum test [N = 100, p < 0.001].

Nonetheless, the non-linear SVMs need many more support vectors to specify the
classification manifold/hyperplane than the linear ones.

Table 1 The three best configurations in terms of average test error are shown

C 8 32 2

n 8 8 8

Support vectors 90.37 (±4.76) 89.01 (±4.90) 95.33 (±4.72)

Training error (%) 2.00 (±0.21) 1.93 (±0.21) 2.06 (±0.20)

Test error (%) 2.47 (±1.60) 2.50 (±1.60) 2.55 (±1.67)

The standard deviations are given in brackets

Table 2 The three best configurations in terms of average test error are shown

C 23.25 26 23.75

n 8 8 8

Support vectors 89.90 (±4.93) 88.32 (±4.87) 89.45 (±4.94)

Training error (%) 1.96 (±0.22) 1.93 (±0.22) 2.95 (±0.22)

Test error (%) 2.49 (±1.44) 2.50 (±1.42) 2.50 (±1.42)

The standard deviations are given in brackets
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Table 3 The three best configurations in terms of average test error are shown (C = 23.25, n = 8,
for all configurations)

γ 2−2.25 2−2 2−2.5

Support vectors 191.87 (±4.05) 209.04 (±4.23) 178.41 (±3.80)

Training error (%) 0 (±0) 0 (±0) 0 (±0)

Test error (%) 0.29 (±0.59) 0.31 (±0.56) 0.39 (±0.62)

The standard deviations are given in brackets

3 Summary and Future Works

A classification system of 4 different types of movement based on sensor recordings
from smartphones was presented. A rather simple discretization method to extract
very large feature vectors from the raw data as well as an approach to reduce the
feature vector dimensionality via principle components analysis was described. The
SVM yields a very good classification rate which indicates that the system might be
successfully applied to more realistic scenarios.

Future work might encompass collecting and recording a much larger and much
more representative samples of different movements. Other and more similar types
of movement could be tackled as well. Furthermore, within this work only the offline
classification of previously collected data was considered. Thus, incorporating on the
fly classification potentially via a client-server architecture or even directly on the
smartphone could also be investigated in the future.
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Assistive Integrated Personal
Trainer System
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Bartosz Zgrzeba, Zygmunt Kubiak and Ewa Łukasik

Abstract Thepaper presents anAssistive IntegratedPersonalTrainer Systemcalled
MKUFUNZI—a low cost solution to self and remote monitoring physical activities
of users. It consists of (1) a sensory wearable monitoring device equipped with a
pulse meter, an accelerometer and a gyroscope to acquire personal data for further
processing, (2) a mobile application for collecting, analyzing and sending data to
the external Web server and (3) a Web application for a supervisor. MKUFUNZI
also provides a mini-medical patient card with recorded health parameters. It can
help patients to plan times of medicines intake. TheWeb application provides access
to user data that can be observed by the professional trainer controlling several
trainees. The system is presented in the context of intelligent personal informatics
model enabling, in the future, to supervise training sessions with reduced human
trainer contribution.

Keywords Assistive technology · Personal informatics · Personal trainer ·Mobile
technology · Internet of things · Embedded systems · Elderly people

1 Introduction

The development of mobile technology, common use of mobile devices and growing
popularity of wearable devices caused the expansion of so called personal infor-
matics systems that have been defined as those that help people collect personally
relevant information for the purpose of self-reflection and gaining self-knowledge
[8]. Personal informatics systems provide people means of investigating informa-
tion about themselves and their everyday activities and has been mainly explored in
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the context of physical activity, which is a good area for revealing factors affecting
human behavior [5, 7]. There are many popular easily accessible mobile applications
that support tracking physical activities of users. While the aspect of data collection
is easier through mobile technologies, more advanced forms of assistance are not
presently available and should be developed within the next generation personal
informatics systems [5]. The same concerns systems supporting tracking physical
activities of both young people and people with special needs, e.g. elderly, impaired,
rehabilitated or hospitalized, to point out only a few.

The paper presents an initial solution to be used in the Assistive Home Lab for
elderly or impaired people to be built in the Institute of Computing Science, Poznan
University of Technology. The goal is to provide a testbed for numerous intelligent
assistive devices and assistive services before introducing them into the real-life
scenarios in homes of potential users (patients). The list of possible sensory devices
to communicate in the Assistive Home Lab is long, from intelligent entryphone,
through localization, activity, security, and nonstandard communication devices to
integrated personal trainer system that will be presented in this paper. All of them
may be linked together according to the Internet-of-Things paradigm.

The paper is structured as follows: Sect. 2 discusses hardware and software sup-
porting physical activities available on the market and presents related works in
the domain of modeling personal informatics systems. Section3 presents details of
the Assistive Integrated Personal Trainer, Sect. 4 discusses potential areas of MKU-
FUNZI application and Sect. 5 concludes the paper.

2 Related Work

One of the most important factors to mitigate the effects of age and enabling success-
ful aging is regular physical activity. There is no age restrictions for the practice of
physical training. Regular physical training is recommended for seniors at any age,
even among people over 80, as well as for people with various kinds of disability and
impairment. It is observed that a growing number of people over 50 starts exercising.
Therefore a tracker of physical activities and related health parameters being used by
young working generation addicted to technology and spending time actively may
be also used by a group of people with special needs, including elderly people and
seniors [6]. The system described in this paper is presented within two perspectives:
popular mobile hardware and software available on the market for tracking physical
activities and a model of personal informatics system with consideration for inte-
grating intelligent computing in the design of future personal trainer system [11].
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2.1 Mobile Hardware and Software for Tracking Physical
Activities

Hardware A common trend within a growing group of young people addicted to
technology, working in companies with a young staff and flexible working time [6]
is to spend time actively. Therefore, they look for ready-to use hardware solutions
and program applications to monitor their fitness achievements and share them with
friends. The market responds to such demands—manufacturers of mobile devices
offer various wearable activity trackers monitoring and recording fitness activities.
Themost popular are SmartWatches (devices combining the functionality of a digital
watch and a smartphone) [3] or Smart Bands (devices poorer than Smart Watches,
created mainly for collecting behavioral data and displaying basic information from
a smartphone). There is a multitude of mobile applications instructing how to train
appropriate parts of body and supporting running activity logs. Also, the number of
medical monitoring applications grows.

Smart Bands, like, e.g., Samsung Galaxy Gear Fit, LG Lifeband Touch or Sony
Smart Band Talk, have got a small touch-screen display (from 0.9 to 1.8 inch), Blue-
tooth connectivity, pulse sensors, gyroscope, accelerometer and are water resistant.
These solutions are geared primarily for physical activity monitoring. They provide
training modes, enabling more accurate analysis of exercises and have a function of
displaying textmessages or rejecting incoming phone calls. SmartWatches constitute
more sophisticated equipment as compared to Smart Bands described above. They
usually have ca 2 inch touch display, a built-in processors (2 or 4 core) similar to
those used in smartphones, a memory and Bluetooth or WiFi modems. It is possible
to fully control these sensors via a mobile phone and make use of a part of the func-
tionality of the phone itself. Huawei SmartWatch, Motorola 360 (2nd generation)
and Samsung Gear S (R750) have sensors similar to those applied in Smart Bands
(pulse sensor, gyroscope and accelerometer). Unfortunately, the greater the number
of functions offered by Smart Watches, the higher are their prices. Table1 compares
functionality and approximate prices of selected devices available on market and a
system MKUFUNZI proposed in this paper.

Software There is a multitude of mobile applications in the field of assisting healthy
life and physical activity that motivate and coach users in tracking their progress.
One of the most popular applications is Endomondo—application that tracks runs,
bicycle rides, and other outdoor activities with good accuracy and a simple interface
[4]. Data collected can be shared on the Facebook. Another very popular application
is a 7minWorkout [1], reminding andmotivating users to perform7min longphysical
exercises daily.

Much more powerful solution is offered by Samsung within the S-Health appli-
cation [12]. This application is designed to work with both a smartphone as a sensor
and a dedicated device, Samsung Gear Fit. It also provides a medical file that allows
for the collection of data on heart rate, blood pressure or blood glucose level. Table2
compares characteristics of selected software for mobile devices available on market
and a system MKUFUNZI proposed in this paper.
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Table 1 Comparison of personal activities measuring devices

Characteristics Smart band Smart watch MKUFUNZI

Purpose Sport and personal
activity monitoring,
basic smartphone
remote-control

Almost full
smartphone
functionality (can
work as separate
device under Android
Wear OS or as a
smartphone
remote-control

Sport and personal
activity monitoring

Separate from
smartphone?

No Yes No

Medical and activity
sensors

Yes Yes Yes

Connectivity Bluetooth Bluetooth, WiFi Bluetooth

Display Touch, 0.9′′–1.8′′ Touch, app. 2.0′′ No (planned for
future)

Others Displaying text
messages or e-mails,
rejecting calls

Almost full
smartphone
functionality

No (in future
displaying trainer
messages)

Price ca 100 EUR ca 300–320 EUR prototype: ca 40 EUR
serial production: ca
20 EUR

Missing Aspects There are many other, more or less successful solutions on the
market. However most of them are oriented either to support physical exercises or
to conduct medical file (e.g. MS HealthVault or Apple Health [2]), but not both.

On the other hand, in the range of devices available, prices are relatively high in
relation to the cost of electronic components. Their manufacturers are not open for
the cooperation with non-smartphone companies and applications from independent
authors can be hardly used. Thus, the authors of this paper decided to design a generic
system, playing the role of an assistive personal trainer, that may be connected to a
variety of dedicatedmobile devices. This system supports personal physical exercises
of a user that are supervised by a remote trainer and that are stored in medical records
of the user, who has access to both mobile and Web applications. This assistive
personal trainer may be a testbed for training data analysis towards future intelligent
system.

2.2 Inteligent Personal Informatics Model Perspective

Data collection andvisualization are themost popularmeans of personal data process-
ing including physical activities. As it was stated in Sect. 1, intelligent systems are
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considered desirable if they can provide personalized advice to the user. Several mod-
els for understanding how people use personal informatics tools have been proposed
in the literature with case studies on physical activities given as examples. These
models may serve as guidelines for providing feasible solutions in future systems. Li
et al. [8] have proposed a five-stage action model consisting of iterative transitions
between preparation, collection, integration, reflection, and action. The model also
identifies the barriers towards a given action. Those barriers are important from the
point of view of a planned goal of user’s behavior change.

Epstain model includes an additional stage of decision making towards tracking
the activities and selecting tools, as an ongoing process of collection, integration,
reflection, and lapsing of tracking that may later be resumed [5].

Ohlin and Olsson [11] have recently identified twelve key factors for integrating
intelligent computing in the design of future personal informatics systems related to:

• human understanding and motivation,
• outcome focused cooperation,
• process focused cooperation,
• assistance focused cooperation.

Thus, a cycle of human-computer interaction and transitions facilitating cooper-
ative actions have to be taken into account: human driven cooperation, revised com-
puter system behavior, computing-driven cooperation and revised human behavior.
Based on these transitions, 12 considerations have been proposed for designing per-
sonal informatics systems. Their full list can be found in [11]. We point out here
only the most important for future development of our system. Since the personal
informatics system is a cooperation system between human and computer also in
terms of human engagement and motivation, attention has to be focused not only on
models of the domain (e.g. specific type of physical exercise or biometric factors),
but also on:

• models of how people use the personal informatics system itself,
• exploration of forms of real-time system-provided feedback to decrease the need
for sophisticated post hoc data analysis by the user,

• ways of exploring real-time feedback in past performance, projections, and/or
goals,

• exploring ways of including users in processes of automatic data collection,
• considering ways of letting users give feedback on interjections from the personal
informatics system.

The above user-centric modelling issues are equally important as those related to the
choice of wearable sensors, appropriate signal processing methods, activity classifi-
cation or richer understanding of the tracked activities.
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3 MKUFUNZI—Assistive Integrated Personal
Trainer System

3.1 General Description

Mkufunzi in Suahili means a trainer. The proposed Integrated Personal Trainer called
MKUFUNZI is a system supporting people in their physical training and collecting
medical parameters records. It consists of (Fig. 1):

• sensory wearable monitoring device equipped with pulse meter, accelerometer
and gyroscope to collect data for further processing; it communicates with the
mobile device via the Bluetooth,

• mobile application for Android devices, connecting with training device and
collecting, analyzing and sending data to the external Web server. It can also
provide some kind of mini-medical patient card with recorded blood pressure,
weight or pulse database and can help patients to plan times to medicines intake,

• Web application that provides access to user data, such as training history ormini-
medical patient card. Web application provides also a supervisor (trainer/doctor)
mode, which lets viewing and analyzing data of numerous trainees. It could be
useful for doctors to monitor patient blood pressure, for nurses to check if patients
walk enough at home and how high is their pulse.

Mobile andWeb applications may be used without a mobile device and serve as a
medical mini-file collecting daily pressure or pulse measurements, body mass index
(BMI) or drugs organizer for planning and controlling drugs intake (only in a Web
application).

But the most important and unique feature of the presented system is the intro-
duction of a new actor to the system a trainer, who is a privileged user of the Web
application. This innovation consists in the fact that the trainer can observe current
training activities of her trainee. In addition, she has the insight into the records of
the trainee. All this was introduced in order to better plan and adapt training program

Fig. 1 Elements of the assistive integrated trainer system MKUFUNZI



56 J. Furmaniak et al.

to the needs of the user and to monitor health and dangerous changes in vital para-
meters, such as high blood pressure or high heart rate, excessive blood glucose level,
etc.

3.2 Sensory Wearable Monitoring Device

Wearable computer is any body-worn computer that is designed to provide useful ser-
vices while the user is performing other tasks [13]. The wearable monitoring device
has a task of collecting health and sports parameters from the sensors and sending
them to the application installed on the mobile device (a smartphone). Currently the
prototype device is equipped with accelerometer/gyroscope MPU-6050, and pulse
sensor Seedstudio MED03212P. Data communication is provided by Bluetooth HC-
05 and all functions are controlled by amicrocontroller ATmega 328p. The prototype
is characterized by a fairly large size (115 × 65 × 37mm) and a relatively simple
structure (Fig. 2b). The etching of printed circuit board was done using Do It Your-
self (DYI) thermotransfer method. Power supply is provided by four AAA batteries.
This simple construction resulted a very low price of the device. The whole device
is placed in a casing and is to be fastened on the wrist of the user (Fig. 2a).

In further stages of the project the miniaturization of the device is planned by
the professional PCB production methods, and the change of 5V power supply to a
small battery with a capacity of min. 1200mAh. The introduction of the device for
mass production and to obtain agreements with component suppliers and companies
producing PCB layouts could result in a reduction in price of the device in its current
form to a level of approximately 50 PLN (ca 12 EUR). It is also planned to equip the
device with a small display for receiving short messages and commands from the
trainer.

(a) (b)

Fig. 2 Wearable monitoring device. a Photo. b Schema
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Fig. 3 Trainer view in mobile application. a Bloodpressure. b Monitoring

3.3 Mobile Application

The wearable device should communicate with the mobile application according to
the paradigm one wearable device—one application on the mobile device. Mobile
application, connecting with wearable monitoring device and collecting, analyzing,
visualizing and sending data to the external Web server is thus a pivotal part of the
system, linking all its components. It can also provide some kind of mini-medical
patient card with recorded blood pressure, weight or pulse database and help patients
to plan times to medicines intake (Fig. 3). It may also exist as a separate applica-
tion, independent from training device, fulfilling a number of functions, such as e.g.
communication with the server to display the data stored or exploit training history
records and mini-medical files. In addition to presenting the information, it is possi-
ble to manually add data to the mini-medical record (via a keyboard entry). In order
to identify the user, the application allows for logging or performing a full process of
a new user registration. The user can also edit her profile data. Modern techniques
and software concepts enable flexible functionality of mobile applications and their
multi-device adaptation. The proposed system has been built using:

• Java with Android API allowing for adapting the application to various devices
and providing multiple entry points;
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• Material Design—new interface design language; Material Design is a compre-
hensive guide for visual, motion, and interaction design across platforms and
devices [9];

• Active Android as an Object-relational mapping (ORM) tool; ORM is a pro-
gramming technique for converting data between incompatible type systems in
object-oriented programming languages;

• Model-view-controller (MVC) architectural pattern enabling separation of internal
data representations from the user presentation layer;

• Singleton anti-pattern, that denies the use of the instantiation of a class to one
object only.

3.4 Web Application

The Web application is designed for users playing three different roles: an adminis-
trator, a user (trainee) and a trainer. During registration, the user must provide infor-
mation on its role in the system: a trainer or a user. An administrator is appointed
by the manager of the system. A trainer can start using the Web application only
after activation by the administrator while the user immediately gains access to the
system. The application allows the administrator to manage trainers, to activate and
deactivate their accounts, to add, delete and edit types of measurements on file, and
to define sets of exercises for users (Fig. 4). A trainer assigns to herself a trainee
and starts observing her results. The most interesting option for the trainer function
is observation of trainees activities and their results in real time. In addition, she has
the insight into the health records of a trainee and her prescribed medicines in order

Fig. 4 Trainer view in web application
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to better plan and adapt training to her needs and to monitor health and dangerous
changes in vital parameters, such as high blood pressure, high heart rate, high blood
glucose level etc.

A trainee, as a most active actor in the system has the access to her results and
parameters as well as scheduled training exercises so that she can verify training
plans fulfillment, monitor health parameters (e.g. heart rate during exercises) and
medicines intake. The system allows for the text messaging in both directions using
built-in communication messages.

For the purpose of tracking a training progress, as well as for collecting data
for further research, the Web application enables keeping a life parameters file of
trainees, as weight, height, blood pressure or body temperature. As for now data are
presented in tables and in graphs, but other visualization forms may be introduced
too.

Web application has been built inRuby onRails technology obeying theDRY rules
(DontRepeat Yourself ) ensuring code transparency andusing theMVC(Model-View-
Controller) model.

3.5 Tests

The prototype of the system has been thoroughly tested. Three-phase tests have been
performed: developer tests, exploratory tests of mobile/Web applications, accep-
tance tests for training device and complex pre-production tests of the whole system.
Developer tests were performed using debugger and logging systems or just by exe-
cuting all user cases. Exploratory tests were executed by a teammember acting as an
average user, checking the functionality and intuitiveness of the system. Correctness
of the training device measurements was verified during acceptance tests. The com-
plex pre-production system testing was accomplished during one hour long training
session at the gym. Two teammembers used two prototypes connected to two smart-
phones. The third team member, acted a trainer role and checked trainer functions
over the Web.

3.6 Usability

In order to collect users opinions concerningMKUFUNZI, a comparison with Apple
Watch has been performed. Measurement accuracy, intuitiveness of use and a price
were compared. Measurement values were almost the same for both devices and a
reference. User experience was better for Apple Watch, as it is much smaller, lighter
and has a touch display. However MKUFUNZI was not designed to compete with
existing solutions—it was designed to fill a market gap, as it is a unique system
offering a trainer mode letting a trainer to remotely monitor exercises of trainees
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in real time. This feature is fully appreciated by users. MKUFUNZI is also much
cheaper and thus may be commonly used.

3.7 Further Development of MKUFUNZI

Although theMKUFUNZI system constitutes a fully operational and useful product,
there is still room for the improvement. The most important development goals for
further work concern both hardware and software, as well as data modeling leading
to intelligent version of the system. Planned development include:

• miniaturization of the monitoring device to make it competitive with solutions
existing on the market;

• replacing Bluetooth HC-05 device by LE 4.0;
• adding security module for Bluetooth communication to assure data privacy of the
personal/sensitive data of the trainees sent over a non-secure network;

• encryption of sensitive personal data transmitted between a remote server and a
smarthphone;

• enabling the mobile application operation offline. At the moment, mobile appli-
cation is not able to operate without access to the Internet. This problem would be
solved by introducing mechanisms for collecting data locally and synchronizing
when the device is connected to the Internet;

• constant, cyclic expansionof sensors to beused and sensor signals to be recognized;
• introduction of privacy policies in the Web application so that the user decides
what data may be available to his trainer;

• the ability to assign a user to a few trainers in a Web application.

At a further stage of the system development, with the efficient knowledge gained
from data analysis, the role of the human trainer could be gradually reduced and
replaced by AI solutions.

4 Potential MKUFUNZI Applications

Apart from utilizing the MKUFUNZI by individual users to measure and monitor
vital parameters during physical exercises and to manually entering extra data into
medical file, there are some other possible applications of the system.

The first and foremost is its application in fitness centers and gyms, where one
trainer may control many trainees in the room. The trainer will be able to observe in
real time the progress of several exercising people equipped with the training device
and a mobile application.

The system could be used to mobilize children and pupils to exercise during
physical education lessons. Children love new technologies and will probably be



Assistive Integrated Personal Trainer System 61

fascinated by the possibility of utilizing the training device and smartphone during
classes. The teacher will have a permanent look on children. Observing their activity
in the Web application the teacher will be able to fairly evaluate the advancement of
pupils and better motivate those avoiding exercises and to control active participation
in classes.

MKUFUNZI can also serve seniors in hospitals, sanatoriums spa centers, provid-
ing staff access to electronic records of patients and allowing physiotherapists real
time monitoring of their vital parameters and their pace of performed exercises. In
this way the individual approach to a patient will be facilitated. The supervisor will
be able to encourage some trainees to be more active or to stop others exercising too
intensely.

The Assistive Integrated Personal Trainer System would also be very useful for
seniors staying at home who, thanks to a mobile platform and a Web application
could be under the constant remote control by medical or non-medical staff.

5 Conclusions

In the paper the prototype of the Assistive Integrated Personal Trainer System called
MKUFUNZI has been presented. It is a feasibility study of personal informatics
device assisting people of any age (also seniors) in their physical activities remotely
supervised by the professional trainer and enabling an insight, via the Web, into
their current and past results. The system is independent from commercial hardware
and software and has got positive opinions from first users. By data gathering in a
database a modeling the trainee activities is possible for better personalization and
for system transition towards an intelligent computer assistant.
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Quantitative Validation of Gait and Swing
Angles Determination from Inertial Signals
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Abstract The still increasing life length expectancy creates new challenges in
the field of senior care. It encourages researchers to provide the nursing homes
and senior care assistants with tools that will both, rise an alarm in case of a sud-
den fall and collect data for long-term diagnosis of the declining motor abilities
like the number of steps taken per day or changes in some gait parameters. This
paper presents a quantitative validation of a remote system for activity monitoring of
the elderly based on inertial sensors. It focuses on features connected to walk quality
such as number of steps and the swing angle outlined by an ankle in the sagittal plane
during walk. A measurement protocol is proposed, a validation method is described
and the obtained results are discussed.

Keywords Gait parameters · Inertial sensors · Activity monitoring · Signal
processing

1 Introduction

Safety and well-being of the elderly stands for one of the fastest emerging issues
in todays healthcare. Consistent progress in medicine and technology results in still
increasing number of older people. This causes a need to develop medical and social
branches offering a proper kind of care. Economical and—more importantly—
psychologicalmotives are themain foundations for the ambient assisted living (AAL)
systems for telecare purposes [11]. They are supposed to provide tools for ensuring
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well-being of the elderly in their home environment. Several requirements are for-
mulated for AAL architecture, e.g. sufficient level of simplicity, imperceptibility for
the subject, low cost and energy constraints. Commercial systems offer safety func-
tionalities, e.g. fall detection, automatic alerts, short-term threats detection, etc. [5,
15, 19]. Higher level of analysis employs data frommultiple sources and is performed
in order to draw conclusions about the patient health or its changes in various time
periods [8, 17].Multiple devices can be used as sensors distributed around the patient,
e.g. cameras [6], passive infra-red movement detectors [5, 18] radio wave or ultra-
sound beacons [10]. However, thanks to miniaturization, the inertial sensors are
probably the most exploited type of data sources [4, 7, 13, 14] also as a component
of more complex systems [1].

Not only the residents of the assisted living facilities but also seniors under
the supervision of family or friends exhibit interest in systems that might give them
the sense of security without burdening their relatives. A tool that could both rise an
alarm in a dangerous situation and inform in the case of declining motor abilities is
being developed by researchers and commercial facilities worldwide.

To meet the expectations mentioned above, a system for the remote monitoring of
geriatric patients in their home environment has been developed [12]. A physician
operating on the hospital/telecare center side is provided with the data employing
multiple sources to get a support in his/her diagnosis. The main source of informa-
tion is a set of inertial sensors attached to a patient body, collecting accelerometric
and gyroscopic signals and sending them to a processing unit. Various processing
techniques extract information from the signals and provide indications, metrics
and features interpretable in a different timespan: from short-term detections of inci-
dents (such as faints, falls or slips), through middle-term notifications on patient
hourly or daily activity, to long-term supervision. A long-term monitoring and infer-
ence system is supposed to employ both, the abstract quantitative measures extracted
directly from the accelerations, angular velocities and their derivatives andmore com-
plex data calculated by dedicated algorithms, e.g. specific activity distribution [9]
or automatic assessment ofmotion or balance abilities correlatedwith standard exam-
ination tools [2].

Measurements and primary or secondary features play an essential role at the basic
level of an automatic assessment. A look at their suitability and validation stands for
the main goal of this paper. As the most important metrics and features those related
to gait are chosen, they include steps detection followed by angular and temporal
gait features. A verification protocol is formulated in terms of necessary equipment,
environment, and agenda. A group of seventeen geriatric patients was asked to par-
ticipate in the experiment. The tests have been performed and the results statistically
processed.

The paper is organized as follows. Section2 presents the participants sample
specification and briefly describes the data acquisition system. The data process-
ing algorithms designed for the selected metrics and feature extraction, followed by
description of the verification protocol are also introduced. Obtained results and sta-
tistics are shown in Sect. 3. Their discussion along with conclusions and possible
future plans summarize the paper in Sect. 4.
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2 Materials and Methods

2.1 Patients

The study group consists of 17 elderly residents of a Nursing Home (NH), Poland,
at the mean age of 79 and the average of 3.4 years spent in the facility. Both, their
fitness and the walk quality are evaluated by an expert. Table1 presents the patients
and their condition (two rightmost columns), where value 1 stands for very poor
and 5 for very good.

2.2 Motion Data Acquisition

Patient motion is captured using a custom-made wireless data acquisition system
consisting of five inertial sensors (3-axis accelerometer and gyroscope) and a control
unit (Fig. 1a) [12]. Placement of the sensors on patient body together with the coor-
dinate system used is shown in Fig. 1b. Such a placement allows not only the steps
to be detected, yet also several gait features to be measured [3, 9]. Inertial signals

Table 1 Description of the study group

ID Gender Age Years spent in NH Fitness Walk quality

NH01 M 70 2 2 3

NH02 F 67 2 2 3.5

NH03 F 70 1 1 3.5

NH04 F 70 1 2 5

NH05 F 86 16 2 3

NH06 F 74 1 3 2.5

NH07 F 91 5 3 1

NH08 M 78 4 2 2

NH09 F 70 2 2 4

NH10 F 77 1 2 2.5

NH11 M 86 1 1 4

NH12 F 87 2 1 4

NH13 F 92 6 2 3

NH14 F 85 4 2 3

NH15 F 85 3 1 4

NH16 F 75 5 1 3.5

NH17 F 81 2 1 5

Mean 79.06 3.41 1.76 3.32
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Fig. 1 Experimental setup. a Inertial sensor. b Placement of sensors

recorded by all sensors are stored in the internal memory of the control unit. After
each measurement the collected data are transferred to a PC workstation for fur-
ther analysis.

2.3 Motion Data Analysis

For the purpose of the experiment the following gait and fitness metrics are extracted
from the acquired signals:

• the number of steps during an uninterrupted gait segment,
• the angle outlined by an ankle in the sagittal plane (the change of pitchΔθx ) during
a step forward (for the right and left foot).

Preprocessing The absolute angles of sensors rotations are determined using a com-
plementary filter, combining the low-pass filtered acceleration signal and high-pass
filtered gyroscopic data [16]:

θ = α(θk−1 + ωkΔt) + (1 − α)ak, (1)

where: ωk is the angular velocity and ak is the angle calculated using the accelera-
tion, both in a specific plane and direction; α = T/(T + Δt), T is a time constant
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Fig. 2 Sample gait and steps detection results. Horizontal axis represents time in seconds, vertical
represents y component of the acceleration signal from sensor on patient back. Grey segments
represent gait, dark and light color distinguish steps done by left and right foot

(0.5 s here), and Δt = 1/ fs is a time step. Three angles of rotation (roll θz , pitch
θx , and yaw θy) are calculated using corresponding components of angular velocity
and acceleration.

Step andGait Detection The step detection algorithm operates on the y acceleration
component measured by the sensor located on the back (Fig. 1b) [3]. Selection of this
sensor for a rough step extraction is induced by its reduced sensitivity to unwanted
limb movements, as well as consistent reaction to both feet strides. Local maxima
are investigated in terms of their height and width (Fig. 2). A stride-related peak
should be rapid: higher than surrounding signal fluctuations and relatively short.
These assumptions eliminate gentle movements of the patient torso. If a peak meets
stride assumptions, the adequate timestamp is assigned. A sequence of candidate
steps is analyzed for inappropriate relations in time domain. Possible aggregations
of close peaks are separated and replaced by single indications.

The resulting set of timestamps is considered definitive in terms of separate step
detection and counting. However, a gait segments extraction continues for specific
gait metrics extraction. This task is realized as a part of the activity recognition
algorithm [9]. It groups the signal into five clusters: gait, postural transition (sitting
to standing and standing to sitting), bow, other dynamic activities, and the lack of
activity. The gait segment is found based on relationships between detected strides.
As long as the neighboring strides’ intervals are smaller than a constant value (set
to 1.5s), they are covered by a single walking phase. Note, that only at least 10-step
segments are considered as walking and subjected to a fine analysis.

Swing Angles Determination The pitch is measured as a deviation from the verti-
cal (Fig. 3). Therefore, the process of moving the foot forward after lifting it up is
related to the decreasing pitch angle value. The calculation of the change of pitch is
performed for individual gait cycles based on the angle signal yielded by the comple-
mentary filter. Characteristic points of steps—minima and maxima of this signal—
are calculated, taking into account the average step duration specific for each patient
and extracted using previously detected gait segments. The differences between adja-
cent minima and maxima are considered the angles outlined during the consecutive
steps (Δθx ).
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Fig. 3 The illustration of pitch θx at a specific moment (a) and Δθx is an angle outlined over
time—during a step (b)

Fig. 4 Measurement track of the synthetic part

2.4 Measurement Track and Protocol

Two data acquisition protocols have been defined. The first one precisely defines
the activities and is referred to as synthetic. The other one, natural, encourages
the participant to perform daily activities. Each measurement is recorded using a HD
camera. The recordings are presented to experts that evaluate both, the number of
steps and the swing angles.

Synthetic The protocol contains several elements or situations that are typically
present in the everyday life of an elderly person (Fig. 4) and includes:

1. The straight walk. On the floor two straight lines are placed in parallel and about
2 m apart that define a path where the examined person performs gait at different
speeds. The path is placed perpendicularly to the camera axis, so that the patient
movements are recorded from one side at a time. Such camera orientationmakes it
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possible to observe the gait characteristics and its symmetry. As the patient walks
the path several times, the way of turning around at the end of the path is also
observable. This path characteristics are very close to the natural motion paths
traveled by the elderly in their rooms or in the hallways of the nursing facility.

2. The exercise chair, onwhich the examinedperson sits andperformsbasic exercises
of the lower limbs. The tasks performed on the chair shows, how a person copes
with changing position from standing to sitting and vice versa.

3. The couch, on which the examined person is lying on the back, then turns to
one side of the body and then returns to sitting. This element of the track is to
determine, how an elderly person can cope with changing their position while
lying and with getting orthostatic.

4. The station consisting of a chair and the upper limbs rotor. This is one element of
the set of exercises practiced by the elderly people living in the nursing home—it
improves the joints mobility, blood circulation and tissue nutritioning. The part
of the experiment concerning this station is performed in order to evaluate how
such specific activities are interpreted by the algorithms under evaluation.

5. The stairs, that consist of 2 steps (seen in the background in Fig. 4). Despite a lift
is available in the nursing home, walking a small number of stairs is still a part
of everyday activities. However, not all patients can perform this task.

Natural This part resembles typical activities performed daily in the nursing home
and consists of:

• putting on the jacket or a jumper,
• walking in the garden or within a nursery home building,
• walking upstairs,
• taking the elevator down.

The patientswalkwithout assistance inside and outside the nursing homebuilding.
Three experts follow them taking notes and record the feet of the subject from behind.
Each test is recorded with the main focus on the lower limbs movement (Fig. 5).
The patients wear their private footwear not to influence their movements. The voice
recording allows also the specific sound of the footsteps to be heard. Depending on
the weather and the patient fitness, in some cases the natural phase of the experiment
or some of its elements have to be omitted.

2.5 Data Verification

Steps The steps verification is performed on the data obtained during the natural
phase of the protocol. The number of steps is counted by an expert based on the A/V
recording and compared with the notes made during each measurement. Two modes
of calculation are applied: a total number of steps taken during the entire examination
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Fig. 5 Recording taken from the natural part

and the number of steps within extracted gait segments. The obtained number of
steps is used as a gold standard for comparing the results of inertial signal processing
methods.

Angles The verification of the swing angle calculation correctness is based on
the measurements taken during the synthetic phase of the experiment. For each
patient, 2–4 gait segments are taken (1–2 when the patient is visible in the cam-
era image from the right side, 1–2 when the patient is visible from the left side).
The number of selected gait segments depends on the number of steps registered by
the camera during one segment—at least 3 full steps on each side are verified for
a patient and for some patients it is impossible to find them within one segment.
Recording of the entire step with a clear visibility of its beginning and end is the only
specific step selection criteria.

The estimation of the angle outlined by the ankle during an individual step is made
based on 2 selected movie frames (the beginning and the end of the step). The angle
between the tibia and the vertical is measured on both frames and summed up.
The overall measurement error within one step is assumed to be 5◦. Based on the time
of registration, the analyzed steps are subsequently measured out in the algorithm’s
partial results. Next, the angle values calculated by the algorithm are compared with
the video-based values. The analysis is made independently for the left and right leg.
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3 Results and Discussion

3.1 Step Count Verification Results

The data acquired from 13 elderly patients has been evaluated and presented in
Table2. The percentage of correctly recognized steps counted in the whole protocol
and in the extracted continuous walk sample reached 97.14% and 98.64%, respec-
tively. It indicates that additional activities performed beside the gait slightly worsen
the results. No correlation between the quality of recognition and the fitness or walk
quality of the patients was found.

3.2 Angles Verification Results

The basic statistical measures calculated for the expert results and calculated angles
for the right and the left leg, respectively are presented in Table3.

Neither measured nor calculated angles were normally distributed, as was con-
cluded from the Lilliefors test at the significance level α = 0.05. Therefore, the vari-
ables were compared using the Wilcoxon paired difference test. The results (pW )
are presented in Table4. The analysis suggests that there is no statistically significant
difference between the medians of the results of the proposed method and the actual
data—the proposed solution does not show a tendency to understate or overstate
the estimated value. In addition, the Spearman and Kendall correlation coefficients

Table 2 The step detection summary

ID Walk quality All steps (%) Steps in gait (%)

NH01 3.5 97.84 98.52

NH03 3.5 96.68 100

NH04 5 95.97 98.45

NH06 2.5 97.42 99.27

NH09 4 97.22 99.58

NH10 2.5 100 99.56

NH11 4 99.35 100

NH12 4 97.67 91.48

NH13 3 95.15 98.18

NH14 3 93.81 99.66

NH15 4 98.52 99.56

NH16 3.5 96.97 100

NH17 5 96.26 98.06

Mean 3.65 97.14 98.64
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Table 3 The summary of basic statistical measures calculated for expert results and calculated
angles

Right leg

Measured angle
(◦)

Calculated angle
(◦)

Absolute error (◦) Relative error (%)

Maximum 70.00 75.30 9.35 17.00

Minimum 30.00 30.80 0.04 0.06

Mean 53.83 53.89 1.49 2.91

Median 55.00 54.34 0.98 1.88

Standard dev. 10.15 10.26 1.48 2.90

Left leg

Maximum 60.00 63.94 4.62 15.48

Minimum 25.00 22.00 0.12 0.31

Mean 51.88 51.78 1.65 3.35

Median 55.00 54.83 1.25 2.65

Standard dev. 9.66 9.65 1.14 2.75

Table 4 The results of the Wilcoxon test and Spearman and Kendall correlation coefficients for
the measured and the calculated angles

Right leg Left leg

Wilcoxon test pW 0.984 0.805

Spearman ρ 0.956 0.939

correlation p 6.568 × 10−35 1.168 × 10−30

Kendall τ 0.879 0.845

correlation p 8.779 × 10−22 1.192 × 10−19

were calculated. Based on these results (Table4) there was no reason to reject
the hypothesis of a lack of statistically significant difference between the calculated
and the measured angles.

4 Discussion and Conclusions

The proposed quantitative validation method of the remote system for activity mon-
itoring based on inertial sensors enables to validate the data acquisition and process-
ing system utilizing the walk performance and its quality. The achieved results of
98.64% of correctly counted steps encourage the further work. Additionally, no sta-
tistically significant difference between the medians of the results of swing angles
determination algorithm and the actual data has been observed.
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The presented measurement track permits the algorithms to be evaluated with
high precision, however at a cost of expert-based time-consuming analysis of video
recordings. Several other approaches are possible, yet the drawbacks are more evi-
dent. The most effective method to compare results is to use a specialized system for
motion tracking that uses reflectivemarkers. A set of infra-red cameras allows the gait
to be analyzed. However, suchmarkers have to be placed directly on the patient’s skin
and be visible to the cameras. Using adhesives to bond a marker to skin of an elderly
person is troublesome mainly due to the poor condition of his/her skin. Because
the safety is of the highest concern such method is to be disregarded. Additionally,
the requirement that markers have to be visible does not allow patients to wear their
causal clothing, thus making them more reluctant to participate in the experiment.
Finally, such a system requires lengthy installation and calibration.

Another approach would be to use solutions for physical activity monitoring
already present on the market. Yet simple pedometers occur to be prone to errors
resulting from the specific type of steps made by elderly people. They are unable to
recognize steps made by a person that lumbers or shuffles. Therefore the presented
approach fulfills its tasks despite some inconveniences and allows the measurement
and data analysis methods to be verified.

Further research involves an attempt to obtain motion data using standard posture
stability tests (Berg and Tinetti) for the same patient group. The goal is to make
the evaluation results independent from the potential overrating or underrating of
the tasks by a physician.

As afinal remark, an interesting observationwasmade by the assistants in the nurs-
ing home. The residents reported the growth of their sense of security and the feeling
of being important during this study, which is an additional psychological benefit of
being in the focus of younger scientists.
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Application of Gait Index Assessment
to Monitor the Treatment Progress
in Patients with Cerebral Palsy

Katarzyna Nowakowska, Robert Michnik, Katarzyna Jochymczyk-Woźniak,
Jacek Jurkojć, Marek Mandera and Ilona Kopyta

Abstract A three-dimensional analysis ofmovement ismore andmore often applied
to assess locomotive functions of patients with cerebral palsy (CP). For the past few
years there has been a growing interest in gait index methods which enable the eval-
uation of the patient’s gait with the use of a single numerical value. This research
aimed at the assessment of the gait of patients with CP at different stages of treatment
on the basis of gait indices Gillette Gait Index (defined by Shutte) and Gait Devia-
tion Index (definied by Schwartz and Rozumalski) as well as finding dependencies
between the determined indices values. The studied group consisted of 56 healthy
participants and 16 patients with cerebral palsy treated using botulinum toxin. On
the grounds of the determined indexes, the improvement of gait was observed in
the case of 75% of patients with CP. Statistically significant differences were found
between GGI and GDI values obtained in the initial investigation and after 6 months
following the administration of botulinum (PRE and POST). There was a strong lin-
ear dependence observed between the GDI and GGI* (GGI ∗ = ln(

√
GGI )) values.

No significant dependence was observed between the percentage indices of improve-
ment determined on the basis of the GGI and GDI results obtained (in the PRE and
POST examination).
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1 Introduction

Cerebral palsy is a group of disorders of development and posture resulting from a
non-progressive permanent damage to the brain in an early phase of development,
which contributes to the limitations of the motoric functions. Cerebral palsy is one of
the most common causes of motoric disability in the children’s population (around
2 per 1000 live births). Apart from the motoric disfunctions, the children with CP
often suffer from disorders of sensation, cognitive functions, reception of stimuli and
seizure disorders. Cerebral palsy is an irreversible neurological disorder, however, a
quick and accurate diagnosis as well as adequate treatment and rehabilitation enable
the compensation of many functions and make it possible to avoid permanent dam-
age to the motoric system [3]. For diagnosing and assessing the treatment progress
of patients with cerebral palsy, observation methods are the ones most frequently
used. Themost popular methods qualifying patients in accordancewith certain scales
include: GMFCS (GrossMotor Function Classification Scale), GMFM (GrossMotor
FunctionMeasure), PEDI (Pediatric Evaluation of Disability Inventory), FAQ (Func-
tional Activities Questionnaire) and Ashworth scale which is a measure of muscle
spasticity. Using observational scales is, however, a very subjective method, whose
result depends directly on the researcher.

The analysis of gait constitutes a very important element of the examination of
patients with cerebral palsy. In order to conduct a quantitative assessment of loco-
motive functions more and more often the three-dimensional analysis of movement
is used. Another very important aspect of the evaluation of locomotive functions
relates to the determination of the loads carried by the muscular and skeletal system
as well as forces generated by individual muscles [4, 6]. The quantitative analysis
of gait provides information which makes it possible to define the level of pathol-
ogy and its development in time. It also enables the assessment of the treatment
progress, diagnostics support and rehabilitation planning [7, 13, 14]. Due to the
fact that the gait analysis generates a large amount of data, which are difficult to be
quickly analysed by doctors or physiotherapists, the necessity arose to build a simple
quantitative measure which would describe a patient’s gait in a global (overall) way
[1]. Trying to meet the new requirements the researchers determined a few indices of
locomotive functions which present the gait variables in the form of a single numer-
ical value. The most often determined gait indices are as follows: Gillette Gait Index
[10] and Gait Deviation Index [11]. The indices determined by the authors show to
what extent the gait of a patient under examination diverges from an average reg-
ular gait. Input data in the process of creation of the locomotive functions indices
include different sets of space-time parameters as well as kinematic and dynamic
parameters. Gait Deviation Index is a new quantitative measure which by means
of the recognition of standards compares 9 kinematic gait variables (describing the
kinematics of the pelvis, hip joint, knee joint and tarsal joint) of a given patient to
the set of variables obtained for a group of patients with regular gait. In order to
determine an Gillette Gait Index one uses 4 space-time parameters and 12 kinematic
parameters. The index is dedicated to the evaluation of the locomotive functions of
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patients with cerebral palsy [10, 12]. Moreover, it was proven that it can be used in
the clinical assessment of the gait of adults with e.g. brain damage and spinal cord
injuries [2], or patients with neoplasms of the central nervous system [12]. It was
found that there is a big dependence between the results of the Gilette Gait Index and
Edinburgh Visual Gait Scale [2]. In addition to that, the tests of the patient’s with CP
gait performed by Molloy et al. showed a strong connection between the determined
values of GDI index and motoric functions expressed by means of the following
scales: GMFM i GMFCS [8]. The authors of the Gait Deviation Index, Schwartz
and Rozumalski found that its values differ between subsequent adjacent levels of
the FAQ scale (Gillette Functional Assessment Questionnaire), whereas Cimolin et
al. in their work [1] examined the efficiency of the application of the Gait Deviation
Index to quantitative assessment of changes occurring after a surgical operation of
the elongation of the gastrocnemius muscle fascia in patients with CP. In order to
evaluate the results of the gait of a particular population by means of indices meth-
ods, it is important to verify which locomotive functions index is the most sensitive.
Moreover, it is essential to be able to properly interpret the information provided by
a given gait index [5]. The indices do not reflect the influence of individual muscle
physiology and anatomy. In the past few years many works have been published in
connection with the application of gait indices to the functional assessment of the
limitations of locomotive functions. However, there are very few works examining
the dependence between individual gait indices. Moreover, it seems that there are no
investigations in which gait index methods would be used to evaluate the progress
of treatment with botulinum in patients with cerebral palsy.

Taking into consideration the above,within the framework of thiswork the authors
of this paper decided what follows:

• to assess the gait of patients with palsy at different stages of treatment with
botulinum toxin on the basis of the Gillette Gait Index and Gait Deviation Index;

• to find dependencies between the determined GGI and GDI values;
• to verify the possibility of using gait indices in the assessment of the progress of
treatment with botulinum toxin in patients with CP.

2 Materials and Methods

The studiedgroupwas composedof 56participants having regular gait and16patients
with cerebral palsy qualified for the treatment using botulinum toxin. The character-
istics of the group studied have been presented in Tables1 and 2.

The tests of the locomotive functions were conducted at the Upper Silesian Chil-
dren’s Health Centre in Katowice with the use of BTS Smart-D optical system. This
system is used for the analysis of movement and consists of: a set of markers placed
in precisely defined anatomical points on the body of the examined person, a set of
8 cameras recording the changes of location of the markers (of the frequency of the
recording sampling 250Hz), two vision cameras as well as dynamometric platforms
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Table 1 Characteristics of patients with CP and reference subjects

Summary statistics CP Reference

Number (Men/woman) 16 (9/7) 56 (28/28)

Age (years) Mean (sd) 5 (3) 11 (3)

BMI (kg/m2) Mean (sd) 16 (3) 19 (3)

Table 2 The characteristics of the patients with CP

Summary statistics Hemiplegia Diplegia Quadriplegia

Patients treated using
botulinum toxin

Percent (number of
patients)

31 (5) 56 (9) 13 (2)

of the Kistler company. Prior to the gait examination, the measurements of the nec-
essary anthropometric values were conducted. Next, according to Davis’ protocol,
passive markers were placed on the patient’s body in precisely defined anatomical
points. During the measurement the markers were recorded by BTS Smart system.
During the test each patient walked along the measurement path at their natural
speed. All participants walked without shoes and did not use any support devices.
The illustrations below (Figs. 1 and 2) present a diagram of the measuring station
and distribution of the markers on the patient’s body.

Ethical approval for this studywas obtained from theEthicsCommittee ofMedical
University of Silesia (no. KNW/0022/KB1/19/11). The tests of the gait of patients
with cerebral palsy were performed twice: before the beginning of the treatment

Fig. 1 Measuring
station—BTS Smart optical
system
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Fig. 2 Distribution of
markers on the patient’s body
according to Davis’ model

(i.e. before the administration of botulinum toxin) and 6 months after the admin-
istration of botulinum toxin. Basic space-time and kinematic gait parameters were
determined for all participants tested. Using author’s software applications written
in Matlab environment, gait indices (Gillette Gait Index and Gait Deviation Index)
were determined for each tested person. On the basis of the GGI and GDI results
obtained for the patients with CP, the percentage indices of the improvement between
the examination conducted before (PRE) and after (POST) the botulinum treatment
was determined according to the following equations:

IGGI = GGIPOST − GGIPRE

GGIPRE
· 100%, (1)

IGDI = GDIPRE − GDIPOST

GDIPRE
· 100%, (2)

The results obtained were subjected to the statistical analysis. Correlation (by
Pearson) between the obtained index values (GDI and GGI ∗ = ln(

√
GGI )) and

percentage indices of improvement were calculated. The statistical significance was
determined to be at the level of p < 0.05.
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3 Results

The obtained GGI and GDI results have been presented in Table3. Mean values for
the control group were as follows: GGI—15.7± 5.68, GDI—99.23± 8.Whereas for
the group of patients with cerebral palsy, the following mean values of the indexes
were noted in the initial examination: GGI—286.25 ± 266.94, GDI—77.35 ± 8.55
(Table3). The relatively large standard deviation GGI value results from the fact that
the values in the group of patients were within the range of 57.64–1054.7. Such a
large diversity of index results for a group of patients (treated with the same method)
stresses the fact that celebral palsy is a group of diverse symptoms and co-existing
disorders with varying degree of intensity.

Figure3 presents the values of GGI indices for patients with cerebral palsy (the
results obtained prior to treatment) depending on a type of paresis.

Pearson’s correlation coefficient was determined between the obtained results of
the indexes GDI and GGI* (GGI ∗ = ln(

√
GGI )) for participants making up the

reference group (the standard) and patients with cerebral palsy. Figures4 and 5 show
diagrams of dispersion of the results obtained. A red broken line in Fig. 4marksmean
values of the indices obtained for the control group. An average negative dependence
was observed (classification according to J.Guilford’a) between the GDI and GGI*
values of the group with regular gait (r = −0.45) and high correlations between
the indexes obtained for the group of patients with CP: in the initial examination
r = −0.67 and in the examination carried out 6 months after the administration
of botulinum toxin r = −0.64. The determined correlation coefficients are statisti-
cally significant. On the basis of the obtained values of GGI and GDI indices, the
percentage indices of gait improvement were determined for the studied group of
16 participants. On the grounds of the obtained improvement indices it was found
that after 6 months after the administration of botulinum toxin 75% of the patients
improved their locomotive functions. The mean index of gait improvement for the

Table 3 GGI and GDI results

Gait index Average sd Median Max Min

GGI Patients
with CP

PRE 286.25 266.94 199.31 1054.7 63.14

Patients
with CP

POST 264.07 322.07 127.22 1326.6 30.73

Control
group

– 15.7 5.68 15.15 30 7.46

GDI Patients
with CP

PRE 74.52 8.55 75.44 88.52 57.64

Patients
with CP

POST 77.35 11.58 78.17 96.3 52.84

Control
group

– 100 9.98 100.19 121.07 78.95
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Fig. 3 Results of GGI and GDI for patients with CP depending on paresis type

Fig. 4 Diagram of dispersion between GDI i GGI* values obtained for participants with regular
gait

group of patients with cerebral palsy was determined on the basis of GGI index val-
ues and amounted to 17.63% (28.09% for the paretic limb or for the limb having a
higher gait index in the initial examination, 7.17% for the other lower limb), whereas
GDI calculated on the basis of the obtained results was equal to 4.7% (4.29% for the
paretic limb or for the limb having a lower gait index in the initial examination, 5.12%
for the other lower limb). Figure6 presents the relationship between the percentage
indices of gait improvement determined on the grounds of the GGI and GDI results
obtained in the PRE and POST examination. A visible improvement of locomotion
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Fig. 5 Diagram of dispersion between GDI i GGI* values obtained for patients with cerebral palsy
in examination BW and B6m

functions observed in 75% patients can be regarded as a satisfactory result given the
fact that botulinum toxin treatment aims to, first of all, decrease muscle spasticity
and osteoarticular pains and, in the next phase, improve locomotion functions. On
the basis of studies conducted as part of research for this paper, a study of locomotion
functions was performed.

4 Discussion

Mean values of individual gait indices for the control group (GGI—15.7 ± 5.68,
GDI—100 ± 9.98) coincide with values determined by the authors of other research
papers including the authors who created the indices i.e. Schutte et al. [10] and
Schwartz and Rozumalski [11]. GGI values determined for patients with CP in the
initial examination (PRE) were within the range of: 63.14 ÷ 1054.7, while in the
tests conducted 6 months after the botulinum administration they equalled: 30.73
÷ 1326.6. Table4 includes the comparison of the GGI values obtained for patients
with CP with the results obtained by Schutte et al. and Romei et al. The values
obtained for particular types of cerebral palsy are similar. In all research works the
highest mean GGI value was obtained for patients with quadriplegia (tetraplegia),
whereas the lowest deviation from regular correct gait was indicated in patients with
hemiparesis [9, 10].
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Fig. 6 Distribution of the percentage indices of gait improvement determined on the basis of GGI
and GDI values for 16 patients with CP treated with botulinum toxin

Table 4 GGI values for patients with cerebral palsy depending on the type of paresis with reference
to other authors’ research

Paresis type Schutte et al. Romei et al. Own research

Hemiplegia 166.7 (32.1 ÷ 1066.5) 189.28 (41.5 ÷ 435.5) 148.95 (63.14 ÷ 244.30)

Diplegia 279.4 (28.46 ÷ 1322.3) 278.12 (59.6 ÷ 789.5) 345.75 (81.82 ÷ 1054.7)

Quadriplegia 491.0 (121.5 ÷ 1195.0) 383.71 (177.4 ÷ 626.5) 361.75 (136.91 ÷ 674.12)

For patients with cerebral palsy the mean GDI values in the PRE and POST
examination were as follows: 74.52 ± 8.55 i 77.35 ± 11.58. It may be stated that
before the administration of botulinum toxin the gait of patients with CP diverged
from the mean of regular correct gait by 2.98 × standard deviation, however, during
the tests conducted 6 months after the injection of botulinum it diverged from the
mean by 1.96 × standard deviation.

The statistical analysis performed for the obtained results, i.e. a non-paramet-
ric Wilcoxon signed-rank test and a Student’s t-test for dependent samples, showed
statistically significant differences between the GGI and GDI values obtained in
the initial examination and the tests carried out 6 months after the administration
of botulinum toxin. Taking into account the above, it can be stated that the mean
increase of GDI by 1 standard deviation is clinically significant. A statistically sig-
nificant, moderately strong, negative correlation was observed between the GGI and
GDI values. Taking into consideration the values of all the indices determined in this
paper—it can be stated that a linear dependence r2 = 0.74 was observed between
GDI and GGI*. This value is slightly higher than the value obtained in the research
done by Schwartz and Rozumalski [11], where r2 = 0.56. The dependence between
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the indices reveals that both measures serve the purpose of the assessment of gait
pathology, i.e. deviations from the mean of regular correct gait. The range of the
obtained results indicates that these indices reflect different aspects of gait pathol-
ogy. The differences result from the fact that different input parameters are used to
form such indices [11]. During the analysis of the indices values of gait improvement
obtained on the basis of the GGI and GDI results of examinations PRE and POST, it
was found that percentage values do not coincide strongly with one another. No sta-
tistically significant correlation was found between them. Taking into consideration
the above, it was stated that the GGI and GDI enable the quantitative assessment of
locomotive functions in comparison to the results of the control group. However, due
to the differences in the obtained results of the treatment progress, it is advisable to
check which of the indices constitutes the most sensitive measure for the evaluation
of differences before and after the treatment of patients with cerebral palsy. In their
work [5] McMulkin et al. made an attempt to compare GGI, GDI, GPS/GDI* values
in the population of people with typical gait pathologies (7 groups of patients with
different types of gait pathology who were subjected to surgical procedures) in order
to determine their sensitivity and clinical significance. The authors found that the
most sensitivemeasures in the evaluation of differences before and after the treatment
are GPS and GDI/GDI*. The authors subjectively found that GDI/GDI* is the most
intuitive measure of the evaluation of clinical changes, whereas Gillette Gait Index
has non-parametric properties and its results are difficult to be intuitively interpreted
[5]. It should be noted, however, that Gait Deviation Index has also some limita-
tions in comparison with GGI index. This index shows to what extent the pathology
has changed, however, it does not provide any information about the causes of such
changes.

With relation to the issue of an unambiguous quantitative assessment of the
progress of botulinum toxin treatment of patients with CP, it is planned in further
research to carry out the evaluation of the tests’ suitability for a particular test group to
check which of the indices constitutes a better measure for the assessment of clinical
changes.

5 Conclusions

The obtained values ofGGI andGDI indices for the control group and for the group of
patients with cerebral palsy are comparable to the results obtained by authors of other
works [8–11]. For 75% of patients treated with botulinum toxin the improvement
of locomotive functions was observed on the basis of the determined gait indices.
The statistically significant differences were observed between GGI and GDI results
obtained in the initial examination and the examination conducted 6 months after
the administration of botulinum toxin (PRE and POST). There was quite a strong
linear dependence r2 = 0.74 observed betweenGDI andGGI* values. No significant
dependence was observed between percentage indices of improvement determined
on the basis of GGI and GDI results in PRE and POST examinations.
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Recognising Gait Patterns of People in Risk
of Falling with a Multi-layer Perceptron
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Abstract We present an approach to estimate a person’s risk of falling by analysing
gait recordings from a 6m walk on a sensor floor. The risk of falls correlates with
certain parameters of the human gait. Although these parameters are not measured
directly with this sensor, their information is reflected in the data. The sensor floor
works with a capacitance measurement principle and is sensitive to contact, such that
persons standing, walking or lying on the floor are recognisable. In a preprocessing
step, the person’s position is determined from the sensor data and the spread of
contact points calculated. This spread implicitly contains the step sizes for the step
phase in which two contact points are present. For each experiment, the distribution
of occurring spreads is binned and taken as an input feature vector to a feed-forward
perceptron. The neural network was trained by backpropagation with gait recordings
from persons in low risk of falling and persons in high risk of falling. In the dataset,
subjects were labelled as being in high risk of falling based on the prevalence of
diseases, falls that already happened, and expert opinions. Though in this setup the
data was recorded within a controlled environment, the results are transferable to
larger installations and long-term observation periods.

Keywords Gait analysis · Floor sensor · SensFloor · Perceptron

1 Introduction

For the elderly, falls are a serious health concern that often results in disabilities
decreasing their quality of life [14]. Meanwhile, people wish to live an autonomous
life in their homes as long as possible, and only consider to move into safer
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environments like senior residences as a last resort. The trade-off between self-
determination and safety, fueled by ageing societies with a problematic ratio between
carers and those in need of care resulted in research of technologies that support the
elderly. A result of these developments is a large-area floor sensor, that can observe
people’s movements in their home and be used to assist them, by e.g. switching on
lights at night to improve orientation, or automatically calling for help when a fall
is detected. In this paper, we examine if the data delivered by this floor sensor is
suitable for estimating the risk of falling. An autonomously performed, continuous
unobtrusive assessment of the gait stability could deliver valuable hints to trigger
early countermeasures to prevent falls, like intensified physiotherapy, technological
assistance or to commission a carer.

2 Gait and Falls

Gait instability correlates with a tendency to trip and fall [16], affecting measurable
characteristics of the gait cycle. Studies like [2, 3] found timing parameters to play
an important role in the fall risk assessment. Variabilities in stride time (time between
two subsequent initial contacts of the same foot), stance time (time between first and
last contact of one foot and the floor), swing time and the ratio of stance to stride time
were higher in persons who already experienced a fall. Furthermore, variabilities in
step sizes seem to affect the gait stability [5]. Very low and very high variabilities of
the step width were found to affect the fall risk in [1]. Other studies found the step
length to influence the fall probability, as well as walking speed and cadence. Our
hypothesis for this work is, that gait characteristics linked to fall tendencies influence
the signal patterns generated by a person walking over a large-area sensor floor.

3 Data Acquisition

For acquiring the gait patterns, we used the floor sensor system SensFloor® [11] in
a setup sized 6m × 1m, as shown in Fig. 2. SensFloor is a sensor that is capable of
determining the positions of persons by performing electric capacitance measure-
ments over large areas within a certain spatial resolution. The sensor system can be
installed below common flooring and such be unobtrusively hidden in indoor envi-
ronments. As shown in Fig. 1, SensFloor is a textile-based sensor with embedded
electronic modules. The polyester fleece base is layered with a textile made electri-
cally conductive by ametallic coating. Patterns are cut into the top layer that form the
individual measurement areas and lines transmitting power to the electronic mod-
ules. The modules continuously measure the electric capacitance of the eight nearby
triangular areas. Only when the capacitance value changes, a wireless message is
sent out containing the module id and the capacitances of the fields. The result is
an event-based behaviour of the sensor with a variable data rate dependent on the
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Fig. 1 SensFloor: the grey textile coating is cut to get traces for the power supply and the individual
triangular sensing areas

Fig. 2 The gait recordings were taken with a SensFloor installation with a width of 1 and 6m of
length, covered by a blue carpet. The left photo was taken at the recording site in our offices, the
one to the right in the senior residence

actual activity of people on the floor. Applications of SensFloor are fall detection
and prevention in elderly care, person tracking [9] and robotic applications [10].
SensFloor was previously used to distinguish cats and persons moving on the floor
[4]. Precise Human gait analysis with floor sensors can be achieved with higher res-
olution pressure-sensitive floor sensors [13]. In contrast to these systems, SensFloor
features a lower resolution but larger area of measurement, and can be integrated in
everyday living environments.
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4 Experiment Setup

In cooperation with the senior residenceWohnen am Schlossanger in Höhenkirchen
near Munich in Germany, 21 seniors participated in this study. At this senior res-
idence, a fall statistic is archived for each individual inhabitant. The medium age
of this group was 87 years at the time of recording, ranging from 74 to 95 years.
According to the caring personnel and the ergo therapist, all participants are subject
to a high risk of falling. The health records of the participants showed the prevalence
of a possibly gait-influencing disease for each of them. The inhabitants of the res-
idence who participated in the study suffered from Dementia, Parkinson’s disease
[8], osteoporosis, fractures and prostheses, or even combinations of them. From the
group of 21, five persons already experienced a fall during their time in the senior
residence. The group of persons with low risk of falling had a size of 10 participants
with a medium age of 45 years.

For the recording of the gait patterns, the participants were asked to walk over
the sensor area at their normal pace. Several of the participants from the seniors
group relied on walking aids like walking canes or wheeled walkers. Some were
accompanied by carers while walking over the floor to support them and prevent
injuries in case of tripping or falling. Depending on their physique and endurance,
every subject performed 2 or 4walks over the area. The sensitive areawas a SensFloor

Fig. 3 Raw sensor data plotted for four consecutive moments of a walk over the area.White sensor
fields are currently not occupied, colours in the range from yellow to red denote the capacitance
level. The step phases one foot on the ground and two feet on the ground can be distinguished in
this sample
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installation with a length of 6m and a width of 1m, covered by carpet. A high
resolution variant was used, such that the capacitance could be measured for 32
individual patches per square meter. The recordings of the senior group took place at
the senior residence, the others at our offices. Figure3 shows an exemplary time series
of signals from the floor sensor. The recorded datasets were manually scanned for
outliers in the sensor responses that can occurwhen sensormessages are not received.
In total four experiments with such outliers were removed from the experiment sets.
Furthermore, all experiments with rollators were removed, as the rollator wheels
create a strong sensor response that interferes with the feature extraction step. After
manual filtering, 91 experiments remained in the dataset pool, 45 from the group of
fall-endangered seniors, and 46 from the group of persons not in danger of falling.
The study is initial regarding the acquisition method with this type of large-area
sensor. Comparable studies were performed with other kinds of floor sensors for
differing applications [12].

5 Feature Extraction

By plotting the gait recordings as shown in Fig. 4, one can subjectively observe
certain characteristic differences in the patterns generated by members of the two
groups. In the group of non-fallers, distinct steps are clearly visible in the sensor
data, which is mostly not the case for persons with a high risk of falling. In the latter
group, persons typically had smaller step sizes and a lower lifting of the moving foot
in steps, which results in a stronger sensor response in the swing phase. The feature
extraction exploits the combined effect of foot lift height and step sizes on the sensor
data to distinguish the two groups.

Fig. 4 These plots show tracks (blue line) and sensor activations (yellow to red circles) for two
study participant. The top one is from the low fall risk-group, the bottom one from the high fall
risk-group. Next to the tracking plots, the histogram shows the distribution of signal spreads that
occurred
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Fig. 5 Steps of the data processing: the sensor readings are recorded and processed offline to get
the track of the object. For the track points over time, the mean distance of associated points to the
centroid is calculated as a coefficient for the signal spread. The spread distribution is discretised in
six bins and taken as input to a neural network

The feature extraction pipeline is a series of steps that calculates statistical infor-
mation about the geometrical shapes of sensor activations from an experiment. At
the end, a feature vector is obtained that contains discretised information about the
distribution of spreads in the data. This feature vector serves as input to the multi-
layer perceptron. The spread of a sensor reading at a time is defined as the mean
value of all distances between a tracked object position and all associated points that
contributed to the object position calculation (Fig. 5).

5.1 Preprocessing

The sensor data arrives in a format that allows for the assignment of a capacitance
value to individual, triangular-shaped measurement areas. In a first step, these tri-
angles are approximated and the centroid is calculated. All further calculations are
based on the centroid positions with corresponding capacitance of the associated
area. For an isosceles right triangle, the centroid is in 1

3w distance from the sides
with w the length of the catheti of the triangle, as depicted in Fig. 6.
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Fig. 6 The sensor field shape is approximated by isosceles right triangles with a cathetus length of
half the module width. This way, the sensor field centroids are found at the drawn positions relative
to the module edges

5.2 Tracking

The tracking of the person walking on the sensor area is achieved by calculating the
center of sensor activations at themeasurement points, weighted by their capacitance.
This is comparable to calculating the center of gravity. Let

Pt = {pi,t } = {p0,t , p1,t , . . . pn,t } (1)

be the set of points
pi,t = {xi , ci,t } (2)

at time t where ci,t ∈ [0, 128] is a measure of the current electric capacitance at
the position xi = {xi , yi } in 2-dimensional world coordinates with the origin in the
corner of the measuring area. The tracked object position at time t is then:

xobj,t = 1

Ct

n∑

i=1

ci,t xi where Ct =
n∑

i=1

ci,t . (3)

Ct is the total capacitance of all measurement points at a time t .

5.3 Spread

For the subset Pa,t containing all points in Pt with a capacitance ci,t > 0, the euclidean
distance to the tracked object’s position is calculated. The spread st of sensor readings
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at a time t is defined as the mean value of all distances between the object centroid
xobj,t and the associated points in Pa,t :

st = 1

|Pa,t |
∑

{xi ,ci,t }∈Pa,t

|xobj,t − xi |. (4)

For every experiment and every recorded time with a change in the sensor signal,
the spread was calculated this way. Finally, the spreads were discretised and summed
up in 6 bins in the range from 5 to 35cm, and normalised to get the discretised spread
distribution. Figure5 summarises the steps of the feature extraction process.

6 Classification Algorithm

The classification was implemented using the NeuroLab Python library [6]. From the
artificial network types available in the library, a feedforward multilayer perceptron
[7] was chosen and configured with 6 input neurons, 2 hidden layers with 7 neurons
each, and a single output neuron. The transfer function for the neurons was set as
hyperbolic tangent sigmoids. As input to the neural network the discretised spread
distributionwas taken. Every bin of the distribution corresponded to one input neuron.
The distribution of spreads was normalised, such that the input range of the neurons
is bounded to the range [0 . . . 1]. For the output neuron, a value of −1 was chosen to
indicate a person endangered by falls, and +1 for a person with low risk of falling.
The network architecture is shown in Fig. 7. This type of network was selected as
it can also be used for regression tasks without much effort for reconfiguration. In
future experiments, a larger data set could be learned by the neural network to not
only output a fall risk class, but a continuous indicator of the fall risk.

7 Results

The neural network was trained with the dataset of ninety one individual experi-
ments [15].We applied a 9-fold cross-validation, such that the training and validation
was performed nine times by splitting the dataset into 80 datapoints for training, and
10 datapoints for validation. This assured that every datapoint was exactly once part
of a validation set. Taking the outcome of person is in high risk of falling as a posi-
tive result, the classification performed as follows: True Positive: 43, True Negative:
41, False Positive: 2, False Negative: 4. This calculates as a precision of 0.96 and a
sensitivity of 0.91. The accuracy is 0.93. The output neuron’s values were within a
standard deviation of 0.05 around ±0.99.
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Fig. 7 Overview of the neural network structure and configuration. It is a multi-layer feedforward
perceptron trained by backpropagation, implemented by the NeuroLab library and configured as
shown here

8 Conclusion

We demonstrate that data from the floor sensor SensFloor is suitable to distinguish
gait recordings from persons in high risk of falling from healthy subjects, though the
spatial resolution of SensFloor is relatively low. A feature extractor is applied to the
sensor data to extract the distribution of spreads of sensor activations. This spread
distribution is discretised and taken as input to a neural network, which succeeds in
performing the classification task with low errors. From the many gait properties that
indicate a risk of falling, our feature extractor’s output reflects a combined measure
regarding stance distances and foot lifting. Future work could address the extraction
of timing-based properties from the sensor data, which also play an important role
in gait analysis. Furthermore, a precise localisation of feet stances and follow-up
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gait sequence recognition could extract some gait properties directly. Stroke patients
often develop gait asymmetries, that could possibly be detected with a more detailed
analysis. Currently, the fall risk assessment outputs a sharp binary distinction between
high risk of falling and low risk of falling. By including persons with a history of
more falls, it is thinkable to extend this approach to a regression task that outputs
the risk of falling with finer granularity. Another application could be found in the
evaluation of rehabilitation success, by taking multiple recordings during therapy
periods. Although the gait recordings were taken in a controlled environment, it
seems plausible to apply this method to long-term gait observations with arbitrary
trajectories, for example in apartments equipped with SensFloor in larger areas. In
these cases, changes occurring in the gait properties could be detected and e.g. be
used to adjust the intensity of care.
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Determination of Loads in the Joints
of the Upper Limb During Activities
of Daily Living

Agata Guzik-Kopyto, Robert Michnik, Piotr Wodarski
and Iwona Chuchnowska

Abstract The elaborated methodology applied in the research integrates experi-
mental measurements of kinematic parameters, which are then used in numerical
computation. Measurements of kinematics of the upper limb motion were carried
out during experimental studies using a MVN Biomech System. A mathematical
model of movement of the upper limbs allowing the determination of force reaction
in joints in a non-invasive way while performing selected routine activities is an
important element of the applied research methodology. In the study the resultant
reaction forces in the shoulder, elbow and wrist joints were determined and analyzed
for the group of 8 healthy people as well as patterns of joint reaction force of the
individual joints were developed.

Keywords Activities of daily living (ADL) ·Upper extremity · Joint reaction forces

1 Introduction

Human movement is a multi-step process of activating a number of elements from
the skeletal and muscular systems to an extensive system of nerves and the brain.
An attempt to describe the movement of even one part of the body such as the
upper limb, requires a complex kinematic and dynamic analysis [6, 20, 22]. The
methodology which makes a kinematic analysis possible can be used due to optical
or inertial systems for a motion analysis. Another type of describing human body
movement and loads acting on muscculoskeletal sytem are mathematical equations
of motion [7, 8, 16, 21]. As a result, in a very simple way it is possible to calculate
the trajectory of body movement, instantaneous acceleration and the velocity of the
body. Robotics is based on these studies. According to a mathematical analysis, it is
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possible to create a machine that performs exactly the same movement a human at
the particular moment [24]. The human upper limb is a mechanism which allows to
perform complex manual activities. Human autonomy depends on its proper func-
tioning In their research Chan and Nicol [3] pointed out the hardships of motion
analysis of the upper limb. In order to ensure a full recovery of patients after various
types of surgery and diseases it is extremely important to position the upper limb.
The first step to allow the analysis of an effective recovery was the introduction of
kinematic sensors. This system turned out to be highly effective in the analysis of
the movement of the upper limb and allowed to determine the correct movement
patterns. In the studies by Pennestri and Stefanelli [24] a kinematic analysis has
become a set of input data to a mathematical model, enhancing the credibility of the
results. The model proposed by the authors was used to analyze driving in the driving
simulator. The results of mathematical simulation were compared with the results
obtained by using EMG. The conclusions in the study show the approximation of
model calculation results to EMG with the use of kinematics research rather than
classical mathematical method of determining motion. The next step in the method-
ology of model development was made by Albrecht and Arampatzis [1] who wanted
to find out if general parameters of the person examined in a non-invasive way, could
specify the size of the muscles of the particular limb in a given population. They
conducted a study in a group of 13 men with the use of magnetic resonance imaging.
During the research, the scientists have discovered that the size of the muscles of
every human is an individual matter and these things cannot be considered as the
average values in a group of patients. In the studies of the upper limb a research by
Roman-Liu and Tokarski [27] was of great importance. They studied the influence
of posture on the forces generated by the muscles of the upper limb. They carried
out an analysis of the five movements of the upper limb: pushing force, lifting, and
handle moments of pronation and supination. This kind of research has served to
create optimal workplaces in which an employee can work efficiently using the least
amount of energy. The development of movement patterns allows physiotherapists
a better comparison of the results with the standard values and also enables a faster
diagnosis [6, 20, 22]. Methodology assuming kinematic research which is an input
data base for numerical models may prove to be extremely useful in assessing the
degree of disability, or the evaluation of therapeutic effects [1, 7, 16].

The aim of the research was to develop patterns of joint reaction forces of the
upper limbs while performing daily activities and to examine the loads difference
in particular joints during performing of activities. The methodology of research
and the results will be used in diagnosing patients with stroke and monitoring the
progress of their recovery.

2 Materials and Methods

The research presented in this article was carried out in the Department of Bio-
mechatronics of Silesian University of Technology and included a group of 8 men
aged 22.7 (SD2.32). In all subjects, therewas no defect of the upper limb. In reference
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Table 1 Description of
subjects

Mean (sd)

Number (men) 8

Age (years) 22.3 (0.84)

Height (m) 1.80 (0.07)

Weight (kg) 72.87 (5.82)

BMI (kg/m2) 22.40 (1.25)

to the study [2, 9, 17–19, 23] routine activities such as drinking from a cup and lift-
ing of an object were selected. A group of subjects were asked to perform these two
tasks. In both tests the subjects were seated on a chair, at a distance of 5cm from
the table. In the drinking from a cup test the task was to stretch out a hand, lift a cup
of water, put it to the mouth, tip it and put it back, whereas the other hand did not
perform any movement. In the second test, the subject lifted the object (a bottle filled
with water), put it on an elevated surface, and then put it back (Fig. 1). The exact
characteristics of the subjects are presented in Table1.

Measurement of kinematics were carried out using MVN Biomech System con-
sisting of 11 inertial sensors placed on the individual body segments. Each sensor
was equipped with accelerometers, gyroscopes and magnetometers. Signals from
the sensors are transmitted wirelessly via transmitters to a computer. Used system
enables the measurement of the positions of anthropometric characteristic points of
the upper limb joints and angles in the joints defined in accordancewith the guidelines
of the International Society of Biomechanics.

Measured and recordedkinematicswas used to determine the input data and enable
the simulation of loads of musculo-skeletal system of the upper limb. To carry out
numerical calculations necessary to achieve the intended results a model in AnyBody
Technologywas developed. The structure of its record required to convert them to the

Fig. 1 Experimental tests
for object lifting onto an
elevated surface
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forms generated fromMVN Studio to a format readable by AnyBody programme. In
numaerical calculations Free Posture Move model supplied by AnybBody software
was used. As in Quental [25] Pennestri [24] and Damsgaard [4] the model consists of
segments (clavicle, scalpula, humerus radius, ulna and hand) modelled in the form of
rigid bodies connected by joints. The model is equipped with a module for adapting
and scaling of the model segments dimensions for the anthropometric dimensions of
subjects. The model consists of the following joints: sternoclavicular joint, shoulder
joint, acromioclavicular joint, humero-ulnar joint, radio-ulnar proximal joint, wrist
joint, radio-ulnar distal joint. All joints were modelled in the form of spherical and
articulated connection forming biokinematic pairs of three (sternoclavicular articu-
lation, and shoulder joints) and two (elbow andwrist joint) degrees of freedom. In the
model, the following simplifications were applied: the symmetry in the construction
of the limbs, two types of joint connections (spherical and articulated), the following
forces were taken into consideration: gravity, inertia, and muscular forces and the
forces caused of the articular surfaces. Frictional forces between individual elements
(including friction forces in joints of the upper limb) were not taken into account,
and the movement of soft tissue was omitted. Individual muscles were modeled by
actons. The number of actons was different for the individual muscles. 46major mus-
cles of the upper limb divided into 144 actons were attached to the segments. The
view of the model with the pictures of the segments for the sample person is shown in
Fig. 2. The spatial arrangement of muscle structure and the position of each segment,
the strength of the muscle and the location of muscles were developed largely on the
basis of the Dutch Shoulder Group including research MAYO and VU [13] as well
as literature posted on the AnyBody website [10].

Fig. 2 Model of the upper
limb in AnyBody
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The used model was a basis for the calculation of the inverse dynamic problem
and kinematics of the upper limb while performing the registered activities. Thanks
to the implemented programme AnyBody algorithms it is possible to calculate the
loads the musculoskeletal system of the upper limb. Identification of muscular forces
was carried out iteratively in each time step using inverse dynamics problem and sta-
tic optimization. As a criterion for motion control objective function was assumed
which minimize squares of muscle forces. Calculations with the use of AnyBody
allowed to determine the forces generated in the individual muscles and reactions
in the joints of the upper limb. Directions of reaction components in the joints have
been defined according to the orientation of anatomical directions: proximal-distal,
posterior-anterior and lateral-medial. Model calculations were performed for the
whole group of subjects and for the analyzed activity in order to examine the dif-
ferences between them. The result of the calculation are the values of reactions in
the upper limb joints (shoulder, elbow and wrist). The calculation model takes into
account the weight of the cup at 3N force acting vertically down of the middle point
of relief in one’s hand in the direction of the force of gravity and the weight of the
object (3N). Analyses were carried out by comparing the shape of the courses of joint
reaction forces of upper limbs which were obtained for individual and determining
the maximal values of reactions in the joints.

3 Results

The reaction of forces in the joints of the dominant upper limb (in every person the
right limb) are shown in the graphs (Figs. 3 and 4).

Both qualitative and quantitative assessment shows that for most subjects reaction
forces in the individual joints are characterized by a high degree of similarity in
relation to the others. It was observed that if the course of the reaction force of one
of the subjects differed significantly from the other subjects, a similar discrepancy
was also present in other joints. For example, for drinking from a cup (CD) the worst
match course relative to the courses averaged over all the analyzed courses of the
joints, characterized by forces of reaction were subjects b3 (green color), and b6.
lifting of an object (OL) the worst match occurs in subject b6 (Figs. 3 and 4). The
best match of courses of the reaction forces in all the joints in relation to the average
values in the case of the drinking from a cup activity was b4, and for lifting of an
object activity—b3 (see Figs. 3 and 4).

To better illustrate the proportion of the distribution of forces of reaction in dif-
ferent joints below are shown the courses of reaction forces generated by b4 and b3
while performing drinking from a cup and lifting of an object activities (Fig. 5).

Further analysis of the data was based on the average value of the maximal force
reactions in the joints: the shoulder, elbow and wrist for the upper limb for each of
the activities performed (Fig. 6).
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(a) (b)

Fig. 3 Courses of reaction forces in joints: a shoulder, elbow and wrist during drinking from a cup
CD, b shoulder, elbow and wrist during lifting of an object OL

Then the results were related to body weight of individual subjects. The mean
value of the maximal reaction force of the joints as well as standard deviation were
determined.

4 Discussion

Current knowledge which enables to determine exact loads in a muscular-skeletal
system is still insufficient to clearly establish which muscle is responsible for per-
forming a particular movement and what is a temporary value of its forces [5, 6,
11, 15, 25]. The muscle models developed in an approximate way allow for the
simulation of the muscular-skeletal system [5, 11, 14, 19]. The calculation of the
inverse dynamics problem is a highly complex issue which requires high computa-
tional power. Measured and recorded kinematics in this work was used to determine
the input data and enable the simulation of the actual upper limb motion. Kinematic
data were also used by Holzbaur and Murray [8]. In their research special attention
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(a) (b)

Fig. 4 Patterns of reaction forces in joints: a shoulder, elbow and wrist during drinking from a cup
activity and courses of reaction forces of one of subject, b shoulder, elbow and wrist during lifting
of an object activity and courses of reaction forces of one of subject

(a) (b)

Fig. 5 Courses of force reactions in joints: a shoulder, elbow and wrist during drinking from a cup
activity determined for one of examined man (b4), b shoulder, elbow and wrist during lifting of an
object activity determined for one of examined man (b4)

was paid to the fact that not only muscles affect the results of calculations, but also
the adjacent joints. The aim of their work was to create a three-dimensional model of
the upper limb, which will include the major muscles of the upper limb. According
to the analyses and the results it can be noticed that the average maximal reaction
force in the shoulder joint during the procedure lifting of an object activity (OL)
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Fig. 6 Comparison of
average maximal forces
reactions in joints: shoulder,
elbow and wrist during
drinking from a cup (CD)
and lifting of an object (OL)
activities

is about 131% higher than the reaction occurring during drinking from a cup CD.
A similar relationship was observed in the wrist joint where the average maximal
reaction force in the joint during the lifting of an object activity (OL) is about 139%
higher than the force reaction occurring during drinking from a cup CD. The average
maximal reaction force in the elbow joint during lifting of an object (OL) is about
104% higher than the force reaction occurring during drinking from a cup (CD).
The developed methodology of experimental and modelling research allows, among
others, the determination of a number of parameters and courses of kinematic and
dynamic parameters that describe the selected activities drinking from a cup and lift-
ing of an object performed by the subject. The methodology applied in the research
as in [8, 11, 17, 18] integrates experimental measurements of kinematic parameters,
which are then used in numerical computation. A mathematical model of move-
ment of the upper limbs allowing the determination of force reaction in joints in a
non-invasive way while performing selected routine activities is an important ele-
ment of the applied research methodology. The parameters achieved by this method,
supplement the results obtained from experimental measurements. In the study the
resultant reaction forces in the shoulder, elbow and wrist joints were determined and
analyzed for the group of healthy people as well as patterns of joint reaction force of
the individual joints were developed. The calculations of inverse dynamic problem
(the carried out in the AnyBody programme were similar to Damsgaard [4] and they
allowed the determination of reaction forces in the joints.
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Building Management System—Artificial
Intelligence Elements in Ambient Living
Driving and Ant Programming for Energy
Saving—Alternative Approach

Jarosław Utracki

Abstract The paper describes problems of common fuzzy-logic based systems and
offers a new approach. Genetic and ant-colony algorithms improvements to driving
functions inBuildingManagement Systems (BMS) are suggested. Twopoints of view
at these systems are taken under consideration. First, from outside of specialization in
designing energetically zero-emitting or low-energy buildings, this work postulates
several changes in intelligent buildings design standards. Second, from inside look at
Building Energy Management System (BEMS) energy consumption reduction, the
main theme of this paper refers to the algorithms based on nature (ant programming
and genetic algorithms) to solve big data processing problems. This paper is prepared
to visualize the huge importance of preventing from non-intended Urban Heat Island
Effect (UHIE) creation in human urbanized environment.

Keywords BMS · Intelligent buildings · UHIE · Genetic algorithms · Ant pro-
gramming · Ant colony optimization · Travelling salesman problem

1 Introduction

Research purposes presented in the paper lead to examination of energy saving proce-
dures formulated in alternative method as assisting supervisory system. The author’s
motivation is inspired by observation of the work of contemporary systems. It seems
that present systems reach its maximum efficiency thus the author attempts to test
known but not standard techniques in a new subject with irregular method. The
author assumes that new procedures allow to provide subsequent order of magnitude
energy saving. This approach is the path of study over Ant Colony Optimization
(ACO) usability in real problems and different aspects of life. This thesis is yet to
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be confirmed or rejected by experiments. The author has a strong conviction of the
thesis’ veracity due to the knowledge and executed observation after first simulations
and preliminary tests.

2 Related Works

Literature studies have revealed numerous papers treating of ACO and the Travelling
Salesman Problem (TSP) in the area of logistics. Multiple papers about Intelligent
Energy Managing Systems using fuzzy-logic have been found, although the author
seeks to narrowdown the scope of search to articles referring to energy saving systems
with ACO usage. No paper about the approach presented in this work has been found.
Existence of such papers is unprovable, thus it can be assumed that corresponding
materials are uncommon or represent an internal confidential work. The author does
not have any knowledge of similar approaches. Works with ACO usage in the field
of Intelligent Buildings yet in another meaning and implementation can be found in
[1, 10, 17, 19, 28, 29].

3 Present State of BMS in Intelligence Buildings—Short
Survey

Nowadays, buildings equippedwith autonomic control systems are called intelligent.
These systems may include the following components: power managing, interior
climate managing (air conditioning, temperature), illumination managing, Closed
Circuit TeleVision (CCTV), access and security control, etc.

The buildings’ intelligence [25] may be various and generally depends on the
architectural design, the developer, and the investor’s plans and needs. Small build-
ings (e.g. places of residence) usually have one integrated circuit with Program-
mable Logic Controller (PLC) driver in closed technology for operation with single
autonomous systems, such as air-conditioning, central heating, utility hot water, illu-
mination, etc. (more information can be found in literature [21]). Such centralized
systems may control behavior of window roller blinds, ventilators, car gates or grass
irrigation and raise user’s comfort without exact energy saving [3, 27].

Hybrid systems equippedwith solar photovoltaics and solar heating systems stand
as simple energy saving solution. These systems based on, e.g., KNX/EIB (world-
wide standard for home and building control [4]) can be more efficient and flexible.
The article constitutes an introduction to BMS in office buildings in which consider-
ably larger order of magnitude systems can be managed, offering in total real power
saving. This kind of buildings have enough expansive systems to justify implemen-
tation of decentralized BMS with multi-access and controlled by different aspects
(access control, fire department, emergency, technical staff, etc.). Such systems are
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Fig. 1 Abuilding equippedwith central andmulti-role decomposition EnergyManagement System
as an example of dispersed autonomous system—K1 (Błękitek, Kraków, Poland)

combined by several different single-function subsystems integrated together for
improved (associated) management. The general concept is that every single room
is controlled by sensors and its comfort parameters are driven by autonomic drivers
(preparing usage circumstances by temperature, air-conditioning drivers), scheduling
driving (changing eco-mode to human-comfort mode from non-usage period to nor-
mal human presence state by preordering in system scheduler) or manual driving (for
non-automatic, occasional events) [26]. It appears to be managed from one central
unit, as it was in such systems as HVAC (Heating, Ventilation, and Air Condition-
ing) [20], although it could be vulnerable in case of central unit failure. Due to the
problem systems are designed as dispersed management systems (BDMS, Building
Dispersed Management Systems) [13] such as in Fig. 1.

4 General Faults in Classic Concept of BEMS

Predominantly, Building Energy Management Systems can prove their efficiency in
power saving. The issue does not represent a goal in this paper, therefore it can be
assumed that such systems can reduce power utilization up to 80% [12, 15] due
to existing implementation (measured as total energy utilization drown from grid).
The factor can only be increased through application of new building materials or
renewable energy sources (solar panels, photovoltaics,wind generators, and so forth).
Although these efforts do not reduce energy but merely refill power without external
(public) electric grid usage and in effect, it reduces grid load.

Present executive drivers are based on self-learning algorithms with fuzzy-logic
operability to provide efficacious work in varying environment with external logic
circuit for scheduling (from central system), manual override or connection with
extraneous weather prediction systems. The property of executive drivers is critical
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for failure avoidance and determining reliability of the whole system. Central unit
crash can prevent from scheduling or driving manually particular parts of managed
building yet the whole system can work in autonomous mode with preprogrammed
parameters and all subsystems can assure basic usability.

Conversely, what constitutes a benefit of this kind of systems, in the parallel
manner is its fault. Particularly, cells of managed building (correlated with sensors in
rooms) work to provide expected parameters in controlled area, although generally
do notwork in correlation togetherwith surrounding drivers. It can lead to not optimal
energy utilization in the whole system. Central unit do not has this role implemented
either, limiting its function to supervision and delegation of expected parameters.

It can be noticed that this field requires improvement. For further process our
domain of discourse will be narrowed to one subsystem for simplification of the goal
of the paper. It will therefore focus on heating/cooling systems.

5 Ants Can Help

Ant Colony Programming (ACP) is an idea of using automatic programming for
finding solutions to difficult or complicated problems for usual numeric evalua-
tion. The broadly used programming techniques are Genetic Programming (GP) or
Generic Algorithms (GA), which imitate phenomena existing in biology. The other
technique is based on observation of ants’ colony behavior, so it is also based on
nature. More information about ACP can be obtained in literature [2, 5–7, 9, 11, 14,
16, 18, 22, 23].

5.1 Idea of Postulate

A typical heating systemof a building contains pipes connected as a grid. The primary
role of the grid is to transport heating or cooling factor to each area of building, where
local drivers control internal temperature parameters. The heat is drawn froma central
source (the cold is the result of lack of heating with natural energy dispersion to the
colder environment). The system is controlled by a central managing unit which has
two roles: statistical data collector and heat source moderator. Some rooms in this
model will be overheated (internal rooms with small heat dispersion) or underheated
(heating factor does not have enough energy after heat dispersion in previous rooms).
Overheating can be controlled by an air-conditioning system. However, this leads
to increase of the energy usage. Primarily, an extra dose of energy has been used
to overheat and after that the energy has been used to cool down the rooms. As
it can be noticed, the energy is wasted twice. The overdosed energy is commonly
removed from building by spread to atmosphere. Air recuperation is one of the ways
to minimize such a waste, yet it is not effective enough to avert energy expenditures.
A proposed solution is to reorganize the way of heat delivery for all rooms in the
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managedbuilding in such amanner, that each room inbuilding receives fromaheating
system precise dose of energy (no more than the room requires), which is demanded
to provide desired exploitation parameters. However, it is impossible to achieve it in
conventional heat grids.

5.2 Physical Model

Let us attempt to offer a physical model of higher quality than the existing ones,
which can be applied in central supervising role. Let it be a matrix created in 3D
similar to Fig. 2. The matrix has connections (vectors) between nodes in the grid.

Fig. 2 Visionary (ideal) matrix
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Each connection can be entirely transportable or blocked and each one can transport
only in one direction at a time (directions can be switched). Transportation capacity
is determined as a parameter of the vector between two nodes. Nodes have unique
addresses (e.g. X/Y/Z position).

A connection can be traversed from the input point (XYZ:000) to every node in
the matrix. Let us assume that there are workers W, where

W ∈ (1 . . . n) (1)

and every worker can take package P consisting bubbles B, where

P ∈ (1 . . .m) and B ∈ (1 . . . q) . (2)

Each bubble vaporizes in vanishing time TV , where TV is greater than time of
reach for the most distant node TR . Each node has expectations for ordered quantity
of bubbles present in time.

General activity is to deliver ordered quantity of bubbles to each node choosing the
shortest way with a minimal bubble loss (vaporization). It is searched for a function
describing expected activity. A possible real model is presented in Fig. 3.

It should be noticed that not every node is expected in a real building, as well
quantity and position are reduced to real rooms—for approximation 1 node = 1
room. It is assumed that this is matrix with empty nodes.

The whole grid can be described node by node in a multi-pointer reference table
with node notation presented in Fig. 4, where:

• NODE XYZ—ID/Address of the node,
• P1 Addr—pointer to neighbouring node,

Fig. 3 Physical approximation of the matrix in a real building (in 2D for a preferable visibility—
existing green oblique lines on the right remind that entire model is in 3D)
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Fig. 4 Node’s references row

Fig. 5 Multi-pointer style vector map for physical grid

• P1 Sem—semaphore for the connection with another node, where 0 means “no
route” to node (blocked or reverse direction), value greater than 0 means transport
capability of the connection,

• P1 Par—additional parameters of particular connections, such as distance, bubble
vaporization cost, etc.,

• P2. . .Px—other P2, P3,. . ., Px triples (PAddr : P Sem : P Par), where x ∈ (2 . . .∞),
have similar meaning.

The whole physical grid can be described in this manner and a vector map can be
received (Fig. 5).

In the real model the function describing expected activity is still being searched.
It can be assumed that this function is highly complex and it cannot be implemented
in Central Unit of BEMS in that shape. It is needed to find and approximate this
function to the acceptable level of complexity.

5.3 Travelling Salesman Problem with ACO

The Travelling Salesman Problem is one of the primarily known NP-hard problems.
It stands that there exist no exact algorithm solving it in polynomial time. The mini-
mal expected time to obtain an optimal solution is exponential. Therefore, in many
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implementations, an exact solution is not required and the approximated one can be
obtained with heuristics and applied. Various algorithms can solve TSP more or less
successfully [8].

5.4 Modified TSP as the Solution of a Real Problem

To solve our problem, the TSPmodified algorithm can be indispensable. It constitutes
the base for prepared experiments with simulated grid with workers-like model. As
it can be noted, the workers are ants carrying bubbles (heat energy) and searching
for the shortest (energetically) path to the nodes. When the Best Optimal Path (BOP)
is found, a central managing system reorganizes its transport parameters, checks
sensors (combined with PLC drivers) for updates and starts a new iteration.

5.5 Experiment

It can be assumed that heating grid controlled by ACO will be more efficient than
the standard one based on fuzzy-logic drivers. An experiment has been conducted to
verify this assumption. Three rooms in the simulated building equipped with central
heating system and checking behavior of heating grid in 24h time period have been
chosen.

Basics:

• rooms: a lecture hall (room ‘A’), a lobby (room ‘B’) and an office (room ‘C’),
• programmed expected temperature for all the rooms,
• simulated external temperature.

After the experiment, impressive results have been received. The results for room
‘A’ are presented as temperature change plot for 24h time period (Fig. 6).

The simulation has been conducted in three different modes:

• standard non-driven central heating grid (typical heaters equipped with thermo-
regulators),

• central heating with PLC drivers and onefold-way heat factor transport,
• central heating with PLC drivers, multi-way (three) ACO driven heat factor trans-
port.

The preprogrammed and expected temperatures are presented by gray line P and
external temperatures are represented by dotted black line Ex .

As it can be predicted, the first simulation (dotted line Cni ) is the worst. The
temperature could not have been moderated during the whole period of time and and
large dose of energy has been wasted on non-intended and unnecessary heating. This
mode test has only an informational role and it can be omitted in a further evaluation.
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Fig. 6 Heating room ‘A’ during 24h time period

The second mode (dotted line C f l): common, contemporary system with PLC
shows that significantly large amount of energy can be saved.

The third one (thick black line A) is the result of the ACO and application of a
multi-way heat factor transport in heating grid. As it can be noticed, the line is gen-
erally proximal to the preprogrammed temperature compared to theC f l one. A short
analysis reveals thatC f l is similar or almost the same to the preprogrammed temper-
ature and delivers proper comfort of usage and a sufficient temperature. Still, small
fluctuations and overheating can be recognized. Rooms ‘B’ and ‘C’ demonstrate
similar behavior and have been omitted in further discussion.

All energy needed to ensure human comfort can be computed as the integral of
the function:

C f L =
∫

f (x) dx · k. (3)

And consequently, all energy required after ACO can be computed as:

A =
∫

p (x) dx · k, (4)

where k is constant factor. Both functions can be approximated from acquired data
by ant-based function approximation or genetic algorithms function approximation
either. If both functions are subtracted, the saved or wasted energy amount will be
received, depending on sign of the result.

�E =
(∫

f (x) dx −
∫

p (x) dx

)
· k. (5)
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5.6 Experiment Result Periphrasis

The experiment data shows that ≈2.9% of energy can be saved due to ant-colony
optimization andmulti-way transport grid. Using different grid or grid matrix reveals
different results, so it would be possible to save larger or smaller amount of energy.
The results can be determined through a multi-way feature, resembling a matrix-like
grid. It can be a direction for further short and long-term examination with flexible
models. Eventually, further work should lead to preparation of designed ant-colony
based algorithms, grid’s nodes notation for describing real grids (as an equivalent of
the conventional notation for ant-colony based evaluation), software simulator testing
usage of connections between nodes and reducing their number to minimal quantity
by exclusion of unusable or rarely used ones, what would simplify complexity, lower
costs and failure frequency of a grid.

6 Problem with Energy Refilling by Renewable Energy
Sources Instead of Power Reducing

One of the disturbing thoughts is surplus heat spreading to the environment while
exploiting a common building [24]. The renewable power sources can be applied and
the zero-energy (passive) building can be obtained. The human comfort of living and
use of maintenance in building leads to heat dump necessity when it is overheated. In
the shortest manner it generates UHIE and leads to deterioration of living conditions
outside a building. The postulated solution is application of ground buffer with heat
pomp to accumulate surplus heat in the basements of the building, use of rain water
and reversemode in cold seasons to heat a buildingwith inconsiderable power amount
instead of heat spreading.

7 Conclusions

It can be remarked that modified grid with fuzzy-logic PLC reached its order of
magnitude savings and there do not exist “good” known methods to improve this
problem. Further energy savings can be provided through suggested modification of
system by additional central driving based on simulated grid with matrix connection
in real grid. As the measurements revealed, about 2.9% of energy has been saved,
although it may not be taken under consideration in small heating systems because of
expensive and complex modification of a heating grid. Nevertheless, the conclusion
of the experiment can be very promising for larger systems. Further experiments
with simulated central heating systems standing as a base for ACP/ACO algorithms
application are planned. Results of these experiments will be published in subsequent
articles. General goals of the effort are to implement a full-size, real-working central
heating system based on ACO in Intelligent Building for estimation of the natural
conditions.
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Application of Adjoint Sensitivity Analysis
to Parameter Estimation of Age-Structured
Model of Cell Cycle

Michał Jakubczak and Krzysztof Fujarewicz

Abstract Age-structuredmodels describe heterogeneouspopulations of individuals.
Life of the individual consist of a finite number of phases, which differ in properties
such as the ability to reproduce. This approach allows more realistic modelling of
the population growth than using models assuming homogeneity of the population,
which is especially important for complex organisms with long reproduction time.
The aim of this study was to develop a methodology to estimate parameters of the
age-structured model of cell cycle using adjoint sensitivity analysis. Results were
obtained for artificially generated input data.

Keywords Age-structured models · Adjoint sensitivity analysis · Parameter
estimation · Cell cycle

1 Introduction

In the classical population models, like Malthusian growth model or Lotka-Volterra
equations [1], populations are homogeneous, i.e. all individuals are the same. This
approach assumes that newly born individual is capable of reproduction, what is not
true for species with relatively long life time, like humans. For better description
of such species it is possible to introduce phases of life of individuals: an early
phase of adolescence, a phase with ability to reproduce and a phase of senility. What
is important, phases continues in a specific order, creating an age structure in the
population.

In this work we introduce a novel method for parameter estimation in age-
structured models. Our method is based upon a structural adjoint sensitivity analysis,
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E. Piętka et al. (eds.), Information Technologies in Medicine,
Advances in Intelligent Systems and Computing 472,
DOI 10.1007/978-3-319-39904-1_11

123



124 M. Jakubczak and K. Fujarewicz

which is especially useful for models described by the block diagrams and was orig-
inally developed for neural networks [4] and afterwards was used for models of cell
signalling pathways [5, 6] and systems with delays [7].

The main goal of the work was to create an adjoint sensitivity analysis method-
ology. Since the age-structured model parameter estimation is complex enough, we
decide to use a simple cell cycle model, which allows us to avoid the model influence
on the obtained results. The model can be easily modified the to age-structured form.
It is also easy to gather experimental data for this model, because cells division takes
approximately 24h [10].

2 Model of a Cell Cycle

The model of cell cycle used in this work was proposed in [8]. It is composed of
three phases: combined G0/G1, S and combined G2/M. Newly divided cells go to
the G0/G1 phase, where they can start a new cycle by entering G1 growth phase or
stay in G0 phase and wait for better external conditions. The software developed in
this work is designed to work on the data from the flow cytometry and therefore it is
impossible to separate these two phases. During the next phase of the model, the S
phase, DNA in cells is replicated. After that, cells enter theG2 gap phase and prepare
for mitosis, which occurs in M phase. These two phases are also indistinguishable
using the flow cytometry. Mitosis is the final phase of the cell cycle and it ends with
the cytokinesis, which produces two cells from the one.

There is an age-structure of a subpopulation Yi(n) in each phase, i.e. individuals in
the subpopulation differ in the dwell time τ in the phase. In every moment of global
moment of time n the individual can go to the beginning of a next phase, become
older in a current phase or die—these events depends on a transition functions Γi(τ ),
which determine their probability. Figure1 presents the basic structure of the model.
Mathematical Description: The model is described by 3 difference equations:

Y1(n + 1) = 2B3Y3(n) + A1Y1(n),
Y2(n + 1) = B1Y1(n) + A2Y2(n),
Y3(n + 1) = B2Y2(n) + A3Y3(n),

(1)

Fig. 1 A structure of the cell
cycle model used in the work
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where:
Yi(n) = [yi1(n), yi2(n), . . . , yik(n)]T , (2)

Ai =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · · · · · · · 0

si1 0 · · · · · · ...

0 si2
. . . · · · ...

· · · 0
. . . 0

...

0 · · · 0 sik−1 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

Bi =

⎡

⎢⎢⎢⎢⎢⎢⎣

ri1 ri2 · · · · · · rik
0 · · · · · · · · · 0
...

. . .
. . .

. . .
...

...
. . .

. . .
. . .

...

0 · · · · · · · · · 0

⎤

⎥⎥⎥⎥⎥⎥⎦
(3)

Yi(n) is the vector of subpopulation of i-th phase and yiτ is the number of cells in i-
th phase with age τ . k is the maximum τ per single phase. Matrices Ai are responsible
for cells aging and matrices Bi correspond to cells transition to the next phase. Cell
death is omitted. Both matrix types contain information about transition functions:

siτ = 1 − Γi(τ ), (4)

riτ = Γi(τ ). (5)

The model can be written as a block diagram (Fig. 2), what will be useful in the
further analysis.
Parameters of the Model: Parameters in this case are transition functions (TFs)
and initial cell distributions (ICDs) fi(τ ) in each phase. TFs are constant in every
moment of time [3] and their value depends on τ . In our work we assumed TFs to
be cumulative distribution functions, i.e. longer dwell time in the phase results in
higher probability to go to the beginning of the next phase.

Total initial number of cells in each phase is known, so the second class of para-
meters are only ICDs given as probability density functions.

Fig. 2 Structural diagram of the cell cycle model. Di(n) are vectors of cell number in the i-th
phase in the n-th moment of time, used as a reference data in parameter estimation with artificially
generated data
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3 Adjoint Sensitivity Analysis

Parameter estimation is performed by a gradient minimisation of index given as:

J = 1

2

N∑

n=1

K∑

i=1

(
Ytotal
i (n) − Dtotal

i (n)
)2 → min, (6)

where Di(n) is reference data and Yi(n) is the output from the model.
For an effective search through a parameter space for an optimal set of parameters

it is necessary to calculate gradients of performance index in respect to these para-
meters. This task in not trivial for most complicated models, however, a model given
by structural diagram can be easily modified to a form, which outputs the desired
gradients [4, 6]. First of all, an expanded model based on the original model must
be build (Fig. 3).

The expanded model is the base for building sensitivity and adjoint models. The
aim is to calculate all sensitivity coefficients (sensitivities) given as:

si(unom) = ∂J

∂ui

∣∣∣∣
nom

, (7)

where ui is the i-th input and unom is a nominal input vector.
There are twoways to calculate all sensitivities in this case: using forward sensitiv-

ity analysis or adjoint sensitivity analysis. If number of inputs is greater than number
of outputs it is better to use the adjoint approach due to lower calculation complexity.
In the expanded model on Fig. 3 there is only 1 scalar output (performance index)

Fig. 3 Expanded model with matrices Ai and Bi and initial cell distributions vectors Y0
i as inputs

and the performance index J as an output. ICD vectors are non-zero only in the initial moment of
time, i.e. for n = 0
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Fig. 4 Constructed adjoint system used to calculate all the sensitivity coefficients. ei(N − n) =
Ytotal
i (N − n) − Dtotal

i (N − n)

and 9 multidimensional inputs. Because of that fact, we constructed the adjoint
system using specific rules described in [4, 6]. The final system for the gradients
calculation is presented in Fig. 4.

4 Parameter Estimation

Non-Parametric Approach In the non-parametric approach every single value of
the TFs and ICDs were calculated separately. Because information about values of
the TFs is included in matrices Ai and Bi (3), then final gradients of the performance
index in respect to TFs are given by:

∇Γi(τ )J = ∇riτ J − ∇siτ J. (8)

The gradients of the performance index in respect to the initial cell distributions
are given directly from the adjoint system.
Parametric Approach The parametric approach assumes that parameters are
described by some functions. In our work we proposed logistic growth [9] for the
TFs (9) and normal probability density function for the ICDs (10).

Γi(τ ) = ci
1 + e−aiτ+bi

(9)

fi(τ ) = 1

σi

√
2π

e
−(τ−μi )

2

2σ2i (10)

Gradients in respect to the parameters in Eqs. 9 and 10 are given by:

∇pmJ =
k∑

j=1

(∇gij (τ )J · ∇pmh1), (11)
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where g is the TF or ICD and pm is the m-th parameter of the assumed function h.
The advantage of the parametric approach is that much less parameters have to be

estimated than in the non-parametric approach. A single TF in this case is described
by only 3 parameters and ICD by 2 parameters. What is important, these parameter
numbers are independent of maximum τ per single phase (k)—in the non-parametric
approach there is k parameters which have to be estimated per one TF or ICD. In the
other hand, incorrect assumption of the function’s formmay lead to incorrect results.

Calculated gradients were used to the minimisation of the performance index exe-
cuted by Matlab® function fmincon. The range of values for the transition functions
was set as 〈0, 1〉.

5 Results and Discussion

Reference data for the parameter estimation were generated with the basic model
(Fig. 2). Results of estimation are presented in Fig. 5 (non-parametric approach) and
Fig. 6 (parametric approach).

Fig. 5 Results for the parameter estimation using the non-parametric approach and artificial data.
J = 134.23;MSEΓ = 4.45 · 10−2;MSEf = 1.66 · 10−3 a Fit of the model (lines) to the input data
(+ for G0/G1, ♦ for S, ◦ for G2/M). b TFs: estimated (doted) and real (solid). c ICDs: estimated
(doted) and real (solid)
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Fig. 6 Results for the parameter estimation using parametric approach and artificial data. J = 9.27;
MSEΓ = 9.34 · 10−2;MSEf = 2.81 · 10−4 a Fit of the model (lines) to the input data (+ forG0/G1,
♦ for S, ◦ for G2/M). b TFs: estimated (doted) and real (solid). c ICDs: estimated (doted) and real
(solid)

Mean squared errors (MSE) were calculated to evaluate the fit of the estimated
parameters to their real values:

MSEg = 1

Kk

K∑

i=1

k∑

j=1

(̂gij − gij)
2. (12)

A very good fit of the cell number time courses to the input data with both
approaches was obtained. Slightly better MSE results were achieved for the para-
metric approach, what is related to the proper parameter functions assumptions.

Estimated transition functions in both approaches introduce a cell death to the
model (Γ i

τmax
< 1)—cells with the dwell time greater than τmax are “falling out” of

the phase without going to the beginning of the next one. It is probably related to the
deterministic nature of the model. The assumed TFs (as the cumulative distribution
functions) may not correspond to the real forms of distributions.

In the non-parametric approachTFs seems to have step forms. It is probably caused
by the applied boundaries to the values of the TFs—the minimisation algorithm
couldn’t find the mild form of the functions. This causes that the dwell time is almost
the same for all cells in the particular phase.
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The ICDs in the parametric approach were estimated almost perfectly—only the
ICD in the G0/G1 phase is slightly shifted, however, a shape of the distribution is
preserved. In the non-parametric approach, the estimated ICDs are irregular—it is
caused by the same factor as in the TFs estimation.

6 Conclusions

A good fit of the model to the input data can be obtained using more then one set of
parameters., i.e. estimated parameters providing a very good fit may not correspond
to their real values. A gradient minimisation using adjoint sensitivity analysis is an
effective tool to perform a parameter estimation of the age-structured models. The
main advantage of the parameter estimation method used in our work is automation
of the process. We are aware that this method requires longer computing time and
is less accurate than other techniques based on regression [2] or Bayesian methods
[11], however, it can be applied for any model introduced as a block diagram.

The comparison of the method used in our work with other parameter estima-
tion methods will be under further investigations of our work. We will also examine
another forms of the parameters used in the parametric approach and will use exper-
imental input data to test our methology in reality.
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Multidimensional Correlated Mutation
Analysis for Protein Contact
Map Prediction

Kristyna Kupkova, Karel Sedlar and Ivo Provaznik

Abstract Correlated mutation (CM) analysis has been proved to be an important
tool used in protein contact map prediction from primary amino acid sequence. Over
the last years CMmethods have been refined and then often combined with methods
of different nature in order to improve reached precision. However, since themethods
are still relatively new, only precision and improvement have been reported without
mentioning recall which is very low. In this paper, we combine previously described
CM analysis methods with an outcome of four new techniques which significantly
increase recall for the cost of minimal precision impairment. This study is the first
of our knowledge with focus on recall improvement.

Keywords Correlated mutations · Contact map · Protein structure prediction ·
Residue contact

1 Introduction

The structure of a protein is one of the most important information carriers in
molecular biology. Currently, there are several methods used to identify the three-
dimensional (3D) architecture of a protein, including X-ray crystallography, NMR
spectroscopy, and electron microscopy. These are, however, still expensive and time-
consuming. Therefore, several computationalmethods have been recently developed,
to predict residue contacts straight from primary amino acid sequence [5–7, 10, 16].
Correlated mutations (CM) analysis is one of the most promising approaches using
multiple sequence alignment (MSA) of homologous proteins to identify residues that
are in close proximity within the 3D structure, but distant in the primary structure.

MSA consists of highly conserved positions along with positions which contain
mutations of varying scope. Not only the conserved positions, but also the ones with
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various mutations carry information about the protein structure and function. How
proteins preserve their structure and function despite spontaneousmutations acquired
due to evolution is the foundation of CM analysis, as in order for protein to function
properly, it is important that negative point mutations are being compensated for by
other mutations [7]. Therefore, the amino acid positions of vital importance to the
protein folding have to evolve in synchrony which consequently results in a high
correlation score.

Several methods, which use CM to predict residue contacts, have been developed.
These methods usually include also another approach apart from a CM analysis in
order to increase their precision. Alexov and co-workers reported method of CM
analysis without using correlation score, as usually, but instead defined four para-
meters which are subjects of optimization [10]. After applying a filter defined by
physical-chemical properties to set of 65 proteins, the overall reached precision
was 0.09, with improvement 30%. Casadio and co-workers upgraded CM analysis
by combining it with neural networks [5]. Using the method on set of 173 non-
homologous proteins resulted in 0.21 precision with an improvement >6. Apart
from structure prediction, CM analysis has been proven to be an important tool for
analysis of protein function, and of protein interaction networks, e.g. prediction of
γ -shaped and θ -shaped networks in catalytic domains of Ser/Thr protein kinases by
Feng, Long and co-workers [19] or study ofHIV-protease evolution byHamacher [9].

In previous studies, precision and improvement were the main parameters used
to evaluate the success of the relevant method without mentioning recall which
decreases rapidly with increasing precision. Thus the main goal of our study is
to combine several CM analysis methods in order to increase recall with minimal
decrease of precision. We use in total three methods to compute CM: mutual infor-
mation (MI) [3] along with residue correlation (RC) analysis [7], and Jaccard index
(JI) [11]. These methods are then combined with each other resulting in increased
recall to various extent. Furthermore we used previously introduced filters reflecting
physical-chemical properties of amino acids [10] in faith of increasing previously
decreased precision values without again decreasing recall. However in average this
step only led to immense recall impairment without significant precision ameliora-
tion.

2 Materials and Methods

2.1 Sequence Collection and Pretreatment

Each set of homologous protein chains was obtained by subjecting the protein chain
of interest to PSI-Blast (Position-Specific Iterated Blast) run against the database
of non-redundant protein sequences obtained from the National Center for Biotech-
nology Information (NCBI). Both orthologs and paralogs were included in the set,
since it was demonstrated that this approach can lead to an increase of precision in
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Table 1 Dataset specification

PDB ID Chain ID Seq length (bp) MSA width MSA depth

1A6K A 151 151 61

1AFC A 140 106 24

1AX8 A 166 138 36

1DKG A 197 120 27

1GD1 O 334 288 204

1G9L A 144 136 61

1HM6 A 346 337 51

1XQ5 A 143 128 107

2RQB B 83 77 69

3BCQ A 143 130 88

4DT6 A 240 215 69

4FFJ A 210 158 92

1C27 A 263 181 48

1EXR A 148 118 73

1PKQ E 138 113 22

5E29 A 142 126 92

correlated mutation based analysis [1]. Only the sequences sharing more than 70%
and less than 90% of identity with the reference sequence were selected. In case, that
this step resulted in set of less than 125 sequences [12], the threshold was lowered
to 65%. Resulting sequences were aligned using Clustal Omega program [17]. The
formed MSA was further processed by removing sequences having more than 90%
identity with each other in order to reduce covariation caused by phylogenetic influ-
ence of closely related sequences [1]. It is crucial to keep the reference sequence in
the MSA during MSA purgation. Further MSA treatment included removing totally
conserved positions, for it does not provide information relevant to CM analysis [1].
Also positions with gap occurrence in the reference sequence were excluded, which
allows us to compare the final outcome with result obtained from PDB file of the ref-
erence sequence. Ultimately the cases with finalMSA depth lower than 20 sequences
were removed from protocol as these are considered not to be carrying enough infor-
mation [10]. The final 16 sets of proteins along with characteristics of their MSAs
are listed in Table1.

2.2 Mutual Information

The mutual information (MI), based on Shannon’s entropy, is a measure of reduc-
tion of uncertainty. MI between two columns reflects, how correlated is the pattern
between these two columns [12], and is defined as [2, 3]:
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MIi j =
∑

x∈Xi

∑

y∈Y j

pi j (x, y) · log20
(

pi j (x, y)

pi (x)p j (y)

)
= Hi (x) + Hj (y) − Hi j (x, y),

(1)

where x and y are the outcomes for random variables Xi and Y j , drawn from a
standard amino acid symbol set containing symbols for all 20 amino acids, taken from
columns i and j of MSA. Variables pi (x), p j (y) represent the observed frequencies
of occurrence of amino acids x and y in columns i and j ofMSA and pi j (x, y) stands
for joint probability function. Hi (x) and Hj (y) are column entropies and Hi j (x, y)
is the joint entropy. Entropies are calculated using a log20 scale so that their values
lie within the range of 0–1.

In order to lower backgroundMI caused by finite sample size effect, and by phylo-
genetic influence, MI needs to be normalized. We used MI/Hi j (x, y) normalization
which was proved to have the best performance [12].

2.3 Residue Correlation Analysis

Correlation coefficient between two residues, i.e. the inner product between two unit
vectors of length N 2 is computed as [7]:

ri j = 1

N 2

∑

kl

wkl(sikl − 〈si 〉)(s jkl − 〈s j 〉)
σiσ j

, (2)

where values sikl , s jkl are taken frommutationmatrices. Themutationmatrix s(i, k, l)
is composed of residue-residue distances of all possible pairs of sequences at position
i in MSA, where k and l are the indexes of sequences running from 1 to N . We
used BLOSUM62 substitution matrix as a measure of residue-residue distances, for
superiority of McLachlan matrix, which was used in previous studies [5], was not
justified in literature and provides similar results to the ones obtained from other
substitution matrices [14]. Gap similarity was set to dummy value of 0 [5]. The value
of σi is the standard deviation of sikl about the mean si . Weights wkl are used to
down-weight the influence of very similar sequences. The weight value for pair of
sequences k and l is defined as fraction of amino acid mismatches over the alignment
length L [15]:

wkl = 1 − 1

L

L∑

i

δ(Rik Ril). (3)

Weights are further normalized to sum to 1 [7]. The final values of correla-
tion coefficient r were also normalized to lie within the range of 0–1 by using:
ri j = (ri j − min(r))/(max(r) − min(r)).
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2.4 Jaccard Index

Jaccard index which is another measure of CM, is defined as [11]:

J Ii j = Nxy

Nxy + Nx0 + Ny0
, (4)

where Nxy is the number of sequences, in which Xi and Y j are jointly mutated, Nx0

represents the number of sequences, with only Xi mutation, but not Y j mutation and
Ny0 is the number of sequences with only Y j mutation, but not Xi mutation.

2.5 Multidimensional CM Methods

As said before, the contact positions are expected to be the ones with a high corre-
lation score, however each method described above is different, and brings different
results. Therefore we set an imaginary multidimensional space, where each dimen-
sion is represented by correlation score of given method, and where a combination
of positions represented by e.g. low MI value can still be in contact if the RC or
JI values are high. And since the main goal of this study is to increase the number
of correctly detected contacts, and therefore to increase recall, the number of true
predictions out of all existing contacts (recall = T P/(T P + FN )), this idea seems
like the most convenient solution how to reach desired results.

In our approach, predictions are not obtainedby simple disjunction ofCMmethods
results, but cutoff values are used to define first quadrant of an imaginary ellipse in
2D space (if two CMmethods are combined) or part of an imaginary ellipsoid in 3D
space (if three CM methods are combined). Two positions are then considered to be
in contact if the following criteria are met:

MI 2i j
M I 2cut

+ RC2
i j

RC2
cut

+ J I 2i j
J I 2cut

> 1. (5)

Here MIcut , RCcut , and J Icut stand for cutoff values of MI, RC and JI. The criteria
introduced in (5) represent the case, when allMI, RC, and JI represent the dimensions
of one multidimensional CM method (MRJ). In case that selection of only two
methods is combined into one method, the correlation scores of the third method are
omitted from the criteria. In final, this results in four newCM analysis methods:MRJ
(combination of MI, RC, and JI), MR (combination of MI, RC), MJ (combination
of MI, JI), and RJ (combination of RC, JI).
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2.6 Filtration

The results obtained from methods mentioned above are further filtered by use of
rules defined in [10], where energetically favorable contacts are those who form
either a hydrophobic pair, an ion pair, a disulfide bridge, a hydrogen bond or pairs,
in which donation of a hydrogen bond to a hydrogen acceptor is possible. Gly-Gly
pair does not fall into any of categories mentioned above, but since this amino acid
combination was frequently observed in residue pair contacts, it was added to list
of admitted pair predictions. On the contrary, Trp-Phe, Phe-Ile, Trp-Leu, Trp-Pro,
Pro-Ile, Pro-Leu, Pro-Met and Pro-Trp pairs were observed only sparsely and hence
excluded from the list.

2.7 Contact Map

Protein can be represented by N × N symmetrical matrix (for protein of N atoms),
where values at corresponding indexes represent distances among atoms in the pro-
tein. Contact map is an alternative binary representation of a distance map. It is also
a symmetrical N × N matrix (here N represents number of residues), however, ele-
ments of this matrix are represented by only values 1 or 0 depending on whether the
pair of residues is or is not in contact [5]. Two residues i and j in contact matrix C
are considered to be in contact if the distance between them δ(i, j) is lower than a
certain threshold μ [8]:

Ci j =
{
1, δ(i, j) < μ

0, otherwise
. (6)

The threshold values vary among different authors, e.g. in [8] is the cutoff distance
defined as 6–7 Å, in [18] is the value 8 Å. Also the distance computation definition
can be different among different authors, in [4] the distance for contact determination
is the distance between Cα − Cα atoms, in [13] it is the distance between Cβ − Cβ

atoms or another interpretation is the minimal distance between atoms belonging to
the side chain or to the backbone of the two residues [5]. In this study we use the
definition of a contact defined in [13], where the distance between two residues is
computed as the distance between Cβ − Cβ atoms and the value of threshold is set
to 8 Å.

3 Results

3.1 Cutoff Specification

Random sample of 8 proteins (half of the whole dataset) was selected for cutoff
value specification of MI, RC, and JI. Every cutoff value within a range of 0–1
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Fig. 1 Averaged precision-recall curves of 8 proteins. Each graph represents the characteristics
of the contact prediction using values of a MI > MI cutoff, b RC > RC cutoff, c JI > JI cutoff.
Precision-recall values for cutoffs used in this study are highlighted as grey points

with step equal to 0.01 was evaluated with precision and with edited recall, where
precision is the number of correctly predicted contacts out of all detected contacts
(precision = T P/(T P + FP)) and recalledit is the number of correctly predicted
contacts out of all existing contacts at the positions which were not cut out dur-
ing MSA pretreatment (recalledit = (T P)/(T P + FNpart )). Values obtained from
every protein were then averaged and plotted. Results are shown in Fig. 1, where it
can be seen that recalledit decreases rapidly with increasing precision. Therefore
we had to choose a compromise where precision and recalledit are in balance. This
resulted in following cutoff values: MIcut = 0.3, RCcut = 0.65, and J Icut = 0.65.

3.2 Comparison of Methods

The performance of every method is evaluated by precision, recall, and by improve-
ment over a random predictor. The improvement is calculated as the ratio between
precision of the method and the precision of a random predictor (Nc/Np). Where
Nc is the number of real contacts in the protein and Np are all the possible con-
tacts. All the efficiency evaluators are listed in Table2, where it is also possible to
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Table 2 Efficiency of different methods used for contact map prediction

Method Precision Recall Improvement

No filter Filter No filter Filter No filter Filter

MI 0.18 0.20 0.15 0.03 2.87 3.11

RC 0.18 0.23 0.08 0.02 2.86 3.51

JI 0.14 0.11 0.07 0.01 2.21 1.82

MR 0.15 0.18 0.20 0.04 2.48 2.88

MJ 0.12 0.12 0.18 0.04 2.02 1.97

RJ 0.13 0.14 0.14 0.03 2.09 2.25

MRJ 0.11 0.11 0.23 0.05 1.82 1.86

Filter

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0

0.05
0.1

0.15
0.2

0.25

Fig. 2 Average precision of each method plotted against average recall of the method to compare
the performance of methods without using filters (grey points) and with use of filters (black points)

compare the efficiency of methods with and without the use of filters. It is obvious,
that filtration did not bring the previously proposed benefit of precision increase
without recall decrease. This can also be seen in Fig. 2, where the range of precision
of methods using filters is almost the same like the precision reached by methods
without filtration, furthermore the reached recall when using filters is significantly
lower compared to the recall values, when filters are not used.

The performance of each new method (MR, MJ, RJ, MRJ) was first compared
to the prediction performance of MI which according to Table2 showed the best
efficiency out of all single methods (MI, RC, JI). These results are shown in Fig. 3,
here it can be seen that even though reached precision was lowered in majority of
cases, it led to a higher recall improvement, since most of the points lie above the
diagonal. By comparing Fig. 3 with results in Table2, we can say, that MR (Fig. 3a)
and MRJ (Fig. 3d) performed the best in comparison to MI. In both cases a smaller
precision impairment led to a higher recall improvement. The only exception, when a
newmethod performed worse thanMI in terms of both precision and recall, occurred
when RJ (Fig. 3c) was used. The use of MJ (Fig. 3b) led to a recall improvement,
however not as high as the use of MR or MRJ, and for the price of worse precision
impairment.

The comparison of RC analysis, which is one of themost widely usedCManalysis
method for protein structure prediction, with the proposed methods is visualized in
Fig. 4. In this figure we can see that compared to MI comparison above, none of
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the cases led to recall impairment. After looking at Fig. 4, we can again say that
MR and MRJ showed the best results, where some cases showed almost 0.5 recall
enhancement. From Table2 we can see that 0.03 decrease in precision, when MR
was used instead of RC analysis, was compensated with 0.12 rise of recall value
which is more than double of the recall reached by use of only RC analysis itself.
Further improvement in recall was reached when MRJ was used, however, as it can
be seen in Fig. 4d, precision difference values here are more dissipated compared
to precision difference values when MR is used (Fig. 4a), which leads to a higher
overall precision decrease. MJ use also led to more than double increase of average
recall, however, same as in MRJ, the precision difference values in Fig. 4b are more
dissipated compared to the use of MR, which, in final, leads to a worse precision
impairment.
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dataset
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Fig. 6 Precision of MRJ plotted against protein sequence length with linear fit
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Fig. 7 Precision of MRJ plotted against the difference between sequence length and MSA width
(trimming rate) with linear fit

And finally JI, which showed the worst efficiency in Table2 when used indepen-
dently, was compared tomultidimensional methods with results plotted in Fig. 5. The
use of all multidimensional methods led to overall increase of recall, like in RC com-
parison. It is possible to see in Fig. 5a, b, d that maximum recall gain reached again
up to almost 0.5 which is an enormous improvement. Furthermore in about 50%
of cases an increase in precision values can be observed along with recall increase.
When RJ was used, average recall value was doubled from 0.07 to 0.14 with pre-
cision loss equal to only 0.01, further, recall rise to 0.18 was gained by use of MJ
with precision loss 0.02. The greatest recall growth to more than triple of original
JI recall value was reached with use of MRJ with loss of only 0.03 precision. The
best performance is however reached when MR is used; this leads even to precision
improvement on top of almost triple recall increase.

To summarize all of the above mentioned results, we can say that MR and MRJ
showed the best performance out of all four newly introduced methods. Although
by use of MRJ the highest recall values are reached, precision values are slightly
reduced compared to MR. Therefore, we further studied possible influence of other
parameters onMRJ precision. In Fig. 6 the relationship between sequence length and
reachedMRJ precision is plotted. It is observed that precision lowers with increasing
sequence length, thus MRJ is more suitable for shorter sequences. We also studied
the impact of MSA width trimming on MRJ precision. In Fig. 7, we can see a slight
trendwhere precision is lowered towards the higher trimming rate and thereforeMRJ
precision could be ameliorated by selecting slightly more diverse sequences for an
MSA input.

4 Conclusion

In this study, we introduce new multidimensional approaches based on correlated
mutation analysis for protein contact map prediction. Due to the use of undemand-
ing statistical techniques providing partial 1D results which are merged into final
multidimensional space, the approaches keep low computational requirements while
provide substantially better results than partial techniques themselves. The outcomes
of the methods were presented on several large datasets obtained from database of
non-redundant protein sequences at NCBI.



144 K. Kupkova et al.

Current correlated mutation analysis techniques, also those combined with other
methods, e.g. neural network or other machine learning approaches, are focused on
precision improvement without mentioning recall which is also important parameter.
Our focus was on maximization of gained recall while minimally interfere with
the other prediction efficiency parameters. With use of MR we reached 0.2 recall
while maintaining the precision value at 0.15 which is impressive considering only
correlated mutation analysis was used for prediction. The overall improvement of
MR over a random predictor is 2.48. Using MRJ for prediction further increased
recall value up to 0.23 with slightly lower reached value of precision 0.11 which
is, however, still in the norm of maximum achievable precision. The improvement
coefficient of MRJ is 1.82.

Even though the efficiency of statistical techniques is not sufficient enough for
clear protein fold prediction, we believe that implementing MR or MRJ into a com-
bined method, e.g. neural networks with multidimensional correlated mutations,
would lead to a significant improvement in protein structure prediction that would
not, otherwise, be realizable by partial techniques.
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Human Fibroblast Growth Factor 2
Hot Spot Analysis by Means
of Time-Frequency Transforms

Anna Tamulewicz and Ewaryst Tkacz

Abstract Energy in protein complexes is not uniformly distributed. Some of amino
acid residues—called hot spots—contribute most to the total energy of interaction.
Hot spots can be determined experimentally or by computational methods. Here we
present the application of time-frequency tools such as short-time Fourier transform
and S transform to analyze human fibroblast growth factor 2 protein. The time-
frequency tools take advantage the Resonant Recognition Model (RRM), which is
based on the correlation between spectra of numerical representations of amino acids
and their function. Thus, RRM allows for applying digital signal processing tools
to amino acid analysis. Methods using time-frequency transforms do not require
knowledge of protein structure, thus they help to predict hot spot residues with good
accuracy and lower computational requirements comparing to other algorithms.

Keywords Hot spot · Resonant recognition model · Short-time Fourier transform ·
S transform · Fibroblast growth factor

1 Introduction

Most of biological processes in living cells are controlled by protein complexes.
Energy on the surface of the protein complexes is not uniformly distributed. Some
of amino acid residues—called hot spots—contribute most to the total energy of
interaction. The term ‘hot spot’ was introduced by Clackson and Wells in 1995
in their work on the binding of human growth hormone with its receptor [2]. Hot
spot residues are found to mutate slower than the rest of the protein surface, thus,
hot spot is usually consisted of sequences structurally more conserved. Studies of
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protein binding have shown that hot spot is surrounded by energetically less important
residues causing occlusion from solvent, which is found to play an important role
in highly energetic interactions. Hot spot residues are also clustered within tightly
packed regions rather than randomly spread in the protein [6, 21].

Analysis of energy distribution in protein complexes is an important issue, because
hot spot detection is a key to discover structures, biological function and interactions
between proteins. Such studies are considerable due to possibility of controlling
biological activity, which can be really useful in drugs design and curing diseases
by proteins with predefined functions [21]. Another applications of hot spot iden-
tification is detection of mutations that could significantly affect the interactions in
the protein complex. Also, it can be applied in searching single nucleotide polymor-
phisms, which may affect protein interactions [8].

1.1 Existing Methods of Hot Spot Identification

Hot spot residues can be experimentally determined by molecular biology technique
called Alanine Scanning Mutagenesis. In the experiment, each amino acid of pro-
tein chain is substituted by alanine one by one. If the mutation to alanine of the
analyzed amino acid residue gives the change in the binding free energy of more
than 2kcal/mol, the given residue can be deemed as hot spot [6, 13]. Hot spots from
Alanine Scanning Mutagenesis experiments was deposited by Bogan and Thorn and
is accessible by the Internet in Alanine Scanning Energetic Database (ASEdb) [19].
The method is widly used and it gives good results of determining hot spot residues,
however it is time-consuming and expensive, which induces the need of developing
other methods e.g. computational.

The one of the pioneering work of hot spot prediction is algorithm Robetta, which
was introduced in 2002 by Kortemme and Baker [7]. The basis of the method is
free energy function, which takes into account Lennard-Jones interactions, Coulomb
electrostatics, solvation interactions and hydrogen bonding. Thus, themodel includes
shape complementarity, polar interactions (ion pairs and hydrogen bonds), interac-
tions between protein atoms and the solvent. The algorithm uses an atomic repre-
sentation of the protein. It determines hot spot residues by predicting the change in
the binding free energy upon alanine mutation basing on the free energy function,
therefore the method is also called computational alanine scanning [7, 8].

Another algorithm representing different approach to the problem of detecting
hot spots is a method called HotPoint developed in 2010 by Tuncbag et al. [20,
21] and it is used in a HotPoint server available online. The base of the method
is empirical model, which takes into account conservation, solvent accessibility,
statistical pairwise potentials of residues and change in the binding free energy.

Other computational method worth mentioning is MAPPIS (Multiple Alignment
of Protein-Protein Interfaces) [14], which detects spatially conserved interaction pat-
terns by performingmultiple alignments of the physico-chemical interactions and the
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binding properties in three dimensional space. It takes into account spatial conser-
vation of interactions formed between groups of atoms in protein-protein interfaces
in order to predict hot spots. Grosdidier et al. [4] presented the docking approach in
the method predicting hot spots by applying normalized interface propensity (NIP)
values obtained from rigid-body docking simulations without prior knowledge of the
complex structure. The model considers hot spots contributing to the interaction due
to electrostatic and water-to-interface desolvation effect.

The methods mentioned above have one significant drawback—they require
knowledge of protein or complex structure, however structure has been solved only
for small percentage of known proteins. Despite the fact that biological functions of
protein are related to its structure, it is assumed that all information about protein
structure and functions is embedded in its primary structure (amino acid sequence).
Thus, it can be possible to analyze hot spots using only amino acid sequence of
protein [9]. In recent years it became more popular to use this assumption in order
to search for hot spots employing digital signal processing methods [5, 11–13].

2 Resonant Recognition Model

The basic idea of using digital signal processing approach to analysis of protein
hot spots is provided by so called Resonant Recognition Model (RRM) [3], which
assumes correlation among function of protein and numerical representation of its
amino acids. The RRM is a physico-mathematical approach that interprets protein
sequence using signal analysis methods. Algorithms basing on Resonant Recogni-
tion Model tend to have lower computational requirements than methods involving
knowledge of protein structure.

2.1 Conversion of Amino Acids Sequences into Numerical
Signal

In order to use any digital signal processing method to amino acid analysis, it is
necessary to convert amino acid sequence into numerical signal basing on some
physical and biochemical properties relevant for protein’s biological activity. Stud-
ies have shown [3, 22] that electron-ion interaction pseudo-potential (EIIP) is a good
descriptor of energy distribution in protein, thus, it can represent a physical charac-
teristic of amino acids and correlates with some of their biological properties. EIIP
describes average energy state of delocalized electrons of the amino acid, which is
critical for protein biological function (i.e. interaction with protein’s target). Numeri-
cal signal can be obtained by assigning each amino acid specific EIIP value according
to Table1.
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Table 1 EIIP values of amino acids

Amino acid 3 letter code 1 letter code EIIP

Alanine Ala A 0.0373

Aspartic acid Asp D 0.1263

Phenylalanine Phe F 0.0946

Histidine His H 0.0242

Lysine Lys K 0.0371

Methionine Met M 0.0823

Proline Pro P 0.0198

Arginine Arg R 0.0959

Threonine Thr T 0.0941

Tryptophan Trp W 0.0548

Cysteine Cys C 0.0829

Glutamic acid Glu E 0.0058

Glycine Gly G 0.0050

Isoleucine Ile I 0.0000

Leucine Leu L 0.0000

Asparagine Asn N 0.0036

Glutamine Gln Q 0.0761

Serine Ser S 0.0829

Valine Val V 0.0057

Tyrosine Tyr Y 0.0516

2.2 Characteristic Frequency

According to the RRM, there is a correlation between the amplitude spectrum of
numerical representation of amino acids and their biological function. Veljkovic
et al. [22] observed that functionally related proteins share a spectral component in
Fourier transforms of their numerical sequences. The frequency of this component is
called characteristic frequency of the functional group and is obtained bymultiplying
spectrum of numerical representation of analyzed protein with spectra of its related
proteins (i.e. sharing the same function, but found in different organism). The product
function of this multiplication is called consensus spectrum. There is a significant
peak (characteristic frequency) in the consensus spectrum of functionally related
proteins. In the case of functionally unrelated proteins such peaks have not been
found.

The characteristic frequency of K biologically related proteins can be calculated
by finding the frequency of significant peak in the consensus spectrum, which is
determined by computing the cross-spectral function M(n) described by (1):

M(n) = |X1(n)| |X2(n)| ... |XK(n)|, (1)



Human Fibroblast Growth Factor 2 Hot Spot Analysis … 151

where X1,X2, . . . ,XK are the Discrete Fourier Transforms corresponding to K pro-
teins. One of hot spots feature is structurally conservation, which allows for using
RRM to hot spot analysis.

3 Time-Frequency Analysis

Most of biomedical signals—such as amino acid sequences—are non-stationary, i.e.
their characteristics change with time. This feature makes the standard frequency
tools insufficient for analysis of such signals. Fourier transform can be useful to
search for specific frequency, but it is not able to find the time of its occurrence
and duration. Time-frequency analysis comprises the information about frequency
components and time intervals of their occurrence in non-stationary signals [10]. In
this section we describe the most popular and basic transform for time-frequency
analysis—short-time Fourier transform—and its generalization—S transform.

3.1 The Short-Time Fourier Transform

The short-timeFourier transform (STFT) is Fourier-related transform,which is useful
for analyzing non-stationary signals. It requires multiplication of the analyzed signal
with timewindow, then theFourier transformof the shortened signal is computed.The
time window is shifted by predefined period of time and the procedure of computing
Fourier transform is repeated [10].

STFT provides time-frequency representation of the signal:

STFT(τ, f ) =
∫ ∞

−∞
h(t)g(τ − t)e−i2π ftdt, (2)

where h(t) denotes signal to be transformed, τ—the time of spectral localization,
f—the Fourier frequency, g(t)—a window function and i—imaginary unit [23].

The biggest drawback of STFT is its fixed resolution. It is important to choose
proper window width, because too narrow window gives better time resolution but
poor frequency resolution (a general Heisenberg cube properties are valid). On the
other hand, too wide window gives better frequency resolution but poor time resolu-
tion [10]. Because of fixed window, STFT cannot track dynamics of non-stationary
signal properly. It is impossible to provide good frequency and time resolution simul-
taneously, although there is a guideline how to choose optimal window [24]. Thus,
sometimes it is difficult to select the best window width for specific signal analysis.
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3.2 The S Transform

The drawback of STFT described above can be partially overcome by continuous
wavelet transform (CWT), although CWT itself also has some disadvantages. In
CWT, sinusoidal basis functions of Fourier transform and windows of STFT are
replaced by scaled versions of a mother wavelet. As a result, CWT contains informa-
tion similar to STFT, but it also provides a progressive resolution, which is a trade-off
between time and frequency resolution. The drawback of CWT is that it does not
measure frequency directly, because instead of complex sinusoidal basis functions,
it uses rather a related concept, called scale [1].

The S transform (ST) was developed in 1996 by Stockwell et al. [15] for analyzing
geophysics data. It can be treated as an extension of CWT with phase correction or
STFT with variable window (Gaussian window function). ST combines properties
of both CWT and STFT and overcomes their common drawbacks [23].

The one of the methods of achieving the ST is to derive it from STFT (2) by
replacing the window function g(t) with the Gaussian function:

g(t) = |f |√
2π

e
−t2 f 2

2 . (3)

Thus, the ST can be defined:

S(τ, f ) =
∫ ∞

−∞
h(t)

|f |√
2π

e
−(τ−t)2 f 2

2 e−2iπ ftdt. (4)

The S transform of discrete time series h(kT) with a sampling interval of T and k =
0, 1,…, N − 1 can be obtained by letting t → kT, f → n/NT, τ → jT and is defined
as:

S
(
jT ,

n

NT

)
=

N−1∑

m=0

H

(
m + n

NT

)
e

−2π2m2

n2 e
2π imj
N , (5)

where j, m, n = 0, …, N − 1 and H denote discrete Fourier transform:

H
( n

NT

)
= 1

N

N−1∑

k=0

h(kT)e
−2π ink

N . (6)

3.3 Time-Frequency Filtering

Both the STFT and S transform are invertible, i.e. original signal can be recovered
from the transforms by the inverse transforms, which allows for time-frequency
filtering.



Human Fibroblast Growth Factor 2 Hot Spot Analysis … 153

0 20 40 60 80 100 120 140
−1

0

1

2

 Time

 A
m

pl
itu

de

0 20 40 60 80 100 120 140
−1

0

1

2

 Time

 A
m

pl
itu

de

 Time

 F
re

qu
en

cy

0 20 40 60 80 100 120
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
(a)

(d)

(b) (c)

 Time

 F
re

qu
en

cy

0 20 40 60 80 100 120
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Fig. 1 a The synthetic time series consisting of low-frequency signal (time: 0–63), middle-
frequency signal (time: 64–128) and high-frequency noise (time: 20–30); b STFT spectrum of
the synthetic time series. The high frequency noise is marked by white rectangle; c ST spectrum of
the synthetic time series. The high frequency noise is marked by white rectangle; d The denoised
signal recovered by removing noise from ST spectrum and applying inverse ST

The inverse of the STFT can be defined by:

hinv(τ ) = 1

g(0)

∫ ∞

−∞
STFT(τ, f )ei2π f τdf , (7)

whereas the discrete inverse ST is shown in:

hinv(kT) =
N−1∑

n=0

⎧
⎨

⎩
1

N

N−1∑

j=0

S
(
jT ,

n

NT

)
⎫
⎬

⎭ e
i2πnk
N . (8)

Figure1 presents an example of discrete time series, its spectra using STFT and
ST and signal recovered using inverse transform. Note that ST provides better
frequency resolution for low-frequency signal and better time resolution for high-
frequency noise than STFT, while STFT provides better frequency resolution for
high-frequency signal.

In order to detect hot spots using time-frequency filtering we used algorithm
similar to ones described in [11, 13]:

1. Converting analyzed amino acid sequence and its related protein into numerical
signal using EIIP values.

2. Computation of consensus spectrum and characteristic frequency.
3. Computation of the spectra (ST and STFT) of the analyzed amino acid sequence.
4. Generating the filtering matrix selecting the characteristic frequency from the

spectra (ST and STFT).
5. Filtering of the amino acid numerical sequence by using the filtering matrix.
6. Finding the localization of hot spots by locating the energy peaks in the filtered

signal:
E(kT) = |hinv(kT)|2. (9)
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4 Human Fibroblast Growth Factor 2 Analysis

4.1 Data Set

For the purpose of this paper we chose human fibroblast growth factor 2 (FGF2) to
present the application of signal processing methods to the hot spots analysis. FGF2
is a protein from fibroblast growth factor family, which plays an important role in the
regulation of cell survival, cell division, angiogenesis, cell differentiation and cell
migration [18].

Primary sequences of analyzed proteins were acquired from freely accessible
UniProt database [16, 17]. Only the extent of polypeptide chains in the mature
proteins following processing were analyzed. We used two data sets; first of them
(data set A) comprises related proteins of human FGF2 described in [13] and is
presented in Table2; in the second data set (data set B) related proteins were obtained
by finding FGF2 from different organisms (Table3).

Table 2 Data set A

Swiss-Prot ID Protein name Organism

P05230 FGF1 Homo sapiens

P15656 FGF5 Mus musculus

P55075 FGF8 Homo sapiens

O15520 FGF10 Homo sapiens

O54769 FGF16 Rattus norvegicus

Q9EPC2 FGF23 Mus musculus

Q9HCT0 FGF22 Homo sapiens

Q9QY10 FGFP1 Rattus norvegicus

P03969 FGF2 Bos taurus

Related proteins of human fibroblast growth factor 2. Data set contain FGF protein from different
organisms

Table 3 Data set B

Swiss-Prot ID Protein name Organism

P12226 FGF2 Xenopus laevis

Q5IS69 FGF2 Pan troglodytes

P20003 FGF2 Ovis aries

P48798 FGF2 Monodelphis domestica

P13109 FGF2 Rattus norvegicus

P15655 FGF2 Mus musculus

P48800 FGF2 Gallus gallus

P03969 FGF2 Bos taurus

Related proteins of human fibroblast growth factor 2. Data set contain FGF2 protein from different
organisms
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4.2 Time-Frequency Analysis

The analysis of human FGF2 hot spots was conducted according to the algorithm
described in Sect. 3.3. The results of FGF2 analysis is presented in Figs. 2, 3, 4, 5,
and 6. Figure2 shows the consensus spectrum of both analyzed data sets. Note the
additional peaks in consensus spectrum of data set B, which—according to [3, 22]—
can suggest that the group of proteins has more than one common function. For data
set A only one significant peak was found which imply that this data set is more
suitable for hot spot analysis.

Figure3 presents amplitude of spectra (STFT and ST) obtained from numerical
signal of analyzed amino acid sequence (human fibroblast growth factor 2). The
characteristic frequency calculated for data set A is marked by line. The difference
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of data set A. b Consensus spectrum of data set B
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Fig. 4 a Slice of STFT spectrum at characteristic frequencies (0.45) for data set A; b Slice of ST
spectrum at characteristic frequencies (0.45) for data set A
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Fig. 5 Energy at the characteristic frequency (0.45) using data set A. Hot spot locations covering
hot spots from ASEdb are marked by shade. a Energy obtained from STFT spectrum; b Energy
obtained from ST spectrum

between STFT spectrum and ST spectrum can be observed in the slices of the spectra
at the characteristic frequency (Fig. 4).

In order to detect hot spot residues, the energy at the characteristic frequency was
calculated according to (9). The peaks in the energy plots correspond to calculated
hot spot locations. Figures5 and 6 present energy at the characteristic frequency for
data set A and B respectively, obtained both from STFT and ST spectra. Thus, 4
sets of hot spots were received, using: data set A and STFT (Fig. 5a), data set A
and ST (Fig. 5b), data set B and STFT (Fig. 6a), data set B and ST (Fig. 6b). Results
were compered with ASEdb, which contains hot spots from experimental technique
(ASM). According to ASEdb, locations of hot spot amino acids in human FGF2
protein is: 24, 96, 103 and 140. Hot spots found using ST and data set A are: 5, 16,
24, 37, 48, 58, 70, 83, 96, 103, 112, 121, 130, 140. Note that all hot spots described in
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Fig. 6 Energy at the characteristic frequency (0.48) using data set B. None of the identified hot spot
locations cover hot spots from ASEdb. a Energy obtained from STFT spectrum; b Energy obtained
from ST spectrum

ASEdb were discovered by applied algorithm and additional 10 were found, which
can suggest that there might be more hot spots in the FGF2 protein, which would
require further experimental validation. The worse result was obtained using STFT
and data setA; only one of hot spot location comparing toASEdbwas found correctly.
Although, in the energy plot, there are also peaks close to location of hot spots from
ASEdb (hot spot locations: 27 vs 24, 91 vs 96, 141 vs 140). We noticed that the
results obtained using STFT and ST often differ by few amino acid locations.

Entirely different results was obtained for data set B—none of the identified
hot spot locations overlap with hot spots form ASEdb, using both the STFT and ST,
which confirms that the data set is not a good choice for hot spot analysis, even though
the characteristic frequency is not significantly different (0.03) from characteristic
frequency of data set A.

5 Summary and Conclusion

Hot spots identification in protein complexes may help to understand interactions
between proteins. Experimental techniques require a lot of effort, but computational
methods are suitable for determining hot spots from non-hot spots and may help
reveal unknown hot spots, which will need further experimental validation. Standard
models are able to predict energetically important amino acid residueswith satisfying
results comparing to experimental data, but they usually require the knowledge of
protein complex and higher computational requirements comparing to digital signal
processing methods.

In this paper, we analyzed amino acid sequence of human fibroblast growth factor
2 using signal processingmethods employing time-frequency tools such as short-time
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Fourier transform and S transform in order to present application of different tools
for hot spot analysis and compare results obtained by these methods. The introduced
algorithms base on Resonant Recognition Model, which allows for applying digital
signal processing tools to amino acid analysis. The analyzed amino acid sequences
was converted into numerical signal by assigning each amino acid specificEIIP value.
We used two data sets of related proteins and calculated consensus spectrum to find
characteristic frequencies. In order to determine which amino acids are responsible
for performance on characteristic frequency, spectra (short-time Fourier transform
and S transform) of human FGF2 were obtained. Then, the characteristic frequency
was filtered from the spectra and energy was calculated, which allowed to find loca-
tions of hot spot amino acids.

We used two different data sets to present the importance of the selection of
the related proteins set and its impact on results. The best results for human FGF2
sequencewas obtained usingSTanddata setA,which allowed for finding all hot spots
comparing to ASEdb and 10 newly identified. Thus, in the set of the 14 identified hot
spots, 4 are true positive and other 10 are false positive comparing to the experimental
data. Although, the false positive hot spots are often interpreted as unknown hot spots,
not yet identified by experiments and thus requiring further validation. STFT revealed
worse results—only 1 of detected hot spots overlaps with ASEdb.We also found that
selection of related proteins is very important. Even though the difference between
characteristic frequencies for both analyzed data sets was subtle, the results vary
significantly. For second of analyzed data set, the detected hot spots do not overlap
with hot spots from ASEdb. The consensus spectrum for this data set suggests that
the set of related proteins is not suitable for the analysis, because it revealed more
than one significant peak.

The paper showed that it is possible to combine amino acid analysis with digital
signal processing with quite satisfying results.
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Structured Bi-clusters Algorithm
for Classification of DNA Microarray Data

Pawel Foszner and Andrzej Polanski

Abstract Wepropose a new algorithm for classification of transcriptomic data based
on the two stage procedure of feature selection. The construction of the new feature set
is based on the hypothesis that in many transcriptomic datasets there is an additional
hidden structure dictated by some biological factors, which were not taken into
account in the design of the experiment. The hidden structure in the data is detected
by using the specialized version of the bi-clustering methodology, called the method
of structured bi-clusters. The idea of the new method is that the constructed bi-
clustersmust coincide along one dimensionwith the existing data classes. The second
dimension of the bi-clusters is a free design parameter of our algorithm. Combining
the proposed the feature selection procedure with the nearest neighbour classification
rule leads to improvements of classification accuracy for real transcriptomic data.

Keywords Bi-clustering · Feature selection · Machine learning · Data mining

1 Introduction

Technologies of DNA microarrays based measurement of transcriptome profiles in
cells allowed for obtaining large volumes of data on biological and cellular processes
and mechanisms behind all aspects of functioning of organisms and cells, such as
mechanisms of growth and development, disease versus normal states, responses to
environmental conditions and many others [1, 12, 14, 17]. Application of these data
resulted in significant development of knowledge in biology and medicine. Many
of the created DNA microarray datasets are continuously available in publicly open
repositories and can be repetitively applied when verifying and refining detailed
aspects of interpretation of transcriptome profiles. One of the routine approaches to
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the analysis of DNA microarray data is by conducting computational experiments
involving construction/design ofmolecular classifiers and estimation of classification
accuracy achieved by these classifiers in random validation procedures [2, 5]. Such
computational experiments allow for estimating the nature and quality of the biolog-
ical information in the collected dataset—by examining classification accuracy, and
for studying biological mechanisms behind studied phenomena by examining lists of
gene probes chosen as gene signatures in the feature selection steps in the classifier
design procedures. By studying literature references on DNA data classification one
can easily see that virtually all classification algorithms were already applied and
compared in problems of DNA data analysis, e.g., linear discrimination rules [11],
SVD [23], neural networks [3], nearest neighbours [24], random forests [7], nearest
centroids [20], and many others. At present there is rather little or no progress in
DNA classification related to improvement of classification of DNAmicroarray data
in the sense of the choice of the classification rules. However, one field of the research
is still under intensive development. It concerns procedures of feature selection. Due
to the large numbers of probes in DNA chips and high levels of noise, existing
procedures of feature selection can be unstable and prone to many errors. Some of
these errors are related to multiple testing when constructing gene signatures. Other
important sources of errors are related to strong correlations between expression
profiles of genes belonging to the same gene pathways. There are, therefore, many
efforts focused on improving procedures for feature selection in the design of mole-
cular classifiers in the aspects of their quality and stability [8, 9, 15]. It has already
been demonstrated that improving the procedure of feature selection in the molecu-
lar classifier can lead to both better classification accuracy and to deeper insights to
biological background behind the performed experiments. In this paper we present
a new algorithm for improving classification accuracy of molecular classifiers by
proposing a new idea of the feature selection. The hypothesis behind our construc-
tion of feature selection procedure is that in many transcriptomic datasets there is
an additional hidden structure in the data related to some biological factors, which
were ignored in the design of the experiment. Existence of such factors is probable
due to the complicated nature of the design of biological experiments. We propose
the algorithm, called structured bi-clusters, for the detection of such hidden structure
in the datasets, and for feature selection based on the detected hidden structure. The
hidden structure in the data is detected by using the idea of bi-clustering [4, 16,
19]. A specialized version of bi-clustering methodology was developed, such that
the constructed bi-clusters must coincide along one dimension with the existing data
classes. The second dimension of the bi-clusters is the free construction parameter
of our algorithm. We combine the proposed the feature selection procedure with the
nearest neighbour classification rule and we apply the obtained molecular classifier
to several datasets for which quality of classification was already extensively studied
in the literature [20]. We demonstrate improvements achieved thanks to our design.
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2 Description of the Structured Bi-clusters Algorithm

Suppose that we have a large number of microarray experiments conducted on a
group of patients with a different type of cancer. Gene expression array will consist
of as many rows as we have genes and so many columns as we have patients. If
we use this matrix as the input to bi-clustering algorithm, we expect to receive bi-
clusters consisting of sub-groups of genes having similar expression profile for the
subgroup of patients with a certain type of cancer each. With so defined the problem
we are dealing with unsupervised algorithm, where each group will be discovered as
latent information. But many times in the case of a microarray (for other applications
as well), only groups in one dimensions are hidden information. Groups of second
dimension are known in advance. In the case of microarray experiments, we know
exactly the groups of patients, but we cannot directly answer the question of which
groups of genes relate to them. Bi-clustering certainly solves this problem, but unsu-
pervised approach to the subject results in a significant loss of information right from
the start. In this paper, we propose modifications of bi-clustering approaches based
on matrix decomposition algorithms. The modifications consist in the introduction
to the process of detecting groups of knowledge of one of them. These changes
have made the process of detecting supervised (from the point of view of one of the
groups).

2.1 Notation

Notation was taken from the paper by Madeira and Oliveira [18], where bi-cluster is
defined by a subset of rows and subset of columns from data matrix. Given the data
matrix V with set of rows (X), and set of columns (Y ), a bi-cluster (B) is defined by
a sub-matrix (I ,J), where I is a subset of X, and J is a subset of Y .

A = (X,Y), (1)

A =

⎡

⎢⎢⎢⎣

a11 a12 · · · a1N
a21 a22 · · · a2N
...

...
...

...

aM1 aM2 · · · aMN

⎤

⎥⎥⎥⎦ ,Xi = [
ai1 ai2 · · · aiN

]
,Y =

⎡

⎢⎢⎢⎣

a1j
a2j
...

aMj

⎤

⎥⎥⎥⎦ , (2)

B = (I, J), I ∈ X, J ∈ Y . (3)

Single bi-clustering experiment (R) outputs K bi-clusters, where K is a number
which, depending on the algorithm used, can be a parameter given by the user, or the
number formed as a result of executing the selected method.

R = {Bi = (Ii, Ji)} , where i = 1, . . . ,K and ∀ : Ii ∈ X, Ji ∈ Y . (4)
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2.2 Non-negative Matrix Factorization

A very wide range of algorithms are algorithms based on data matrix decomposition.
In such methods data matrix (A) is factorized into (usually) much smaller matrices.
Such a distribution, because of the much smaller matrices is much easier to analyse,
and the obtained matrices reveal previously hidden features. These algorithms are
often called NMF algorithms. NMF stands for non-negative matrix factorization.
Two efficient algorithms were introduced by Seung and Lee [16]. First minimize
conventional least square error distance function and second generalized Kullback-
Leibler divergence. Third and last from this group is algorithm that slightly modify
the second approach. Author [21] introduce smoothing matrix for achieving a high
degree of sparseness, and better interpretability of the results. Data matrix in this
techniques is factorized into (usually) two smaller matrices:

A ≈ WH. (5)

Finding the exact solution is computationally very difficult task. Instead, the existing
solutions focus on finding local extrema of the function describing the fit of themodel
to the data.AspectAnalyzer implements five algorithmsbasedonnon-negativematrix
factorization:

• PLSA witch stands for Probabilistic Latent Semantic Analysis. Introduced by
Thomas Hoffman [13], and based on maximizing log-likelihood function. For this
purpose author use Expectation-Maximization algorithm [6].

• Based on minimization of Least Square Error distance function

‖A − WH‖2 =
∑

ij

(Aij − WHij)
2. (6)

• Based on minimization of Kullback-Leibler divergence

D(A ||WH) =
∑

ij

(Aij log
Aij

WHij
− Aij + WHij). (7)

• Based on minimization of non-smooth Kullback-Leibler divergence

D(A ||WSH) =
∑

ij

(Aij log
Aij

WSHij
− Aij + WSHij), (8)

S = (1 − θ)I + θ

q
11T . (9)
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Fig. 1 Bi-cluster extraction in NMF algorithms

2.3 Supervised Modification

In non-negativematrix factorization algorithms single bi-cluster is obtain using single
row vector from matrix W and single (corresponding) column vector from matrix
H. Multiplication of those two vectors represent data matrix related only with one
selected bi-cluster (Fig. 1).

If data matrix A[p,n] consist of p rows and n columns than factorized matrices are
W [p,k] and H [k,n]. Common dimension k is usually provided by the user as an input
parameter. Bi-clusters are extracted as follows:

Bi = (Ii, Ji) where i = 1, . . . ,K

Ii = {xl ∈ X : ∀l xl > TIi} ,

Ji = {yl ∈ Y : ∀l yl > TJi} .

(10)

Thresholds TIi and TJi in case of example from Fig. 1 can be set to 0. In real life
applications due to noise in input data and in resulted bi-clusters, those values are
usually set to vector mean or higher. The higher the values for these thresholds, the
smaller bi-cluster (but with better quality). Setting them depends on the user and his
needs.

In case of gene expression analysis only one group of attributes are hidden (usu-
ally its group of genes) and group of samples are known in advanced. It is good
to introduce this knowledge to analysis in order to improve its quality. All NMF
algorithms at its start, form matrices W and H using random values, and after some
series of update steps in this matrices bi-clusters are formed. In our experiments we
modify vectors ofW or H (depends of this what dimension in known) in such a way
that we arbitrary decides about which group will be associated with the vector.
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Modification is possible due to fact that in bi-clusters Bi = (Ii, Jj) vectors Ii or
Ji is known in advanced. After initializing matricesW and H its values are modified
in order to introduce this knowledge. Each vector Ii is connected with one row from
matrix W (or each vector Ji with one column from matrix H). Then all attributes
that are present in vector Ii (or Ji) are double in i′th row of matrix W (or i′th column
in matrix H). All other attributes are reduced twice. With such initialized data bi-
clusters are formed according to our alignment and its quality is significantly better.
Thus the groups associated with the second dimension (the one that is not known) is
more accurate and better discriminate the collection.

3 Data

Real data set was taken from publication of Ronsenwald et al. [22]. Data consist of
240 patients from witch were taken tissues for microarray analysis, each of witch
were measured 7399 genes. Samples were divided into three different subgroups.
Authors decided to assign 160 samples into training set and 80 into validation set,
and we follow this division.

The authors in theirs paper proved that the presented data are not easy to classify.
They have achieved the percentage of correctly classified samples at 65%. Three
year later Stefan Michiels et al. [20] tried to improve this result. They use nearest
centroid approach to filter the attributes and at the end improve classification. After
theirs filtration was left 6693 genes, and no significant gain in classification rate was
achieved.

4 Results

All results and input data are available free to download at http://foszner.pl/pub/
supplementary/struct_biclusters/. On the site you will find the following files:

• train.arff—The original set of training data,
• validation.arff—The original set of validation data,
• result_training{ID}.arff—The original set of training data with a reduced set of
attributes. {ID} represents the experiment ID,

• result_validation{ID}.arff—The original set of validation data with a reduced set
of attributes. {ID} represents the experiment ID.

All bi-clustering experiments were performed using AspectAnalyzer software
package [10] available at http://aspectanalyzer.foszner.pl as ready to use installer
with extensive user manual. AspectAnalyzer generated a ARFF WEKA files with
filtered attributes. The classification was realized using the WEKA software version
3.6. Due to the fact that all used software is free and all data (input and output) have
been provided as supplementary materials—these results are easily verifiable.

http://foszner.pl/pub/supplementary/struct_biclusters/
http://foszner.pl/pub/supplementary/struct_biclusters/
http://aspectanalyzer.foszner.pl
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Table 1 PLSA algorithm

ID Class. Rate (%) Attrib. Num. Gain (%)

5891 75 368 7.5

5892 78.75 273 11.25

5893 76.25 723 8.75

5894 76.25 443 8.75

5898 70 514 2.5

5899 70 245 2.5

5901 75 438 7.5

5902 71.25 365 3.75

5903 75 475 7.5

5933 71.25 2193 3.75

5934 65 469 −2.5

5935 70 888 2.5

5937 70 417 2.5

5938 61.25 1230 −6.25

5939 78.75 458 11.25

5940 72.5 627 5

5941 61.25 475 −6.25

5942 73.75 687 6.25

5943 71.25 836 3.75

5944 71.25 311 3.75

Bi-clustering analysis were performed only on training data set. After the suc-
cessful analysis filtered subset of genes were used to create training and validation
data set. Training file were used to train classifier and it was tested on validation
file only. As classifier was used the nearest neighbours algorithm with the following
parameters:
weka.classifiers.lazy.IBk -K 3 -W 0 -A
“weka.core.neighboursearch.LinearNNSearch -A \”weka.core.EuclideanDistance -
R first-last\””

The original data without the filtered parameters obtained classification rate at
67.5%. Tables1, 2, 3 and 4 represent the various experiments that resulted in data
with filtered attributes. The comparison provided the experiment ID, the percentage
of correctly classified samples in validation set, and comparison between accuracy
of classification with and without our structured bi-clusters filtering stage. The gain
parameter reported in the last columnofTables1, 2, 3 and 4 is defined as the difference
between numbers of correctly classified samples in the validation set. Positive sign
means that the version of classification algorithm with structured bi-clusters step
improves classification, while negative signs depict the opposite situation.
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Table 2 Least square error algorithm
ID Class. Rate (%) Attrib. Num. Gain (%)

5896 68.75 1243 1.25

5914 75 796 7.5

5915 77.5 259 10

5916 72.5 2009 5

5917 70 821 2.5

5918 62.5 261 −5

5919 80 357 12.5

5920 83.75 546 16.25

5921 68.75 1379 1.25

5922 73.75 584 6.25

5955 77.5 494 10

5956 73.75 483 6.25

5957 72.5 1425 5

5958 72.5 427 5

5959 68.75 457 1.25

5960 75 526 7.5

5961 75 554 7.5

5962 66.25 1224 −1.25

5963 82.5 438 15

5964 67.5 521 0

Table 3 Kullback-Liebler algorithm
ID Class. Rate (%) Attrib. Num. Gain (%)

5904 67.5 777 0

5905 77.5 1108 10

5906 71.25 1411 3.75

5907 67.5 1493 0

5908 65 1249 −2.5

5909 76.25 427 8.75

5910 62.5 2750 −5

5911 71.25 1362 3.75

5912 77.5 485 10

5913 71.25 471 3.75

5945 81.25 374 13.75

5946 71.25 5479 3.75

5947 81.25 539 13.75

5948 73.75 1270 6.25

5949 78.75 412 11.25

5950 72.5 567 5

5951 78.75 711 11.25

5952 67.5 4692 0

5953 78.75 778 11.25

5954 75 1591 7.5
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Table 4 Non-smooth Kullback-Liebler

ID Class. Rate (%) Attrib. Num. Gain (%)

5923 72.5 346 5

5924 75 181 7.5

5925 78.75 388 11.25

5926 78.75 282 11.25

5927 67.5 248 0

5928 83.75 469 16.25

5929 72.5 183 5

5930 76.25 199 8.75

5931 81.25 230 13.75

5932 76.25 288 8.75

5965 82.5 266 15

5966 78.75 322 11.25

5967 86.25 153 18.75

5968 77.5 467 10

5969 71.25 240 3.75

5970 66.25 166 −1.25

5971 81.25 254 13.75

5972 78.75 157 11.25

5973 87.5 249 20

5974 80 241 12.5

Table 5 Summary of fitting results into normal distribution

Method Num. of Res. Mean (%) Std. (%) Max value (%)

PLSA 100 71.09 5.75 81.25

K-L 100 72.06 5.73 83.75

LSE 100 72.6 6.17 83.75

nsK-L 100 74.71 6.16 90

The tables mentioned above only contain a randomly selected results for each of
the selected methods. All conducted experiments are summarized in Table5. The
results (classification rates) for each method has been adjusted to a normal distribu-
tion. Table presentmean values and standard deviations for themodeled distributions,
and in addition—maximum values for each group of results.
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5 Conclusion

We have analysed real microarray data set including 240 cancer patients, divided
into three groups. We have implemented three-class classification and we performed
training validation experiments with the same structure of training (160 patients) and
validation (80 patients) sets as that reported in the paper [22]. The classical version of
the multi-class classifier was nearest neighbours classifier, well suited to multi-class
tasks, with numbers of neighbours optimized for the analysed dataset.

We have compared two variants of classification algorithms, classical nearest
neighbours as described in the previous paragraph, and nearest neighbours preceded
by detection of structured bi-clusters, as described in the Methods section. As we
show in Tables1, 2, 3 and 4 we achieve, on the average, significant improvement of
classification accuracies.

Acknowledgments Theworkwas performedusing the infrastructure supported byPOIG.02.03.01-
24-099/13 grant: “GeCONiI—Upper Silesian Center for Computational Science and Engineering”.
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Prediction of Newborn Weight Using
Questionnaire Data and Machine
Learning Approach
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Abstract Lowbirthweight is an important factor of the health of an infant becauseof
being a major determinant of morbidity, disability, and mortality during infancy and
childhood. Low birth weight is a multifaceted public health problem. The prevalence
of this diagnosis is estimated to be 15–20%worldwide (more than 20million infants)
and occurs mostly in developing countries (95.6%). There are many factors, which
affect the birth weight of newborns. From a medical point of view, it is important
to find out, which factors are important and determine the risk of not normal birth
weight. In this work, we propose to use the classification system to find out which
features are important to classify the neonates into birth weight groups. In presented
approach, we use different classification and feature selection methods to analyze a
new questionnaire-based obstetric data set. Our results show that a small number of
features is enough to achieve high classification accuracy rate and the set of selected
features is significant from biological and medical point of view.

Keywords LDA · DLDA · QDA · LBW · Obstetric data · Machine learning

1 Introduction

Low birth weight is an important factor of a health of an infant because of being a
major determinant of morbidity, disability, and mortality during infancy and child-
hood. Furthermore, low birth weight also has a long-term impact on health outcomes
in an adult life. A baby’s low weight at birth is either the result of birth before 37
weeks of gestation or due to intrauterine growth restriction (IUGR) defined as a
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condition where a baby’s growth slows or ceases when it is in the uterus. World
Health Organization (WHO) defined birth weight as the first weight of the fetus or a
newborn obtained after birth. For live births, birth weight should preferably be mea-
sured within the first hour of life. Low birth weight (LBW) is the birth weight lower
than 2.500g (up to and including 2.499g). Infants born weighing less than 1.500g
are classified as a very low birth weight (VLBW) and those with a birth weight less
than 1000g—as an extremely low birth weight (ELBW). Low birth weight is a mul-
tifaceted public health problem. The prevalence of this diagnosis is estimated to be
15–20% worldwide (more than 20 million infants) and occurs mostly in developing
countries (95.6%). In Organization for Economic Co-operation and Development
(OECD) countries, one-in-fifteen babies are born with a weight lesser than 2500g
(6.7% of all births). In Poland, it is about 6.1%. The prevalence of low birth weight
infants has increased in most OECD countries since 1980. Among the reasons for
this growth are the increasing number of multiple births, older age at childbearing
and increased in the use of induction of labor and caesarean delivery, which have
increased the survival rates of low birth weight babies. Due to the fact that low
birth weight is a global problem WHO’s the Member States have endorsed global
target for low birth weight policy brief, which goal is to achieve a 30% reduction
in the number of infants born with a low birth weight by the year 2025 (reduction
from approximately 20 million to about 14 million infants with low weight at birth).
There are many factors, which affect the birth weight of newborns. They may be
related to the mother, the infant, or the physical environment and play an important
role in determining not only the birth weight but also health condition in the future.
Among the maternal risk factors for low birth weight maternal age can be mentioned
(adolescent motherhood or pregnancy over 35 years of age), a previous history of
low weight births and miscarriages, having poor nutrition, a low body mass index
(BMI), stress level during pregnancy and lifestyle factors such as excessive alcohol
consumption and smoking (including exposure to second-hand smoke). Moreover,
one should not forget about the socio-economic factors, like educational level, family
income, housing conditions and mother’s employment status.

2 A Questionnaire Data Set Description

A cross-sectional hospital-based and questionnaire-based study was conducted in
Clinical Ward of Obstetrics and Gynecology in Ruda Slaska, Medical University of
Silesia, Poland from April 15th, 2013 to January 12th, 2014. The examined group
consisted of 1355 women hospitalized in connection with childbirth and their new-
borns.

In hospital-based study the research material was obtained from the medical
records of the following types:
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• hospital patient questionnaire (medical history),
• obstetrical card (the course of hospitalization, obstetric history, the overall condi-
tion of the fetus, parturition, health status of the newborn, features afterbirth),

• delivery observation card (the course of labor),
• postnatal development history (the course of labor, health status of the newborn
at birth and during hospitalization, observation, and medical orders).

The criterion for inclusion in the study was a hospital stay associated with a
delivery-pregnant solution at 23 weeks of gestation or later (ICD-10 codes between
o80–o84). Exclusion criteria was a hospitalization in connection to pregnancy with
the abortive outcome—pregnancy outcomes before 23 weeks of gestation (ICD-10
codes between o00–o08) or multiple gestations as a cause of hospitalization (ICD-10
code o30). In the questionnaire-based study, the instrument for data collection was
constructed based on the literature and the main analyze was preceded by a pilot
study that led to refining the questionnaire. The final version of the questionnaire
consist of four sections which include:

• socio-demographic and economic data (age, marital status, education, profession,
place of residence, housing conditions, income),

• maternal risk factors in pregnancy (active and passive smoking, alcohol consump-
tion, BMI, physical activity, dietary supplementation, stress),

• prenatal care (a type of insemination, gynecological-obstetric care, prenatal genetic
testing),

• childbirth (a type of delivery, newborn sex, birth weight, birth length).

The criterion for inclusion in this part of the study was an outcome of delivery as
single live birth. Exclusion criteria was an outcome of delivery as multiple birth or
stillbirth or neonatal death prior to the second/third day after birth—before attending
the patient in the questionnaire-based study.

3 Methodology

Optimal design of the classification system for public health medical phenological
data described in the previous section constitutes the challenging, computational and
conceptional problem. To the most important and crucial steps of classifier design
we include data preprocessing, choice of proper classification and feature selection
methods. For that reason, we compare results from different classification, selection
methods and a different number of selected features. Our classifier is based on the
classification system proposed in [6] and is shown in Fig. 1.
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Fig. 1 Classification system scheme

3.1 Data Preprocessing

First of all, we needed to make a preprocessing. We wanted to find the features that
could be the most important, and which we suspected to have the precious infor-
mation. We removed from the collected data set features which obviously influence
the birth weight. In the next step all patients with non-complete data was removed.
Thanks to such treatment we obtained a data array that can be analyzed by supervised
machine learning algorithms.

Normally the birth weight data can be grouped using the International Classifica-
tion of Diseases (ICD-10) in the part concerning disorders of newborn related to the
short gestation and low birth weight and another related to long gestation and high
birth weight. To classify the group of neonates first was used the following ICD-10
codes:

• P07.0—extremely low birth weight newborn (≤1000g),
• P07.1—other low birth weight newborn (1000–2499g),
• P08.0—exceptionally large newborn baby (2500–4499g),
• P08.1—other newborn heavy- or large-for-dates regardless of period of gestation
(4000–4499g).

All the other newborns with a birth weight in the range 2500–3999g were assigned
to subgroups named normal birth weight.

For classification purposes we used two-class predictionmodel of the birth weight
with two class: over 2500 and below 2500 which is slightly different that five classes
used in the International Classification of Diseases (ICD-10). Because the birth
weight depends on the pregnancy week (HBD) we removed this bias by additional
correction.
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3.2 Feature Selection and Classification Methods

We have compared the following methods of classification: Linear Discriminant
Analysis classifier (LDA), Diagonal Linear Discriminant Analysis classifier (DLDA)
[4, 5] and Quadratic Discriminant Analysis (QDA). Additionally, we used following
feature selection algorithms: a stable selection method (gs) proposed in [7], the
BSS/WSS-statistics, where BSS denotes the between-group sumof squares andWSS
the within-group sum of squares (BSS_WSS) [3], the modified partial least squares
implementation SIMPLS (SIMPLS) [2] and the classical t-statistics (t-test).

3.3 LDA and DLDA Methods

The second classification method that we have used is Linear Discriminant Analysis.
The primary purpose of LDA is to separate samples of distinct K groups. The kth
sample group, k ∈ {1, 2, . . . , K }, has a class mean

xk = 1

Nk

Nk∑

i=1

xk,i , (1)

where Nk is a number of observations in kth class and N = ∑K
k=1 Nk is the total

number of observations.
Let us define a sample group covariances matrix

σk = 1

Nk − 1

Nk∑

i=1

(xk,i − xk)(xk,i − xk)
T , (2)

a scatter matrix between class

Sb =
K∑

k=1

Nk(xk − x)(xk − x)T (3)

and a within class covariance matrix

Sw =
K∑

k=1

(Nk − 1)σk (4)

computed by pooling the estimates of the covariance matrices of each class.
The main objective of LDA is to find a projection matrix ΦLDA that maximizes

the ratio of the determinant of Sb to the determinant of Sw.
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ΦLDA = argmax
Φ

||ΦT SbΦ||
||ΦT SwΦ|| , (5)

which may be found by solving the following equation

SbΦ − SwΦΛ = 0. (6)

In DLDA, the covariance matrix σk is estimated by the diagonal common sample
covariance matrix. The covariance matrix is diagonal with each diagonal element
being the pooled sample variance of the corresponding predictor.

3.4 QDA Methods

The quadratic discriminant analysis is closely related to the linear discriminant analy-
sis. In QDA, it is assumed that the measurements from each class are normally
distributed and we assume that covariances matrix can be different for each class.
Because of that we need to estimate the covariances matrix σk for each kth class.

Quadratic discriminant function for kth class is defined as follows:

δk(x) = −1

2
log |σk | − 1

2
(x − xk)

Tσ−1
k (x − xk) + log

Nk

N
. (7)

This function is similar to the linear discriminant function except for the fact that
covariancematrices σk are not identical and the function contains second order terms.

The classification is based on the rule

Ĝ(x) = argmax
k

δk(x). (8)

QDA, because it allows for more flexibility for the covariance matrix, tends to fit
the data better than LDA, but then it has more parameters to estimate.

4 Results

Figure2 presents classification accuracy of DLDA classifier. This figure and all next
figures presented in this section show how the accuracy depends on increased number
of used features. For DLDA classifier the best results was observed for the BSSWSS
selection method.

Figure3 presents classification accuracy of LDA classifier. The results was almost
the same as when we have used DLDA. So the best accuracy was achieved for the
BSS WSS selection method.
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Fig. 2 Bootstrap based classification accuracy of the DLDA classifier for different number of
features and different selection methods
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Fig. 3 Bootstrap based classification accuracy of the LDAclassifier for different number of features
and different selection methods
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Fig. 4 Bootstrap based classification accuracy of theQDAclassifier for different number of features
and different selection methods
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Fig. 5 Bootstrap based classification accuracy of all analyzed classifiers for different number of
features
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Table 1 Table of features after classification for analyzed baby’s data

Symbol Description Correlation p_value

PHACT BEFPR Physical activity before pregnancy − 0.002

IRON SUPP Iron supplementation − 0.002

SMOKE ALLPR Smoking during all pregnancy − 0.005

FOLIC SUPP Folic supplementation − 0.227

SMOKE ITR Smoking in the first trimester of pregnancy − <0.001

EDUC F Father’s education + 0.011

NO SMOKE No smoking in pregnancy + <0.001

SMOKE PASS Passive smoking in pregnancy + <0.001

EDUC M Mother’s education + 0.006

MAGN SUPP Magnesium supplementation − 0.002

Figure4 presents classification accuracy of QDA classifier. The best results was
observed for the BSS WSS selection method.

Figure5 presents classification accuracy of all analyzed classifiers with the best
selection method.

The best result for a small number of features was received from QDA classifica-
tion with BSS WSS selection. When we used more features the better accuracy was
achieved by DLDA classification. Basing on the estimated train error for training
data we selected best features, ranked as shown in Table1.

5 Conclusion

The correct data preprocessing turns out to be very important and necessary stage of
the analysis. The results of the described data analysis allowed us to find a couple of
interesting associations between analysed attributes and the weight of the newborn.
These attributes include factors such as physical activity before pregnancy, supple-
mentation of selectedminerals and vitamins, as well as parents’ educational level and
pregnant mother’s exposure to passive smoking. The result may indicate that inactive
women may give birth to infants with lower birth weight and have decreased risk for
delivering an infant with macrosomia. Furthermore, the results suggest that iron and
magnesium supplementation during pregnancy is correlated with infant birth weight.
Similar observations have been shown for supplementation of folic acid. The data
also shed some addition light on the relationship between parents’ educational level
and birth weight. For children of mothers and fathers with higher education reported
a lower risk of low birth weight. Many studies have documented a strong association
between active smoking during pregnancy with fetal growth retardation. The results
of this analysis also suggest a link between passive smoking and the risk of newborn
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low birth weight. Because of the existence of many risk factors for low birth weight,
further research on the subject at a sufficiently large representative populations is
recommended.
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Texture Analysis to Trophoblast and Villi
Detection in Placenta Histological Images

Zaneta Swiderska-Chadaj, Tomasz Markiewicz, Robert Koktysz
and Wojciech Kozlowski

Abstract The paper presents two methods of an automatic tropho-blasts and villi
detection in histological images to support the pathomorphological diagnostic pro-
cedure. The studied slides represent the placenta villi from spontaneous miscarriage
stained with the Hematoxylin and Eosin. The proposed methods are based on tex-
ture analyses, as Local Binary Pattern and Unser, and mathematical morphology
operations. The research on placenta villi detection and the evaluation on the his-
tological images is needed to support clinical studies. The results of the automatic
trophoblasts and villi detection were compared with the expert’s annotations. The
average coverage of the detected trophoblast areas is 93.65% for the Unser- method
and 77.06% for the LBP method. The obtained results confirm efficiency of the
proposed solutions.

Keywords Local binary pattern ·Unser ·Placenta villi ·Histopathological images ·
Texture analysis

1 Introduction

Computational pathology is a rapidly developing area. Studying histopathological
images of tissue is a popular method of tissue examination, and it allows for the
formulation of digital algorithms for tissue analysis. This method can be used as a
support to the traditional examinations, and for the definition of prognostic indica-
tors. The placenta is an organ which connects the developing fetus to the uterine
wall to allow nutrient uptake. Trophoblasts are specialized cells of the placenta,
which provide nutrients to the embryo and develop into a large part of the placenta.
They have an important role in the embryo implantation and the interaction with
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the decidualised maternal uterus. Placenta villi provide maximum contact area with
maternal blood. Abnormal placental villi are larger and have more central blood ves-
sels. As a result, the diffusion distance for gas and nutrient exchange is larger and,
therefore, placental function is impaired. Villous changes often are associated with
various fetal severe lesions even intrauterine death [10].

Histological evaluation of aborted placenta may be very important in the cases of
repeated miscarriages, and for prediction and explanation of further misconception,
and family planning which are one of the most significant problem in contemporary
population. The most common placental pathologies are: placental infarction (25%
of cases), chorioamnionitis (12.5% of cases), molar changes (9% of cases), hiper-
vasculation, avasculation etc. [4]. The observed indicators are the effect of perinatal
pathology. The pathologic examination of the placenta provides valuable information
relating to the placenta and fetal pathologies. Histological evaluation may be also
very important in forensic pathology studies. This study can confirm clinical diag-
noses, and provide definitive diagnosis from the clinical differential diagnosis lists
[3]. For example, avasculartion indicates a problem with angiogenesis of the fetal,
hipervasculation can be an effect of disorders in the osmotic transfer between the
fetal and the mother, edema is connected with the hydropic problem, and changes
in circumference trophoblast proliferation are related with molar changes. More-
over, hemorrhages in villi suggest coagulation disorders. The specific examination
and identification of the pathologies mentioned above is a crucial step for a future
care of a patient in pre pregnancy and pregnancy period in order to avoid the next
miscarriage. The cytostatics, steroids or vitamin balance treatment play a crucial
role in this matter. In order to indicated properly the depicted histological placenta
pathologies,the trophoblast and villi should be identified in a specimen. Moreover,
most of mentioned indicators are presented in quantitative form. Thus, to develope
and increase objectivity of the results, an automatic evaluation is indicated.

The morphological evaluation of the specimen requires mainly an identification
of placental villi. There is no existing method to detect placental structures automat-
ically because of the large variation in the shape, colour, and texture. Very scarce
number of papers devoted to the recognition of some objects existing in the pla-
centa have been reported. The paper [1] presents a method to automatically detect
and extract blood vessels from a given histological placenta image by using image
processing techniques and neural networks. Another paper [2] presents the auto-
matic recognition of four grades of the placental tissues development. It was done on
the basis of ultrasound images, which represent different ways of tissue imagining.
Their approach was based on the selection of tissues, feature extraction by discrete
wavelet transform and classification by the multilayer perceptron. The limitation of
this approach is that the ultrasound image does not allow for the identification of the
specific objects forming placenta. No works presenting the automatic recognition
of placenta structures have been reported up to now. The research on placenta villi
detection and evaluation on the pathomorphological images is still needed to support
clinical studies.
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In this work, we propose two new methods for the detection of a trophoblast that
creates villi walls in the pathomorphological images stained by Hematoxylin and
Eosin (H&E). They are based on the algorithmcontainingLocalBinaryPattern (LBP)
and Unser texture analysis. The quantification results of an automatic detection of
trophoblast are compared with the standard visual selection performed by the expert.

2 Materials

The twelve cases of placenta villi from spontaneous miscarriage subject to H&E
staining were obtained from the archives of the Department of Pathomorphology
from the Military Institute of Medicine in Warsaw, Poland. The data collection was
approved by the IRB of the Military Institute of Medicine. The acquisition of WSI
(whole slide images) was performed on the 3DHistech Panoramic II scanner. The
images were acquired under magnification 200× with a resolution 0.389 µm per
pixel, saved as RGB image.

3 Methods

In this paper, we propose two different methods for the detection of villi surrounding
trophoblast, based on LBP [5–8], and Unser [12] features. The proposed methods
were applied to different colour representations. The computational approach is val-
idated by the quantitative comparison with the expert results.

3.1 Colour Representations

In this paper, we propose a texture descriptors method for trophoblast detection.
Colour representation is an important factor in the texture analysis. In various colour
representations, different cell structures are visible to greater or smaller extend. The
challenge is to choose the colour components for the best differentiation of the
trophoblast. RGB is the original colour representation of the analyzed images. It
is desirable to propose such a colour representation of an image in which texture
descriptors used allow for differentiation of trophoblast from the tissue area. As a
result, we have conducted the research for different colour representations, such as:
RGB, CMYK, Luv, HSV, YCbCr. Furthermore, we have suggested to apply SCC
(Special Colour Component) colour representation which consists of an average of
sum of G and B colour components from RGB, in accordance with:

SCC = (B + G)/2. (1)
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Fig. 1 The schema of the LBP-method

3.2 Local Binary Pattern

The first approach is based on Local Binary Patterns texture descriptors. The LBP
method, presented in [6], has a wide range of different applications. This method is
based on the assumption that the texture has two complementary aspects, a pattern
and its strength. In [7] a more generic, revised form of the LBP operator is presented,
without limitations to the size of the neighborhood and to the number of sampling
points. We have few different forms of LBP, such as: uniform LBP, rotation-invariant
LBP or uniform rotation-invariant LBP available. The advantage of LBP is the effi-
ciency of analyzing textures. The LBP method has a simple theory and combines
properties of structural and statistical texture analyses methods. The paper [8] shows
that it is favorable to use rotational invariant features for the analysis of the given
biological structures, mostly anisotropic. The result of LBP for villi images is a noisy
image. It is the result of an uneven distribution of stains. In order to obtain a coherent
image, we have appliedmean filter. Figure1 presents scheme of LBP-method applied
to trophoblast detection.

As a result, we have a coherent image which presents LBP features. The tro-
phoblast is connected with the specified LBP features. That is why, we have applied
the thresholding operation to the achieved LBP image. We have achieved an image
which presents trophoblast surrounding the villi. Due to different thicknesses of the
trophoblast, the image is not coherent. In order to obtain a coherent trophoblast image
we have applied simple morphological operations, like erosion and dilation. Thanks
to this, we have eliminated small elements and combined parts of the trophoblast.
As a result, we have a coherent image presenting detected trophoblast surrounding
the individual villi.

3.3 Unser Features

The second approach is based on modified formulas of Unser features [11]. It is
connected with a normalized probability applied to the pixel intensity of an image.
We have conducted research with the eight Unser features, such as: mean, variance,
energy, correlation, contrast, homogeneity, cluster shade and cluster prominence. In
defining texture descriptors,we have applied the histograms of the sumand difference
of images [12]. These images are formed from the original image by applying the
relative translation. An important step is to determine the image resolution and radius
resulting in the best characterization of the local structures in specimens. Too small
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Fig. 2 The schema of the
Unser-method

radius causes little ambient impact of the properties of a given pixel and a strong
heterogeneity. On the other hand, too large radius causes excessive generalization.
We have applied the Unser features to detect the trophoblast, based on the schema
in Fig. 2.

The first step is to calculate theUnser Features.Next,we have selected the best fea-
tures which differentiate the trophoblast from the tissue. The trophoblast is connected
with specified feature value. Therefore, we have applied thresholding operation to
detect them. In order to achieve a coherent image of a trophoblast, we have used
mathematical morphology. Thanks to this, we have removed small elements and
combined parts of the trophoblast. As the result, we have the image of the detected
trophoblast and the villi.

4 Results

The twelve cases of placental villi from spontaneous miscarriage were subject to
the analysis. The developed methods were applied for trophoblast detection. Some
examples of placenta villi and detected trophoblast are presented in the Fig. 3. The
achieved results were compared with the expert results. Thanks to this, we could
evaluate the algorithm’s result. The quantitative analysiswas basedon the comparison
areas of the trophoblast detected by the expert and by the algorithm.

Fig. 3 The example of placenta villi (a), where arrows show trophoblast, and detected placenta
trophoblast (b)
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Fig. 4 The results of percentage of coverage for the trophoblast detected by the expert and the
algorithm for five selected colour components and two images

In the first step, we have done the research of how the trophoblast surrounding
the villi is distinguished in each of analyzed colour component. As a result, we have
selected five colours components (Y fromCMYK,G fromRGB,B fromRGB, Lumi-
nance from YCbCr, L from Luv, and SCC), where trophoblast is most distinguished.
In Fig. 4, the percentage of coverage for the trophoblast detected by the expert and
by the algorithm for five selected colour components and two images is presented.

Based on the research, we have selected two colour components, which have
the highest percentage of coverage. We have selected colour components: L form
Luv and SCC. In the next step of the trophoblast detection, the texture descriptors
(LBP and Unser) were calculated for each specimen pixel. We have developed four
presented algorithm versions:

• LBP-method for L colour component,
• LBP-method for SCC colour component,
• Unser-method for L colour component,
• Unser-method for SCC colour component.

The examples of selected features, after performing thresholding operation, and
also the filtration operation in a case of LBP-method, are presented in Fig. 5. Differ-
ences between the algorithms are connected with the applied parameters. In the case
of ‘LBP-method for L colour component’, the applied radius of the neighborhood
region was 100 pixels. In the case of ‘LBP-method for SCC colour component’ we
have used 5 as the radius of the neighborhood region. In the case of ‘Unser-method
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Fig. 5 The examples of selected features, where a LBP-method for L colour component, b LBP-
method for SCC colour component, c Unser-method for L colour component, d Unser-method for
SCC colour component

for L colour component’, we have selected the ‘mean’ feature (form Unser features),
as the most distinguishing for the trophoblast. However, it is a regular mean function,
which is also in a set ofUnser features. In the last case (‘Unser-method for SCCcolour
component’) we have selected ‘homogeneity’ features, as the most distinguishing
for the trophoblast. In all cases, we have applied simple mathematical morphology
operations, as dilation and erosion [9]. The result of presented algorithms’ work is
the detection of trophoblast surrounding villi. The examples of results are presented
in Table1.

The quantitative analysis was done to achieve villi maps. In order to assess the
results, we have chosen parameter ‘% of coverage’, which presents percentage of
trophoblast defined by the expert, which is included in the map detected by the
algorithm. The results of specimen analysis are presented in Table2 and Fig. 6. Based
on them, we have observed that:
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Table 1 An example of trophoblast detection for different methods

Colour component

Method L from Luv SCCI

LBP-method

Unser-method

• The best result has been achieved from the Unser-method for the SCC colour
component. In this case, we have the highest percentage of covering trophoblast
selected by the expert and trophoblast detected by the developed algorithm, while
the difference between the maximum value and the minimum value is the smallest.

• The Unser-method results are characterized by higher mean values than the mean
values for the LBP-method. However, in the case of L colour component, the
difference between the maximum value and the minimum value is large and sig-
nificant.

• In the case of the LBP-method, the best results were achieved for the L-colour
component. The mean value is high and the difference between the maximum
value and the minimum value is small.

• In the aspect of colour components, we can observe that SCC colour component
gives good results for the Unser-method, while the L colour component gives good
results for the LBP-method.

Our results confirm the effectiveness of automatic trophoblast detection. Figure6
contains graph which presents statistical details (minimum, maximum, average) for
the achieved results.
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Table 2 The results of specimen analysis

LBP-method Unser-method

Id/colour L from Luv SCCI L from Luv SCCI

1 80.84 74.62 94.44 97.85

2 89.31 79.77 96.56 98.83

3 81.05 74.51 91.39 95.30

4 77.70 74.44 85.63 97.28

5 84.90 77.86 94.61 99.83

6 74.68 66.34 67.84 95.60

7 69.28 68.47 76.42 94.96

8 64.93 69.33 80.25 94.69

9 80.67 53.51 57.31 78.50

10 76.71 76.26 87.65 97.14

11 75.68 63.71 62.10 87.17

12 69.00 62.01 78.53 86.70

Average 77.06 70.07 81.06 93.65

Median 77.20 71.89 82.94 95.45

Min 64.93 53.51 57.31 78.50

Max 89.31 79.77 96.56 99.83

Fig. 6 The statistical details (min, max, average) for obtained results
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5 Conclusions

We have applied two different texture descriptors for two different colour represen-
tations. Based on the achieved results, we have noticed that in all analyzed cases,
the trophoblast surrounding villi was correctly detected. They have covered the tro-
phoblast defined by the expert. It should be noted that the trophoblast surrounding
villi can have different thicknesses, and that the collagen might surround them. The
presented approach shows that based on LBP and Unser features for a selected
colour component, we can detect trophoblast correctly. Our approach is character-
ized by simple application, short calculation time, and repeatability of results. The
future research will include: collagen detection, hemorrhage detection, blood vessels
detection, and development of parameters to evaluate placenta villi.
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Machine Learning Can Reliably Distinguish
Histological Patterns of Micropapillary
and Solid Lung Adenocarcinomas

Nathan Ing, Sadri Salman, Zhaoxuan Ma, Ann Walts,
Beatrice Knudsen and Arkadiusz Gertych

Abstract The World Health Organization recommends subclassification of lung
cancer according to the percentages of histologic subtypes within a tumor. The man-
ual quantification of lung tumor composition is very time consuming, but it can poten-
tially be aided by a machine learning application. We have updated our previously
developed methodology to segment and distinguish solid and micropapillary lung
tumor subtypes. Binary tumor masks delineated by machine learning were defined
by the mean area of binary objects and by the number of objects found in an image
frame. These two features distinguished solid (n = 31) and micropapillary (n = 61)
histologic subtypes with excellent performance (p < 4.04e-19) for three different
frame sizes. Our method to quantify tumor growth patterns applied to histological
images of lung adenocarcinoma, demonstrates for the first time that it is feasible to
quantify the composition of histological subtypes in individual lung cancers.

Keywords Machine learning · Image analysis ·Lung cancer ·Tissue classification ·
Tumor quantification

1 Introduction

Lung cancer is currently the leading cause of cancer-related deaths worldwide. In
the U.S., the American Cancer Society estimates there will be 221,200 new cases of
non-small cell lung cancer (NSCLC) and 158,400 associated deaths in 2015 [19].
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Survival varies with histological type of carcinoma and tumor stage at the time of
diagnosis. Despite advances in detection and therapy, the 5-year overall survival for
NSCLS remains low. Adenocarcinoma is currently the most common type of lung
cancer and accounts for about 50% of NSCLC [19]. These tumors occur in smokers
and former smokers, and are the most common type of lung cancer in never-smokers.
Adenocarcinomas of the lung are more common in women than in men and occur
more frequently in younger persons than other types of lung cancer.

The new 4th edition (2015) of the World Health Organization (WHO) classifi-
cation of tumors of the lung and other thoracic organs recognizes five histological
patterns of invasive adenocarcinoma of the lung: lepidic, papillary, micropapillary,
acinar, and solid and recommends that tumors be subclassified based on the predom-
inant growth pattern exhibited in the resected tumor [15]. Multiple recent studies
showing differences in prognosis, benefit of adjuvant therapy, risk of recurrence
after wedge or segmental resection, and/or frequency of targetable mutations among
these histological subtypes support this recommendation [7, 11, 16, 17, 20, 22]. It
has also been suggested that the cribriform pattern be added to this classification
[4]. Assessment of the histological patterns in a tumor by a pathologist requires a
composite evaluation of subjective “eyeball” estimations of the percentage of each
pattern in each of several slides prepared from the tumor. The presence of mixed
histological patterns in more than 80% of lung adenocarcinomas [13] makes it par-
ticularly difficult for pathologists to comply with the International Association for
the Study of Lung Cancer, American Thoracic Society, and European Respiratory
Society (IASLC/ATS/ERS) recommendation that the presence of each histological
pattern be reported in 5% increments [14], a recommendation supported by stud-
ies that suggest the prognostic value of this classification is not limited only to the
predominant growth patterns [4, 6]. Thus, there is a potential role for development
of image analysis algorithms that can accurately identify and reproducibly quanti-
tate these histological patterns. Computerized quantitation of tumor patterns would
decrease intra- and inter-observer variability in tumor sub-classification. Accurate
and reproducible stratification of patients is a prerequisite for further research in this
area and optimal individualized clinical management.

This study was designed to explore the potential of computer image analysis to
identify, distinguish, and quantitate histological patterns of pulmonary adenocar-
cinoma. As micropapillary and solid patterns have consistently been shown to be
associated with poorer prognosis [16, 17, 22], we chose these two patterns for this
pilot study.

Since no image analysis methods have been developed for this purpose so far,
and it is unclear how these patterns could be quantitated, we propose the following
analytical pipeline. First, we apply an image segmentation method that separates
cancer cells from other components of the tumor microenvironment (inflammatory
cells and stroma) to arrive at a binary tumor mask. Second, we characterize the tumor
mask using two features: the mean area of objects and the number of binary objects
detected in an image frame. These features are known as binary texture descriptors
and were previously applied to quantitate conformation of chromatin in the cell
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nucleus [2, 9, 21]. Third, we demonstrate the performance of both steps and show
that binary masks of solid and micropapillary tumors can be reliably distinguished
by these two features.

2 Materials and Methods

2.1 Data Acquisition

Four hematoxylin (H) and eosin (E) stained slides of lung adenocarcinoma from
two cases of predominantly solid and two cases with predominantly micropapillary
patterns were obtained from the pathology archives at our institution. Slides were
reviewed by a pathologist who manually circled tumor areas and labeled each tumor
pattern. Slides were digitized at 20× magnification (0.5µm/pixel) using a whole
slide scanner Aperio Turbo AT (Leica Biosystems) equipped with a clinical grade
RGB camera. The manually delineated regions of interest were extracted from the
digitized slides. A total of 91 H&E tumor images (60 micropapillary and 31 solid)
were collected and exported as 1200×1200 pixel matrices in the 24-bit tiff format.
These original H&E images were subsequently divided using regular 2× 2 and 3× 3
grids. The original images and subimages of 600×600 (n = 240 for micropapillary
and n = 124 for solid tumors) and 400×400 pixels (n = 540 for micropapillary and
n = 279 for solid tumors) were obtained through this division and used to extract
features for tumor mask characterization.

2.2 Methods Overview

Our main goal was to develop a method that is capable of delineating large and
compact areas of solid tumor as well as small, isolated papillary fronds that are char-
acteristic of the micropapillary pattern (Fig. 1). We therefore revised and upgraded
our previously published tissue classification technique [3, 12] to properly capture
the geometry of the two tumor patterns with a single method.

This methodology involves intensity histograms (IH) that relate to the specific
affinity of hematoxylin to DNA. Cancerous nuclei often exhibit open chromatin
structures which appear diffusely stained by hematoxylin with darkly stained nucle-
oli. This feature is reflected in IH histograms and separates the cancerous epithelium
from the stroma. However, inflammatory cells that are present in the stroma or epithe-
lium may occur in large quantities and therefore should be separated from these two
tissues by image analysis approaches. These cells are smaller than a typical tumor
cell and their nuclei stain densely with hematoxylin.
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Fig. 1 Example histological patterns of lung adenocarcinomas: a solid, bmicropapillary. Example
regions of histologic structures important to this analysis are labeled

2.3 Preprocessing

Hematoxylin binds and stains DNA in purple-blue, and eosin binds to proteins in
cytoplasm and stains them in pink. Since these stains adhere to molecular structures
and obey the Beer-Lambert law it is possible to isolate and quantify the amount
of each stain. To correct for H&E staining variations and color distribution, the
images were first color normalized in the LAB color space [8]. We then applied
the color deconvolution procedure [10], to digitally separate images of hematoxylin
and eosin from the color normalized H&E image. Similarly to our previous studies,
we utilize the differential information embedded in the intensity levels of eosin and
hematoxylin to classify areas of the lung tissue and arrive at discrete masks of the
cancer, stroma and inflammatory cells.

2.4 Segmentation

Our analytical framework takes advantage of methodologies developed for the quan-
tification of prostate cancer tissue [3, 12] with some important modifications. Briefly,
a Random Forest classifier (RF) classifies pixels into either two or three classes
based on that pixel’s local intensity histograms derived from color-deconvoluted
hematoxylin and eosin images. A three-dimensional (3-D) intensity histogram (IH)
image is formed first. Its x and y dimensions are the same as in the input image.
Values along its z dimension are filled by IHs found by window W sliding in par-
allel through H and E images so that one 18-bin hematoxylin and one 18-bin eosin
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histogram are obtained. The window W is stepped across and down the image at
regular intervals, and at each step storing the combined 36-bin local histograms of
H and E intensities called a descriptor. At the end of the window stepping proce-
dure, bicubic interpolation fills the 3-D IH image at intermittent image coordinates
which did not happen to fall at the center of any W . Essentially, a 36-bin descriptor
corresponds to a pixel (x, y) in the original H&E image. If multiple sizes of W are
implemented, the descriptors will have the capacity to characterize tissues at differ-
ent image resolutions [3]. Thus, for the purpose of this study we set the size of W to
be W = 64 and W = 16 in order to properly capture tumor cells in heterogeneous
tissue areas with high or low cell densities. Respective stepping intervals are W/4
and W/8.

A two-step classification was developed utilizing the descriptors determined by
the 64-pixel window (STEP-1), and 16-pixel window (STEP-2). At each STEP a RF
classifier with 35 decision trees was applied to classify respective descriptors. The
RF classifiers were trained with descriptors extracted from windows W that were
manually selected by the pathologist. Specifically, 30 descriptors were selected for
each class to train the RF classifier separating cancer and stroma in STEP-1, and 30
each for theRF classifier separating cancer cells, from inflammatory cells and stromal
cells in STEP-2. 150 such descriptors were collected and then box-plotted (Fig. 2)
to illustrate their properties. In our previous publications [3, 12] we demonstrated
that differences in shape and distribution of the intensity-based descriptors lead to
a robust separation of stromal and epithelial areas in prostate cancer tissue. Based
on the previous results, we reasoned that the descriptors extracted from lung cancer
tissue and collected for the classification STEP-1 (Fig. 3a) and STEP-2 (Fig. 3b) will
possess similar discriminating power. Thus, the RF classifier in STEP-1 is expected
to segment cancer from stromal regions, whereas that in STEP-2 segments cancer
cells from inflammatory cells and other stromal components. Note that the two-class
classification involving the 64-pixel window is better tailored for segmenting large
and homogenous tumor areas, whereas three-class classification with the 16-pixel
window is suitable for segmenting individual cells in a heterogeneous cluster (Fig. 3).

Classification results are then mapped back to their original image coordinates,
forming a coherent segmentation mask of the structures in question for each of the
STEPs. Our scheme was applied in a dual-scale sense (64 and 16 pixel windows)
and results overlaid in an order determined a posteriori (Fig. 3). A combination of
these masks gives an image whose pixels are classified as one of the three histologic
categories. To obtain a final result, the intermediate masks from STEP-1 and STEP-
2 classifications are sequentially merged. A logical OR operation was applied to
combine stromal masks in the first step of merging. In the two remaining merges
the cancer and inflammatory cell masks were respectively overlaid (pixel labels
were replaced) on the mask obtained from the preceding step. The segmentation
performance was assessed by two raters who assigned each image a score from 1
(unacceptable) to 5 (excellent) using semi-quantitative scores (Table1).
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Fig. 2 Box plots of hematoxylin (H) and eosin (E) intensity histograms. The intensity histograms
were extracted by means of a 64 pixel, and b 16 pixel scanning windows. Respective micrographs
show example cancer and stromal areas as well as individual cells selected for training of classifiers
to detect cancer, stroma and inflammatory cells. Box plots demonstrate how the 64 and 16 pixel
windows capture local tissue characteristics

2.5 Distinguishing Subtypes of Adenocarinoma by Discrete
Objects and Area

Segmented tumor was represented as binary masks: 1–tumor, 0–all other classes
(Fig. 4, bottom row). The binary masks were post-processed. A binary opening with
a disk shaped structuring element with a radius of 5 was applied to clean up spurious
shapes in the masks and smooth mask edges for subsequent quantification. We then
chose two basic chromatin conformation features described in [2, 9, 21] to char-
acterize the morphological difference between the micropapillary and solid tumor
patterns. Our feature selection was guided by qualitative standards recently estab-
lished byWHO [15, 19]. The output binary masks were quantitated by two features:
the number of objects (NO) with 8-connectivity in a given frame, normalized by the
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Fig. 3 Image classification workflow. Pixels of color-deconvoluted H&E images are classified by
a random forest classifier in two steps. a in STEP 1 cancer (green) and non-cancer (yellow) areas
pertain to the classification with the 64 pixel window. In STEP 2 the classification is carried out
using a 16 pixel window and detects cancer cell nuclei (green), inflammatory cell nuclei (red)
and stromal components (yellow). Cancer, stromal and inflammatory cell masks are combined in a
predefined order b to obtain a delineation of the whole tumor. The main goal of this approach is to
preserve the histological pattern of tumor for subsequent analyses
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Table 1 Scores and criteria of segmentation quality

Score Description

1 (Unacceptable) Seemingly random distribution of classes about the image. More errors than
correct classifications

2 (Poor) Multiple gross misclassifications e.g. inflammatory cells classified as tumor,
especially missing large areas of tumor

3 (Average) Some small false positive tumor areas, vast majority of tumor structures are
detected but not necessarily perfectly segmented

4 (Good) No false positive tumor areas. Immune cell groups and individual cells are
well detected. Close but separate tumor structures may be connected by thin
“bridges”. All tumor structures detected and well segmented

5 (Excellent) Near perfect detection and segmentation. It would be challenging to
manually generate more accurate delineations

Fig. 4 Processing results of solid (a) and micropapillary (c) tumors from Fig. 1. Respective 3-
class image classification results (b and d) obtained by our workflow in Fig. 3 yielded an accurate
delineation of tumors (green color). Solid tumor masks analyzed by our approach have an overall
smaller number of binary objects (NO) (e) than the masks of micropapillary tumors (f) which on
the other hand have smaller mean area of objects (MA)
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area of the frame and the mean area of these objects (MA), also normalized by frame
area. To demonstrate the effect of image frame size on the MA-NO features, the
original images were divided. Besides the original image (1200×1200 pixels), sub-
sequent images were generated as by dividing the original into four parts (600×600
pixel image frame), and into nine parts (400×400 pixel image frame). MA and NO
were calculated for each frame at all sizes and statistically evaluated by the t-test.

3 Results

3.1 Micropapillary and Solid Pattern Distinction

Normalized mean MA and NO with standard deviations from the analysis for dif-
ferent image size and statistical evaluations are outlined in Table2. Co-distributions
of normalized MA and NO features are plotted on log-log scale (Fig. 5). For the

Fig. 5 Co-distributions of mean object area (MA) and number of objects (NO) in binary tumor
masks (Fig. 4). MA and NO were derived from a whole images (1200×1200 pixels), b medium
size sub-images (600×600 pixels), and c small sub-images (400×400 pixels). Raw values of MA
andNOwere normalized respectively by the size of the whole image or a sub-image. The separation
of solid and micropapillary tumor masks was excellent for all image sizes
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Table 2 Meannumber of objects (NO) andmean area of objects (MA) features in images containing
solid and micropapillary tumor patterns

Mean number of objects (NO)

1200 ×1200 600 × 600 300×300

Micropapillary 102± 58 29.9± 16.8 15.5± 8.7

Solid 28.1± 14.8 9.7± 6.3 5.4± 3.8

p-value (α = 0.5) 4.04e-19 2.81e-53 1.20e-95

Mean area of objects (MA)

1200× 1200 600× 600 300× 300

Micropapillary 6.7e2 ± 4.0e2 6.0e3 ± 4.2e2 5.3e2 ± 4.6e2

Solid 3.2e4 ± 2.1e4 3.2e4 ± 4.0e4 2.8e4 ± 3.3e4

p-value (α = 0.5) 6.95e-21 5.86e-40 2.73e-70

NO and MA were compared in three image sizes. Means are reported from raw, un-normalized
quantities

Table 3 Tumor segmentation scores. Numbers represent the mean score ± standard deviation per
rater

Rater 1 Rater 2

Micropapillary (N = 60) 3.37± 1.02 3.81± 0.70

Solid (N = 31) 3.48± 0.84 3.90± 1.04

Micropapillary and solid
(N = 91)

3.4± 0.91 3.84± 0.82

400× 400 and 600× 600 sizes, some sub images contained no detected tumor area.
These were excluded from analysis (Table2).

3.2 Segmentation Performance

Performance was assessed according to Table1 independently by two raters. The
mean score for each subtype and rater is shown in Table3.

4 Discussion

Histological subtypes of lung adenocarcinoma have recently gained attention as
a possible prognostic indicator. The composition of subtypes in a cancer is cur-
rently estimated in 5% increments across several slides of resected tumor. How-
ever, this process is wrought with inter and intra-observer inconsistency. Computer
vision methods have the potential to remove observer-related variability by precisely



Machine Learning Can Reliably Distinguish Histological Patterns … 203

classifying each subtype and by accurately measuring its percentage in the total
tumor. A key advantage of this approach is reproducibility at frame sizes not feasi-
ble for manual annotation or analysis. The methods we developed for subtyping of
lung adenocarcinoma overcome confounding factors that are often encountered in
histologic image data.

4.1 Tumor Microenvironment Segmentation

Tumors display varying growth patterns of cancerous cells that are embedded in
stroma. The stroma is composed of multiple cell types, which include inflammatory
cells infiltrating and at times encasing the tumor. The segmentation is performed
with small windows—a way that is blind to the relatively macroscopic differences
in overall tumor morphology and arrangement. In contrast, differentiation of tumor
pattern may only be possible using whole images or subimages that can enclose
large fragments of tumor morphology. We devised a method that can automatically
find cancer and inflammatory cells and potentially other cell types and structures
in H&E images. It classifies IH histograms obtained with various windows, and
combines the results based on the strength of segmentation at each frame size which
is a step towards comprehensive segmentation of the tumor microenvironment in
H&E images. We found that with the window size of W = 64, tumor and stromal
areas were well separated by IHs. For this window size, however, inflammatory cells
have local IHs similar to tumor cells and were often misclassified. Additionally,
tumor clusters are occasionally separated by narrow strips of stroma, which were
often wrongly classified, especially if the stromal width was less than the scanning
window size. We therefore introduced a smaller window size, W = 16, specifically
to accomplish better isolation of inflammatory cells and to arrive at a more accurate
tumor mask.

Another parameter that impacts the classification is the spacing between the cen-
ters of consecutive windows, which we call the stepping interval, defined as (W/4
andW/8) respectively forW = 64 andW = 16 of window sizes. The stepping is the
distance, in pixels, that the window slides between IH calculations. IHs at pixels in
between are interpolated. If the stepping interval is a small fraction of the scanning
window, then fewer IHs need to be interpolated. Since changes in cellular composi-
tion across the tissues cause variation in local staining intensities, the interpolation is
not guaranteed to produce an accurate classification when structures (tumor, inflam-
mation, stroma) collide. A smaller scanning window yields a more locally contained
IH, excellent for detecting small objects. A stepping interval W/8 (2 pixels) was
selected forW = 16, to work with a three-class RF. This made the capture of inflam-
matory cells and intermittent stroma accurate. Although we did not systematically
evaluate the influence of the stepping interval on the segmentation results, we took
advantage of our previously published data to guide its selection. In [3] we showed
that a classification of non-interpolated IHs (stepping interval= 1 pixel) is generally
more accurate than that involving interpolated IHswith stepping interval= 16 pixels.
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However, the accuracy gained from a small stepping interval was disproportionate
to the increased calculation time. Since the segmentation results for a two-pixel and
one-pixel stepping interval for W = 16 pixels were nearly identical, we selected the
former to shorten the overall analysis time.

Since the inter-slide variability in the staining intensity of hematoxylin and eosin
has the potential to decrease the segmentation performance, we elected to train the
algorithm individually on each case that we analyzed. In this set-up the same algo-
rithm performed comparably well in both tumor patterns. The segmentation perfor-
mancewas consistent across specimens, and, collectively, the combined classification
improved the tumor area segmentation over a single-window method. Segmentation
quality in the majority of images was predominantly average or good. The raters
found respectively 13 and 3 images to be segmented as poor or unacceptable and 8 to
be excellent. The mean scores of Rater 1 and 2 were 3.4 and 3.84. Since a significant
manual effort is required to precisely delineate the tumor we only performed a semi-
quantitative assessment of the segmentation. The high scores collectively given by
two independent raters encourage us to continue the development of this approach
and undertake more objective and rigorous evaluations with immunohistochemically
generated ground truth masks of the tumor microenvironment.

4.2 Tumor Patterns Are Separable with Similar Accuracy
at Different Analytical Dimensions

The MA and NO features used to describe micropapillary and solid tumor patterns
were inspired by how they are recognized by a pathologist. Solid tumor masses,
when prepared on a slide, appear as sheets of cancer cells, without intervening gaps
in tissue integrity or stromal tissue. Micropapillary tumors, on the other hand, appear
as disjointed, small clusters of cancer cells, separated by clear spaces and arranged
around a stromal stalk. MA and NO were distinct in binary masks of these two
patterns (p-value< 4.04e-19), and the classification performance was not affected
by the image size. In contrast to other features characterizing the binary texture of
images, which are often abstract, both MA and NO are directly related to features
that encompass the qualitative description of the tumor pattern provided by WHO
[15, 19].

In addition to the methods that we specifically developed for the identification of
subtypes of lung adenocarcinoma, multiple other methods exist that can be used to
quantify tumor growth pattern from spatial properties of the binary tumor mask. For
example the box-counting fractal dimension and sliding-box lacunarity have been
previously applied to distinguish tumor growth patterns in binary nuclear masks or
intensity images of prostate cancers [1, 5, 18, 21]. They enumerated space-filling
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and gappiness of objects against a background. However, the fractal dimension and
lacunarity have not yet been evaluated on tumor masks which include individual and
clustered tumor cells.

Our framework may be feasibly reapplied to quantify any tumor growth pattern
within a complex microenvironment. We have not yet explored the limits of permis-
sible frame size. Preliminary data suggests the MA-NO features are robust for the
three frame sizes that we chose and plan to resolve this issue in future studies.

5 Conclusions

We extended the methods that were previously developed for analysis of prostate
cancer to include more elements from the tumor microenvironment. Here we apply
the updated method to the histologic subtyping of lung adenocarcinoma and demon-
strate that it properly captures the shapes of solid and micropapillary tumors, is
robust, and is computationally inexpensive. The mean area (MA) and number of
connected objects (NO) constitute a novel and attractive set of features to separate
and quantify the percentages of histological patterns within lung adenocarcinomas
that are of prognostic relevance. In addition to further testing the clinical significance
of the new features in the subtyping of lung adenocarcinomas in a large cohort, we
will seek opportunities to evaluate the performance of our method on masks derived
from lepidic, papillary and acinar tumor growth patterns.
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Apoptosis in Cancer Cells

Eva Blahovcová, Henrieta Škovierová, Ján Strnádel,
Dušan Mištuna and Erika Halašová

Abstract Programmed cell death changes and loss of cell growth and anti-growth
regulation signals may result in uncontrolled cell proliferation, disorganized tissue
growth and tumor formation. Malignant solid tumors, i.e. lung and brain tumors,
are one of the most common and the most serious diseases nowadays and there-
fore considered a major issue in modern medicine. Despite intensive progress in
cancer research, the survival rate of patients with diagnosed malignant solid tumors
hasn’t improved significantly. Radiotherapy and chemotherapy work predominantly
by inducing apoptosis. The purpose of this article is to describe the role of apoptosis
and to review currently known agents that allow induction of apoptosis in cancer
cells. The identification of potential new targets for tumor treatment and processes
in altered tumor cell metabolism is the challenging area of research. Recognizing
the attributes of malignant tumor growth inhibition may help in the development of
novel treatment strategies.

Keywords Apoptosis · Cancer · Solid tumor · Apoptotic inhibitors

1 Introduction

Cancer is very heterogeneous and represent one of the most common and the most
serious group of diseases nowadays. Specific aberrant expression of multiple genes,
disturbances in tissue homeostasis and deregulation of growth cycle’s signal cascade
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may result in tumor formation andprogression.The treatment of solid tumors depends
on the histological diagnosis. The mainstay of therapy is the resection of tumor
followed by postoperative radiotherapy and/or chemotherapy, depending on type,
stage, malignity grade and individual patient’s acute or late responses to treatment.
The ability of the cell to avoid programmed cell death is one of the major fea-
tures in tumor formation [13]. The deregulation of apoptotic mechanism plays an
important role in the progression and pathogenesis of cancer. In fact, radiotherapy
and chemotherapy should induce apoptosis. But the resistance to conventional anti-
cancer therapy is a major obstacle to successful treatment [35]. Selective inhibitors
of apoptotic signaling pathway provide option for studying of apoptotic proteins and
their role in resistance to apoptotic mechanism in tumor cells. Moreover apoptotic
inhibitors provide new possibilities in solid tumors treatment, including lung or brain
cancer. Despite a progress in cancer treatment and diagnostic methods, the progno-
sis for patients with diagnosed malignant solid tumor is still extremely serious and
makes tumor disease a challenging area of research [34].

2 Apoptosis

Evasion of programmed cell death is a key hallmark in tumor formation [13]. Apop-
tosis is a common property of multicellular organism, plays a fundamental role in
many physiological processes and is present in all cell types throughout the body
[32]. It is also one of the major mechanisms in cell homeostasis preservation in
tissues, and immune system [26]. Apoptosis can be activated by multiple pathways
that differ among tissue type and pathological conditions. The extrinsic pathway is
triggered by activation of cell surface receptors, while intrinsic pathway is activated
by a variety of extracellular and intracellular stresses and associated with mitochon-
dria perturbation [8]. Convergent signals in proteolytic cascade of both apoptotic
pathways activate caspases, family of cysteinyl-proteases, which play the key role in
the initiation and execution of programmed cell death [28].

Extrinsic apoptotic pathway is activated by the stimulation of the tumor necrosis
factor receptor superfamily located on the cell surface. After ligand binding, death
domain (DD) of receptors attracts the intracellular adaptor protein, which recruit
procaspase 8 and form death-inducing signaling complex (DISC). In relationship to
these events, caspase 8 and subsequently the major effector caspase 3 are activated
[22, 24].

Intrinsic apoptotic pathway is activated after different conditions of cellular stress,
including non-reparable DNA damages, oxidative stress, irradiation, hypoxia, pro-
tein p53, high cytoplasmic Ca2+ concentration and treatment with cytotoxic drugs.
The mitochondrial dependent pathway is mediated by Bcl-2 (B-cell lymphoma-2)
apoptotic proteins and by inhibitors of apoptosis proteins (IAPs) family [8, 22].

Mitochondria plays a crucial role in the initiation of intrinsic apoptotic pathway.
Death-promoting stimuli favors mitochondrial membrane permeabilization which
leads to releasing of intermembrane space proteins (such as cytochrome c, second
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mitochondria-derived activator of caspase (Smac), apoptosis inducing factor (AIF),
endonuclease G) into the cytosol. Cytochrome c promotes the apoptosome formation
and initiator caspase 9 activation [10].

Members of the Bcl-2 protein family are critical regulators of apoptosis and
include two subgroups of proteins. Pro-survival members, Bcl-2, Bcl-xl, Mcl-1, Bcl-
w and A1, have anti-apoptotic activity, while pro-apoptotic proteins, Bax, Bak, Bok,
Bid, Bad, Bim, Bik, Blk, Hrk, Noxa, Puma, promote apoptosis [16, 30].

Extrinsic and intrinsic apoptotic pathwaysmerge into the activation point of effec-
tor caspases, such as caspase 3, caspase 6 and caspase 7, which directly activate apop-
totic cell death [11, 28]. There are several anti-apoptotic proteins over-expressed and
on the other hand, some pro-apoptotic proteins are non-functional or low expressed
during apoptosis deregulation in malignant tumor [23]. Changes in gene expression
associated with deregulation in apoptotic cell death pathway may cause increased
proliferation of tumor cells, their uncontrolled growth [1] and resistance to used
drugs [16].

3 Methods for Apoptotic Signaling Pathway Study
in Cancer Cells

Identification of new targets associated with proliferation, apoptosis, angiogenesis
and invasion of cancer cells may help to improve treatment strategies of this disease.
Specific microfluidic gene panel arrays are used for gene expression profiling of
key ligands, receptors, intracellular modulators, transcriptional factors associated
in programmed cell death regulation. Methods such as qRT-PCR based apoptotic
microarrays provide comparisons of changes in specific gene expression levels in
tumor and healthy biopsy tissue. Recognizing the differences in the expression of
pro-apoptotic and anti-apoptotic genes in tumor/control tissues may revealed in the
development of novel treatment strategies [1, 36].

Detection of different levels of apoptotic proteins by Western blot analysis,
immunoprecipitation or immunohistochemistry is also very important. Quantifica-
tion of necrotic cells and apoptotic index (percentage of apoptotic cells or apoptotic
bodies in 100 viable tumor cells in tumor tissue sample) are considered important
prognostic biomarker in tumor tissue and contribute in prediction of tumor cells
response to chemotherapy [12].

4 Apoptosis and Specific Molecular Targeting Therapy
in Cancer

Regulation of anti-apoptotic proteins ofBcl-2 family should be one of the possibilities
in the affection of tumor cell survival. Several compounds, such as sodium butyrate,
valproic acid and histone deacetylase inhibitors, which can decrease expression of
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anti-apoptotic proteins have been described in recent studies [17, 18]. Antisense
oligonucleotides or short single-stranded synthetic deoxyribonucleotides can bind to
specific mRNA region and cause its degradation [2].

4.1 Small Molecule Inhibitors of Bcl-2 Family Proteins

Characteristic features of several solid tumors are increased expression levels of Bcl-
2 family anti-apoptotic proteins, or decreased levels of pro-apoptotic proteins which
result in a subsequent inhibition of programmed apoptotic cell death [16]. Over the
last few years several small BH3 mimetics molecules have been synthesized [5, 9,
21]. Apoptotic inhibitors bind selectively to specific anti-apoptotic proteins, inhibit
them and inactivate them. Therefore, these specific inhibitors may be useful in the
apoptotic studies [7, 30].

Nowadays, the most potent apoptotic inhibitor ABT-737, and its orally active
analog ABT-263, binds to the hydrophobic pocket of anti-apoptotic proteins Bcl-2,
Bcl-xl and Bcl-w with nanomolar affinity. The released of pro-apoptotic proteins
activate Bax and Bak proteins which induce apoptosis or can make cancer cell more
sensitive to cytotoxic agents in a range of tumor types [21, 31, 34]. Tumor cell
resistance to ABT-737 is associated with high levels of anti-apoptotic Mcl-1 protein.
Mcl-1 may inhibit Bcl-2 family pro-apoptotic proteins and block apoptotic cell death
[4, 14, 15]. Therefore, the Mcl-1 protein inhibition is a promising target for tumor
therapy and can lead to the inhibition of cell proliferation and tumor metastasis [20].
MIM-1 is a novel molecule which selectively binds to the BH3 groove ofMcl-1, with
Bak-dependent apoptotic activity and limited thus cell-type dependent potency [5].
In several studies were detected increased levels of Bcl-xl proteins in solid tumor
cells [29, 31]. Degterev et al. designed new small molecular inhibitor BH3I, which
selectively binds to anti-apoptotic Bcl-xl protein [9].

Selective apoptotic inhibitors may serve as a prototypes for development of the
next generation small molecules that effectively reduce the apoptotic threshold in
cancer cells.

4.2 Inhibitors of Apoptosis Proteins

Inhibitors of apoptosis proteins are structurally and functionally similar proteins,
which are involved in apoptosis, cytokinesis and signal transduction processes. Thus
far, eight IAPs (BIRC1–BIRC8)were identified and categorized by structural homol-
ogy into three subgroups. All IAPs proteins share common structures of baculovirus
IAP repeat (BIR) domains to bind and inactivate caspases [33]. Elevated expres-
sion of IAPs, preserves cell from apoptotic stimuli and has been reported in several
human malignant tumors [19]. The most efficient caspase inhibitor is BIRC4 (XIAP)
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among the IAPs protein family. Apoptotis inhibition byBIRC4 ismainly coordinated
through binding to initiator caspase 9 and effector caspase 3 and caspase 7 [11].

Antisense oligonucleotides interact with BIRC4 mRNA and ensure its degrada-
tion [6]. Small molecular inhibitors can block BIRC4 protein activity and release
effector caspase 3 in cell [25]. The levels of Smac protein, inhibitor of BIRC4, is
decreased in solid tumor cells and thus cause their survival [27]. Smac mimetic ele-
ments increase the activity of effector caspase 3 and therefore represent potential
therapeutic opportunity in solid tumor treatment [3].

5 Conclusion

Apoptosis is a comprehensivemechanism involvedmultiple cell pathways. In process
of oncogenesis, cancer cells display deregulations of some apoptotic pathways. The
upregulation of anti-apoptotic or downregulation of pro-apoptotic Bcl-2 family pro-
teins are common features of tumor cells. Solid tumors have higher levels of Bcl-2,
Mcl-1, Bcl-xl and IAPs proteins comparing to normal cells. Their potential inhibitors
should represent novel experimental compounds, therapeutic approaches and oppor-
tunities in cancer treatment. Recognition and understanding of molecular mecha-
nisms and signaling pathways associated with programmed cell death in tumor cells
may reveal promising treatment strategies for malignant tumors.
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related gene expression in tumor tissue samples obtained frompatients diagnosedwith glioblas-
toma multiforme. Int. J. Mol. Med. 36, 1677–1684 (2015)

2. Caruso, G., Caffo, M.: Antisense oligonucleotides in the treatment of cerebral gliomas. Review
of concerning patents. Recent Pat. CNS Drug Discov. 1, 2–12 (2014)

3. Chen, D.J., Huerta, S.: Smac mimetics as next cancer therapeutics. Anti-Cancer Drugs 20,
646–658 (2009)

4. Chen, S., Dai, Y., Harada, H., Dent, P., Grant, S.: Mcl-1 down-regulation potentiates ABT-
737 lethality by cooperatively inducing Bak activation and Bax translocation. Cancer Res. 67,
782–791 (2007)

5. Cohen,N.A., Stewart,M.L.,Gavathiotism,E., Tepper, J.L.,Bruekner, S.R.,Koss,B.,Opferman,
J.T., Walensky, L.D.: A competitive stapled peptide screen identifies a selective small molecule
that overcomes MCL-1-dependent leukemia cell survival. Chem. Biol. 19, 1175–1186 (2012)

6. Crooke, S.T.: Molecular mechanism of antisense drugs: RNAseH. Antisense Nucleic Acid
Drug Dev. 8, 133–134 (1998)



212 E. Blahovcová et al.

7. Dalafave, D.S., Prisco, G.: Inhibition of antiapoptotic BCL-XL, BCL-2, and MCL-1 proteins
by small molecule mimetics. Cancer Inform. 9, 169–177 (2010)

8. Dean, E.M., Ranson, M., Blackhall, F., Holt, S.V., Dive, C.: Novel therapeutic targets in lug
cancer: inhibitor of apoptosis proteins from laboratory to clinic. Cancer Treat. Rev. 33, 203–212
(2007)

9. Degterev, A., Lugovskoy, A., Cardone, M., Mulley, B., Wagner, G., Mitchison, T., Yuan, J.:
Identification of small-molecule inhibitors of interaction between the BH3 domain and Bcl-xl.
Nat. Cell Biol. 3, 173–182 (2001)

10. Galluzzi, L., Zamzami, N., de La, Motte Rouge, T., Lemaire, C., Brenner, C., Kroemer, G.:
Methods for the assessment of mitochondrial membrane permeabilization in apoptosis. Apop-
tosis 12, 803–813 (2007)

11. Ghavami, S., Hashemi, M., Ande, S.R., Yeganeh, B., Xiao, W., Eshraghi, M., Bus, C.J., Kad-
khoda,K.,Wiechec, E.,Halayko,A.J., Los,M.:Apoptosis and cancer:mutationswithin caspase
genes. Am. J. Med. Genet. 46, 497–510 (2009)

12. Gkogkou, Ch., Frangia, K., Saif, M.W., Trigidou, R., Syrigos, K.: Necrosis and apoptotic index
as prognostic factors in non-small cell lung carcinoma: a review. Springerplus 3, 120 (2014).
doi:10.1186/2193-1801-3-120

13. Hanahan, D., Weinberg, R.A.: Hallmarks of cancer: the next generation. Cell 144, 646–674
(2011)

14. Hann, ChL, Daniel, V.C., Sugar, E.A., et al.: Therapeutic efficacy of ABT-737, a selective
inhibitor of BCL-2, in small cell lung cancer. Cancer Res. 68, 2321–2328 (2008)

15. Kang, M.H., Reynolds, C.P.: Bcl-2 inhibitors: targeting mitochondrial apoptotic pathways in
cancer therapy. Clin. Cancer Res. 15, 1126–1132 (2009)

16. Kelly, G., Strasser, A.: The role of Bcl-2 and its pro-survival relatives in tumourigenesis and
cancer therapy. Cell Death Differ. 18, 1414–1424 (2011)

17. Kim, E.H., Kim, H.S., Kim, S.U., Noh, E.J., Lee, J.S., Choi, K.S.: Sodium butyrate sensi-
tizes human glioma cells to TRAIL-mediated apoptosis through inhibition of Cdc2 and the
subsequent downregulation of survivin and XIAP. Oncogene 46, 6877–6889 (2005)

18. Kuendgen, A., Lübbert, M.: Current status of epigenetic treatment in myelodysplastic syn-
dromes. Ann. Hematol. 8, 601–611 (2008)

19. La Casse, E.C., Baird, S., Korneluk, R.G., MacKenzie, A.E.: The inhibitors of apoptosis IAPs
and their emerging role in cancer. Oncogene 17, 3247–3259 (1998)

20. Li, R.Y., Chen, LCh., Zhang, H.Y., Du, W.Z., Feng, Y., Wang, H.B., Wen, J.Q., Liu, X., Li,
X.F., Sun, Y., Yang, D.B., Jiang, T., Li, Y.L., Jiang, ChL: MiR-139 inhibits Mcl-1 expression
and potentiates TMZ-induced apoptosis in glioma. CNS Neurosci. Ther. 19, 477–483 (2013)

21. Oltersdorf, T., Elmore, S.W., Shoemaker, A.R., et al.: An inhibitor of Bcl-2 family proteins
induces regression of solid tumours. Nature 435, 677–681 (2005)

22. Portt, L., Norman, G., Clapp, C., Greenwood, M., Greenwood, M.T.: Anti-apoptosis and cell
survival: a review. Biochim. Biophys. Acta 1813, 238–259 (2011)
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Modeling and Simulation



Application of Reverse Engineering
in Supporting the Treatment of Pectus
Carinatum

Magdalena Antonowicz, Anita Kajzer and Wojciech Kajzer

Abstract This paper presents the application of reverse engineering in supporting
the design and modelling of the personalised prototype of the orthotic bracing in
the treatment of pectus carinatum. 3D scans of the normal thoracic cage were used,
which were necessary to simulate pectus carinatum. Based on the scans, the skeletal
system of the pectus carinatum and the normal skeletal system were designed. In
summary, it can be stated that it was possible to design the personalised external
stabiliser and produce an animation of the principle of its operation.

Keywords 3D scan · Pectus carinatum · Pectus bracing · Reverse engineering

1 Introduction

The dynamic development of reverse engineering helps to transfer a physical external
object to a computer model, which enables the shortening of the design process
and tests the simulation of the functional properties, supporting and helping make
prototypes and completed products. The stages of rapid prototyping technology are
based on the idea that it is necessary to generate an expected model (Fig. 1), and
the whole process is composed of a few essential levels, with the first being the 3D
scanning process [13].

The characteristic feature of the surface digitalisation of the object is, among oth-
ers, the analogical-digital transformation directly linked with object’s information
processing. This is why one of the most prospective applications of reverse engineer-
ing is supporting treatment and using it in the entire field of biomedical engineering
as a tool in the operational planning process. Moreover, it is also used to design med-
ical devices that support the treatment of diseases, e.g. in orthopaedics, thoracoscopy,
traumatology and paediatric surgery [7, 9].
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Fig. 1 The idea of rapid prototyping method [13]

In the literature, cases of congenital deformations of the chest wall in children,
such as pectus excavantum and carinatum forms, are often described [5, 6, 8, 15, 17].
Pectus carinatum is the deformity of the skeletal system related to the front chest wall.
The defect is characterised by sternum and costal cartilage deformation, which leads
to anterior protrusion. The most important and probably the only treatment of the
above disease is to handle the psychological and aesthetical aspects [5]. Further, there
are three main types of pectus carinatum: symmetrical, asymmetrical, and mixed
(with various intensities and areas of occurrence) [8]. It is said that this deformity is
more likely to affect men than women. It is essential to select the individual treatment
method to cure the pectus carinatum. The application of the chosen treatment method
is directly related to the type, level of deformation, anatomical form of the chest and
physiological patient abilities [6]. To define the size of the deformity, it is necessary
to do CT scans of the chest.

Increasingly, to avoid radiation of the patient and to monitor the steps of treat-
ment, the medical imaging is supported by 3D scanning images [17]. High-intensity
deformities of the front chest wall, in most cases, are treated with minimally invasive
repair methods with the use of correctly profiled implants that help to restore the
anatomical shape of the chest [10, 11]. In this case, it is necessary to use surgery
tools with suitable properties that ensure a safe implantation process, mainly in terms
of thermal consideration. Further, in the event of a patient being qualified to a group
with light or moderate imperfections or after the surgical intervention of pectus cari-
natum, it is recommended to use external bracings for treatment [4]. The implants are
made of steel Cr-Ni-Mo [11], but, for patients who are allergic to components of this
alloy, titanium alloys are used [1–3, 12, 20]. The basic principle of the implants is to
provide constant pressure for a period of time on the most convex area, causing the
proper modelling of cartilages. With the use of external bracings, we can avoid post-
operative complications, scars and pain; moreover, the use of a brace is an effective
way to correct pectus carinatum in a visible way [6]. Through computer methods,
it is possible to create a personalised stabiliser construct to cure pectus carinatum,
which is adjusted to individual anthropometric patient features.

The aim of the present work was to elaborate on the multistage procedure of
making a personalised prototype of an external stabiliser for the treatment of pectus
carinatum supported by reverse engineering techniques. Based on 3D scans of a
normal male chest, the pectus carinatummodel, with an intensity that is, according to
the literature, the most common (type 5 according to theWillital scale—symmetrical
deformation) was created [16]. Thus, it was possible to design an external stabiliser
model to cure this type of imperfection.
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2 Normal Thoracic Cage and Pectus Carinatum 3D Models

Thecarriedout biomedical reconstructions aremoreoftenused to create instructional,
reconstructive models, and implant prototypes or rehabilitation devices [7]. Reverse
engineering is essential in beginning procedures leading to the design of personalised
external stabilisers.

The performed stages that lead to the precise design of personalised stabiliser
prototypes began with transferring the real 3D shape of the normal chest to the
digital form with the usage of a handy digitiser (HandyScan 3D RevScan). Firstly,
the test stand was composed of a 3D RevScan, a computational unit with software
VxScan and a patient (male, age 24). On the chest surface, the marks were placed
carefully, as they influence the quality and accuracy of the results and enable scans
to be put together (Fig. 2).

To obtain the full image of the male chest, it was necessary to conduct two tests
of the front part of the chest and one of the back part (Fig. 3). Scanning took about
30 minutes.

The dataset from the chest surface allowed to obtain a 3D point cloud, in which
every point corresponded to a point on the real chest (Fig. 4).

The next stage of the digital transformation of the chest surface was to filter and
edit the point cloud to obtain consistent and optimised points made by GeoMagic

Fig. 2 Humanbodymodelswith positioning targets: a frontal view,b rear view, c three-dimensional
view

Fig. 3 Chest with normal structure scans 3D: a frontal view, b rear view, c three-dimensional view
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Fig. 4 Points cloud of scanned chest

Studio 2012 based on the STL (STereoLithography) files. The filtration action was
done via the removal of the noise measurements and by combining and optimising
components of directional point clouds obtained from particular measurements. A
point cloud, as a 3Dmapping of the chest surface, is not themodel form that is suitable
for direct use in CAD computer systems where the triangulation of point clouds was
carried out. The point cloud showed the triangulation surface establishment with the
Delanuay Method (Fig. 5a) and the Laplace Surface Smoothing Method, which are
based on the translation of internal triangulation nodes. New point locations were
calculated according to following formula [18, 19]

x = 1

n

n∑

i=1

xī (1)

where n—number of points edge-connected with given point.
Then, the normal chest geometrywas used inCAD systems (in this case, Autodesk

Inventor Professional 2015—(Fig. 5b).

Fig. 5 Transformation of the model: a triangle mesh with shadows, b Laplace’a smoothing
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Fig. 6 Pectus carinatum simulation

The indispensable element in designing an external personalised stabiliser pro-
totype was the pectus carinatum model. Hence, on the basis of the generated 3D
normal thoracic cage, there was a model that simulated pectus carinatum with the
use of Inventor Fusion 2013 software. Based on the literature [16], patients with
pectus carinatum are exposed to symmetrical sternum grip deformation; therefore,
the simulation was done in this area. Displacement of the sternum was performed by
means of interpolational plane curve surface modelling, which consisted of points
that were altered to obtain a 30mm sternum displacement in regard to the normal
thoracic cage (Fig. 6).

3 Simplified Geometrical Model of Thoracic Cage

On the grounds of 3D models of the surface of the normal thoracic cage and pectus
carinatum, a simplified 3D model of a thoracic cage was made with the use of
Inventor Professional 2015 software. This was done to design the external stabiliser
in a preciseway.Aspart of the interaction principle of an external stabiliser to the bone
arrangement of the thoracic cage, there were four thoracic cagemodels designedwith
different sternum deformations ranging from of 0–30 mm. The elaborated model of
the bone arrangement of pectus carinatum enabled to design a personalised external
stabiliser to cure this type of imperfection. Further, the surface 3D thoracic cage
model was put on bone structures, then, based on that model, the dimensions and
shape of the external stabiliser were mapped. The design began via preliminary
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Fig. 7 Main elements of
external stabilizer

construction, utility and aesthetic assumptions. Construction elements counteracting
damage, irritation and protecting the skin surface were taken into consideration.
The external stabiliser model was created in Inventor Professional 2015 software,
which contained 13 permanent and two additional elements. All parts were designed
separately and connected to each other at the end. The main and most important
elements were the bars, which were positioned on the anterior and the posteriori
chest, and connected to each other with a strap ratchet kit and buckles to enable
accurate control according to the chest (Fig. 7). Moreover, on the middle part of the
curve, an element compressing the biggest deformation was placed. The protection
foams were also taken into consideration.

To provide a pleasing aesthetic appearance of the orthosis and to cover stabiliser
elements, a case was proposed. The proper position of the stabiliser was assured
via adequate compression by ratchet strips, but, to increase stabilisation, additional
suspenders were designed (Fig. 8).

The last step was to merge the simulated pectus carinatum model skeletal sys-
tem with different sternum locations and to design the pectus carinatum model to
show the behaviour of the skeletal system under stabiliser compression. This was

Fig. 8 An external stabilizer model for curing pectus carinatum: a construction, b placed on patient
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Fig. 9 Stages of external stabilizer action

performed via Inventor Professional and Inventor Studio environment software. In
the animation, there were five stages of stabiliser action shown:

• Stage I—placing the stabiliser on the pectus carinatum—(Fig. 9a),
• Stage II—compression number one, change of sternum position—(Fig. 9b),
• Stage III—compression number two, change of sternum position—(Fig. 9c),
• Stage IV—compression number three, change of sternum position—(Fig. 9d),
• Stage V—sternum arrangement in proper position—(Fig. 9e).

The animation allowed to present the behaviour of the external stabiliser in regard
to the chest and sternum by correcting its position. The procedure shown in Fig. 10,
which begins with scanning and leads to obtaining the model, is the base to begin
making a physical prototype of the stabiliser model; it enables a personalised fitted
construction to patient’s imperfection.

Fig. 10 The personalized external stabilizer design procedures
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4 Conclusion

Reverse engineering was used to image the external surface of the thoracic cage
in preliminary thoracic cage size determination. On the other hand, in the event of
illustrating a patient’s internal structure and viscus, the essential tool for medical
illustrating was the CAT scan. Obtained image projections allowed to determine the
level and type of thoracic cage deformation, symmetry, rotation of sternum, and
hearth location. It was also possible to rate the anatomical disturbances expressed
by the Haller indicator [14].

The pectus carinatum imperfection causes mental discomfort and an abnormal
Haller indicator,which iswhy it is essential to find effective and rapid curingmethods.
Further, reverse engineering and CAD software played a useful role in this project;
they supported the medical imaging techniques that avoided exposing the patient to
radiation during CAT scanning and helped to design an external stabiliser in a rapid
and precise way. However, based on particular 3D scanning images, it is possible to
fit and prepare a construction project depending on a patient’s defect.

In the present paper, the procedures showing the preparation of personalised male
external stabiliser design methods were introduced. Based on obtained 3D thoracic
cage images, it was possible to simulate pectus carinatum and to design the geometry
of an external stabiliser in an accurate way. To visualise the behaviour and principles
of the operation of the stabiliser in accordance to the thoracic cage, an animation
was prepared. This assessment is the first and foremost action that leads to physical
prototype stabiliser model accomplishment.

The difficult part when beginning construction was the individual anatomical
patient conditioning, type and size of the defect. This is why the 3D images became
indispensable elements to begin the design processes. This paper can be expanded by
adding construction materials for the external stabiliser and by performing bearing
capacity tests. To verify the stabiliser’s construction, it is also possible to conduct the
finite element analysis by distinguishing plastic cartilages in a real skeletal thoracic
cage model. All the stages might lead to the manufacturing of the external stabiliser
prototype for pectus carinatum treatment. In conclusion, approaches to this type of
issue were never before presented in the literature.
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Breast Deformation Modeling Based
on MRI Images, Preliminary Results

Marta Danch-Wierzchowska, Damian Borys and Andrzej Swierniak

Abstract Increasing number of people are suffering from cancer these days. The
highest incidence among women is breast cancer. One of the main sources of diag-
nostic information is Magnetic Resonance Imaging (MRI). Another one is Positron
Emission Tomography with Computer Thomography (PET-CT). Both examinations
take place in different patient positions (prone and supine respectively). The onlyway
to obtain complete diagnostic information is to bringMRI images into PET-CT space
and compare both. Our preliminary studies focus on creating a simple, deformable
finite element model of the breast. Proposed algorithm allows to obtain breast model
in supine position, created from MRI images obtained in prone position.

Keywords Breast deformation · Finite element modeling ·MRI images

1 Introduction

According to recent studies, breast cancer is the most frequent women’s cancer
around the world. To help growing number of patients, diagnostics need to be precise
and fast, whereas treatment needs to be as personalised as possible.

One of the main sources of diagnostic information used in surgical planning is
Magnetic Resonance Imaging (MRI). MRI is used to obtain information about tissue
condition, that cannot be obtained by other popular imaging techniques [2]. Another
one is Positron Emission Tomography with Computer Tomography (PET-CT). PET
data contain informations about tissues metabolics, but their images contain only
pixel clouds. PET-CT fusion allows to locate metabolic PET clouds inside the body,
on CT scans. Unfortunately, CT scans are less detailed than MRI data. MRI and
PET images fusion could help with fast and precise diagnosis. Fused prone PET
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and MR images allow to observe both tissue structure and it’s metabolic activity
simultaneously, which increase significantly diagnostic confidence, far more than
side-by-side review [8]. The main problem which occurs is that MRI images are
obtained in prone patient position with breasts placed in signal enhancement coils,
while PET-CT examination is performed in supine position. The breasts in both
situations have different shapes, and tissues of interest are different placed on images.
The bigger the breast is, the more its shape differs in both positions [12]. Due to that,
a need for easyMRI images transformation into PET-CT space arises. This cannot be
obtained by placing patient supine in MRI, or prone during PET-CT, which needs to
be used in surgery planning (supine). The only way to achieve this goal is computer
image processing. A similar problem was addressed in [1], where mammograms
compression was simulated based on simple breast model. MRI image deformation
was presented in [5], however amodel of breast tissues was very complicated. Recent
studies [7, 14] presentmodels that consist of four structures: fat, glandular, cancerous
and skin tissues. Building a model for each patient and complicating the structure
considered could extend severely computation time, resulting in increasing time of
diagnosis.

Yet another issue in model creation is proper tissue segmentation. Segmentation
of breast MRI images is still a difficult job, because of a complex structures, field
inhomogeneity and image noise, which need to be overcome to create automatic finite
element breast models [9]. While segmentation of the breast shape from background
is simple enough [10, 11, 15], the main problem is segmentation of a back side
of chestwall, which is nearly invisible on MRI images, due to field inhomogeneity
caused by signal enhancement coils. To preserve mechanical dependencies in the
body, the first idea is to create full body model. Due to invisibility of most of the
back side of the body, it is almost impossible to properly segment it. However, our
model overcomes difficulty with back side of chestwall segmentation, preserving
simultaneously main properties of deformed tissues.

In this workwe present a basic idea of an breast model and its deformation, paying
a special attention to further usage in clinical practice.Deformation algorithm is based
on well-known Finite ElementMethods (FEM) best practices. Our preliminary study
consists of creating a model based directly on medical images. The novelty of our
approach is implementing large breasts deformation, with mesh created directly on
medical images, without using any third-party software. A deformation model based
on the Lagrange equations of motion [1] was implemented inMatlab and breast mesh
was deformed using gravitational forces.

2 Materials and Methods

2.1 Data Acquisition

Breast MRI data acquisition MRI is widely used in medical diagnosis, in partic-
ular breast imaging [2]. MRI scans T1-weighted were acquired at the Center of
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Fig. 1 Exemplary images: on the left MRI in prone position and on the right PET-CT examination
in supine position

Oncology—Maria Sklodowska-CurieMemorial Institute, Branch inGliwice, Poland
using a Siemens scanner. The data consist of 50 axial slices of patient in prone posi-
tion covering the area of interest. Obtained data cover approximately 0.7× 0.7× 3
mm real volume per voxel. Exemplary image is shown in Fig. 1 (left).

Breast PET-CT data acquisition Positron Emission Tomography with Computer
Tomography (PET-CT) is fusion from 3D X-ray structural examination (CT) and
based on gamma-rays metabolic examination (PET). PET is performed using fluo-
rodeoxyglucose (FDG), an analogue of glucose to indicate tissue metabolic activity.
PET-CT scans were acquired at the Center of Oncology in Gliwice using a Siemens
Biograph scanner. The data consist of 289 axial slices of patient in supine posi-
tion covering almost the whole patient body. Obtained data cover approximately
1.17× 1.17× 3 mm real volume per voxel. PET-CT scans are obtained in supine
patient position and were used as reference to deformation validation. An exemplary
image is shown in Fig. 1 (right).

2.2 Deformation Algorithm

Deformation algorithm consisting of a few main steps based on FEM best practices
is shown in the form of block diagram (Fig. 2).

ROI segmentation To obtain breast mask (Fig. 3 (middle)) basing on MRI image
(Fig. 3 (left)), a fuzzy c-means algorithm is used [17]. To simplify computation
chestwall is modeled as half ellipse, not segmented directly from image.

Dividing into left/right part To speed up computational time, the model is divided
into left and right breast. Since there is no difference in methodology we present
only one half of the model.
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Fig. 2 Block diagram of used deformation algorithm
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Fig. 3 Exemplary mesh creation stages, from left segmented MRI image, segmentation mask, left
breast mesh (green—skin nodes, red—stiffened nodes, blue—other nodes)
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Mesh generation Based on ROI mask, orthogonal mesh is created (Fig. 3 (right)).
Distances between nodes depend on image size, here 1 node per 5 image pixels.
Due to limits of commonly used clinical hardware, algorithm requires less than 1000
nodes per object (left or right breast).

Finding boundary nodes To set different parameters, the created model is divided
into three parts (Fig. 3 (right)): skin nodes—green, chestwall nodes—red and other—
blue.

Setting nodes parameters To implement deformation model [1] Lagrange equation
of motion was used:

M
∂2q
∂t2

+ D
∂q
∂t

+ Kq = gq + fq, (1)

where M, D and K are the mass, damping and stiffness matrices, respectively. The
vector q is displacement along x, y, z axis. gq and fq are internal and external forces,
respectively. Tissue parameters were set according to [4] as one isotropic, homo-
geneous and incompressible material, described by the neo-Hookean hyperelastic
model:

W = C1(I1 − 3), (2)

whereC1 is a material constant, and I1 is the first invariant of the right Cauchy-Green
deformation tensor.

Simplification of the model was reached by taking into account that fat material
parameters have much more influence on deformation than fibroglandular ones [9].
Skin nodes constrain collision detection and reaction. Chestwall nodes are set as
stationary.

Application of gravitational forceGravitational force is applied to every node (except
chestwall nodes) in the mesh. Displacement of each node is calculated according to
implemented equation of motion. The procedure is repeated until breast reaches
steady state, i.e.: no more displacement is detected.

3 Results

The deformation result is represented as breast mesh in the PET-CT plan (supine).
Figure4 shows selected mesh stages for exemplary image (Fig. 3). The upper left
image is original mesh, while the bottom right image contains the resulting mesh.
The resulting mesh was compared with corresponding PET-CT image (See Fig. 5).
Differences are easily visible. Chestwall shape is not-identical, probably caused
by different muscle tension in prone and supine position. However, main shape is
preserved. Comparison of PET-CT image with MRI image deformed with created
mesh would be easier than comparison PET-CT with original prone MRI image.
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Fig. 4 Selectedmesh deformation stages: original mesh (upper left), resultingmesh (bottom right),
(green—skin nodes, red—stiffened nodes, blue—other nodes)

Fig. 5 Comparison of resulting mesh with corresponding PET-CT image

Presented results are obtained in less than 3min per image on average portable
computer, with fully automated algorithm. This allows us to believe, that our algo-
rithm, extended and improved, would be useful in clinical practice.
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4 Conclusions and Further Work

It is clear that the results obtained could not be precise. There are many more con-
ditions influencing tissue movement than gravitational force. There is still muscle
tension, which influences breast shape. It is impossible to mimic all body dependen-
cies and movements personalized for every patient in limited time. However, there
are image processing algorithms, like free-form deformation (FFD), which were suc-
cessfully used for small non-linear deformation [13]. FFD algorithm could help with
precise fitting of MRI image to reference CT image, but is incapable of large image
deformation and cannot be used only by itself.

Breast deformation modeling is mainly focused on gravitational force and its
impact on the breast shape. One of the main challenges is a compromise between
model accuracy and work efficiency. Too complex tissue models could never be
used in clinical practice, since adapting them to each patient would be too time-
consuming. Developing an automated tool for simplified shell model creation from
medical images could speed up deformation analysis significantly. Analysis using
available commercial software (i.e. ANSYS, Abacus) [3, 6, 14, 16] gives acceptable
results but implementing the model inside it is highly time-consuming. The best
solution seems to build a model based directly on medical images, without using any
third party software.

The inaccuracy of the model is a result of one image deformation, a 3D model
could alsomimic breastmovement in the anteroposterior axis andmaintain continuity
of tissues in every direction. Creating MRI images from obtained deformed mesh
and proper segmentation methods will be under further investigation of our work.
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ToF-Data-Based Modelling of Skin Surface
Deformation

Jan Juszczyk, Joanna Czajkowska, Bartlomiej Pycinski
and Ewa Piętka

Abstract Nowadays, the imaging techniques followed by advanced image process-
ing algorithms become an indispensable part of diagnostic and surgical procedures.
During recent years, an increasing demand for intra-surgical modalities can be
noticed. The work aims at modelling the deformation of human skin surface caused
by a navigated stick based on the point cloud acquired by a Time-of-Flight (ToF)
camera. The data acquired by ToF and optical tracker are synchronized. Then, the
skin deformation is modelled by applying a physics engine. The model evaluation is
based on a Hausdorff distance. The results prove the applicability of the developed
workflow.

Keywords Surface deformation · Physical features · Optical tracker · ToF camera

1 Introduction

Since the 3D imaging techniques had been developed, plenty of their applications in
medical field were found, e.g. facial and dental imaging, internal organ measurement
[1], surgical planning in orthopaedics [20] or plastic surgery [5]. Fast and accurate
3D scene analysis is now crucial for development of computer aided diagnosis and
therapy.Newmodalities, like the Time-of-Flight (ToF) sensors arewidely explored in
both medical and non medical fields with a capability of becoming part of computer
aided diagnosis and surgery set-ups. Despite that, the 3D point clouds acquired using
ToF sensors require advanced processing techniques and their analysis still poses a
research challenge.

Soft body is one of physics engines built in computer vision software. It simulates
closed surfacemodels so that they look like soft tissue. Presented soft body technique
is based on Runge-Kutta correct physics algorithm [4]. Custom edges of the model
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are treated as a springs. The spring parameters, i.e. spring length, press and pulling
force can be customized.

The aim of the study is to model the deformation of human body surface on the
basis of data acquired by a ToF camera and the optical tracker. The skin surface region
is imaged by the ToF camera during the experiment and the deformation is generated
by a thin plastic stick. The acquired ToF data is synchronized with the trajectory
signal received by the tracker. Then, the ToF point cloud is filtered, preprocessed,
and analysed. The skin is approximated using Poisson surface reconstruction and the
structure deformation is modelled by the soft body physics engine. The experiment
is to evaluate the accuracy of the ToF data acquired during a clinical procedure that
requires a skin surface deformation.

The paper is organized as follows. The next section introduces the experimental
set-up used to evaluate the developed modelling technique and the applied method-
ology including: ToF data analysis, signals synchronization and dynamic model. The
obtained results are given in Sect. 3, whereas the conclusions are stated in Sect. 4.

2 Materials and Methods

2.1 Experimental Set-Up

The carried out experiments aim at modelling of the human skin surface deformation
under the pressure of a moving stick. The experimental set up consists of two data
sources visualizing the object of interest: SwissRanger SR4000 ToF-camera1 with
the acquisition frequency of 10 Hz located in the distance of 1 m from the visualized
object and the Polaris Spectra navigation system2 with the acquisition frequency
set to 25 Hz. The latter consists of a stereoscopic camera (i.e. the tracker) and the
cross-shape marker rigidly attached to the stick. Tracking accuracy of the naviga-
tion system’s markers is not worse than 0.25mm according to the producer’s note.
Therefore, the location of the stick tip (recorded by the tracker) that measures the
deformation depth is treated as ground truth.

For data processing two open source software are employed. PLUS toolkit allows
the data to be merged [16]. Blender is a complete tool for creating and editing the 3D
animation, games andmovies, with build-in: game and render engines, movie editing
and compositing algorithms, complete rigid body physics system and several physics
engines. The software is widely used in various applications in current research and
scientific simulations [8], also for medical application [17]. Digital models and phan-
toms of human body, and internal organs are developed for calculation of radiation
risks and radiation protection in dosimetry [3, 15] or for surgical planning [12].

1MESA Imaging 107 AG, Switzerland, http://www.mesa-imaging.ch.
2Northern Digital Inc., ON, Canada, http://ndigital.com.

http://www.mesa-imaging.ch
http://ndigital.com
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Fig. 1 Experimental set-up

The experimental set-up is shown in Fig. 1. TheToF-sensor records the point cloud
of visualized object surface (i.e. the skin), whereas the optical positioning system
records the accurate position of the stick.

2.2 ToF Data Analysis

The ToF camera measures the depth of a 3D scene. The imaging idea is based on
multi-detector (charge coupled device—CCD) measurement of the optical signal
generated by the device—infra-red light [14]. The ToF sensor module measures
the distance by observing the phase shift of a modulation envelope of the light
source.The scene is represented by the point cloud, where the Cartesian coordinates
reflect the distance to the camera. The depth resolution of the camera is in the range of
millimetres and does not require any computationally complex post-processing [6].
However, the ToF measurements still meet substantial challenges: low image and
depth resolution, systematic or intensity-related distance error, depth inhomogeneity,
motion artefacts, multiple scene reflections, blind zones in concave objects [14].

Preprocessing The ToF sensor produces amatrix data of depth, amplitude and a con-
fidence value for every acquired point. The ToF data processing starts with the region
of interest selection. Since the pressure of the moving stick influences the tissues in
the neighbourhood only, the region to be analysed is limited. Thus, the automated
detection of the stick end is performed on the amplitude image. To be sure that the
stick touches the skin, the detection procedure starts with the middle image of the
acquired set. The stick detection procedure uses the fuzzy c-means clustering and
the Hough transform [2]. The region of interest is restricted to the circular area of



238 J. Juszczyk et al.

the radius depending on the modelled structure. Points that reflect the stick are found
in the amplitude image and removed from the cloud, so that the data includes points
corresponding to the actually deformed skin only.

To reduce the influence of artefacts and noise the ToF data is blurred. As a result
every new point cloud is the mean of 5 consecutive clouds from the input data.

2.3 Data Synchronization

The experimental environment is stationary i.e. the position of the tracker, ToF cam-
era and the phantom (except its surface) are invariant, and the stick is the only
element that moves during the experiment. Since the mutual position of ToF camera
and the tracker are constant, therefore there is no need to compute the spatial rela-
tions between their coordinate systems. However, since in our set-up the signals are
recorded independently, the synchronisation between the tracker and ToF signals is
required. The synchronisation allows the accuracy of the ToF data to be evaluated

The Algorithm of Data Synchronization Since the optical tracker calculates the
position of the marker located on the stick, the position of the stick tip has to be
found by the preceding calibration process [19]. It starts with the acquisition of a set
of the stick positions obtained by its rotation the stick at various angles. Due to the
fixed location of the stick tip, the resulting overdetermined system of linear equations
yield the relation between stick marker and the tip [18].

Once the calibration is performed, the synchronisation of the ToF single point and
the spatial trajectory of the stick tip precedes the skin press. It allows for comparison
of the trajectory registered by the ToF and the optical tracker.

Data synchronisation is performed in four points. (1) First and last frames are
chosen in both analysed signals, (2) Principal Component Analysis (PCA) dimen-
sionality reduction technique [10] is employed for each signal to compute the main
axis of movement, (3) the obtained signals are normalized to get mean value and vari-
ation equal to 0 and 1, respectively, (4) the time offset is computed by minimizing
the root mean square errors between the signals.

2.4 Soft Body Modelling

In this section we present the generation of a model spread over the ToF data. It
starts with the vertex normals calculation (Fig. 2) necessary for the mean weighted
algorithm [9] to be employed. Then, the surface model is build by implementing the
Poisson equation solution [13]. Due to the lack of the vertices distribution uniformity
and unclosed surface in small curvature area, a mesh rebuilding step is included. It
is based on a dual contouring method [11]. The created surface model is then passed
to Blender soft body physics engine (Fig. 3).
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Fig. 2 The Poisson surface model (blue) and ToF points data with calculated normals (yellow)

Fig. 3 Scene with Soft Body model in Blender software

3 Results

In this study, preliminary results of 3 experiments were presented. In each set-up,
different positions of the stick caused various skin surface deformations.

The simulation starts with no press and continues until the maximal press. The
data is acquired by the ToF camera as well as the optical tracker. The model was
evaluated at both extreme positions and a middle one. The graphical representation
of both extremes is shown in Fig. 4.
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Fig. 4 Fusion of ToF-camera point cloud (green dots) and the model (red grid). Top without
deformation, bottom at the moment of maximal deformation

For evaluation of the model accuracy, the directed Hausdorff distance H was
employed [7]. It is defined as

H(X,Y ) = max
xi∈X

min
y j∈Y

‖xi − y j‖, (1)

where ‖·‖ is the Euclidean norm and X = {x1, . . . , xm}, Y = {y1, . . . , yn} are two
finite point sets. In this study X denotes ToF data, whereas Y is the set of vertices of
the model.

In order to evaluate the model, the Soft Body Engine options: Soft Body Goal
and Soft Body Edges were enabled, and parameters shown in Table1 were adjusted
experimentally.

To verify the usefulness of the mean filtering procedure in the pre-processing
step, the directed Hausdorff distance was calculated for each pair in the set of every
5 consecutive point clouds in the acquired ToF set. The obtained mean value H was
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Table 1 Parameters of Soft
Body Engine used for the
experiments

Parameter group Parameter name Value

Goal strengths Default 0.90

Goal settings Stiffness 0.50

Damping 10.00

Springs Pull/Push 0.50

Bending 0.00

equal to 1.2 mm, whereas the mean H value between the first and the fifth cloud in
the analysed set was equal to 1.5 mm.

In order to detect the largest skin deformation in ToF-recording, the ToF and
optical tracker synchronization step was applied. The accuracy of H = 0.15mmwas
estimated by calculating Hausdorff distances between the trajectory of the marker
position found in ToF data and the trajectory along the main axis (as described in
Sect. 2.3) registered by the optical tracker (Fig. 5).

The final evaluation was performed at this axial slice, where the depth of defor-
mation reached the maximum. H values were calculated in three positions: when the
stick touched the skin surface, in the middle position and when reached the strongest
pressure (Fig. 6).

In the deformation area, the Hausdorff distances between the ToF images and the
model did not exceed 3.0 mm (Table2).

Fig. 5 ToF (green solid line) and optical tracker (red dashed line) data synchronization
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Fig. 6 Comparison of theToFacquisition (dots) and themodel (solid line) of a surface of single axial
slice registered in three pressure positions: no pressure value—green; 50% of maximal pressure
value—blue; maximal pressure value—red

Table 2 H values between
ToF data and the developped
model at three moments of
three deformation
experiments (mm)

Experiment no. Begin Median Maximum

1 1.7 1.6 2.2

2 1.2 3.0 2.3

3 2.0 2.4 2.2

4 Conclusion

Thepaper aims atmodelling human skin surface and subcutaneous tissue deformation
under the influence of external pressure. Themain idea of themethodology is to apply
the Poisson surface reconstruction and soft body physics engine in order to model the
point cloud registered by the ToF-sensor. The developed method has been evaluated
using the image data of the skin surface deformed by the plastic stick. Time of
computation the model deformation does not exceed one second per frame.

The promising results prove the robustness of the presented approach and encour-
age us to open up a wide study on the internal tissue dynamic modelling by using
the physics engines research. The paper is a preliminary study to be implemented on
other soft tissue surfaces including the abdominal skin surface modelling during a
trocar puncture at the beginning of image navigation aided laparoscopical surgery.
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Evaluation of Radiofrequency Field
(2.4 GHz) Effects to Multilayer Structure
of Human Skin and Pacemaker

Zuzana Psenakova, Maros Smondrk, Grazia Lo Sciuto
and Mariana Benova

Abstract The proposed paper deals with simulation and analysis of the radiofre-
quency field (2.4GHz) inside the human tissue using a multi-layered skin and pace-
makermodel. The researchwas carried out using electromagneticmodelling based on
the Finite Integrationmethod. The simulationswere performed in terms of computing
electric field distributions calculated for four different hypodermis layer thickness.
The focus was on near-field exposure modelled by dipole antenna. The results have
shown that higher hypodermis layer causes higher absorption of electromagnetic
field which leads to lower values of electric field strength on the pacemaker casing.

Keywords Finite integration method · Electromagnetic field · Radiofrequency
radiation · Pacemaker · Skin tissue

1 Introduction

The increased use of wireless technologies in last decade leads to increased level
of electromagnetic radiation to which human are exposed. These technologies as
a source of high-frequency electromagnetic fields involve devices such as mobile
phones, digital cordless phones, Bluetooth devices, Wi-Fi equipment and so on.
Since the potential physiological effects of radiofrequency radiation and its thermal
and non-thermal effects are still under scientific investigation, the specific absorption
rate (SAR) or the induced current density in human body is evaluated for health risk
assessment. In general, it is very difficult to measure internal electric field intensity
or temperature elevation in the human body using non-invasive methods. However,
the application of boundary condition method to the Infrared Thermography can be
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used in order to find internal temperature distribution, the common way to do this is
to use modelling tools such as an electromagnetic simulations software.

Previous research conducted over last decade has demonstrated the complexity
of interaction of electromagnetic energy with a human tissue. The human tissue is
usually represented as a multi-layered structure [16, 17]. The interaction between
incident electromagnetic wave and human tissue depends on the nature of the tis-
sue by means of its electromagnetic properties which vary mainly with change of
the radiation frequency [7, 9]. Dosimetric studies quantify these interactions and
define standards and exposure limits in terms of the SAR (a measure of the rate at
which energy is absorbed by the human tissue while exposed to a radiofrequency
electromagnetic radiation). SAR is defined as follows:

SAR = σ · |E|2
ρ

, (1)

where |E|—maximal value of intensity of the electric field (Vm−1) in the tissue,
σ—electrical conductivity (Sm−1) of the tissue, ρ—mass density of the tissue
(kgm−3), [8, 18]. To estimate SAR value in human tissue at certain depth, the inten-
sity of electric field or the electric field strength must be known. Distribution of the
electric field strength E is defined as follows:

� ×μ−1
r (� × E) − k20

(
εr − jσ

ωε0

)
E = 0, (2)

where k0—is wave vector in free space (m−1), �—rotation vector operator, εr—
relative permittivity, ε0—vacuum permittivity (Fm−1), μr—relative permeability,
σ – electrical conductivity (Sm−1) andω—angular wave frequency (rad s−1), [8, 18].
Knowing these quantities and physical parameters of exposed tissue, it is possible to
evaluate the specific absorption rate (SAR) of the particular tissue at certain depth by
using the Eqs. (1, 2). However, the distribution of electric field strength inside multi-
layered structure is more complex by means of electromagnetic wave reflections on
each layer and their mutual interaction. Moreover previous research have shown that
metallic implants may change the distribution of electric field strength inside the
tissue [1]. Metallic implants may thus modify absorption of electromagnetic energy
around them by means of scattering of the incident electromagnetic wave. In case
when the metallic implants such as a pacemaker lies in the surface layers of the
human body, the pacemaker casing may lead to enhancement of the electric field
strength and SAR inside the body.

In this context, the aim of this study was to model, simulate and analyse the
electric field distribution inside the multi-layered structure (comprising a skin and a
pacemaker model) exposed to 2.4GHz radiofrequency radiation. The study was per-
formed in terms of electric field distributions computed at four different hypodermis
layer thickness.
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2 Skin Tissue and Metallic Implant

The human skin is composed of three basic layers: epidermis, dermis and hypoder-
mis (Fig. 1). Hypodermis, also known as subcutaneous tissue or fat, lies immediately
below the dermis. Subcutaneous tissue layer consist of many cell types like fibrob-
lasts, fat cells (adipocytes) and leukocytes.

The subcutaneous tissue fulfill mainly the function of mechanical protection
against pressure and friction, energy reserve and thermal regulation. The thickness
of hypodermis varies considerably in respect of body area, nutritional status, age and
gender of the individual. In thin areas of the skin like eyelids, genitals, and nipples, it
is nearly absent. With ageing drastic changes take place in the hypodermis. It begins
to thin out and disintegrate causing deep wrinkles, folds and sagging of the facial
skin. The adult’s hormones have effect on the pattern of hypodermis fat distribution
function. For example in men fat tends to accumulate over the abdomen, torso and
shoulders and in women fat accumulates usually on the breasts, waist, hips, buttocks
and thighs. In weight loss there is usually changes in the amount of lipid content of
the adipocytes and not in their number. The important value in this case is the Body
Mass Index (BMI). BMI is a calculation, based on body height and weight as to the
amount of fat on your body. Depending on the result, person can be classified as an
underweight, normal, overweight, and obese [10].

In this study, we have focused on the thickness of the hypodermis which consid-
erable changes with the aforementioned BMI classification. The thickness values of
hypodermis for different BMI classes are reported in the Table1.

A pacemaker is the implantable therapeutic device providing cardiac pacing by
means of long-term intrinsic cardiac rhythm support or replacement. It is surgically

Fig. 1 The main layers of
the human skin

Table 1 Hypodermis layer in
the chest near shoulder area
of people with different
BMI [10]

BMI Man hypodermis
(mm)

Woman
hypodermis (mm)

Underweight <3 <7

Normal 3–5 7–10

Overweight 6–16 11–20

Obese >16 >20
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Fig. 2 Simple pacemaker
diagram [14]

inserted in the patient’s body directly under the skin tissue in the chest near left
shoulder area where an incision is made below the collar bone creating a small
pocket. Pacemaker is an electronic device comprising of a pulse generator, battery,
internal electrical circuits, electrical coils for telemetry and so on (Fig. 2).

Since pacemaker is an active electronic device which itself is a source of electro-
magnetic field, in this study we have considered a pacemaker as a passive metallic
implant. The pacemaker casing is usually made from an biocompatible titanium
alloys such as Ti-Zr and Ti-Nb [5, 14, 15].

3 Exposure Limits

The International Commission on Non-Ionizing Radiation Protection (ICNIRP) sets
exposure limits for EMF fields. Our interest is focused on E-field strength for fre-
quency between 2 and 300GHz. In tissue, SAR is proportional to the square of the
internal electric field strength. Average SAR and SAR distribution can be computed
or estimated from laboratory measurements [2, 3]. Values of SAR depend on the
following factors (Table2):

• the incident field parameters, i.e., the frequency, intensity, polarization, and source-
object configuration (near- or far-field);

Table 2 Basic restrictions for E-field strength (2–300GHz) andSARvalues (10MHz–10GHz) [11]

Exposure
characteristics

E-field strength
(Vm−1)

Whole-body
average SAR
(Wkg−1)

Localized SAR
(head and trunk)
(Wkg−1)

Localized SAR
(limbs) (Wkg−1)

Occupational 137 0.4 10 20

General public 61 0.08 2 4
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• the characteristics of the exposed body, i.e., its size and internal and external
geometry, and the dielectric properties of the various tissues;

• ground effects and reflector effects of other objects in the field near the exposed
body [11].

4 Numerical Modelling of Biological Tissue

This study is based on electromagnetic modelling using the Finite Integration Tech-
nique (FIT) implemented within a commercially available simulation software the
CST Microwave Studio. The time-domain solver based on the FIT was applied on
hexahedral mesh, on account of the software recommendation for dipole antennas
application [6].

A multi-layer tissue model compromising skin tissue and pacemaker casing was
designed (Fig. 3). The multi-layered structures and their thickness were derived in
terms of previous chapter devoted to skin tissue. Since the precise choice of implant
pocket location and depth is based upon physician preference and cannot be con-
trolled, we consider its location directly under the skin. However, other authors have
considered pacemaker location within tissue model compromising a skin, fat and
muscle layer [4, 12, 16]. We assume its most superficial location, thus the proposed
model consists of epidermis, dermis, subcutaneous tissue and metallic implant. The
dielectric properties of skin layers were taken from database [9]. The material con-
sidered for the implantable pacemaker casing was a titanium with a thickness of the

Fig. 3 The geometrical layout of a used multilayer structure model and dipole antenna. The per-
spective view with vertical cutting plane crossing the longitudinal axis of the dipole antenna was
used to emphasis the mutual distance between the antenna and dermis. It was set up to 15mm. Black
cylinder structure is a dipole antenna, red block is a epidermis layer, yellow block is a dermis layer,
green block is a hypodermis layer and blue block is a pacemaker layer
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Table 3 Thickness and
dielectric properties of the
multilayer model (frequency
of 2.4GHz) [9, 13]

Layer Thickness (mm) εr σ(Sm−1)

Epidermis 1.5 38.1 1.44

Dermis 3 25.2 5.76

Hypodermis 2/5/10/18 30.5 3.6

Pacemaker casing 0.45 50 0.267

housing wall equal to 0.45mm [4]. The thickness and dielectric properties of each
individual layer are summarised in Table3.

The layers of epidermis, dermis andmetallic implant maintain constant thickness.
We varied the thickness of the hypodermis in terms of BMI classes: 2mm for under-
weight, 5mm for normal, 10mm for overweight, and 18mm for obese. Tuned-dipole
antenna was used as a source of near-field electromagnetic exposure. The antenna
was modelled as a discrete port with a reference impedance of 50� and Gaussian
shaped excitation signal. Themultilayer structurewas irradiated by 2.4GHz radiofre-
quency wave with power of 0.5W. The simulation domain was extended to include
the air—multilayer interface, so the antenna was placed static 15mm from the first
skin layer.

5 Results and Discussion

The simulation was performed for four different hypodermis layer thickness accord-
ing to the four basicBMI classes. The calculated distributions of electric field strength
within multilayer structure for all cases are shown in the contour plots within cut-
ting plane crossing the longitudinal axis of the dipole antenna (Fig. 5). The cutting
plane crossing the longitudinal axis of the dipole antenna was chosen, on account of
the fact that there is localised the maximum power radiated by antenna. Similarly,
the absolute value of electric field strength on curves crossing the tissue layers in the
exact centre of the computation space (perpendicular to the longitudinal axis of the
dipole antenna) for all BMI classes are shown in Fig. 4.

The highest electric field strength at the hypodermis-pacemaker interface was
observed for hypodermis thickness of underweight man, (Figs. 5A, 4). The absolute
valueof electricfield strength at the hypodermis-pacemaker interfacewas59.5Vm−1.
For the hypodermis layer thickness of the normal man (Figs. 5B, 4), the absolute
value of electric field strength was lower than underweight man condition, equals to
40.3Vm−1. The lower electric field strength was observed for case of overweight
man, (Figs. 5C, 4). The absolute value of electric field strength at the hypodermis-
pacemaker interface was 21.7Vm−1.

The lowest distribution of electric field strength was observed for hypodermis
thickness of obese man, (Figs. 5D, 4). The absolute value of electric field strength
at the hypodermis-pacemaker interface for obese case was 8.1Vm−1. Due to the
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Fig. 4 The distribution of electric field strength on curves crossing the tissue layers in the exact
centre of the computation space (perpendicular to the longitudinal axis of the dipole antenna) for
all BMI classes: underweight—black line, normal—blue line, overweight—red line, obese—green
line. The cross marks denote the hypodermis-pacemaker interface in same manner: underweight—
black cross, normal—blue cross, overweight—red cross, obese—green cross. Additionally, the
coloured rectangles indicate the tissue layer of proposed model as follows: red—epidermis,
yellow—dermis, green—hypodermis which thickness varies with respect to the BMI classes

symmetry of the dipole antenna leading to the symmetry of electric field distribution
shown in Fig. 5 and anisotropic material properties of designed model, the maximal
electric field strength within tissue model lies mainly in the centre of computation
space. Thus maximal values of electric field strength for all BMI classes are localised
on curves shown in Fig. 4. The electric field strength for all BMI classes at the air-
epidermis interface slightly ranges from 159 to 165Vm−1 regardless the constant
thickness of air and epidermis layer, on account of the fact that the adaptive mesh
refinement was used for each model. The distribution of electric field strength within
tissue model have revealed the declining tendency as the result of lossy tissue envi-
ronment which attenuate electromagnetic field. Therefore, the electric field strength
at hypodermis-pacemaker interface have shown declining tendency while increasing
the hypodermis layer thickness. The local increase of electric field strength in tissue
layers above to the hypodermis-pacemaker interface as a result of electromagnetic
wave reflections at this interface were not observed, mainly due to the low elec-
tric conductivity of pacemaker casing material. Additionally, the calculated values
of electric field strength within multi-layer model for all BMI classes vary within
restriction limits for the occupational as well for general public exposure.
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Fig. 5 Thedistributionof electric field strength in themultilayermodelwithin cuttingplane crossing
the longitudinal axis of the dipole antenna and the centre of the computation space for four BMI
classes: underweight (a), normal (b), overweight (c), and obese (d) man

6 Conclusion

The simulation of electric field strength inside themulti-layeredmodel of human skin
and pacemaker casing have shown that the absolute value of electric field strength
vary with respect to the hypodermis layer thickness. Thicker hypodermis layer or
subcutaneous fat causes higher absorption of propagated electromagnetic field which
leads to lower values of electric field strength within tissue model as well as on the
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pacemaker casing. It is important to know own BMI or classes such as underweight,
normal, overweight, and obese, because having too much body fat are can cause
many health related issues. On contrary, simulation results have confirmed the fact
that more subcutaneous fat reduce electric field strength to which metallic implant
could be exposed. Thus could protect the pacemaker before possible negative effects
of external electromagnetic field.
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Fluid Flow Analysis Using Finite Element
Method, Determining the Effects
of the Implantable Mechanical Heart
Valves on Aortic Blood Flow

Przemyslaw Kurtyka, Witold Walke and Marcin Kaczmarek

Abstract The artificial heart valves have been already implanted for over 50 years,
but still the perfect valve has not been designed yet.Work is focused on improving the
parameters of the flow through the valve, but also the reduction of functional disorders
of the cellular components of blood and perigraft tissue. The authors have attempted
to analyze the blood flow through the two types of valves—bileaflet based on the
St. Jude Medical On-X model and with tilting disc based on Moll’s construction,
which are currently used in treating heart failure. The flow analysis was performed
using the FSI (Fluid Structure Interaction) module, which allows the determination
of the characteristics of blood pressure and velocity at different opening angles of
the valve. Information obtained during such analysis may be the basis to identify
alternative biomaterials for mechanical heart valves, but also allows the observation
of the phenomena of the blood flow.

Keywords FSI analysis · ON-X heart valve · MOLL heart valve · Blood flow
velocity · Blood flow pressure

1 Introduction

Nowadays heart is more often the main cause of death in group of young people.
The reason for this are not only the external factors such as diet, lack of physical
activity or drugs, but also congenitial heart defects resulting from prenatal disorders.
Heart valves, which control the blood flow, are also susceptible to many disfunctions.
The occurrence of infections have the adverse effect to the mechanical properties of
the heart valves [4–6]. However the rheumatic fever, endocarditis and degenerative
diseases of connective tissue may also adversely affect the performance of the valve.
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Currently, there are several methods used to counter the effects of valvular insuffi-
ciency. The first attempt of treatment is the drug therapy, which usually reduces only
the effects and symptoms of the valve malfunction. The performance of a surgical
procedure is more invasive method, but it allows the reparation of the natural valve
or its replacement with a new one. The limited availability of homografts forced
scientists to produce valvular replacement [9–12].

The artificial heart valves have been already implanted for over 50 years, but still
the perfect valve has not been designed yet. The work is focused on improving the
parameters of the flow through the valve, but also the reduction of functional disorders
of the cellular components of blood and perigraft tissue. Scientists are looking for
the material which is marked by improved resistance to mechanical and structural
wear with simultaneous minimizing the risk of blood clots.

Nowadays multiple types of heart valves are used. They differ in the mechanism,
design and the executive material. Currently ongoing work is focused on a suitable
selection of the biomaterial, the modification method of the surface layer to improve
hemocompatibility, but also a constructional solution providing and improving sta-
bility and effectiveness. One of the problems associated with the construction of
mechanical heart valves is the method of fixing the disk in the valve housing. This
method has a direct effect on proper blood flow through the valve [17, 18, 23].
The main problems that may occur regarding to the construction of the valve are
hemolysis and the risk of embolic complications. It is associated primarily with the
type of flow that is formed by an alternating over- and underpressure in the perigraft
cavities and the opening angle of the valve during systole in the range of 60–90◦.
Use of mechanical heart valves is also associated with the risk of stress corrosion
and the need for anticoagulant therapy [24–29]. However the risk of mechanical
damage is much lower as compared to biological valves. Currently, the bileaflet
and the tilting disc valves are the most widely used. In order to determine the suit-
ability of the specific construction of the heart valve it is necessary to conduct the
comparative analysis, which simulate the actual conditions in a biological system.
For this purpose, numerical methods are used to simulate the phenomena occurring
during implantation and implant exploitation. One of the methods to optimize the
geometrical features and proper selection of the mechanical properties of implants
is FEA (Finite Element Analysis). These analyzes are used regardless to the type
of the implant and the place of implantation [1, 2, 14–16, 19–21, 30]. In addition
to basic information obtained during FEA, especially for the implants localized in
blood vessels, FSI analyzes are conduced. The obtained results allow the phenomena
to be taken into account in relation to the blood flow through the geometry of the
implant, which has an positive impact on improving its quality. Thus, the authors
analyzed the influence of the specific constructions of the heart valve on blood flow
and its impact on the components of the valve.
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2 Methodology

2.1 Numerical Model of the Vessel—Valve System

The analysis covered two types of heart valves, bileaflet based on the St. JudeMedical
On-X model and with tilting disc based on Moll’s construction, which are the most
commonly used to treat heart failure (Fig. 1).

The 3D models of both heart valves were prepared in Solid Edge ST7 software
basing on documentation provided by the Foundation for Cardiac Surgery Develop-
ment in Zabrze (Fig. 2).

The analysis was performed for three characteristic opening angles of the valve
i.e.: open, half-open, closed. Depending on the type of the valve, the opening angles
were adopted based on the orientation of the discs in relation to the valve housing:

Fig. 1 The analyzed types of heart valves, a bileaflet—St. Jude Medical On-X, b tilt-disc valve—
Moll type

Fig. 2 The heart valve models designed in Solid Edge ST7 software, a bileaflet—St. Jude Medical
On-X, b tilt-disc valve—Moll type
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Fig. 3 The geometrical form of the fluid flow domain for different types of heart valves: a bileaflet
(position 0%), b tilting disc (position 100%)

• for bileaflet heart valve, i.e.: open angle—90◦ (position 100%), half-open angle—
60◦ (position 50%), closed angle—40◦ (position 0%): Fig. 2a;

• for tilting disc heart valve, i.e.: open angle—71◦ (position 100%), half-open
angle—40◦ (position 50%), closed angle—40◦ (position 0%): Fig. 2b;

In a further step the flow domain was created. For this purpose the tubular geom-
etry was built in the inlet and outlet of the valve. The wall thickness has been set as
g = 1mm for the length of the tube equal l = 100mm (Fig. 3). During the simulation,
models were simplified to overcome the risk of error and to obtain close approxima-
tion to the actual state. For this purpose sewing cuffs, which enable attaching to the
heart tissue, were omitted.

2.2 Computational Model of the Vessel—Valve System

In the next stage of work, discretization was performed for all models, by dividing
them for the finite elements of minimal size 0.11mm (Fig. 4).

Fig. 4 Fluid domain after discretization for: a bileaflet mechanical valve, b tilting disc mechanical
valve
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Subsequently three surface groups were created: inlet and outlet indicating the
direction of the bloodflowand interface—contact surfaces transmitting the loadof the
flow. It was necessary to simulate the blood flow for each of the vessel-valve system,
and then import the designated pressure, generated by the flow, on the components of
the heart valve [7]. The flow analysis of both valves required the use of the rheological
model of blood which is known as non-Newtonian liquid [13]. The average density
of blood was set as 1040kgm−3 and the aortic blood pressure as 16kPa.

Dynamic viscosity in the aorta was determined by scaling law, which determines
the nonlinear relationship between extortion and response of the system. The charac-
ter of this type occurs in non-Newtonian fluids and describes the tension- deformation
speed relationship:

Vp = Vmax ·
∣∣∣∣
1 − r

Rmax

∣∣∣∣
0.143

, (1)

Pl = η0 · (min (Upper S, sstrnr + Lower S))n−1 , (2)

with: Lower S = 0.001s−1, Upper S = 327s−1, n = 0.6, η0 = 0.035kgm−1s−1.4, and
Vmax = 1.51ms−1, Rmax = 9.5mm.

The analysis was conducted using FSI module in the environment of Ansys V.15,
which enabled to assess the impact of blood flow to the loads occurring on the
heart valve components—especially on the discs and valve housing. In the project,
analysis was divided into two main stages, which focused on the blood flow through
the bileaflet heart valve and with tilting disc. The analysis was carried out in the
ANSYSMultiphysics 15 software using the one-way FSI simulation, which consists
of CFX flow analysis and mechanical Static Structural analysis. The preparation of
the models for mechanical analysis required material assignment, discretization and
fixation. The same materials were assigned to both types of heart valves in order to
enable comparative analysis of the loads generated by flow [26]. Pyrolytic carbon
(LTI CARBON) was used as an executive material of the discs i.e. the leaflets for the
bileaflet heart valve and tilting disc for the tilt-disc valve. Stellite 21 from the group
of titanium alloys was assigned as an executive material of the ring for both types of
heart valves: Table1 [3, 8].

Table 1 The mechanical properties of pyrolytic carbon and titanium alloy

Parameter Pyrolytic carbon (LTI CARBON) Titanium alloy Stellite 21

Density (kg/m3) 1950 8330

Young modulus E (GPa) 29 250

Poisson’s ratio v 0.33 0.3

Tensile strength Rm (MPa) 120 710

Compressive strength Rs (MPa) 550 550
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Fig. 5 Three dimensional models of the mechanical heart valves after discretization: a bileaflet,
b tilting disc valve, both in open position

Fig. 6 The fixation of the models presented in the example of the bileaflet heart valve

Both models of mechanical heart valves during discretization were divided into
finite elements of minimal size equal 0.3mm (Fig. 5). Then all degrees of freedom
were removed from the inlet area of the vessel (Fig. 6).

3 Results

The distribution of blood flow velocity and decrease in blood pressure is shown in
Figs. 7 and 8.

In case of the bileaflet heart valve, an increase in speed was observed in relation
to the opening angles. The highest velocity rate equal to 5.02m/s was observed for
closed angle in the boundary layer of the leaflets and valve housing. In these places
local increase in speed was also noticeable in relation to the total flow. In the outflow
part of the system turbulences have occurred probably caused by reduced flow slot.
Analogously the tilting disc valve presented an increase in the flow rate depending on
the opening angle. The highest rate equal to 7.44m/s was observed for a closed angle
in the boundary layer of the disc and valve housing. Local increase in speed was also
observed in this area in relation to the total flow. Turbulences have occurred in the
outflow part of the system probably caused by reduced flow slot. In comparison to
the bileaflet heart valve, it is noticable that flow through the valve with tilting disc is
more turbulent, which may result in higher loads generation. On the other hand, the
occurrence of turbulences may reduce the risk of blood clotting formed on the walls
of the valve.
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Fig. 7 The distribution of blood flow velocity through the vessel-valve system for bileaflet heart
valve in open angle (a), half-open (c), closed (e) and for tilting disc valve in open angle (b), half-open
(d), closed (f)

On the basis of the pressure characteristics (Fig. 8), it was possible to define
the maximum pressure for the bileaflet valve generated by blood, which is equal
16.17kPa for open angle. Whereas in case of the closed angle, a dramatic increase of
pressure was noticed in the inflow part of the system. In the same case, the maximum
pressure reaches 27.66kPa. This changes in pressure provide the force that enables
propel and alternating movement of the valves.

Flow analysis for both types of valves allowed the determination of the charac-
teristics of speed versus position of the blood in the system for all opening angles.
For this purpose, authors generated the flow by point (Fig. 9) and exported neces-
sary data. The flow velocity characteristics generated by point flow for open angle
(a), half-open (b) and closed angle (c) are shown in Fig. 10.

The presence of leaflets and tilt disk in the flow path has visible influence on blood
flow. For both types of valves in open angle the flow is more laminar with steady
flow velocity. In the case of half-open angle, a slight increase in speed was noticed at
the height of the valve, which proves the significant influence of the valve on blood
flow. It is also visible that a gradual increase in speed occurs in case of tilting disc
valve in closed angle, which is different in comparison to bileaflet valve. A process
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Fig. 8 The distribution of blood pressure drop during the flow through the vessel-valve system for
bileaflet heart valve in open angle (a), half-open (c), closed (e) and for tilting disc valve in open
angle (b), half-open (d), closed (f)

Fig. 9 The flow by point presented in the example for bileaflet heart valve

of progressive increase in flow velocity can be caused by the occurrence of local
turbulences during the flow. However flow velocity gets gradually stabilized after
moving barrier, which is in this case closed valve.

As a result of the CFX analysis, the pressure generated by the blood flow was
obtained. On this basis it was possible to define the impact of the flow on the compo-
nents of the valves. During the analysis the stress and displacement were measured
for both valves in all positions (Figs. 11 and 12).

The stress was measuredmainly in the outter area of the disc, which is responsible
for disc positioning. This situation was observed for both heart valves in all opening
angles and was a result due to the contact between the disc and the housing to enable
valve movement. The maximum stress was observed for closed position and for
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(a)

(b)

Fig. 10 The flow velocity characteristics generated by point flow for different open angles for
bileaflet heart valve (a) and tilting disc valve (b)

Fig. 11 The Stress distribution for heart valves exemplified with closed angle for: a bileaflet valve,
b tilting disc valve
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Fig. 12 The Displacement distribution for heart valves exemplified with half-open angle for:
a bileaflet valve b tilting disc valve

bileaflet valve is equal 38MPa. In comparition, on the components of the tilting disc
the stress rises up to 62MPa.

In the case of displacement, it was observed that the maximum value was located
in the outter part of the disc and the leaflets. The maximum value was obtained for
the bileaflet valve and is equal 43µm. However the maximum displacement of the
tilting disc valve has reached 37µm.

4 Conclusion

The conducted analysis of blood flow using one-way FSI module allowed determi-
nation of the characteristics of blood pressure and flow velocity at different opening
angles. The results indicate that the bileaflet valve is characterized by more laminar
flow in comparison to tilting disc valve,whereas in this type of valve local turbulences
were observed. However these turbulences may have a positive impact on reduction
of blood clotting in such valves, which is quite advantageous. On the other hand in
case of bileaflet heart valve there is a greater risk of hypertrophy and thrombogene-
sis. The analysis revealed that the bileaflet valve has a more steady blood flow. The
maximum stress was recorded for both valves in the closed position in the center of
the leaflets. The stress concentrations in this area are caused by the maximum speed
that the blood stream reaches in this zone.

The maximum displacement caused by the flow was measured for a tilting disc
valve in half-open position. Consequently the generated strain may cause damage
to the disc during its movement. Therefore, it is recommended to use an alternative
biomaterial, e.g., Polyether ether ketone (PEEK). Information obtained during such
analysis may be the basis to identify alternative biomaterials for mechanical heart
valves, but also allows the observation of the phenomena of blood flow.
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Forming an Occlusal Splint to Support
the Therapy of Bruxism

Leszek Luchowski, Agnieszka Anna Tomaka, Krzysztof Skabek,
Michał Tarnawski and Przemysław Kowalski

Abstract The present work proposes a computerised and algorithmic approach to
a procedure which has traditionally been performed in hardware, by milling and
polishing a physical object. While some fine physical final adjustments will still be
necessary, we hope a digital approach will make the process less labor-intensive and
allow for a more explicit positioning of the mandible.

Keywords Bruxism · Occlusal splint · 3D imaging · 3D prototyping

1 Principle of Operation

Bruxism is a common condition associatedwith nocturnal or daytime teeth clenching
or grinding. Some authors classify it as a parafunction (an activitywhich is not related
to physiology).

Although bruxism is known to be treatment-resistant, its effects (teeth wear,
headaches, gingival recessions, disorders of the temporo-mandibular joint—TMJ)
can be diminished. The prophylactics includes mainly behavioral (daytime brux-
ism) and splint therapy (both nocturnal and daytime bruxism) [4, 6]. The concept
of treating bruxism with an occlusal splint relies on a reflexive path: proprioceptive
receptors detecting pressure on the front teeth (canines and incisors) cause masti-
cation muscles to relax, while a similar stimulus on the back teeth (premolars and
molars) stimulates them to contract. The splint should be formed in such a way that
grinding or clenching of teeth will cause equilibrated contact of the anterior teeth,
triggering a relaxation [6].
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Graber et al. [5] point to more reasons why occlusal devices in general reduce
various symptoms related to temporo-mandibular joint disorders (TMD). Those of
them that are relevant in the context of bruxism can be summarized as:

1. adjusting the position of the mandible to one that:

• increases the vertical direction.
• is more comfortable (optimal, stable) both from an occlusal and neuromuscular
point of view.

all of which factors help reduce muscular activity.
2. influencing the central nervous system (CNS):

• the device acting as a reminder for the patient to cosciously avoid undesirable
behavior.

• inhibiting the CNS during sleep, reducing muscle hyperactivity.
• creating a placebo effect.

2 Existing Procedure

The splint is initially formed with an impression of the upper teeth on one side and
only of the cusps of the lower teeth on the other. The lower surface is then cut, by a
technician, in the areas surrounding the cusp impressions so as to reduce it to nearly
a plane, where the points corresponding to cusp tips (which remain intact) are no
longer depressed. This near-plane is finished by the doctor, in the patient’s mouth,
with the use of marking paper, to ensure that only the cusps and edges of lower teeth
create contact points with the splint. Then, again with the use of marking paper, the
patient is asked to move the mandible somewhat sideways and forward. Then, with a
marking paper of another (second) color, the patient taps the teeth against the splint
(in the neutral position of initial contacts). The splint is then reduced along the lines
that were drawn on the lateral teeth (premolars andmolars), while avoiding the points
marked in the second color. Certain lines (drawn by canines and incisors) are left
intact on the front part of the splint, namely:

• lines representing lateral movements of the canines are left on the side of the
movement direction.

• lines representingmovement forward [protrusion] are left in the area corresponding
to incisors and/or canines [6].

There is some disagreement whether the incisors should be in contact during
protrusion [1]. The effect is that lateral and frontalmovements of themandible, typical
of grinding, are countered by the splint pressing against the front teeth (canines and
incisors), causing the masticatory muscles to relax. The back teeth (premolars and
molars) do not come under pressure, so that their proprioreceptors—which would
stimulate the masticatory muscles—are not activated.
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We propose a partly computerizedmethod which seems likely to achieve the same
physiological effect while using less manual cutting and operating in a coordinate
system related to CBCT (cone beam computed tomography) data.

3 Outline of the Method

The principal idea of the method is to duplicate the occlusal surface of the maxillary
teeth and use its shape in two ways: in the exact negative, to form an upper surface of
the splint to tightly match the maxillary teeth, and in a modified positive, to form the
lower surface to accomodate the mandibular teeth in a natural way while allowing
somemotion and selectively providing support in the areas where it is desirable from
the therapeutic point of view.

The solid of the splint is completed by adding an arbitrary smooth surface on the
lingual and labial/buccal side.

A more detailed description of the proposed method is given in the following
pseudocode:

1. Forming the upper surface:

(a) taking an impression of the upper dental arch, casting a positive model and
scanning it to obtain a 3D digital representation.

(b) subtracting (in set-theoretic sense) this volume from a predefined, horse-
shoe-shaped solid slightly wider than the dental arch.

(c) increasing the contact area bymorphological post-processing operations such
as opening and closing.

2. Forming an initial position of the lower surface of the splint by moving (virtually)
a copy of the upper surface downwards by a predefined distance d (Fig. 1). This
distance becomes the initial thickness of the splint.

3. Determining the contact points between this surface and the lower dental arch
during jaw closure (algorithm described by Skabek and Tomaka [7]) and the
corresponding position of the TMJ resulting from the initial thickness.

4. Determining the desirable position of the mandible bymanipulating its 3D CBCT
model, in a virtual setting, placing the condyles against the fossa and disc of the
temporo-mandibular joint. The position, optimized for rotation-point centering
and right-left symmetry identical to Centric Relation [4], is expressed as a rigid-
body transformation T (rotation and translation) from the position obtained in
step 2.

5. Forming the lower surface of the splint by:

(a) taking the copy of the upper dental arch shifted in step 2.
(b) moving it further by applying T—Fig.1.
(c) adding (in a set-theoretic sense) the resulting volume to the solid created in

step 1c. whose thickness may have to be increased to avoid gaps.
(d) filling and smoothing the edges created at the joining.
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6. Prototyping the splint in a 3D printer. If a printer capable of workingwith biocom-
patible materials is not available, prototyping a mold in which a medical-grade
splint will be cast.

7. Finishing the splint by using marking paper (in two different colors) and a dental
bur as in the existing procedure described at the beginning of this paper [3, 7]
(Fig. 2).

Fig. 1 Moving a copy of the
lower surface of the
maxillary arch. a Natural
occlusion, b vertical shift, c
general rigid-body
movement

Fig. 2 Draft of occlusal
splint. a Top side shape of
maxillary teeth in negative,
b bottom side shape of
maxillary teeth in positive,
c frontal view showing labial
and buccal surfaces
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3.1 User Interface Issues

In point 4 above,wementioned a virtual setting inwhich the doctor shouldmaniputate
a CBCTmodel of the mandible, seeking its optimal position from a therapeutic point
of view.Although various application programs are available on themarket that allow
the user to position two solids relative to each other, doing so with the mandible and
maxilla requires some dedicated verifying functionalities. The interface should allow
the doctor to manually modify the position of the mandible relative to the maxilla by
small increments, while verifying, at each increment, both the occlusal and condylar
conditions. Small increments here mean rotation by small angles and translation
by small vectors. Occlusal conditions—the contact between the dental arches—can
be verified by analyzing the cross-sections of the interacting solids, while condylar
relations (position of the TMJ) can be visualized by a virtual X-ray projection [8].
The use of virtual X-ray mirrors the long practice of evaluating the position of the
TMJ by means of 2D X-ray images. 2D has long been the norm in medical imaging
in general, and many experienced practitioners can interpret this type of images
better than a perspective or axonometric projection. A number of criteria which the
practitioner will use when evaluating the desirable position of the mandible are also
defined in 2D terms. While future implementations can obviously use 3D screens or
goggles as well as 3D pointing devices, X-ray mode visualization is likely to remain
a desirable option.

After each adjustment of the position, the system should check for any colisions,
to rule out any move that would make the two solids (the maxilla and the mandible)
intersect.

As an illustration of concept only, Fig. 3 is a screenshot of a model of themandible
being moved by means of a virtual trackball. It was taken under RapidForm (by InUs
Technologies), a general-purpose 3D editor which does not automatically prevent

Fig. 3 Moving the mandible in a virtual environment
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Fig. 4 Thickened model of
the mandibular dental arch

collisions. The procedure uses a standard 2D computer screen and mouse, and the
user can switch between several modes of using the mouse:

• translational movement in either the XY, YZ, or XZ plane;
• rotation around the X, Y or Z axis.

4 Virtual Finishing

A part of the physical finishing process might be replaced by mathematical morphol-
ogy operations such as thickening and thinning, performed in the virtual domain.
These operations are similar to erosion and dilation (from mathematical morphol-
ogy) but are easier to implement for the 3D meshes we are working with, whereas
erosion and dilation are better suited for volumetric data.

In a first version, our algorithm only moves the vertices—the topology of the
mesh remains unchanged. As the direction of themovement, we use a pseudo-normal
vector calculated using adjacent facets. The normal vector is calculated as a weighted
average, where we use the adjacent angle as a weight for face normal (the method
for calculating pseudo-nomal is described in [2]). Results are shown in Fig. 4.
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Sensitivity Analysis of Signaling Pathways
in the Frequency Domain

Malgorzata Kardynska and Jaroslaw Smieja

Abstract Sensitivity analysis methods have been in use for over half a century. In
recent years they have been applied also to perform analysis of biological systems
models.While sensitivitymethods proved to be helpful in analysis of various pathway
models whose simulation results units were fixed, they may lead to false conclusions
when the model is based on relative data. For this reason it is necessary to develop
methods which take into account specificity of such experimental data. In this paper
we propose a method based on frequency distribution of a system time response to
create parameter rankings, that can be used to find the most important parameters
and processes and subsequently can be used e.g. to indicate molecular targets for new
drugs. In order to test the proposed procedure we performed sensitivity analysis of
several signaling pathways andwe compared the results with the sensitivity functions
method.

Keywords Sensitivity analysis · Signaling pathways · Fourier frequency analysis ·
p53 · Interferon-β

1 Introduction

Dynamic computational models play an increasingly important role in systems biol-
ogy. Suchmodels are powerful tools that allow us to develop and test several hypothe-
ses about complex biological systems [6, 13]. An example of such a system can be
signaling pathways—cascades of processes, which may be initiated by an external
event (e.g., ligand binding to its specific receptor on a cell surface), or by an internal
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event (e.g., DNA damage). In the literature there is a growing number of high dimen-
sional models with a large number of parameters. However, methods for measuring
biochemical parameters are limited and may introduce substantial inaccuracies [7].
Therefore, each model should be checked with respect to its sensitivity to parameter
changes.

In this paper we focused on models given by ordinary differential equations that
describe change in concentration of molecules involved in a signaling pathway. Such
models should be robust with respect to changes in parameters in a relatively wide
range, which may represent the differences between individual cells. Sensitivity
analysis of thosemodelswill not only validate themodel, but also provide information
about the most important processes and parameters of the model, which should be
determined with the highest accuracy.

Sensitivity analysis methods have been used to test mathematical models for over
half a century. However, the methods used e.g. in automatic control cannot always
be directly used in systems biology. It is necessary to develop methods which take
into account the specificity of biological systems and experimental data. In many
cases biological experiments provide data about the fold increase of the number of
molecules or of the concentration, while their absolute values are not known. It has
been shown that the methods of sensitivity analysis, which have been proven to be
a useful tool to analyze the quantitative models [1, 2, 9, 10, 14], may lead to false
conclusions when the model is based on such relative data [12].

In this paper we compare two methods of sensitivity analysis: (i) sensitivity func-
tions [5], which are one of the simplest, but still widely used method, and (ii) our
original method of sensitivity analysis in the frequency domain. In order to compare
these two methods we analyzed two signaling pathways with varying complexity: a
toymodel of p53 signaling pathway [3] and a complexmodel of interferon-β induced
signaling pathway [11].

2 Methods

Sensitivity analysis is usually divided into two major categories: local and global.
Local sensitivity analysis describes how the system output changes when parame-
ter values deviate in a small range. Global sensitivities, in turn, describe how the
system output changes when multiple parameters change in a relatively wide range
[4, 5] and allow to capture general sensitivity of the system, however usually they
require much more computational power. In this paper we focused only on local
methods of sensitivity analysis. We present our method of sensitivity analysis based
on frequency distribution obtained by its Fourier transform and compare it with the
standard method of sensitivity functions.
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2.1 Sensitivity Functions

The model represents a reaction network, described by a nonlinear state equation:

dX

dt
= f (X, u, θ), (1)

where X = [x1, x2, ..., xn]T is a state vector with xi denoting concentration of mole-
cules of type i , u is an input variable, which in the context of signaling pathways may
be either step or impulse excitations, and θ are model parameters. The sensitivity
functions si j , describing the influence of the j-th parameter on the i-th state variable
are defined as:

si j = ∂xi
∂θ j

, (2)

where xi denotes the i-th state variable and θ j denotes the j-th parameter, and the
absolute sensitivity matrix is defined as:

S = ∂X

∂θ
. (3)

Since an analytical solution of (1) is usually not available, sensitivity coefficients
must be calculated in some other way. One of the approaches that can be applied is
the direct differential method [5]. Calculating partial derivative of (1) with respect
to θ j yields:

d

dt

∂X

∂θ j
= ∂ f

∂X

∂X

∂θ j
+ ∂ f

∂θ j
= J · Sj + Fj , (4)

where J is the Jacobian matrix, Fj is the parametric Jacobian matrix, and Sj is the
column sensitivity vector with respect to the j-th parameter.

In biological systems different parameters may take values that are distributed
over several orders of magnitude. The same holds true also for model state variables.
Therefore, instead of the absolute sensitivities, the relative sensitivities are:

si j = ∂xi
∂θ j

θ j

xi
. (5)

Such normalization makes it possible to compare relative influence of any parameter
change on system behavior, regardless of the scale of either the parameter or the state
variable.

Parameter rankings that can be based, among other things, on sensitivity functions,
provide a useful way to compare importance of parameters. They can be calculated
either for each state variable separately, or for the whole system. In this paper we
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focused on parameters rankings for individual variables. The importance of the j-th
parameter for the i-th state variable can be measured as:

RS∗
i, j = 1

T

∫ T

0

∣∣si, j (τ )
∣∣ dτ , (6)

where T denotes the time horizon of the simulation. Parameter rankings can be used
to find the most important parameters and processes (that have the greatest impact on
the system output) and subsequently can be used to reduce the number of experiments
needed to precisely estimate parameters values or to indicate molecular targets for
new drugs.

2.2 Fourier Sensitivity Analysis

Here we present a new method for creating parameters rankings based on frequency
distribution of a system time response, which can be obtained using Discrete Fourier
Transform (DFT). The general algorithm for the model described by (1) is defined
by the following steps:

1. Run the simulation for nominal parameter values θn , obtaining Xref (t, θn).
2. Calculate Discrete Fourier Transform (DFT) of xi,re f (t, θn), denoted by

Fi,re f (ω, θn) (here, we concentrate on a single state variable xi ).
3. For each parameter, generate a large set of its random values from a distribution

determined by what is known about biochemically feasible parameter values.
4. For each generated parameter value:

• run a simulation with remaining parameters at their nominal values xi (t, θ j ),
• calculate the difference between the nominal response and the new response,
defined as:

Δxi (t, θ j ) = xi,re f (t, θn) − xi (t, θ j ), (7)

where xi denotes concentration of variable i , θn is a nominal parameters vector,
and θ j is new parameters vector with one parameter replaced by randomly
generated value,

• calculate Discrete Fourier Transform of Δxi (t, θ j ) denoted by ΔFi (ω, θ j ),
• calculate the index of deviation of the frequency response given by [8]:

AA j =
∑2m

n=0 |ΔFi (ω, θ j )|∑2m
n=0 |Fi,re f (ω, θn)|

, (8)

where ΔFi (ω, θ j ) is the difference signal amplitude at frequency ω and
Fi,re f (ω, θn) is the reference signal amplitude at frequency ω.
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5. Calculate the mean and variance of the AA index for each parameter and use it
to determine its Fano factor, subsequently used in parameter ranking:

ŝi j = σ2(AA j )

μ(AA j )
, (9)

where σ2(AA j ) and μ(AA j ) are variance and mean of the mean magnitude of
Fi (ω, θ j ) calculated for simulations in which θ j was varied.

Usually, for signaling pathways models parameter values are randomly generated
from one of two possible distributions:

• normal or Gamma distribution, if the nominal value of a parameter has already
been determined or is known from literature,

• uniform distribution, defined on a wide range of biologically acceptable values, if
the parameters are not known.

Since frequency distribution provides valuable information about qualitative and
quantitative system behavior it can be used to analyze both: qualitative and quan-
titative models. This is very useful for biological models, which are dependent on
the data used to estimate the parameters. When the model parameters are estimated
with use of absolute measurements, the standard version of the algorithm can be
used. However,many experimentalmethods (e.g.microarrays, Real-Time PCR, elec-
trophoretic gel assays, etc.) do not provide measurements in absolute concentrations.
Instead the level of a given protein, protein complex or mRNA is given as relative
to some control (usually, the level of the same molecule type at time 0). In this case
some kind of normalization must be done in order to reduce the influence of the
steady state, whose value cannot be measured. We propose the normalization with
respect to the area under curve of system time responses calculated for each variable
separately. The normalization should be implemented after run of every simulation
(before computing the Fourier transform).

3 Results and Discussion

In this section results of sensitivity analysis of two signaling pathways models:
toy model of p53 signaling pathway and a complex model of interferon-β induced
signaling pathway, are presented. The first one is much simpler, making it easier to
understand the model and validate the results of sensitivity analysis. However, such
simple models are rare in the case of signaling pathways. More frequently we see
very complex models containing dozens of state variables and multiple positive and
negative feedback loops. An example of such a complex model is the interferon-β
induced signaling pathway.
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3.1 P53 Pathway Toy Model

The dynamics of p53/Mdm2 regulatory module under consideration is described
fully in [3]. It is a relatively simple model including three state variables: total p53
protein, cytoplasmic Mdm2 and nuclear Mdm2, and 10 parameters listed in Table1.

The parameters m and n are the numbers of p53 and Mdm2 gene copies, respec-
tively, s1, s2, s3 and s4 are the production rates per gene copy, kd1 and kd2 are p53
and Mdm2 degradation rates and k1, k2 are Mdm2-mediated nuclear import rates.
Since a full sensitivity analysis of the model is beyond the scope of this paper, further
discussion will take into account only the sensitivity analysis of the concentration of
total p53 protein.

Following the procedure described in the previous section we investigated the
p53 variable sensitivity to parameter changes. The parametersm and n were omitted
in the analysis, because in normal cells their values are known and unchanging.
The parameters ranking based on sensitivity functions method is shown in Fig. 1a,
while parameters rankings based on frequency distribution are shown in Fig. 1b, c
for normal and normalized system time responses, respectively.

Table 1 Simple p53/Mdm2
model parameters

No. Symbol Value No. Symbol Value

1 s1 16 6 kd2 2.2 × 10−4

2 s2 8 7 k1 3.5 × 10−3

3 s3 80 8 k2 2300

4 s4 105 9 m 2

5 kd1 10213 10 n 2

Fig. 1 Parameter rankings for p53 based on: sensitivity functions (a), frequency distribution
(b), frequency distribution with normalization (c)
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Fig. 2 The comparison of p53 time responses for three simulation runs: for nominal parameter
values, for parameter kd2 increased by 30% and for parameter k1 decreased by 30%, without
normalization (a) and with normalization (b)

In first two rankings the position of most parameters is comparable and is consis-
tent with the results of the simulation analysis. Differences appear only after adding
the normalization to the proposed algorithm of sensitivity analysis in the frequency
domain. In this case, the influence of the parameter k1 slightly increases. To illustrate
it we performed two set of simulations: with and without normalization, for nominal
parameter values, parameter kd1 increased by 30% and parameter k1 decreased by
30%. The change direction of parameters was selected on the basis of the sensitivity
functions. The results of these simulations is shown in Fig. 2.

As we can see changing the parameter kd2 increases the maximum concentration
of p53 and results in phase shift in system response, while changing the parameter
k1 in addition changes also the frequency of oscillation. After normalization and
removing the effect of amplification the impact of parameter k1 is more visible.

3.2 Interferon-β Induced Pathway Model

The second model under consideration is a model of interferon-β induced JAK-
STAT signaling pathways, described in [11]. The model is far more complex than
the previous example and includes 31 state variables and 58 parameters (listed in
Table2).

We have chosen IRF1mRNAas one of the state variables to illustrate and compare
proposed sensitivity analysis methods. In Figs. 3, 4 and 5 are shown parameters
rankings for chosen state variable. Due to high number of parameters the horizontal
axes contains only numbers corresponding to the parameters listed in Table2.

We can notice a significant differences in obtained parameters rankings, e.g. in
parameters 27 (kinvs1s2n) and 53 (ks1phos). In both rankings based on frequency
distribution parameter kinvs1s2n seems to be the most important, while in ranking
based on sensitivity function the importance of this parameter is negligible and the
parameter ks1phos is indicated as one of the most important. To check which of
these two parameters has greater influence on the system response, we performed
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Table 2 The list of parameters of interferon-β induced pathway model

No. Symbol Value No. Symbol Value

1 kv 5 × 10−1 30 ks1s1pdeg 0

2 vtranscription 0.5 × 10−5 31 ks1s2pdeg 0

3 vstat1transcription 0.6 × 10−5 32 ks1i1deg 2.88 × 10−5

4 vstat2transcription 0 33 kdegpiass1s1 0

5 vlmp2transcription 0.2 × 10−5 34 ks1s1 0.4 × 101

6 vtap1transcription 0.2 × 10−5 35 ks1s2 1 × 101

7 ktransl 5 × 10−1 36 kpiass1s1 7 × 10−1

8 constant1 3.27 × 10−4 37 ks1i1 0.1 × 10−1

9 constant2 3.27 × 10−4 38 kactivation 0.7 × 10−3

10 constant3 3.27 × 10−4 39 kinacti1 7.7 × 10−5

11 constant4 3.27 × 10−4 40 ks1tprod 2.73 × 10−9

12 constantlmp 3.33 × 10−3 41 ks2tprod 1.82 × 10−9

13 ks1deg 1.28 × 10−5 42 lmp2tprod 1.42 × 10−9

14 ks1pdeg 1.28 × 10−5 43 tap1tprod 2.13 × 10−9

15 ks2deg 1.28 × 10−5 44 es1 1.44 × 10−3

16 ks2pdeg 1.28 × 10−5 45 is1 8.16 × 10−5

17 ki1deg 5.77 × 10−5 46 es2 1.44 × 10−3

18 ki1indeg 5.77 × 10−5 47 is2 4.89 × 10−4

19 kdegs1t 3.85 × 10−4 48 is1s1 2.31 × 10−2

20 kdegs2t 3.85 × 10−4 49 is1s2 2.31 × 10−2

21 kdegi1t 6.41 × 10−5 50 i i1 2.31 × 10−2

22 kdeglmp2t 6.41 × 10−5 51 ei1 2.31 × 10−6

23 kdegtap1t 9.62 × 10−5 52 ei1in 5.77 × 10−3

24 kinvs1s1 4.62 × 10−4 53 ks1phos 8.9 × 10−1

25 kinvs1s1n 4.62 × 10−4 54 ks1dephc 5.77 × 10−4

26 kinvs1s2 4.62 × 10−4 55 ks2phos 4.2 × 10−1

27 kinvs1s2n 4.62 × 10−4 56 ks2dephc 5 × 10−4

28 kinvpiass1s1 3.85 × 10−3 57 ks1phossat 1 × 104

29 kinvs1i1 2.88 × 10−3 58 ks2phossat 1 × 104

three simulations: for nominal parameter values, for parameter kinvs1s2n decreased
by 30% and for parameter ks1phos decreased by 30%. The time responses of
IRF1 mRNA for these three simulations are shown in Fig. 6a. For comparison, the
right panel (b) presents the results of the three simulations after normalization with
respect to the area under the curve of system time responses. By comparing these
three time courses, we can see that both parameters significantly change the IRF1
mRNA time response and should be placed high in the parameters ranking. However,
after normalization the impact of parameter ks1phos significantly decreases, which
corresponds to the parameters ranking in Fig. 5.
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Fig. 3 Parameters ranking for IRF1 mRNA based on sensitivity functions method

Fig. 4 Parameters ranking for IRF1 mRNA based on frequency distribution

Fig. 5 Parameters ranking for normalized IRF1 mRNA based on frequency distribution

Fig. 6 The comparison of IRF1 mRNA time responses for: nominal parameter values, parameter
kinvs1s2n decreased by 30% and parameter ks1phos decreased by 30%, without normalization
(a) and with normalization (b)
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Table 3 The results comparison of three methods: (A) Sensitivity functions, (B) Fourier sensitivity
analysis, (C) Fourier sensitivity analysis with normalization

A B C

3 Most important parameters 53; 57; 58 27; 26; 57 27; 26; 21
Cumulative change in the model response 4.66 5.16 −
Cumulative change in the normalized model response 0.07 − 0.37

To make it easier to compare both methods of sensitivity analysis we summarized
the results in Table3. We quantified the cumulative change in the model response as
the surface area between the system response for nominal parameters and the system
response when the most important parameter (according to a particular method) is
changed by 30%.

4 Conclusions

In this paper we presented a newmethod for creating the parameters ranking based on
frequency distribution of a system time response. Taking into account the examples
presented in this work we showed that the method can provide valuable information
about the most important parameters that have the greatest impact on the system
output. Moreover, the proposed method allows us to perform sensitivity analysis of
both quantitative (standard algorithm) and qualitative (algorithmwith normalization)
biological models.

Acknowledgments The work has been supported by the NCN grants DEC-2013/11/B/ST7/01713
(JS) and BKM-514/RAU1/2015/t.14 (MK).
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Development of New Testing Method
of Mechanical Properties of Porcine
Coronary Arteries

Bożena Gzik-Zroska, Kamil Joszko, Wojciech Wolański
and Marek Gzik

Abstract This study aims to develop a testing methodology enabling the determi-
nation of mechanical properties of coronary arteries based on the example of porcine
arteries using the MTS Insight 2 strength testing machine and digital image correla-
tion (DIC). The conducted ballooning strength tests and static tensile tests revealed
linear dependence between longitudinal and transverse strain of the arteries. The test
results presented enable the evaluation and identification of the mechanical prop-
erties of porcine coronary arteries as well as prediction of the risk of the coronary
artery rupture in the planned angioplasty and stent implantation procedures.

Keywords Mechanical properties · Coronary arteries · Strength tests · Ultimate
strain

1 Introduction

Tests connected with coronary arteries constitute a frequent subject of scientific con-
siderations [1–12]. There has been an increase of interest in this field also in Poland in
the recent years [6, 13, 14]. Nevertheless, the majority of studies are concerned with
medical aspects of atherosclerosis treatment [13]. On the other hand, biomechanical
research of coronary arteries is dominated by the studies relating to angioplasty and
stent implantation in stenotic coronary vessels [14]. The latest cutting-edge technol-
ogy and engineer’s IT methods aided by modern medical diagnostics available to
contemporary researchers make it possible to support the treatment of this kind of
diseases by means of pre-operative planning. However, less attention has been paid
to the research on the strength properties of arteries, which play an essential role
in the process of creation of numerical models. Numerical simulations enable the
calculation of the distribution of stress and strain in the area of the bulged wall of
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the coronary artery. On this basis, the predictions about the probability of the patho-
logical artery rapture can be made. It is vital especially during the designing process
of stents and selection of an engineer’s treatment support method. Apart from sole
research purposes, the determination of the strength properties of arteries is cru-
cial for the field of tissue engineering. The major issue connected with angioplasty
planning relates to a proper selection of the balloon strain values in order to avoid
the rupture of the bulged artery. Due to differences in the structure and mechanical
properties, there are different guidelines for different arteries. Therefore, the more
accurate knowledge of the arteries, the lower the risk connected with the medical
procedure performed. Taking into account the above, this study aims to develop a
testing methodology enabling the determination of mechanical properties of arteries
on the example of porcine arteries using the MTS Insight 2 strength machine and
digital image correlation (DIC).

2 Materials and Methods

The literature describes various methods of the determination of the mechanical
properties of arteries. The first studies were published between 1880–82 [15] and
were gradually developed both on a macro- and microscopic level. Young’s modulus
and Poisson’s ratio on the macroscopic scale constitute the main data which describe
the material properties of arteries. In the 20th century the most common method
used for the determination of such data was a static tensile test Fung [16], Lake and
Armeniades [17]. The obtained results were considerably influenced by the testing
conditions [18], the distance from the heart and age Fung [16]; Tremblay et al. [19],
hence the diversity of the data describing the properties of arteries. Nowadays, the
tests on arteries are most often conducted in physiological conditions for a com-
plex state of loading [20, 21]. In such conditions the measurements of strains and
displacements are performed by means of contactless methods. A widely applied
measuring system is a video extensometer consisting of 1 video camera [20], which
makes it possible to determine the global or average data of the properties. However,
a method which is used in this study on porcine artery is a 3D-DIC (Digital Image
Correlation) system, which is a state-of-the-art technique [22, 23]. In this study, the
assessment of the mechanical properties of coronary arteries was conducted in a uni-
axial and biaxial state of loading. The DIC method was used as a measuring system
during a ballooning test. The authors plan to apply the above-mentioned method to a
static tensile test in the future, as it enables the determination of a three-dimensional
displacement field. The testing methodology proposed makes it possible to deter-
mine the mechanical properties of coronary arteries in the conditions resembling, to
a considerable degree, the angioplasty treatment.

Experimental tests were carried out on the fragments of porcine coronary arter-
ies. In total 7 arteries were tested. They were taken from half-year-old swines in a
weight group from 80 to 100kg. Six arteries were subjected to the static tensile test: 2
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branches of left anterior descending artery (LAD), 2 right coronary arteries (RCA)
and 2 branches of left circumflex coronary artery (LCX). One artery, the right coro-
nary artery (RCA) was tested with the use of digital image correlation. The sampled
vessels were sterilized in an antibiotic bath and then stored at a temperature of 4 ◦C
in plastic vials in the physiological saline solution for the maximum period of 24h
until the time of the testing. Each time, the tests were conducted on the segments
of arteries which were 5cm long and did not have any lateral ostia. The specimens
were subjected to a static tensile test and ballooning strength test.

The study did not analyze the influence of the samples preparation on the test
results obtained.

2.1 Static Tensile Test

Examination of the arteries’ strength bymeans of the static tensile test was carried out
with the MTS Insight 2 strength testing machine (Fig. 1). It is an electromechanical
machine serving the purpose of static tests, mainly low-force tests [24] in the range
up to 2kN. The specimens were subjected to a uniaxial tensile test after the ends of
the specimens had been fixed in special grips. The test was performed in quasi-static
conditions at a speed of 5mm/min. Prior to testing, the initial length between the
grips as well as the outer diameter of the vessels were measured. Next, the specimens
were stretched along the longitudinal axis of the vessels (Fig. 1).

Response of the vessels to the load applied was recorded in diagrams, which were
later analysed. During the process of stretching of the arteries segments, the values
of force and displacement were recorded. An example of a tensile test chart for the

Fig. 1 Testing station
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Fig. 2 An example of a force—displacement graph for LAD artery

LAD artery sample has been presented in Fig. 2. On the basis of the obtained physical
values and the results analysis, it is possible to determine the general characteristics
of mechanical properties of the remaining arteries.

2.2 Ballooning Strength Tests

Ballooning strength tests were conducted using digital image correlation on the
arteries placed in the testing system including a pressure gauge (manometer). Prior
to testing, an artery sample was specially prepared in order to obtain the basis for the
measurement. A white layer of talc was put on the specimen’s surface followed by
black dots of watercolour in a chaotic arrangement. The substances usedwere natural
and had no influence on the properties of the arteries. The Q-400 Dantec Dynamics
sensor head (consisting of two cameras in a stereoscopic system, LED light source
and ISTRA 4D software) [25] was used to measure strain and displacement of the
specimens.

The strength tests of the arteries were conducted by inserting a small balloon
inside the artery. The balloon was provided with a drain into which some liquid was
pumped under increasing pressure. The level of expansion and the pressure inside
the balloon were controlled by means of the manometer. Both ends of the vessel
were tied to prevent slipping of the balloon out of the artery. During the test, in a
controlled change of the internal pressure, the strain values were recorded as well
as the displacement values of the artery walls. An example of the map of the artery
strain is presented in Fig. 3.
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Fig. 3 Artery strain distribution map

3 Results

The experimental tests conducted made it possible to evaluate the mechanical prop-
erties of porcine coronary arteries. Figure3 shows the results obtained in the static
tensile test. For each type of the coronary artery (LCX, LAD, RCA) examined there
are different maximum values of the force causing rupture. The biggest force equal
to 15.6N (± 3.55N) was recorded for the LAD artery (Fig. 4a), whereas the LCX
arteries were characterized by the biggest elongation equal to 10.63mm (±1.1mm)
(Fig. 4c). All types of arteries suffered destruction at a similar strain level of approx-
imately 12.5% (Fig. 4b).

Very interesting resultswere obtained during the strength tests of artery ballooning
with the use of digital image correlation. During the test, boundary conditions similar
to the conditions of physiological load were set. Responding to the pressure change,
the measurements of the strain were made in two directions x and y (Fig. 3). The
strength test results obtained from the artery ballooning (Table1) show simultaneous
occurrence of transverse and longitudinal strain. The pressure change in the range of
1–9 bar results in higher values of maximum transverse strain εy = 10.6% (±1%)
than maximum longitudinal strain εx = 7.8% (±0.6%).
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(a)

(b)

(c)

Fig. 4 Results of static tensile test performed on arteries: a maximum force, b maximum strain,
c maximum elongation

4 Discussion and Conclusion

Understanding the mechanical properties of coronary arteries enables safe and effec-
tive treatment of their conditions. The considerations included in this work refer to
the analysis of the artery strain for different kinds of load which provide information
about their resistance to the load and pressure applied. There are somementions about
unidirectional strain in the literature [1, 6]. This study also presents the properties
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Table 1 Results of artery ballooning strength tests

Pressure (bar) εy (mm/mm) εx (mm/mm)

1 0.005 ± 0.001 0.003 ± 0.005

2 0.01 ± 0.008 0.012 ± 0.005

3 0.02 ± 0.009 0.018 ± 0.005

4 0.035 ± 0.008 0.030 ± 0.005

5 0.047 ± 0.008 0.037 ± 0.005

6 0.061 ± 0.009 0.045 ± 0.005

7 0.073 ± 0.009 0.056 ± 0.005

8 0.089 ± 0.009 0.067 ± 0.006

9 0.106 ± 0.01 0.078 ± 0.006

Fig. 5 Dependence of transverse strain εy on longitudinal strain εx

of coronary arteries obtained in the static uniaxial tensile test. It was observed that
different types of arteries have a different level of resistance (maximum force) in a
similar strain condition. No tests have been carried out in the scope of explaining
the dependencies of the occurrence of anisotropic strains and their impact on the
behaviour of an artery under load. Ballooning strength tests with the use of digital
image correlation revealed that there was a linear dependence between longitudinal
and transverse strains of the artery: εy = 1.3175εx (Fig. 5). There is still a question
to answer if the dependence observed occurs for all arteries?

Both transverse strain and longitudinal strain are the resultant resistance of the
adjacent internal layers of the artery (infima, media, adventina) to the pressure
applied. That is why in the strength tests performed on arteries it seems neces-
sary to simultaneously measure both conditions of strain for the same condition of
load. It is revealed by the results presented in Table1. The knowledge of bound-
ary values of strain allows predicting the risk of the coronary artery rupture in the
planned angioplasty and stent implantation procedures. Obtaining objective infor-
mation on the boundary strain values of different arteries requires further research
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which would take into consideration the changes of their morphometric qualities.
The research conducted by Monson [10] showed that arteries dynamically react to
external factors, such as the pressure and flow of blood. In accordance with this
theory, the adaptive reaction of arteries may have an impact on the strain conditions
caused by the change in blood flow and pressure. The phenomena occurring in the
vessels have not been fully examined yet.

Acknowledgments The study was supported by National Centre for Research and Development
under grant STRATEGMED2/269760/1/NCBR/2015.

References

1. Andel, C., Pistecky, P., Borst, C.: Mechanical properties of porcine and human arteries: impli-
cations for coronary anastomotic connectors. Ann. Thorac. Surg. 76(1), 58–64 (2003)

2. Carmines, V., McElhaney, J.H., Stack, R.: A piece-wise non-linear elastic stress expression of
human and pig coronary arteries tested in vitro. J. Biomech. 24, 899–906 (1991)

3. Gow, C., Hadfield, C.: The elasticity of canine and human coronary arteries with reference to
postmortem changes. Circ. Res. 45, 588–594 (1979)

4. Holzapfel, G.A., Gasser, T.C.: A new constitutive framework for arterial wall mechanics and
a comparative study of material models. J. Elast. 61, 1–48 (2000)

5. Holzapfel, G., Sommer, G., Gasser, C., Regitnig, P.: Determination of layer-specificmechanical
properties of human coronary arteries with non-atherosclerotic intimal thickening, and related
constitutive modelling. Am. J. Physiol.-Heart Circ. Physiol. 289, H2048–H2058 (2005)
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20. Ciszek, B., Cieślicki, K., Krajewski, P., Piechnik, S.K.: Critical pressure for arterial wall rupture
in major human cerebral arteries. Stroke 44(11), 3226–3228 (2013)

21. Holzapfel, G.A., Sommer, G., Gasser, C.T., Regitnig, P.: Determination of layer—specific
mechanical properties. Circulation 289, H2048–2058 (2005)

22. Badel, P., Avril, S., Lessner, S., Sutton, M.: Mechanical identification of layer-specific proper-
ties of mouse carotid arteries using 3D-DIC and a hyperelastic anisotropic constitutive model.
Comput. Methods Biomech. Biomed. Eng. 15, 37–48 (2012)

23. Wittek, A., Karatolios, K., Bihari, P., Schmitz-Rixenc, T., Moosdorf, R., Vogt, S., Blase, C.:
In vivo determination of elastic properties of the human aorta based on 4D ultrasound data. J.
Mech. Behav. Biomed. Mater. 27, 167–183 (2013)

24. Kajzer, A., Kajzer, W., Gzik-Zroska, B., Wolański, W., Janicka, I., Dzielicki, J.: Experimental
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Risk Factors Influencing Lower Limbs
Injuries During IED Blast

Marek Gzik, Wojciech Wolański, Bożena Gzik-Zroska, Kamil Joszko,
Michał Burkacki and Sławomir Suchoń

Abstract Improvised explosivedevice IEDattackbecomesmain reasonof casualties
among coalition soldiers during military missions in Afghanistan and Iraq. In under-
belly explosion scenario the most exposed on blast effects body part is leg. The aim
of studies presented in this paper has been indication of factors enhancing lower
leg injury risk during IDE attack. Model of soldier in KTO Rosomak (Polish army
wheeled armoured vehicle) crew compartment created inMadymo software has been
used for research. Results of simulations has been analysed and injury criteria has
been determined.

Keywords Soldier ·Armoured vehicle ·Biomechanical analysis · Injury criterion ·
IED blast ·Madymo

1 Introduction

The lower extremity is the foremost soldier’s body part injured during vehicle IED
attacks [10, 17]. Even when passengers and crew survives without critical or fatal
injury their lower limbs could be injured suppressing their combat abilities (Fig. 1)
and prone to a high risk of debilitating injuries [6].

Shock wave generated by explosion reaches vehicle hull in approximately 0.5ms
depending on distance between explosive device and vehicle surface [7]. Begin-
ning from bottom plating, mechanical load from shock wave is transferred on hull
construction and floor plate which deform plastically and elastically (Fig. 1).

This deformations threats occupant feet, ankle, tibia, knee, femur and pelvis due
to rapidly increasing compression force. Load transferred on lower extremity reaches
its maximum value in approximately 10ms [11]. Described mechanism takes place
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Fig. 1 Left lower leg injury harmed in IED attack on Polish armoured wheeled transporter in
Afghanistan [17]; right metal comb—simple device for floor displacement measurement during
experiment

Table 1 Lower leg pass/fail criterion for vehicle safety evaluation [12]

Criterion Measurement device Pass/fail level Signification

Tibia axial
compression force

Load cell in the lower
Tibia of the Hybrid III

2.6 kN 10% risk of AIS 2+
(moderate injury)

in the beginning of so called primary phase, during first 50ms in which occupants
legs are exposed on highest injury risk.

Subsequently, in primary phase global effects occur when vehicle absorbs energy
from shock wave and starts moving vertically (in under-belly explosion scenario
when explosive device is placed under center of hull or under carrier wheel). Depend-
ing on vehicle weight and power of explosive device effect reaches its peak in 100–
300ms. After reaching highest point vehicle starts falling down due to gravity. This
is the moment when rebound phase begins. Loads caused by gravity are less sig-
nificant. In some cases the third phase occurs—resulting accident which may cause
events like: rollover, car crash, overturn, crash into ditch etc.

Lower leg injuries caused by: global effects, rebound phase or resulting acci-
dent often are caused by collision of leg with objects inside crew compartment. For
instance, when soldiers’ seats are placed in front of each other, thrown up legs may
hit seat construction [2, 3].

NATO standardization documents [11, 12] recommends as human surrogate
Hybrid III 50th ATD dummy (Anthropomorphic Test Device) in mine or IED impact
research. Hybrid III family is verified and commonly used in automotive crash tests.
Dummy sensors fully allows determine injury criteria specified in HFM-90 and
HFM-148 [11, 12] (Table1).

Hybrid III 50th dummy is completely qualified for IED blast analysis, however
H-III lower legwas created for crash test where dynamics of event and force direction
is different than in blast experiment [5, 12]. H-III leg in blast experiments turn out
to be too rigid compared to human leg and may overstate tibia compression force.
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Mil-Lx structure includes compliant element reflecting tissues properties. According
to this HFM-148 advice H-III lower leg replacement with Mil-Lx lower leg which
has more biofidelic response to rapid load in vertical direction [14, 15] (Fig. 2). H-III
and Mil-Lx models have been validated [5, 15].

2 Aim of Studies

The aim of studies was to identify factors influencing tibia injury risk in under belly
explosion scenario of 10kg of TNT charge. Three scenarios were proposed to obtain
influence and weight of following factors:

A Soldier with feet placed on floor or footrest to obtain influence of footrest as
internal safety system;

B Soldier with floor plate deformation to determine local effects importance;
C Soldier with opposing seat to obtain injury risk from collision with seat footrest

to investigate mutual influence between passengers and interior Fig. 3.

Fig. 2 Comparison of H-III lower leg (blue line) and Mil-Lx lower leg (red line) respond in
numerical experiment; results coincide with literature reports [1, 12]

Fig. 3 Soldiers arrangement for experiment C
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3 Numerical Models

Numerical models of soldier, crew compartment and vehicle has been created in
Madymo® software for wide case analysis. However, in this paper authors present
work focused on lower leg only.

Soldier model consists of Hybrid III 50th dummy model with Mil-Lx leg and wz.
2005Polish armyhelmetmodel.Helmetmodel has been createdbasingonpoint cloud
obtained through 3D scanning of real helmet. KTO Rosomak crew compartment and
vehicle outer geometry have been modeled basing on real vehicle measures. Seats
with footrest geometry have been meshed using CAD models. Safety harness have
been created using Madymo® built-in belt fitting tool. Vehicle geometry has been
made as rigid body with the exception of experiment B (Sect. 4). For experiment B
floor plate has beenmade asFEMelement.Harness, seat fabric andhelmet suspension
has been defined also as FEM elements with material characteristics. Footrest has
been made as rigid element but with consideration of deformation characteristic
(obtained in FEM simulations) which helps to reduce computational time [3]. Foot,
shoe sole and floor contact characteristics corresponds with HIII dummy [5].

In model over 200 contacts with proper characteristics were defined divided into
three groups:

• contacts within single dummy (e.g. dummy’s A hand to dummy’s A abdomen);
• contacts between dummies and environment (e.g. dummy’s back to seat);
• contacts between dummies (e.g. dummy’s A leg to dummy’s B leg).

As input data acceleration impulse of peak value 300g effecting vehicle hull
was applied to correspond with explosion effect. Floor deformation was taken from
LS-Dyna® with Conwep algorithm simulation of 10kg TNT explosion underneath
vehicle, placed 1m under soldiers feet. Mannequin kinematics and dynamics as
output data allows to calculate injury risk criteria for safety evaluation.

Due to model features 200ms of simulation takes estimated 30min of computa-
tional time (regular PC with Intel i7 3rd gen. processor) which allows to simulate not
only local effects and beginning of primary phase but also global effects and later
events up to few seconds (like roll-over).

4 Simulations Results

In order to identify factors enhancing lower leg injury risk three variations of exper-
iment with under-belly explosion of IED equivalent to 10kg of TNT (300g acceler-
ation peak [13]) had been conducted (Figs. 4 and 5).
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Fig. 4 Experiment A: lower tibia compression force and torque for foot placed on floor (solid line)
and on footrest (dotted line), horizontal line marks 10% risk of AIS 2+ injury

Fig. 5 Experiment B: foot placed on floor without floor deformation (solid line) and with floor
deformation (dotted line)

Fig. 6 Experiment C: right foot resultant acceleration; contact foot-seat starts at 80th ms
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5 Conclusion

Experiment A shows that footrest significantly reduces tibia compression force from
4.48kN to acceptable 2.49kN level (Fig. 4). According to HFM-148 [12] this pro-
vides positive test result. In HFM-148 document [12] doesn’t apply injury criteria for
ankle joint however there is indicated level of 40 Nm for foot dorsiflexion (AIS 2+
10% risk injury) [4]. In foot on floor scenario ankle joint torque reaches maximum
value of 65 Nm but placing foot on footrest increases torque up to 195 Nm.

In experiment B significant difference was observed. For model with rigid floor
plate tibia compression force reaches value of 4.43kN; for floor deformation 9.11kN
(Fig. 5). Referring to Sect. 1, local effects are main threat for lower leg safety. Exper-
iment shows that excluding local effect from model may distort results of simulation
(for lower leg) and underrate tibia compression force.

In experiment C soldier’s arrangement was difficult due to lack of space in crew
compartment. Currently used seats and their placing doesn’t allow all members to
use footrest (Fig. 3). Simulation shows that legs (kept on floor and footrest) may hit
seat or footrest construction from below at approximately 80th ms. Acceleration load
was detected at moment of collision (Fig. 6) but there is no significant influence of
this hit on injury criteria (tibia comp. force at 80th ms is 0.2kN).

6 Discussion

From injury risk viewpoint preventing leg and floor plate contact in the moment of
explosion is crucial. Footrest decrees tibia compression force for 44% (experiment
A results) reducing injury risk to acceptable level. Ankle torque for dorsiflexion
(subsidiary to tibia compression criterion) is increased due to footrest constitution,
however precise determination of ankle injury requires soldier footwear addition as
described in [11, 12]. To sum up, the most efficient way to lower risk of tibia injury
is to isolate feet from floor (in case when vehicle doesn’t have any energy absorbing
structures).

Publication in study area describes local effects as crucial for lower leg injury
mechanism [11]. Floor deformation magnifies load transfer on legs and can’t be
omitted in models dedicated for lower leg investigation.

In currently works many authors use FEM approach for whole model, which is
computational expensive and doesn’t allow to reflect full crew compartment situa-
tion. Whole body kinematic and dynamic analysis (eg. [8, 9]) may lead to safety
increase. In [16] authors finds Madymo® software suitable for use in injury assess-
ment.Moreover model presented in this paper allows to investigate relations between
crew members and interior in complex model.
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Hybrid Method of Human Limb Joints
Positioning—Hand Movement Case Study

Grzegorz Glonek and Adam Wojciechowski

Abstract Precise and unambiguous limbs motion tracking is one of the key aspects
laying behind natural human-machine communication. The paper presents a novel
approach to depth sensor (Microsoft Kinect) and inertial measurement units (IMU)
data fusion, providing more precise and stable hand joints tracking. The newmethod
substitutes, mainly described in literature, sensors-derived joints position fusion with
sensors-derived bones orientations fusion and subsequent joints positions estimation.
Obtained joints positioning precision became even 25%better than in other solutions.
The paper comprises also the method evaluation results. It was verified both against
professional motion tracking VICON system and Kalkbrenner method [6], the most
relevant to the presented solution.

Keywords Kinect · IMU · Fusion · Biomechanics · Joints positioning

1 Introduction

Limbmotion tracking, understood as an unambiguous and delay-minimizing process
of limb’s joints 3D space position estimation, is a valid problem invaluable for current
researches onNatural User Interface design. It is used nowadays in several areas such
as entertainment (games and movies animations), interaction with scene objects in
augmented reality systems or motor skills rehabilitation. This last area, supported by
the computer system, constitutes a part of a wider subject named tele-rehabilitation.

For several years, the only possibility to obtain the limb joints tracking desired
accuracywas to exploit professionalmotion capture systems i.e.VICONorOptitrack.
However, since couple of years, there appear broadly available (and cheaper) devices
(i.e. game controllers) that allow to track selected aspects of human motion at user’s
home. On the other hand, nonprofessional solutions reveal several imprecisions and

G. Glonek (B) · A. Wojciechowski
Institute of Computer Science, Lodz University of Technology, Lodz, Poland
e-mail: grzegorz@glonek.net.pl

© Springer International Publishing Switzerland 2016
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constraints that might be compensated by an appropriate controllers derived data
fusion.

In the paper two types of such devices were taken into consideration: Microsoft
Kinect 360—a RGB–d camera that is able to track whole human body and inertial
measurement units (IMU) consisting of accelerometer and gyroscope sensors that
are able to measure linear acceleration and angular speed. As the devices’ recording
frequencies are limited (30Hz for Kinect and 70Hz for IMU) and the context of
rehabilitation and hand gesture controlled object manipulation is considered, the
hand tracking accuracy is superior to the speed of hand movement.

Though several authors [2–4] have proved that Kinect and IMU data fusion
assures limbs joints positions tracking accuracy of about 2.5–3cm, presentedmethod
achieves better results: 2–2.5cm.

2 State of Art

Considered sensors have several measurement characteristics that should be taken
into consideration during the fusion. Microsoft Kinect controller loses its tracking
ability due to body parts occlusion [1]. Moreover, while tracking, lost joints may
affect the tracking accuracy of those which are fully visible to the sensor’s camera.
The rotation of user’s bodymight be an example of such scenario. Basing on author’s
experiments, if the user rotates more than 50◦ (angle between the user and camera
view directions), occluded shoulder joints (and almost half of the body) will be
invisible to the device and measurements of visible parts will be unstable.

Another important characteristic is that joints positions measurement accuracy
change with the distance between the human and the device [7]. Figure1 shows how
the estimated accuracy changes with a distance. As the most important IMU flaws,
the gyroscope measurement drift and the temperature related bias in accelerometer

Fig. 1 Position measurement accuracy in Z-axis to distance from the Kinect
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Fig. 2 Gravity measurement in temperature range 10–50 ◦C

measurements may be indicated [11, 17]. The influence of the temperature on the
bias is presented in Fig. 2.

The studied paper [9] estimates Microsoft Kinect general posture estimation vari-
ability in range 5–10cm. Moreover, the author pointed out that the length of tracked
bones vary between measurement frames in range 2–5cm.

Considering selected controllers, several hybrid data fusion approaches, improv-
ing positioning accuracy, can be found in the literature. Authors have elaborated
different approaches to sensors’ data fusion, which characterize various levels of
measurements reliability. The first group of approaches can be classified as meth-
ods which use Kinect measurements as a reference system and partially relay on its
measurements.

Bo et al. [2] described the joint angle (angle between joint adjacent bones) esti-
mation method exploiting 5 degrees of freedom (DOF) IMU and Kinect. In the initial
stage the method interprets the gyroscope and the accelerometer data separately and
their fusion by the linear Kalman filter (KF) is subsequently performed. The same
angle estimated with Kinect data is used to initially calibrate and then temporarily
correct the bias of the accelerometer estimation. There were no numerical results pro-
vided in the paper, however the presented charts suggest considerable improvement
of data fusion results.

A different approach was presented in a paper published by Destelle et al. [3].
Authors decided to use a set of 6DOF IMUs supported by amagnetometer,where each
unit was stuck to one of the tracked limb bones. Basing on gathered measurements,
orientation of each bone was estimated by the Madgwick’s algorithm [8] and their
superposition resulted in the full skeleton model. Kinect data was used twofold. The
first stage was to get the initial, reference skeleton frame to label data estimated
from inertial units and to improve the IMU calibration. That process resulted in the
hierarchical definition of bones orientations (inertial skeleton). The second stage of
Kinect exploitation was to track the position of the central body point (torso joint)
and then update the whole inertial skeleton relatively to this points displacement.
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Resulting, VICON-referenced knee joints angle estimation error varied between 4◦
and 14◦. It depended on cross correlated joints, the measurements were referenced
to, as there were no joints absolute angle estimation performed.

The newest method that could be qualified to this group, is the one presented in
2015 by Tian et al. [12]. Authors included geometrical constraints of the performed
motion in the estimation process, to eliminate estimations that are impossible to
achieve in the real life i.e. angle between forearm and arm cannot be greater than
180◦. The fusion algorithm used by authors is based on the Unscented Kalman
Filter (UKF) [15]. Presented results show that the algorithm is able to work also
while Kinect is outage, which was not obvious in previously described methods. To
estimate method accuracy, authors compared elbow angle measurements. Authors
published the information that angle measurements estimated by their fusion method
deviates less than 20 degree from the expected value.

The another group of published methods is based on the assumption that both
measurement devices’ imperfections need to be corrected continuously by the signal
fusion. In 2014 Feng and Murray-Smith [4] proposed the multi-rate Kalman filter-
based fusion method of joints positions, estimated by Kinect with linear acceleration
and velocity of this joint. Presented results showed that this approach stabilizes
measurements around the real value much faster than single rate KF. This is visible
especially when the movement starts/stops (Fig. 3). The accuracy of the presented
method can be estimated around 1.5–2cm (based on published diagrams). However,
presented results refer to very short time periods (up to 5 s), so it is impossible to
estimate how the method works in a long term.

A different approach was presented in the paper of Kalkbrenner et al. [6]. Authors
of this publication suggestedKalman-based linear fusion of joints estimated positions
retrieved from bones orientations superposed with the skeleton model (bones length)

Fig. 3 Joint position
estimation with the
multi-rate Kalman filter and
the single rate Kalman filter
[4]. Red line—multi-rate
Kalman filter, blue
line—single-rate Kalman
filter
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and Kinect measurements. Absolute joints positions estimation results were around
±2.5cm and seem to be the most accurate in long term experiments.

In the papers presented so far, motions, described as test movements, were per-
formed in the Kinect friedly way. It means that all tracked joints were fully visible
during every motion sequence and movements were done along the single axis and
didn’t include any occlusions.

The approach presented in 2013 byHelten et al. [5] ismore advanced thanmethods
presented so far and uses the pattern recognition to estimate the user’s current pose.
In the previously analyzed articles, the IMU data was always fused with Kinect
skeleton data and basing on that, multiple pose features were calculated. In this
article, Kinect is used as a depth camera and data from the depth stream is fused with
IMU measurements. The motion recording was performed with the use of six Xsens
MTx 9 DOF IMUs [18] which is a full set of professional inertial motion tracking
system. The proposed method is based on the idea of the visibility model that is built
from poses estimated on inertial and Kinect measurements, and then matched with
predefined poses stored in the database. However, such approach seems to be useless
in scenarios where you need to estimate joints positions and other limb features, as
it focuses on the general pose recognition.

Our method is the most similar to the Kalkbrenner approach, but our main contri-
bution consists in improved, weighted sensor contextual influence which results in
overall better absolute joints positions estimations. The method joints absolute posi-
tioning precision of about 2–2.5cm was verified against the ground-truth VICON
system.

3 Method

A method proposed by authors, bases on the continuous linear fusion of skeleton
bones orientations with respect to the current motion context. It takes into considera-
tion controllers reliability and compensates evaluation imperfections. The proposed
motion positioning method can be defined as a function f :

f (A,G, T, PK
0 , PK

1 , QK ,�t) => [pF
x , pF

y , pF
z ]t , (1)

where: A—accelerometer measurement, G—gyroscope measurement, T—temper-
aturemeasurement, PK

0 , PK
1 —start and endbone joints positionsmeasured byKinect

i.e. elbow and wrist, QK—bone orientation estimated by Kinect, t—current time
frame, �t—elapsed time between previous and current frame.

Orientations are contextually presented in two forms: quaternions and Euler
angles, and they are transformed between these formswith respect toNorth and South
Pole singularities. In the method authors exploited limbs joints positions (PK =
[pK

x , pK
y , pK

z ]) and bones orientations (QK = [qK
w , qK

x , qK
y , qK

z ]) supplied by the
Kinect device as well as accelerometer (A = [ax , ay, az]), gyroscope
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(G = [gx , gy, gz]) and temperature (T ) measurements from each IMU. Kinect joints
positions and IMU based marker locations on tracked limbs are presented in Fig. 6.

In the proposed method, data gathered from measurement devices, are denoised
in the first step and then used to calculate bones orientations. Then, orientations
calculated from IMU devices and measured by Kinect are fused together and in
the last step, bones length model is added to estimate absolute joints positions. The
general overview of the orientation-based fusion process is presented in Fig. 4.

The data processing is performed in two parallel threads. The first one per-
forms computations on the IMU data to estimate limbs orientations (quaternion)
and the second retrieves Kinect skeleton bones orientations (quaternion). Their con-
sequent, contextually-weighted and time-correlated, superposition results in fused
bones quaternions values which, assuming skeleton model, can be transformed into
estimated joints absolute positions. At the beginning of the first thread, the IMU
accelerometer bias was corrected with the (2), due to the device operating tempera-
ture destructive influence on its measurements.

A′ = A

1 + β(T − T0)
, (2)

where:

• A′—corrected accelerometer measurement,
• A—accelerometer measurement,
• T—temperature measurement,
• T0—device reference operating temperature. For used device T0 = 25 ◦C,
• β—correction factor. For used device β = 0.0011.

The value of β correction factor is the result of exploited IMU gravity regression
analysis as a function of the device operating temperature (Fig. 2). Next, the corrected
accelerometer data and gyroscope measurements were used to calculate quaternion
of adjacent bone orientation with the Madgwick’s filter [8]. The estimated orienta-
tion was then extrapolated to eliminate the observed delay. The linear extrapolation
algorithm was used in this step (3).

[Φ,Θ,Ψ ]′ = [Φ,Θ,Ψ ]t + γ([Φ,Θ,Ψ ]t − [Φ,Θ,Ψ ]t−1), (3)

Fig. 4 Orientation based fusion method
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where:
[
Φ, Θ, Ψ,

]′
—corrected orientation in the form of Euler angles;[

Φ, Θ, Ψ,
]
—orientation in the form of Euler angles; γ—extrapolation factor. For

used device γ = 0.5.
In the second thread, Kinect data needed to be denoised with no significant delay

in measurements. It was done by first-order exponential low-pass filter defined by
Eq.4. Both joint positions and orientations have been filtered in this step.

yt = αxt + (1 − α)yt−1, (4)

where: y—filtered data; x—noised data; α—filtration factor. α = 0.065.
The α factor value was estimated as a result of the analysis of the average Kinect

positioning error during hand motion sequence (Figs. 5 and 6).
Both devices work in different coordination spaces (Fig. 7) and they need to be

transformed into the common space before their data can be fused. As the majority
of data is gathered from Kinect, its coordination space was chosen as the main one.
That minimized additional computations that need to be done.

In the next step, the controllers’ quaternions fusion was performed. It started
with the assessment of Kinect measurements reliability. The user orientation to the
camera and joints positions measurement noise level were taken into consideration.
The noise level is measured by the high-pass filter in the form of Eq. (5). Sample
results for keeping hands with no motion and for with lost tracking are presented in
Fig. 8.

nt = δnt−1 + δ(Pt − Pt−1) (5)

[16] where:

• n—noise level,
• P—joint position,
• δ—filtration factor δ = 0.01.

Fig. 5 Kinect measurement accuracy to low-pass filter factor α
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Fig. 6 Kinect skeleton joints
positions and IMU location

Fig. 7 Devices coordination
spaces. a Kinect. b IMU
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Fig. 8 High-pass filter (Eq.5) results for joint position while joint is not occluded in any time
(a) and partially occluded (b). a Not occluded joint. b Occluded joint

If the user is rotated to Kinect camera more than 50o (the angle between the line of
user’s shoulders and the camera surface) or the noise level is too high (|n| > 0.0004
based on performed experiments) then Kinect measurements are classified as unreli-
able and are replaced with the difference between current and previous IMU–based
orientation estimations. The orientations fusion is defined as the complementary
process where rotations around each axis are joined with different weights. This
approach was motivated by the fact that the controllers have different measurement
abilities and accuracy along each axis.

If current Kinect’s data is classified as reliable, the fusion is expressed by the
following Eq. (6).

⎡

⎣
ΦF

Θ F

Ψ F

⎤

⎦

t

=
⎡

⎣
wx 0 0
0 wy 0
0 0 wz

⎤

⎦

⎡

⎣
Φ I

Θ I

Ψ I

⎤

⎦

t

+
⎡

⎣
1 − wx 0 0

0 1 − wy 0
0 0 1 − wz

⎤

⎦

⎡

⎣
ΦK

ΘK

Ψ K

⎤

⎦

t

(6)

where:
[
ΦX , Θ X , Ψ ,

]T
t —Euler form-based orientation; X denotes: F—fused, I—

IMU, K—Kinect, and wx , wy , wz: weights defining fusion factor of each axis rota-
tion. Defined as [0.98, 0.05, 0.65] respectively.

Weights used in Eq.6 describe the level of importance of IMUmeasurements and
need to be < 1. The higher value used, the more important measurement was. As
Kinect is not able to measure rotation along ‘x’ axis (Roll), weight close to 1 has
been used there. In case of usage of inertial sensors without magnetic sensor support,
rotation around gravity vector (‘y’ axis—Yaw) contains uncompensated time-related
drift, so, in this case, IMU measurement was discriminated. Third axis rotation was
measured by both devices, however IMU had slightly better accuracy than Kinect
which was reflected in weight >0.5.

As both devices, Kinect and IMU, work with different sampling frequency, dec-
imation technique has been used to pick the measurements from the closest time
frames.

In case of Kinect data unreliability, the fusion wasmade between previously fused
value and the IMU-based orientation update—between the previous and the current
measurements. The fusion formula is defined as follows (7):
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Ψ F
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=
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ΦF

Θ F

Ψ F

⎤

⎦

t−1

+
⎡

⎣
wx 0 0
0 wy 0
0 0 wz
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⎦
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⎝

⎡
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Φ I

Θ I

Ψ I

⎤
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−
⎡
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Φ I

Θ I

Ψ I

⎤

⎦

t−1

⎞

⎠ (7)

In this case wx value remains the same and it equals 0.98 and wy and wz get low
over the time according to the following function (Eq.8):

w =
(
1 − �tn

10

)
· 0.65, (8)

wherew—current weight value,�tn—amount of time in seconds when Kinect stays
unreliable.

When the controllers-fused orientation is estimated it must be recalculated to the
quaternion form. Then, basing on the known bone length, the position of the desired
joint might be calculated.

4 Results

In order to verify the elaborated method (orientation-based joints position estima-
tion) precision several experiments were performed. They were conducted with the
VICON motion capture system as a source of a ground-truth reference data. Five
users were monitored with Kinect controller, two IMUs attached to arm and forearm
bones (Fig. 6) and passive marker-based VICON system, simultaneously. Markers
were attached to the hand according to the schema presented in Fig. 9.

The PC used to record Kinect and IMU data was a 2.5 GHz Intel Core i7-4710HQ
CPU base computer with 8GB of RAM and SSD drive. The exploited Kinect device
was a dedicated Xbox 360 console controller. The software was implemented on
.Net Framework 4.5 with Kinect SDK v. 1.8. IMUs—these were MPU6050 devices
set up with scale ranges: ±4g for accelerometer and ±500◦/s for gyroscope. Inertial

Fig. 9 Used VICON Arm marker model (Pai [10])
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devices worked as a part of the self-made measurement device, built on the Arduino
Due platform. The data transmission between IMUs and the PC was done through
Bluetooth v. 2.0.

As a reference, measurements obtained from the optical multi-camera VICON
motion capture has been used. Such systems are broadly used in the industry as well
as to track the motion for i.e. biomechanical research [14]. According to data sheet
published by the producer, declared precision of this system is down to 0.5mm of
translation and 0.5o of rotation with refresh rate up to 250 fps [13]. Such accuracy
allows to use such measurements as ground-truth data. In performed experiments,
VICON system worked with refresh rate 100 fps.

Performed experiments examined the right hand joints (elbow, wrist) positioning
precision and the angle between the arm and the forearm estimation (the angle in the
elbow joint) during 4 different movement sequences (Fig. 10):

1. Elbow flexion up to an angle of 90◦.
2. Elbow flexion forward to an angle of 90◦.
3. Straighten the hand in front of a body.
4. Stand still for more than a minute.

Selected gestures comprised motions that might be considered as challenging
especially for Kinect. Each movement sequence started from the initial T-pose and
was performed multiple times and averaged. The proposed method was also com-
pared with the Kalkbrenner method precision, which was implemented according to
the description included in the article [6]. The position estimation accuracy for elbow
and wrist joints as well as the angle measurement accuracy has been presented in
Figs. 11, 12 and 13. The gray color was used for Kalkbrenner position-based method
results and the orange for the author’s, orientation-based method achievements.

Fig. 10 Movement
sequences performed during
tests
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Fig. 11 Elbow positioning average accuracy

Fig. 12 Wrist positioning average accuracy

Fig. 13 Elbow angle measurement average accuracy

Unfortunately, during performed tests, authors were not able to achieve the described
accuracy for the Kalkbrenner position-based method, however, the achieved results
were close to the declared ones. Results presented on charts show the improvement
in both: the position and the angle measurement accuracy. The average accuracy
for the position estimation was 2.5cm for the elbow and 2.9cm for the wrist. The
average angle measurement accuracy was 2.5o. The same values for position-based
fusion estimations were 2.8cm, 3.6cm and 5.9◦ respectively.
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5 Conclusion

The authors presented a new, orientation-based method for skeleton joints position-
ing. It was tested on variety of right hand movements. Obtained results have proven
that the method managed to compensate imperfections of both measurement devices
much better than previous approaches. Basing on the comparison of results gathered
from the orientation-based fusion and the position-based fusion, the improvement of
the estimation accuracy has been noticed and reached the rate of 15 up to 25%.

Obtained results prove that the novel data fusion approach, based on the bones
orientation, might be considered as an improved alternative to the well known, joint
position-based methods.
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A Survey of Selected Machine Learning
Methods for the Segmentation of Raw Motion
Capture Data into Functional Body Mesh

Magdalena Pawlyta and Przemysław Skurowski

Abstract Thepaper describes the progress in the research for the automatic inferring
method of the body structure—functional bodymesh. In the paperwe investigate four
motionmeasures andmachine learningmethods—variants ofGaussianmixturemod-
els, DBScan and Neural Networks. The results were analyzed both—quantitatively
and qualitatively using complete and incomplete data, of healthy and impaired
persons. All the learning methods were on par with the others, however, we identi-
fied cases for which certain method works better.

Keywords Machine learning · Motion analysis · Body segmentation

1 Introduction

The motion capture technology (Mocap) plays important role in the biomechanical
analysis of human performance for the medical and sport applications [11, 12].
The up-to-date prominent technology is the optical motion capture [6, 7] which
acquires trajectories of tracked points—markers. These markers are then organized
into predefined relevant structure based on the underlying skeleton of actor, where
markers located on the common body parts are within the same mesh segments and
body parts are interconnected into tree hierarchy. Next, the skeletal structure is suited
and driven by the appropriate marker locations. This pipeline (Fig. 1) has a drawback,
any modification to the marker number or location, not to mention different species
or human with strong deficiencies, needs manual editing of the representative mesh,
which can be time consuming.
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Fig. 1 Mocap pipeline: an actor, raw markers, arbitrary mesh, skeleton assigned within

Authors’ former works on functional body mesh (FBM) [8, 9] propose a hierar-
chical mesh structure (Fig. 2a) which represent kinematic structure of a body which
can be obtained in semi-automated way. Such a mesh forms a framework for further
mocap data processing an it has advantages of both conventional representations—
marker-wise—keeping all the registered data and skeletal—knowledge of the body
structure. In the paper we demonstrate the progress we achieved in fully automatic
inferring of the FBM.

The survey covers—brief introduction to the already existing FBM inferring
method, presentation of rationales for the motion measures we use, dimensional-
ity reduction, the results we obtained for the: linear discriminant analysis (LDA),
DBScan, local and global Gaussian mixture models (GMM), artificial neural net-
works (ANN).

2 Method

2.1 Background

The genuine proposal is not based on any prior assumptions on the subject but the
rigid body model for the inferring method. FBM forms as a hierarchy representing
tree, containing groups of rigid interconnectedmarkers, describing location of certain
body parts. This approach is very flexible as it can adopt to any vertebrate subject.

Outline of the solution is as follows—in order to achieve meaningful hierarchy
in the first step the markers are sorted according to the body principal axis in top-
down and center-boundary order. Then are identified. The segmentation is based on
two assumptions. Siblings are located on common body parts, so they move together
therefore their gradients are similar, and they are located on rigid parts so their relative
distance is constant. The clustering is to join markers iteratively with the thresholds
on the basis of GMM model for each of the critera. Finally, the hierarchy of the tree
is recovered with a consensus voting (Fig. 2b) of group members, where each sibling
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Fig. 2 Functional body
mesh: a visualization with
corresponding skeleton;
b marker hierarchy (with
children-parent voting)

(a)

(b)
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group has a single parent that: is located in another group and cannot be located in a
child node (no loops), The representative marker is the closest and constant distant
single point to the proposing one and the siblings and parent body parts are connected
so distances cannot vary very much.

2.2 New Proposal

In the paper we propose to improve obtainingmethod of the FBM, in order to achieve
fully automatic process. We propose to extend the basic model with two additional
measures—motion correlation which exhibits rotation and muscular contractions
and average spatial proximity which would differentiate markers that move in-phase
but are distant. Then to use PCA to reduce dimensionality, next normalize the results
and employ one of the analyzed methods for a single dimensional problem. Finally
aggregate the results using consensus heuristics.

3 Measuring Intermarker Relationships

3.1 Measures

Constancy of Distances—for the measurement of a distance we used Euclidean
distance. Constant distance (Fig. 3a) over the whole sequence was verified for each
pair of markers statistically as a range of values. To filter out noise existing in records
we used the inter-quantile distance between Lower (L = 0.5th) and upper (U = 99.5th)
percentile (P) of the whole N frame sequence:

DE
A,B(n) =

√
(xA − xB)2 + (yA − yB)2 + (zA − zB)2, (1a)

RE
AB = PU

(
DE

A,B(1, . . . ,N)
) − PL

(
DE

A,B(1, . . . ,N)
)
, (1b)

where: xA, yA, zA, xB, yB, zB—coordinates of respective points A,B for nth frame.

(a) (b) (c) (d)

Fig. 3 Measures’ rationales: a rigid body, b body plasticity, c muscular contraction, d rotation
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Angular Coherence of Gradients—the gradient of the kth marker is described as:

Δk(n) = [
Δx,Δy,Δz

] = [
xn − xn−1, yn − yn−1, zn − zn−1

]
, (2)

where: n, n − 1—number of successive frames; xn, xn−1, . . .—marker coordinates
in two successive frames;Δx,Δy,Δz—differences of respective coordinates in these
frames, where Lk is distance of a movement of k marker is Lk(n) = |Δk(n)|.

Cosine distance measures vectors conformance. For an ideal rigid body, pure
cosine distance would be satisfactory, but during tests, it appeared necessary to use
weighting by length of gradient. The cosine distance the length of the movement
agnostic, meanwhile markers placed on the same body part could have small non-
consistent (opponent) movements due to deformation (Fig. 3b) caused by elasticity
of the human body. To suppress the influence of these deformations we decided to
use weighted cosine distance where as the value of weighting function w we used
averaged length of gradients. To suppress noise we employed again the interquantile
range.

Dc
ΔA,ΔB

(n) = w(1 − cos(ΔAΔB) = w

⎛

⎜⎝1 − (ΔAxΔBx + ΔAyΔBy + ΔAxΔBz)√
Δ2

Ax + Δ2
Ay + Δ2

Az

√
Δ2

Bx + Δ2
By + Δ2

Bz

⎞

⎟⎠

(3a)

w = w(ΔA,ΔB, n) = 1

2
(LA(n) + LB(n)) , (3b)

Rc
AB = PU

(
Dc
A,B(1, . . . ,N)

) − PL
(
Dc
A,B(1, . . . ,N)

)
. (3c)

Correlation of Motion addresses two problems in motion coherence—rotational
opponent directions of gradients (Fig. 3d) and changes in body shape (Fig. 3b, c)—
such as muscular contradiction-relaxation and feet flattening under load.

DP
A,B = 1 − max{r(ΔAx,ΔBx), r(ΔAy,ΔBy), r(ΔAx,ΔBz)}, (4a)

r(Δx1,Δx2) = cov(Δx1 ,Δx2)√
var(Δx1)

√
var(Δx2)

(4b)

Proximity is another measure which is based on the fact that body parts are rather
compact entities—this measure was included as an add-on as during preliminary
tests, it appeared that resulting groups are too cluttered. We employed simple mean
inter marker distance in whole sequence:

DM
A,B = 1

N

N∑

i=1

DE
A,B(i) (5)

All above measures were represented in a distance matrix form (Fig. 4) where
markers of common body parts are located neighboring o each-other. All of the can
be used as a components o vector describing the relationship of a pair of markers. In
further tests we employed two scenarios—matrixD4 comprising all the distances and
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Fig. 4 Measures in a form of distance matrices: a range of distances, b range of gradient weighted
cosine, c max gradient correlation, d mean distance

D3 with proximity excluded. These matrices have four or three columns respectively,
the number of rowsdepends on the number ofmarkers (k) as it is a number of distances
to all other markers ( k

2−k
2 ).

3.2 Linear Discriminability

One of the first and canonical approaches was to employ the Fisher’s linear discrimi-
nant analysis (LDA) [1]—its optimal base intended for the maximum discriminabil-
ity of objects where new dimensions (LDi) are sorted according to their ability to
discriminate classes (eigenvalues). The problem is generalized eigenvector decom-
position:

A = VΛV T , (6)

where: Λ is eigenvalues matrix, V is matrix of eigenvectors of A defined as A =
�−1

w �b—product of inverse of intra-class variance and between-class variance:
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Fig. 5 Linear discriminability using: a D4, b D3

�b = 1

C

C∑

i=1

(μi − μ)(μi − μ)T . (7a)

�w =
C∑

i=1

�i, where : �i = 1

Ni

Ni∑

x∈Ci

(x − μi)(x − μi)
T . (7b)

It appeared that regardless we use D3 or D4 the problem is poorly separable in the
linear way (Fig. 5), the results are so entangled that it is hard to identify the well
separating line or surface in LDA domain.

3.3 Dimensionality Reduction

Multidimensional data of a nonuniform types are inconvenient for the most machine
learning methods. When it is hard to compare samples with any distance function
of Minkowski class—with special emphasis on Euclidean one. In such cases one
might employ normalized (with variance) Euclidean or even Mahalanobis which
employs full covariance matrix, but the most comprehensive approach is to reduce
the dimensionality of the problem with respect to the data ranges and covariances
with use of principal component analysis (PCA) [1] and solve it as one dimensional
problem. The PCA does its task by diagonalizing the covariance matrix (Σ) into a
matrix (Λ) of eigenvalues (λi) and produces the new orthogonal base vectors (PC—
eigenvectors) which points out the direction of data variability stored as columns in
change of basis matrix (V ).

Σ = VΛV T . (8)

Eigenvalues and corresponding eigenvectors (PC) are sorted in descending order, so
the first principal component (PC1) contains the most of overall variance (λ1)
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In order to control the range of input data and to fulfill conditions of a distance
function it is necessary to normalize the results of PCA. The data must conform the
ground (zero) level and the distance values must be positive—it is not necessary
fulfilled by the results obtained from the numeric procedure. First, to obtain zero
value we recalculate zero vector to the PC domain (y0), then we normalize the values
to the maximal value with element by element division of a vector:

y′ =
∣∣∣ y−y0
ymax

∣∣∣ . (9)

3.4 Selected Machine Learning Methods

In order to determine the relationships between the markers used three different
methods representing both supervised and unsupervised approaches. As an input we
used full D3 or D4 in NN or their PC1 for other methods.

GMM Models Inter-marker relationship can determined by assigning of their pairs
into classes according to the rationales mentioned in Sect. 3.1. One can intuitively
assign each pair into one of C—four different classes (c1, . . . , c4): peer, close, inde-
pendent and opponent. The distance functions reflect these classes so one should
consider amultimodal probability distribution function (PDF) for both distance func-
tions. The Gaussian mixture models [5] appeared to fit the data very well as it is
demonstrated in [8]. The GMM is a mixture model summing two or more Gaussian
probability distributions (gi):

G =
C∑

i=1

gi =
C∑

i=1

wi N(μi,σi) , (10)

where: C number of components (in our case c1, . . . , c4), wi—weight, N(μi,σi)

normal probability distribution of a μi, mean value and σi std deviation. These para-
meters are estimated in the process of expectation maximization (EM) [4]. In order
to address the problem of EM initialization [10], we predefined the ‘good’ initial
value with multistart using part of the data. Classification using GMM is a selection
of a class with the highest mode value for the given object (x):

c(x) = argmax
i=1,...,C

{wi N(μi,σi)(x)} . (11)

We employed the GMM in two ways—global and local approach. In the global
approach the GMM was estimated for all the distances between markers, whereas
in the local approach the GMMs are estimated separately for the distances from the
current (base) marker to all other markers. The Fig. 6 demonstrates classification
estimated in two different ways—global and local for a single marker.
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Fig. 6 GMM model using D4-PC1 a local for marker ARIE (top of head), b global

The local approach in some cases was incorrect—for some markers there was
more or less classes (Fig. 6a). Using this approach, required to use of additional step
to determine for each marker proper relations class. Creating such a model would
take a much more time, so we decided to neglect this approach. The global approach
is analogous to the genuine algorithm without tuning parameter (Fig. 6b). For the
global GMM we observed the best results for the D4-PC1 input data (Fig. 8b).

DBScan-FC Selection of First Cluster of the Density-Based Spatial Clustering of
Applications with Noise [3] which is a density based clustering algorithm. DBSCAN
requires two parameters: Eps and the minimum number of points required to form a
cluster (minPts). The points form a cluster if there are minPts or more other points
within Eps range. In case minPts is 2—can’t exist a group with only one marker and
single outstanding points are interpreted as noise. Eps can be estimated using:

Eps =
⎛

⎝

(∏max(X)−min(X)
i=1 i

)
· minPts · γ(0.5 · n + 1)

m · 2
√

πn

⎞

⎠

1
n

, (12)

where: X is the m by n input matrix and γ is gamma function.
We employedDBScan-FC in a local (permarker)way—similar to the localGMM.

The clustering was performed as the one versus all—for each of markers we per-
formed DBscan on the distances to all other markers (single row in distance matrix).
As a result we obtained a set of groups of which the first—closest one was the sig-
nificant result. The base point due to zero distance is always identified as a noise. For
the DBScan-FC the best results were observed using D3-PC1 input data (Fig. 8c).

Feed Forward Neural Network In order to test the fully supervised and nonlinear
approach we employed feed forward neural network (FFNN), it is the simplest type
of artificial neural networks where connections between units don’t form a cycle
or loops (Fig. 7). Information moves only in one direction—forward—from input
node through the hidden nodes and to the output nodes. As an input we provided all
the four distances for each of the marker pairs. The number of hidden layers and the
number of neurons on each layer (n,m) is crucial [2] and was determined empirically



330 M. Pawlyta and P. Skurowski

Fig. 7 General feed forward neural network scheme

Fig. 8 Sibling identification: a reference, b GMM D4-PC1, c DBScan-FC D3-PC1, d FFNN

using the data described in Sect. 4.1. The best results (Fig. 8d) were achieved for the
network with two hidden layers, where nwas 159 andmwas 2. Such a sizes might be
justified by the number of marker dimensions (53 · 3) and a small number of output
classes (2).
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3.5 Creating FBM

Grouping SiblingsThemachine learning described in Sect. 3.4 allowus to determine
whether certain pair of markers can be siblings or not, although their raw results are
error prone. The address the problem we propose the consensus grouping stage that
creates final groups. The algorithm can be described as:

1. Selects the first, not assigned to any clustermarker and specify for him his siblings
(candidates for group),

2. For each candidate we count the number of markers which regard it as their
sibling,

3. We create a new group which includes all the markers that have been obtained
the required minimum number of votes,

4. Markers which have not obtained the required number of votes returned to the
the set of unassigned,

5. Repeat steps 1–5 until all markers will be allocated to the group.

Parent Choice—we used the same as in the original algorithm. Each marker in the
group proposes candidate markers (the closest as RE out of group) to be a parent
(Fig. 2b). Parent for the group is the group containing the most of markers that
received the biggest number of votes.

4 Testing

4.1 Data

Algorithms have been tested on a set of 170 different calibration records acquired
at 100Hz using Vicon a MoCap system equipped with 10 T40 Vicon NIR cameras
and Vicon Blade software in the human motion laboratory of the PJATK. The test
sequences are a special kind of record where actor performs specific movements
to cover its range of motion (ROM). Human body recordings were containing 53
markers located in standard marker configuration (Vicon 53 setup). In this scheme
we placed two markers on each major joints (eg. the elbow, knee, ankle etc.), one
marker between the joints, and a fewmarkers placed in a critical anatomic areas such
as pelvic, metatarsal, head, chest etc. Because the calibration recording can’t be too
long, the actors had a limited time for precise execution of all individual movements,
although, the movement had also to be natural with no extreme velocities. Te other
subjects required custom marker setups. The data set consists of three main subsets:

1. Correct calibration of a healthy person (Fig. 9),
2. Calibration of a diseased person (after ischemic stroke or hip replacement)

(Fig. 10),
3. Incorrect calibration of a healthy person (without some moves), (Fig. 11) and we

included some extra recordings for comparison:
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Fig. 9 FMB for HJ subject using: a genuine method, b DBScan-FC, c GMM Global, d FFNN

(a) Record of the movements of the animal—a dog,
(b) Record of the facial expressions—nonrigid subject,
(c) Record of the movement of the object—three segment pendulum.

4.2 Evaluation Criteria

For the evaluation of the obtained FBM we assumed following criteria:

1. The numbers correctly/incorrectly assigned markers (Table1a),
2. The time required to create FBM (Table1b),
3. Subjective evaluation of experienced Motion Capture System workers.
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Fig. 10 FMB for JB subject using: a genuine method, b DBScan-FC, c GMM Global, d FFNN

4.3 Results

The quantitative results are demonstrated in Table1. The time required to create a
FBM(Table1b) for each of the algorithmswas comparable and less than half a second
on a decent personal laptop (i7Core-4720HQ @ 2.6 GHz), so the time performance
seems quite reasonably. The quality of the results in Table1a demonstrates the best
performance of the FFNN, but error for other approaches is comparable.

Looking for the exemplary cases—FBMs obtained with GMM were the worst
ones—inmost cases it tended to divide groups into small ones. The groups ofmarkers
located on pelvis (Figs. 10c and 11c) and chest (Fig. 10)weremost frequently divided.
The FBM obtained with the neural network in most cases were quite good. But in the
case of a diseased person it incorrectly expanded group (Fig. 10d). FBMs based on
the DBScan-FC also were quite good. This method had the worst results in the group
of incorrectly performed calibrations—no movement in one or more joint (Fig. 11b).
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Fig. 11 FMB for MR subject using: a genuine method, b DBScan-FC, c GMM Global, d FFNN

Although, in the group of a diseased person it identified different body segments
properly. This algorithm was also the best one to identify of dog body parts.

Also for the non-human examples of a rigid body (not depicted here)—dog and
pendulum the resultswere consistentwith the results obtained for the human subjects,
whereas the results for the human face sequence, which do not fulfill the rigid body
requirement were rather meaningless as we expected.

We performed also brief analysis of susceptibility of the proposed approach to
velocity. For the whole set of a complete ROMs for healthy subjects, we compared
the length of average and peak gradient of a sequence with a number of erroneously
classifiedmarkers.We analyzed Pearson linear correlation (PCC) and Spearman rank
order correlation (SROCC) to discover nonlinear dependence. The obtained values
(for mean gradient: PCC = –0.054 SROCC = –0.072, for peak gradient: PCC = 0.12
SROCC = 0.2) suggest that velocity has no significant influence on the results.



A Survey of Selected Machine Learning Methods … 335

Table 1 Number of erroneously grouped markers and time required to create FBM

(a) Error type Method

GMM DBScan-FC FFNN

AVG SD AVG SD AVG SD

Erroneously added to the cluster 11 4 10 5 6 6

Erroneously removed from the
cluster

15 14 9 16 3 3

The total number of wrongly
classified

26 15 18 10 9 8

(b) Time [s] required for

Calculating the input matrix 0.4453 0.1543 0.3538 0.0049 0.0155 0.0005

Creating groups 0.0011 0.0010 0.0008 0.0002 0.000002 0.00004

5 Summary

Each of the proposed algorithms fared better or worse depending on the case. Each
of the methods create reasonably looking hierarchical meshes. For healthy people
correctly performing the calibration record best results were obtained for FFNN
and DBScan-FC—these algorithms were comparable. The FFNN was better for
improperly performing calibration, and DBScan-FC for diseased person. As each
of the methods has some advantages we consider fusion of the results from each of
them. The other promising directions for the body clustering we see to use kernel
methods such as kLDA or kSVM.
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Evaluation of Automatic Calibration
Method for Motion Tracking Using
Magnetic and Inertial Sensors

Ewa Lach

Abstract During the humanmotion trackingwithminiature IMU sensors we cannot
assume that the sensors are perfectly aligned with the segments to which they are
attached. In order to find the relative rotation between the sensor and the segment, the
sensor must be subjected to the step of calibration. The article concerns the evalua-
tion of automatic calibration method searching for the sensor-to-segment orientation
using linear acceleration of segments in the kinematic chain. Performance of the
method is analyzed for simulated and real data.

Keywords Inertial measurement units · Sensor-to-segment calibration · Motion
tracking

1 Introduction

Humanmotion tracking has applications in various domains, including virtual reality
and biomedical engineering. Three-dimensional reconstruction of body movement
is a promising tool for clinical evaluation and ambulatory monitoring. User-worn
inertial sensors, also known as inertial measurement units (IMUs) has proven to be
suitable for unrestrained tracking of body segments orientations due to the fact that
they are small, light and completely self-contained. Generally used IMUs include
accelerometers, gyroscopes andmagnetometers. Due to their physical characteristics
estimation results using this devices suffer from high measurement noise, incorrect
scaling and biasing. Therefore, there are many studies discussing the development
of efficient filters and algorithms exploiting the complementary properties of the
sensors [14]. While the output signal from the IMU is based on the sensor coordinate
system (CS), it is necessary to express the signal in the body segment. This requires
a calibration method to determine the exact orientation of each of the sensors with
respect to the segment.

E. Lach (B)
Silesian University of Technology, Institute of Informatics, Gliwice, Poland
e-mail: Ewa.Lach@polsl.pl

© Springer International Publishing Switzerland 2016
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The purpose of this work is to study an automatic calibration method proposed in
[5] and validate its effectiveness for tracking human motion. The idea presented by
authors in [5] was elaborated in this paper for the needs of the motion capture.

The remainder of the paper is organized as follows. First, in the Sect. 2 related
works are presented. Then, in theSect. 3 automatic calibrationmethod is summarized.
In the Sect. 4 experiments on simulated and real data and their results are presented
and discussed. Finally, the Sect. 5 concludes the paper.

2 Related Work

Much research concerning IMU sensors has been conducted to reconstruct trajec-
tories, or to estimate sensor orientations, typically by fusing a rate gyroscope, an
accelerometer, a magnetometer and reference values such as Earth’s gravity vector
and magnetic field vector by different Kalman filters (for a comprehensive review on
this topic, see [14]). There were also efforts to improve these orientation estimations
by using the constraints arising from segments’ attachment to each other [17].

Although, the human body lacks even surfaces and right angles, the human mus-
cles and skin are non-rigid, many researchers in their work make an assumption that
the sensors are perfectly aligned with the segments to which they are attached. Only
a few calibration methods have been proposed for the IMU [1–3, 5, 7–9, 11–13, 15,
16, 18].

Themost commonly appliedmethods, estimating orientations inwhich the sensors
are mounted with respect to the body segments, are methods using predefined static
calibration postures and predefined calibration motions.

In [1] it was assumed that when the human model is in the reference position
(upright, facing north with arms along the body), the limb segment coordinate axes
are alignedwith the corresponding Earth-fixed axes. As a result, the orientation offset
for each limb segment can be set to the inverse of the sensor orientation from the
segment’s reference position.

For calibration processes presented in [9, 13] segments don’t need to align with
Earth frame. It is sufficient to know segment’s orientation in predefined position
(T-pose or N-pose) to calculate orientation offset.

Because magnetometers are affected by ferrous compounds, many researchers
have commented on their unsuitability for motion measurements, especially in home
environments. To avoid errors caused by magnetic disturbances in [18] authors pro-
posed calibration method using only the gravitational acceleration measured for two
postures (standing upright and sitting flat with outstretched legs on the floor). The
problem with that solution is necessity of setting limb segments with the axis of
gravity vector.

Predefined motion calibration consists of performance of certain movements that
are assumed to correspond to a certain axis. The measured orientation and angular
velocity are used tofind the sensor orientationwith respect to the segment’s functional
axes [3, 11, 13].
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In the reference calibrations the gravity data and angular velocity can be selected
by the examiner (only a single data point is used to determine each axis) [11] or aver-
aged for all the datameasured during the rotation [3]. Another approach processes the
angular velocity by the principle component analysis technique (PCA) to express the
rotation axis in the IMU CS [8]. A different method applies singular value decompo-
sition (SVD) to estimate axis of system of coordinates that are representative of real
physiological motions. Moreover, associated with the estimates is a measure of the
reliability of the computed axis, used to properly condition the regression algorithm
Levenberg-Marquardt, which is applied to compute the transformation between each
pair of systems of coordinates [12].

Often predefined static position is combined with predefined motions to increase
efficiency of calibration [11]. In protocol ‘Outwalk’ presented in [2] in addition to
the reference calibration appropriate placing of sensors on the segments is required.
The protocol used in [13], on the other hand, solves a closed kinematic chain to
refine results that have been obtained from a combination of calibration postures and
predefined motion.

The mentioned methods make a major contribution to the quality of IMU-based
measurements and are popular. However, both in calibration postures and calibration
motions, the accuracy is limited by the precision with which the subject can perform
the postures or motions.

Next type of calibration uses the knowledge of the attachments between the seg-
ments.

Knowing the orientation of the segments relative to each other and the global
orientations of the sensors based on IMU data captured during the movement we
can determine sensors orientations with respect to the segments [7]. Unfortunately,
information about relative orientation between the segments isn’t always available.

The next works, also exploit the kinematic constraints, but they do not require any
knowledge about the sensor’s positions or orientations. The information is extracted
from the measurement data of almost arbitrary movements.

In [15, 16] least-squares methods for the estimation of joint axes and positions
from gyroscopes and accelerometers measurement data are presented that exploit the
kinematic constraints induced by hinge and spheroidal joints.

In [5] the non-linear optimization algorithm is applied to find relative orientation
of the sensor from simulated and measured data for robot arm control. The authors
proposed the use of linear acceleration of segments in kinematic chain to locate
orientation offset.

The last two methods have the greatest potential. Human errors are not as critical
for them as for the other methods. Additionally they could be implemented for
continuous calibrationduringmotion capture to prevent errors that result fromsensors
displacement during the movement.
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3 Automatic Calibration Method

In this paper the automatic calibration method proposed in [5], based on linear accel-
eration data analysis, is evaluated for its effectiveness for human motion tracking.
The calibration method involves creating a model of a moving object with sim-
ulated sensors on each model’s segment. The algorithm compares simulated data
(linear acceleration) with measured data and by the means of an optimization algo-
rithm determines the offset between the sensor CS and anatomical CS. Simulated
accelerometer generates signal as a second derivative of position in simulated sen-
sor CS.

The evaluated algorithm consists of the following steps:

1. Recording object’s motion data.
2. Signal preprocessing.
3. Setting sensor orientation relative to the segment.
4. Moving the model with the measured orientation adjusted by the sensor offset.

Obtaining the simulated data from the model.
5. Calculating the distance (the error) between themeasureddata and the data derived

from the model.
6. Returning the offset if the resulting error is small enough or the last iteration of

the algorithm was completed, else continuing with step 7.
7. Changing the offset to minimize the error by the means of the optimization algo-

rithm. Continuing with step 3.

In the implemented algorithm signal preprocessing include:

• the estimation of the sensor orientation in global CS,
• removal from the accelerometer signal the acceleration caused by gravity,
• noise reduction of measured linear acceleration by a low pass filter (81 point
moving average filter (MAF)).

The distance function is:

d =
√

((aS − aM) · mp)2, (1)

where d is an error for a single sample, as is linear acceleration due to motion, aM—
acceleration from simulated sensor,mp—three-element vector parameter comparing
monotonicity of simulated signal and measured data in the corresponding intervals.
Values of parameter mp were determined experimentally. They are equal to 1, when
monotonicity of compared data is the same, 2 if they are opposed, 1.25 if measured
signal is constant, 1.6 if simulated signal is constant.

As we are looking for the smallest possible error the calibration can be described
as optimization problem (where vector of distances of all the samples is minimized),
which is solved by using the Levenberg-Marquardt algorithm (LM). The searched
orientations are Euler angles measured in radians. For three segments we are looking
for nine values. At the first iteration of the algorithm it is assumed that the sensor is
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perfectly aligned with the segment. The value of the differentiation step (ds) of The
Levenberg-Marquardt algorithm has been determined experimentally at 0.001. The
behavior of the LM algorithm has been also studied for its higher (ds=0.01 in test
T_LM01) and lower (ds=0.0001 in test T_LM0001) value. The results can be seen
in Table2. In the end the value 0.001 has been selected.

4 Experiments

The evaluation of performance of presented calibrationmethodwas done on the basis
of the averaged deviations between true and estimated offset orientations for sim-
ulated data and between synchronized orientations of segments captured by Vicon
system and IMU sensors for real sensors data. Statistical analyses comprised RMS,
mean with standard deviation (SD) as well as index DI corresponding to the geodesic
distance between two quaternions: estimated by calibration qC and the true orien-
tation q, on the hypersphere S3:DI = 2 · arccos(|qC · q|) [4]. We use those three
measures because the first two are the most popular in publications about motion
capture and the last measure should better represent the difference due to the fact
that a quaternion describes rotation on multiple axes at once.

4.1 Calibration of the Simulated Data

At first, we tested the proposed calibration on synthetic data for which we knew
the orientation offset between the segment and the sensor attached to it. The three-
dimensional virtualmodel of three-segment pendulumhas been constructed (Fig. 1b).
Segments are connected by movable joints with three rotational degrees of freedom
(DOF). Simulated sensors were mounted at the segments. In animation framework
fACT [10], which was used for simulation, Euler angles are measured in radians.
However, to improve the understanding, in this paper all angels are presented in
degrees. Each test was repeated 50 times. Standard test parameters values are pre-
sented in Table1. They are the result of the experiments presented below. They were
applied in test T_std. First the calibration method was tested for different number
of sensors, which means different number of searched values. We applied evaluated
algorithm to three-segments (test T_S3), two-segments (test T_std) and one-segment
(test T_S1) model. In subsequent experiments, we searched by means of LM algo-
rithm for, respectively, 9, 6 and 3 values.

In the Levenberg-Marquardt algorithm the user has to provide an initial guess for
the parameter vector. In cases with multiple minima, as is in that case, the algorithm
converges to the global minimum only if the initial guess is already somewhat close
to the final solution. For the initial iteration vector of zeros seems the most natural
(the sensor is perfectly aligned with the segment) for orientation angles.
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Fig. 1 The pendulum (a)
and its model (b)

Table 1 Standard test
parameters

Parameter Value

Number of moved segments 2

Number of samples 1000

Offset range 〈−25◦, 25◦〉
Search offset range 〈−25◦, 25◦〉
Noise Absent

Acceleration due to gravity Absent

Acceleration amplitudes 16 m/s2

LM differentiation step 0.001

For the three tests the impact of the value of the offset on the quality of the
calibration was checked. In the test T_std for each axis, the rotation offset is within
the range 〈25◦, 25◦〉. For test T_O45 the interval 〈−45◦, 45◦〉 have been used and
for test T_O90—〈−90◦, 90◦〉. The limits on values searched by LM algorithm were,
also, added corresponding to offset intervals.

In addition, we tested how the calibration method will behave for a larger search
domain of LM algorithm. In test T_L90 the found values cannot extend beyond range
〈−90◦, 90◦〉, in test T_L180—beyond range 〈−180◦, 180◦〉.
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The generated objectmotion is characterized by high values of acceleration ampli-
tudes of about 16 m/s2. In test T_A9 the acceleration amplitudes were reduced to
9m/s2, in test T_A5 to about 5m/s2 and then in test T_A2 to about 2m/s2. The tests
aim was founding out how the change of the nature of the movement will affect
obtained results.

Because accelerometers are characterized by high measurement noise, another
tests checked haw calibration algorithm will behave with noise added to simulated
data. To accelerometer signal were added a Gaussian distributed random values
with mean 0 and standard deviation 0.05 for test T_N005 and 0.1 for test T_N01.
Since signal preprocessing include noise reduction additional test T_N005NF was
performed without low pass filter applied to linear acceleration.

In the test T_G the gravitational acceleration was added to generated signal with
vector of gravity gN = [0, 0,−9.81]T . The influence of this measure on simulated
calibration was verified. However, the results obtained for simulated data may not
correspond well with the values acquired for measured data due to the fact that in
measured accelerometer signal linear acceleration is combined with gravitational.
The removal of gravity from the measured accelerometer signal generates an addi-
tional error as a result of the inaccuracy of the removal process. In simulated calibra-
tion errors caused by the removal of gravity from the accelerometer signal are not
taken into account. Results obtained for experiments on simulated data, described
above are presented in Table2. In the test T_S1 a solution for one segment has
been searched. We can see in Table2 that despite the fact that the search algorithm
had the least values to find the error is one of the largest of all obtained in all the
tests. It is believed that the reason for that is the large number of possible IMU off-
sets generating similar signal of linear acceleration. Adding second segment (test
T_std)—creating kinematic chain—greatly improved the results for the first sensor.
The second segment has imposed restrictions on the first sensor orientation. It must
also be noted that the error for the second sensor in test T_std is again large, because
the effect of kinematic constraints does not exert the same force on the last segment
in the chain as on the first and middle one. However, there is some influence, because
deviation index for second sensor is smaller than the DI for test T_S1. Adding the
third segment (test T_S3) imposes constraints on the first and the second sensor. But
more data is associated with poorer matching for the first segment (DI=0.72 for the
first sensor in the test T_std increased to 1.5 for the T_S3 test).

Based on the above results the use of the hierarchical calibration is suggested.
For a single sensor we will be looking for an offset based on the signal from the two
sensors. Established offset for the first sensor can be used as a constant in the search
for the offset of the second sensor.

Another factor having a strong influence on the quality of the calibration is the
amount of the orientation offset. The greater the offset, the less chance of finding
the correct solution. The error for test T_O90 is so large that the result suggests
that we cannot use this calibration method for big offsets at all. In this situation the
calibration should be used only for small offsets. It shows limitation of the evaluated
method but it is not a critical issue. If we mount sensor with some care the offsets
shouldn’t be very large.
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Table 2 The averaged deviations (in degrees) between true and estimated offset orientations for
calibration of simulated data

Test (segment) Mean (SD) RMS DI

Roll Pitch Yaw

T_S1 (1) 2.47 (1.68) 0.36 (0.24) 19.03 (12.88) 19.20 19.09

T_std (1) 0.02 (0.05) 0.00 (0.01) 0.72 (1.79) 0.72 0.72

T_std (2) 2.02 (1.74) 0.31 (0.23) 15.55 (13.35) 15.69 15.31

T_S3 (1) 0.02 (0.04) 0.02 (0.08) 1.52 (2.93) 1.52 1.50

T_S3 (2) 0.04 (0.15) 0.02 (0.04) 0.53 (1.14) 0.54 0.55

T_S3 (3) 13.57 (10.48) 2.59 (2.70) 7.37 (6.11) 16.01 16.59

T_O45 (1) 0.05 (0.28) 0.01 (0.03) 2.09 (9.79) 2.09 2.14

T_O90 (1) 1.04 (2.53) 11.01 (37.40) 36.17 (57.44) 40.91 39.71

T_L90 (1) 0.06 (0.23) 0.05 (0.23) 2.42 (9.96) 2.42 1.29

T_L180 (1) 0.03 (0.11) 0.01 (0.02) 1.11 (3.60) 1.11 1.13

T_A9 (1) 0.03 (0.13) 0.01 (0.02) 1.18 (5.28) 1.18 1.18

T_A5 (1) 0.04 (0.10) 0.01 (0.02) 1.23 (2.74) 1.23 1.25

T_A2 (1) 0.07 (0.17) 0.02 (0.06) 1.48 (3.34) 1.48 1.50

T_N005NF (1) 0.10 (0.31) 0.01 (0.03) 3.13 (7.72) 3.14 3.16

T_N005 (1) 0.01 (0.03) 0.01 (0.01) 0.49 (1.16) 0.49 0.50

T_N01 (1) 0.02 (0.03) 0.01 (0.01) 1.00 (1.76) 1.00 0.97

T_LM0001 (1) 0.02 (0.09) 0.00 (0.03) 0.69 (2.99) 0.69 0.70

T_LM01 (1) 0.11 (0.16) 0.03 (0.04) 4.20 (5.63) 4.20 4.29

T_G (1) 0.04 (0.12) 0.01 (0.04) 1.28 (4.01) 1.28 1.30

T_G_O90 (1) 2.22 (7.87) 15.82 (47.67) 14.66 (37.81) 23.39 20.54

In the tests T_L90 and T_L180 a broadening of search domain has been studied
for small offsets (in interval range 〈−25◦, 25◦〉). The obtained errors imply that on
average we get better results with limits. It should be added that the broadening
of the search domain results in the appearance in the 50 samples of one or several
solutions with the error level of several tens to 180◦. For example, after removal of
two solutions from 50 for test T_L90 the error DI was equal to 0.42◦.

Added noise did not increase errors (tests T_N005 and T_N01). This can be
attributed to the noise reduction filter used in tests. When the MAF was removed in
T_N005NF the error DI raised to 3.16◦.

The high values of acceleration amplitudes means more information for search
algorithm, so if it is possible, to provide better results, the calibration motion should
include fast motion (see T_std, T_A9, T_A5, T_A2 in Table2).

The inclusion of gravity to the generated signal resulted in small deterioration
of the calibration (test T_G). Additional data obscured the signal. In the course of
the experiments with real data it should be checked which generates greater errors:
gravity in accelerometer signal or its removal.
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Additionally, in all conducted experiments it was observed that the results for yaw
rotation were always worse than for the pitch and roll. The error for yaw offset was
on average 50 times higher. This observation demands more study. It is possible that
we can used it to improve calibration algorithm.

4.2 Calibration of the Real Sensor Data

To test effectiveness of evaluated calibration method on real sensor data the pendu-
lum build with three segments connected by movable joints and its virtual model
(Fig. 1) were used. To each segment an IMU sensor built at the Silesian University
of Technology, Department of Automatic Control and Robotics [6] was attached.
These IMU sensors were marked as IMU1, IMU2, IMU3 (Fig. 1a). As a reference,
data from the optical system of motion capture (Vicon system) was used. On the pen-
dulum markers, marked as R1, R2, W1, W2, W3, W4, W5 and W6 were attached.
The IMU sensors and the Vicon system worked with the same frequency of 100Hz.
The recording had a length of 10000 samples, from which we remove 7000 samples
without linear acceleration (the pendulum wasn’t moving). The recorded movement
had high values of acceleration amplitudes (about 20m/s2), but also the motion was
mostly in one axis (Fig. 2). The estimation of the sensor orientation in global CS was
accomplished by complementary filter delivered with the sensor.

Tests on simulated data have shown how sensitive to a variety of factors is evalu-
ated calibration algorithm. Tests on real data only confirmed it.

4 experiments were performed concerning calibration with real sensor data. Tests
T_rgo and T_ro have large orientation offsets, when T_rg, and T_r have small offsets.
The acceleration due to gravitation was removed from acceleration signal in tests
T_ro and T_r and it was left in tests T_rgo and T_rg.

We need to compare orientation data streams from Vicon Nexsus system and
IMU sensors, with different reference frames and measured with separate timers
(with the same frequency). As a result, the data must be synchronized (in the time
domain) and transformed to the same reference frame. As a reference frame body
frame was used. To synchronize the data we find the time offset between the two
signals for which the distance between two signals is minimal. Time synchronization
is performed on angular velocity of the body. For the Vicon system angular velocity
must be calculated. For this purpose we use equation:

ωV icon = 2 · q−1
V icon ⊗ dqV icon

dt
(2)

where q−1 is the inverse of q and ⊗ denotes quaternion multiplication.
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Fig. 2 Estimated Euler angles of segment 1 from calibrated IMU sensor and Vicon system for
test T_r

Table 3 The averaged deviations (in degrees) between reference data fromVicon system and sensor
IMU1 (after calibration)

Test (segment) Mean (SD) RMS DI

Roll Pitch Yaw

T_r (1) 0.86 (0.43) 0.85 (1.90) 11.06 (15.99) 11.37 9.07

T_rg (1) 1.50 (3.17) 2.58 (6.53) 10.50 (15.12) 11.51 9.50

T_ro (1) 20.72 (21.53) 6.78 (7.28) 26.22 (31.29) 34.71 33.03

T_rgo (1) 2.30 (2.57) 4.68 (8.14) 8.28 (13.82) 10.82 10.55

T_mc (1) 0.86 (0.45) 0.86 (1.90) 11.07 (16.00) 11.38 9.06

Results of experiments (Table3) confirm that theLMalgorithmhas trouble finding
the right orientation for big offsets.When the sensor was turned about 180◦ in respect
to segment CS for one of the axis obtained errors were very significant (T_ro).
Interestingly, leaving gravity in accelerometer signal improved the results (T_rgo).
The big difference in the observed errors allows to speculate that the presence of
gravity may limit the number of minimums. For small differences in orientation of
the sensor relative to the orientation of the segment positive aspect of the gravity
decreases. Therefore, we observe a slight deterioration in results in the test with
gravity (T_rg) in relation to the test without gravity (T_r).
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To verify an idea that gravitational acceleration improves results for big offsets
additional test T_G_O90 on simulated data was performed. The offsets were gener-
ated in the interval 〈−90◦, 90◦〉. The DI error went down about 19◦, which confirms
observed results in real data. In Fig. 2 the results from test T_r (an estimation of ori-
entation of segment 1) are presented in the form of three Euler angles. As a reference
the angles from Vicon system are also shown. The data has been synchronized and
converted to the same frame.

Because the error DI for test T_r (equal to about 9◦) seemed still rather big the
results from presented calibration method with the results obtained from optical
system (T_mc) were compared. The error is only slightly smaller, which leads to
believe that the error caused by calibration in T_r is at a level of 0.01◦, rather than
9◦. This 9◦ is caused by inaccuracy of sensors and used complementary filter.

It is important to remember that the errors calculated for real data are the averaged
distances between synchronized orientations of segments captured by Vicon system
and IMU sensors. They are not the distances between true and estimated offsets like
for simulated data. To show the difference between these values the orientation offsets
from test T_mc and T_r were compared. The errors RMS=3.15 and DI=3.22 were
obtained. As we can see in this case the error in offset of about 3◦ corresponds to
error of 0.01◦ for motion data.

5 Summary

In this paper the evaluation of automatic calibration method is presented. The results
are shown for simulated and real data. In 24 experiments many parameters (e.g.:
number of segments, value of offset, noise) influencing quality of the calibration
process were tested. The results shows that the presented calibration method, with
some limitation can be used to find sensor-to-segment orientation. The next step in
research will be to perform more experiments with real data. We need to test the
method for motion in all three axis with a human skeleton model.
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15/0061 conducted at the Institute of Informatics, the Silesian University of Technology.
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The Influence of Uncertainty in Body
Segment Mass on Calculated Joint
Moments and Muscle Forces

Magdalena Żuk and Celina Pezowicz

Abstract Musculoskeletal models and computer simulations have been extensively
developed in recent years. The purpose of present study was to investigate the effect
of uncertainty in segment masses on joint torques and muscle forces. Segment mass
uncertainties estimated on the basis of Dempster measurement have been introduced
to the musculoskeletal model Gait 2392. Inverse dynamics, static optimization and
CMC algorithm have been performed using OpenSim software. The segment mass
uncertainty has limited effect on the net joint moments. However, the error propaga-
tion in proximal direction have been observed and the greatest impact was observed
for residual moments and forces acting on pelvis. The greatest effect on muscle
forces can be observed for both static optimization and CMC results. Furthermore,
considerable differences can be seen between static optimization and CMC results.
Therefore, an accurate estimation of muscles forces and load condition in muscu-
loskeletal system is still posing a challenge.

Keywords Musculoskeletal modeling · Joint moment · Muscle force · Sensitivity
analysis · Body segment parameters

1 Introduction

Knowledge of internal loads in human musculoskeltal system can be of great impor-
tance for the clinical assessment in neurology and orthopaedic, design of prostheses
or injury prevention.Directmeasurements ofmuscle forces are invasive and generally
not feasible in clinical practise. Therefore computer simulation techniques have been
extensively developed.Manymusculoskeletal models from different anatomical data
sets have been proposed in recent years [5].
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Mostly,musculoskeletal system ismodelled as themultibody system composed of
rigid bodies connected by mechanical joints. This multibody systems is actuated by
set of actuators which represent muscles. The inverse dynamic technique is used for
determination of the net joint torques. Due to the redundancy of the muscle system,
indication of the individual muscle force requires solution of the force distribution
problem using optimization methods. However validation of dynamics simulation
results is still limited.

Nowadays, there is a trend to increasing complexity of the model together with
the introduction of subject-specific data [2, 6]. The so called personalised muscu-
loskeletal modelling have emerged together with the availability of new measuring
techniques. Anatomical data is incorporated in dynamic models [19, 22], as well as
kinematics model [21, 26, 27].

Body segment parameters (BSP), among many others model parameters, can
be personalised using such method as medical imaging, including dual-energy
X-ray absorptiometry, CT, MRI, gamma-scanning, surface scanning or estimated
using different techniques. The justification of such measures in musculoskeletal
modelling can be evaluated using the sensitivity analysis.

There have beenmany studies concerning the effect of selected bodymass parame-
ters on the net joint moments [7, 9, 10, 14–17, 20] and definitely less on individual
muscle forces [24, 25]. Some authors content that the the effect of variability in
body segment parameters on calculated joint moments is high [10, 16, 18], while
others report only small impact [7, 13, 15, 17, 20, 25]. Nevertheless, perturbation of
body mass parameters could better influence on force of selected muscles [24, 25].
Sensitivity analysis has been performed for very different models (often proposed by
authors), including plantar [9, 14, 15, 18, 24] and three-dimensional models [16, 17,
20, 25], whole body models [14, 17, 18] and partial models. Furthermore, authors
perturbed different body mass parameters (segment mass, centre of mass location,
inertia tensor) individually or simultaneously. Range of perturbation usually seems
to be arbitrary, although in some papers different method of BSP identification have
been taken into account and compared [9, 16]. There are, according to the authors
knowledge, no study, which reliably simulate possible errors in segment mass esti-
mation and investigate the effect of these errors on calculated joint torques as well
as on muscle forces.

The purpose of the present studywas to investigate the effect of uncertainty in seg-
ment masses on joint torques and muscle forces with the following assumptions: the
mass uncertainty is estimated on the basis of direct measurements, segment masses
are perturbed together with resulting inertia tensors, the total body mass is con-
stant, three-dimensional open access musculoskeletal model together with available
simulation techniques are tested.
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2 Methods

The sensitivity analysiswas performed for open access computermodelGait2392 [3],
23 degrees of freedommodel consists of 12 rigid segments: pelvis, torso, left and right
thigh, shank, talus, calcaneus and toes and 76 muscles represented by 92 actuators
(Fig. 1). Experimental data (trajectories of 49 markers and force data)collected by
John et al. [8] on a subject walking (man, 72.6kg) on the treadmill (1.13 m/s) was
used for the simulation. Dynamic simulations were performed using OpenSim 3.0.1
software. The general model was scaled using measurements of marker positions in
static pose.

Fig. 1 Model Gait2392 [3]
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Segment mass estimation method implemented in OpenSim is a proportional
scaling base on additionally scaled body mass parameters from Anderson et al. [1].
Those, in turn, were obtained for five living subjects using indirect method pro-
posed by McConville et al. [12]. Segment mass uncertainty was assessed using data
reported by Dempster [4]. Dempster introduced detailed anatomical data (includ-
ing segment masses, mass centres, inertia tensors) collected from eight complete
cadavers. For each subject, masses of segments were estimated using method imple-
mented in OpenSim. Then, estimated and directly measured masses were compared,
and average relative errors were calculated. Those uncertainties have been introduced
to the initial model.

The manner of perturbation process is presented in Fig. 2. The modification has
involved change of segment mass and owing inertia tensor (resulting from change in
mass). Four modified models have been prepared, one with modification within three
segments simultaneously (foot, shank, thigh) and three models with the modification
within each segment independently. Together with those perturbations, torso mass
and inertia tensor have been also modified in order to preserve constant whole body
mass.

Fig. 2 Diagram showing model perturbation process and data analysis
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The net joint torques were calculated for each of 5 models using inverse dynamic
method described by Kuo [11]. Muscle forces were calculated using two different
methods implemented in OpenSim: static optimization and CMC algorithm (Com-
putedMuscle Control) described in [23]. Joint torques andmuscle forces correspond-
ing with one gait cycle were interpolated and normalized to 100 point using Matlab.
Results of dynamic simulations obtained for initial and perturbed models have been
compared.

In order to quantitative comparison, following parameters have been calculated:

MAV = 1

n

n∑

i=1

‖M0i − Mpi ‖, (1)

MAVw = MAV

‖M0‖
, (2)

MD = 1

n

n∑

i=1

(M0i − Mpi ), (3)

MDw = MD

‖Mp‖
, (4)

where M0i is the value corresponding to the initial model, Mpi is the value corre-
sponding to the perturbed model at time i , ‖M0‖ is an absolute value of M0i averaged
over the gait cycle.

3 Results

Estimated uncertainty introduced to the initial model were: reduction of the thigh
weight of 19 % (1.7kg), reduction of the shank weight of 4 % (0.14kg), reduction
the foot mass of 29 % (0.45kg). The magnitude of these error is typical for segment
mass identification using different methods [15, 16].

The inverse dynamics solutions are five sets of the net joint moments and residual
forces and moments. Generally, changes introduced to the model have the limited
impact on joint moments. The courses of torques in gait cycle have been preserved.
Thehighest differenceswere in jointmoments in sagittal plane, comparisonofMAVw

is presented in Fig. 3. Values of MAV do not exceed 3Nm. Larger discrepancies are
for residual forces and moments. Residual moments in sagittal plane vary from 19 %
for the thigh modification to 35 % for the foot modification. In the case of residual
forces, discrepancies are even higher, there are MAVw = 80% (MAV = 10N) for
the force in the sagittal plane.
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Fig. 3 Relative differences (MAVw parameters) in sagittal joint moments (Tankle-ankle
dorsi/plantar flexion, Tknee knee flexion/extension, Thip hip flexion/extension) calculated for initial
(M0) and four modified models (M f oot , Mshank , Mthigh , M f oot,shank,thigh) averaged over the gait
cycle
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Fig. 4 Forces of selected muscles estimated using CMC algorithm during gait cycle, calculated
for the initial model (M0) and the perturbed model (M f oot,shank,thigh)
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Fig. 5 Forces of selected muscles estimated using static optimization technique (SO) during gait
cycle, calculated for the initial model (M0) and the perturbed model (M f oot,shank,thigh)

The influence of model perturbations on individual muscle is presented for
selected muscles for which this influence is greatest. The courses of muscle forces
obtained for initial M0 and perturbed model M f oot,shank,thigh (modification in three
segments) are presented in Fig. 4 for CMC and in Fig. 5 for the static optimization.

In the case of muscle forces obtained using CMC algorithm, for some muscles
force values are changed, but course is preserved (medial head of gastrocnemius,
psoas major, iliacus). For others, the muscle force is significantly reduced in the
certain time span (tibialis posterior, tibialis anterior, peroneus longus), differences
are even higher than 500 N. Static optimization results for initial model are irregular
curves with large fluctuation for selected muscles. While for perturbed model, force
curves are smoothed for those muscles. Values of MD parameters for each model
are presented in bar plots (Fig. 6).

4 Discussion

Obtained joint moments are consistent with those from literature [9, 16, 20]. Seg-
ment mass and inertia tensor slightly affect the joint moments, which is confirmed
by other authors [7, 13, 15, 17, 20, 25]. The certain trend can be seen, the more
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Fig. 6 Differences in muscles forces (MD parameters) calculated using the initial (M0) and four
modified models (M f oot,shank,thigh) averaged over the gait cycle. *Medial Head of Gastrocnemius,
**MD values for erector spinae are from −210 to −240N

proximal joint, the highest impact on joint moments. This is due to the fact, that
joint moments are affected by the masses of distal segments. Hence, the highest dis-
crepancies are observed for hip joint moments. The error propagation in proximal
direction can be observed. Direction of propagation can result from the recursive
method for the inverse dynamic problem. In adopted approach, equations of motion
are solved ranging from the most distal segment [11]. For this reason, the greatest
differences are observed for residual forces and moments. Their non-zero values
indicate a dynamic inconsistency of model, which arises from incompatibility of
model assumptions and simplification and experimental data.

Despite the modest effect of perturbing segment mass and inertia tensor on the
net joint moments, the greatest effect on selected muscle forces can be observed
for both static optimization and CMC algorithm. All modifications consisted in the
segment mass reduction, which resulted in muscle forces reduction. Although the
extent depends on the chosen method.

Effectiveness of the static optimization approach depends on the model and the
choice ofmuscle.Muscle forces estimated using thismethod are prone tofluctuations.
However muscles forces obtained for initial model fluctuate around forces obtained
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for modified model. The greatest discrepancy in muscle forces can be observed for
the following muscle: erector spinae, which straightens the back, iliacus and psoas
major, which are strong hip flexors. This dependence reflects differences in the hip
flexion/extension moment and residual moments. Iliacus and psoas major muscles
generate hip jointmoments in sagittal plane.While residualmoments, virtually acting
on the pelvis can turn out in the back muscles. Simultaneously, mass reduction less
affect muscle forces acting on distal segments. Therefore, the error propagation in
proximal direction can be observed also in muscle forces estimation using static
optimization approach. It is attributed to the fact, than static optimization solves the
problem of joint moment distribution to muscle forces.

Another trend can be observed for CMCalgorithm. In this case, followingmuscles
have proved to be sensitive to mass uncertainties: medial head of gastrocnemius,
soleus, tibialis posterior, tibialis anterior and peroneus longus. The firs two are the
most powerful plantar flexors, same as peroneus longus. While tibialis anterior is
acting antagonistically. Tibialis posterior contracts to produce inversion and assists
in plantar flexion.

Changes in forces generated by those muscles are associated with the change of
foot mass. Therefore the greatest differences are observed for models with foot seg-
ment perturbation. Especially significant differences are during stance phase (from
0 to 60 %). However, results of dynamic simulation for tibialis muscles using CMC
are especially sensitive to mass change of each segment of lower limb.

It should be noted, that average differences in joint moments not exceeding a
few percent (several Nm), produce even 30 % (more than 50N) differences in psoas
major and iliacus forces using static optimization technique and similar differences
in tibialis muscles using CMC algorithm. Furthermore, considerably reduced forces
of selected muscles are connected with reduction antagonistic muscle forces. Force
moments generated by such muscles partially cancel each other. This example shows
the restriction of dynamic analysis limited to the net joint moments.

5 Conclusion

In general segment mass uncertainty has limited effect on the net joint moments.
However, in the case of adopted recursive method for inverse dynamic solution, there
is error propagation in proximal direction. Hence the greatest impact was observed
for residual moments and forces acting on pelvis, what have not been mentioned
in previous papers on sensitivity analysis. Therefore uncertainty in segment mass
influence of dynamic consistency of model, what should not be neglected. An alter-
native to accurate segment mass measurements can be residual reduction algorithms
which determines a mass distribution that are more consistent with ground reaction
forces. The greatest effect on selected muscle forces can be observed for both static
optimization and CMC results but in the different way. Furthermore very big dif-
ferences can be seen between results obtained using static optimization and CMC
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algorithm. Therefore, an accurate estimation of muscles forces and load condition in
musculoskeletal system is still posing a challenge.
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From the Research on Planning of Chemical
Syntheses: Computer-Aided Modeling
and Prediction of PGI2 Metabolic Reactions

Zdzislaw S. Hippe

Abstract Methods of manual design of chemical syntheses of complex molecules
are briefly discussed. Some hints on computer-aided planning of syntheses are also
given. In experimental part,metabolic transformations of prostacyclin PGI2 in human
body are predicted, using own research tool based on amatrixmodel of constitutional
chemistry, enhanced by machine learning algorithms.

Keywords Matrix model · Synthesis tree · Chemical syntheses planning · Prosta-
cyclin PGI2

1 Introduction

Planning of chemical syntheses is strictly connected with the modeling (simulation)
of reactions. For example, in simulation of Viagra hydrolysis in human organ-
ism [2] an interesting and surprising model was developed: one of the main metabo-
lites can be the methyl alcohol. It is known that this substance controls and changes
distinctly the perception of colors by human eyes. Hence, overseers of pilots of air-
planes/helicopters and drivers of busses/trucks/taxis were informed about the neces-
sity of keeping a given time span, between the drug intake and beginning of pro-
fessional activity. Research into computer-assisted syntheses design (further called
CASD), showed also the importance to produce substances having a priori given
properties or activity. Both features (properties or activity) should be assigned for
many chemicals used now in various areas of science, technology and economy. We
are thinking here, say, about additives to fuels, various dyes, corrosion inhibitors,
organic catalysts or compounds with a given taste or smell, etc.

Z.S. Hippe (B)
University of Information Technology and Management, 35-225 Rzeszow, Poland
e-mail: zhippe@wsiz.rzeszow.pl

© Springer International Publishing Switzerland 2016
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The paper contains a general description of chemical syntheses realized by
chemists manually; then some hints on computer-aided syntheses design are also
given. In experimental part metabolic reactions of prostacyclin PGI2 in human body
are predicted, using a matrix model of constitutional chemistry (D-U model) [1],
enhanced by machine learning algorithms.

2 Background Theory

Progress in CASD of organic syntheses (both in laboratory or industrial scale) has led
to a development of some efficient working standards. The milestone of these stan-
dards seems to be a skill to recognize—in a synthesized molecule—important struc-
tural fragments, i.e. substructures (other terms: functon or synton are also used [7]).
This entity (substructure) is amono- ormulti-atomic fragment, identifiedwhile look-
ing at the structural formula of the synthesized molecule. Substructure itself can be
also a goal of the synthesis. Now, let’s consider the following problem:HowChemists
Execute Planning of Chemical Syntheses?

2.1 How Chemists Execute Planning of Chemical Syntheses

In synthesis planning chemists use, often intuitively, a great variety of problem-
solvers of a large span of finesse, depending on individual capabilities, intellectual
power, chemical knowledge available and the scale of difficulty of a structure being
synthesized. Attempts at ordering the experience in this domain [1] indicate, that
two extreme methodologies can be distinguished. The procedures, fundamentally
different with respect to generality and analytical and logical sophistication, are
called a direct-associative approach and a logic-centered approach.

Direct-AssociativeApproach utilizes abilities of recognizing in a synthesizedmole-
cule substructures which can be properly “assembled” (in a proper sequence) by
means of known reactions. A distinct characteristic of this methodology is that it
always employs only those reactions which are well known to a chemist. This con-
stitutes one of the basic shortcomings of the method, apart from the others concern-
ing, e.g., association skill. It is hard to estimate what number of individual reactions
is employed in practice by an experienced chemist; known is the fact that it is a
negligible part of the material available in the literature.

In order to realize our restrictions in volume of memorized chemical reactions, let
us recall that in the project SPRESI (development of information database on chem-
ical reactions) about 100,000 reactions are registered yearly! Incidentally, let us tell
about extreme difficulties in processing of chemical data, especially data on chemical
structures. It results from the number of investigated objects (organic compounds).
Actual data says about more than 13 millions compounds (metalorganic compounds,
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Fig. 1 Illustration of the term “substructure”. Molecule A: nitro group (1), 1,4-disubstituted aro-
matic ring (2), carbonyl group>C=O (3), C–O–C bond (4), a –CH< fragment (5), and two methyl
groups (6). Molecule B: four 6th-membered rings and three 8th-membered rings

polymers and biomolecular substances are not counted). Additionally, phenomenon
of structural isomerism complicates this situation. For example, a compound with
chemical formula C6H13NO2 has more than 10,000 isomers, whereas a compound
C25H52—above 32 millions of isomers!

This presumably results from two reasons: chemists usually employ a rather
restricted stock of their favourite reactions, and—despite experience gained dur-
ing long work—the number of remembered facts (and hence also reactions) usually
undergoes gradual reduction.

Using the classical concept of functional group, the following structural fragments
may be seen in molecule A (Fig. 1): nitro group, 1,4-disubstituted aromatic ring,
carbonyl group>C=O,C–O–Cbond, a –CH< fragment, and twomethyl groups. Yet,
the acquired chemical knowledge suggests defining a more complex substructure,
namely an ester group –C(=O)–O–), as the immediate vicinity of a carbonyl group
and a –O–C– bond implies specific chemical properties of this system. Thus, in the
case being considered the two separate systems (>C=OandC–O–C) forma common,
larger substructure. The borderline of the substructure concept thus becomes diffuse
in this case and, accordingly, the kind andnumber of substructures in a givenmolecule
may vary. Examining again a molecule Awe instantly recognize the unit (CH3)2CH–
as an indivisible structural fragment: it is known that in the process of synthesis, this
substructure is transferred intact from the reactant to the product (in other words, it
is not synthesized). Interesting questions are dealt with the molecule B (Fig. 1). How
many rings are there in this molecule? Careful inspection says about seven rings:
four 6th-membered rings and three 8th-membered rings.

Operation of direct-associative approach is illustrated by an example of synthe-
sis of compound from cyclopentadiene and methyl vinyl ketone via the Diels-Alder
reaction (Fig. 2). Any chemist dealing with the synthesis would find this pathway for
the synthesis of compound (III) using a minimum of planning and logical analysis
simply because formation of specific substructures occurring in the molecule. Cre-
ation of structural fragments present in molecule (III) (a six-membered ring with a
double bond, a characteristic bridge) is so obvious and well known that straightfor-
ward process of mental association instantly suggests a possible solution. Evidently,
this method of synthesis design is confined to relatively simple problems of organic
synthesis.
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Fig. 2 Application of direct-associative approach in organic synthesis: synthesis of compound (III)
from cyclopentadiene (I) and methyl vinyl ketone (II) via the Diels-Alder reaction

Fig. 3 Synthesis tree (fragment) for molecule TGT, expanded backwards

Logic-Centered Approach is a completely different methodology, restricted only
by body of knowledge and time of implementation in the process of synthesis design.
The molecule being synthesized, called the targe structure, (TGT), is subjected to
logical analysis, the main goal of which is to predict from which compounds one
may obtain a target molecule in single-step, known reactions. These compounds
form a set of subgoals of the first generation. Repetition of the procedure for each
subgoal results in the creation subgoals of the second generation, etc. In this manner
a tree-like structure, called a synthesis tree, is expanded (Fig. 3).

Particular branches and nodes in a synthesis tree represent chemical conversions
and defined subgoals (structures), respectively. The process of expanding of a syn-
thesis tree is continued until the generation of subgoals (subgoal) known to a chemist,
or it is terminated automatically when the subgoal is readily available as a reactant
for organic syntheses, laboratory or industrial. Generated in this way synthetic paths
(reversed path of logical analysis) are simultaneously plans. They require further
analysis in order to select the plans with the most favourable characteristics (the
smallest number of stages, each of them of the highest possible yield, lack of dan-
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gerous or poisonous stages). We see that a general diagram of the possible synthesis
routes to a given target molecule (a synthesis tree) can be constructed with lines
indicated converting reactions, called retroreactions (backward, in comparison to a
normal flow of chemical reactions). For the application of retrosynthetic (backward)
logic in planning ofmultistep syntheses of complexmolecules and its practical imple-
mentation in a system LHASA, Elias J. Corey from Harvard University (Cambridge,
USA) was honored by Nobel Prize in chemistry [3]. Chemical syntheses of many
important compounds were designed using the then system; e.g. the plant hormone
gibberellic acid [4], the total synthesis of which (twenty-step!) culminated one of
the most intriguing and salient objectives in the area of organic chemistry. Worthy
of notice is the fact, that Corey-chemist—almost at the same time as or perhaps even
somewhat earlier than professional computer scientists, invented specific, novel data
structure (a tree) and its backward searching method [6].

Comment In practice chemists probably plan organic syntheses using none of the
discussed methods in a pure form but rather a hybrid of both approaches. Initially,
a partial synthesis tree is generated. When a subgoal of sufficiently simple structure
is created, that reminds a chemist of facts known to him/her from organic synthesis,
utilization of the direct-associative method takes place. The expansion of a synthesis
tree for a complex organic molecule using computers constitutes an alluring possi-
bility of reaching for modern and very rapid methods of synthesis design. In the field
of synthesis design, the concept of reversing direction of the process with respect to
the normal course of a laboratory experiment, that is, expansion of a synthesis tree
beginning from a target structure (“backwards”) is the best illustration of problem
reduction by the discussed method. “Backward” reasoning eliminates superfluous
transformations, giving simultaneously to the process of synthesis design a particu-
lar “driving force”. However, even if a synthesis tree is developed automatically using
sophisticated computer program systems, common feature of any synthesis tree is an
ability of planning routes of syntheses consisting solely of known (described) reac-
tions; only a sequence of these reactions and/or model for which they were applied
can be novel. However, the usage of a matrix model of constitutional chemistry
(D-U model) (Sect. 3), is characterized by theoretical possibilities to generate new,
i.e. unprecedented chemical reactions. Hence it appears that in the area of simulation
of chemical reactions, using a D-U model, it is possible to generate new knowledge.
In no other fields of artificial intelligence was it possible to achieve this level of solu-
tions, because intelligent IT systems currently available are only able to reproduce
knowledge contained in the knowledgebases, and unable to detect wholly new facts
or relations. To summarize hints on automatic planning of chemical syntheses, we
may say that reactions generated by intelligent computer systems can be classified
into three categories:

1. the reactions whose evaluation, even superficial, indicates full possibility of their
laboratory implementation;

2. the reactions which display a considerable degree of ingenuity and lead to inter-
esting conclusions on the strategy of synthesis of the considered compound.
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Frequently, thesemay be the reactions altogether not taken into account, requiring
careful checking and evaluation referring to original literature data; and

3. the reactions which are (seem to be) unrealistic or too complicated to be carried
out in the current chemical knowledge.

3 Experimental. Modeling and Prediction of PGI2
Metabolic Reactions

The hormone prostacyclin PGI2 [5] was discovered in 1976 by an international
research group in which an important role played Polish scientists R. Gryglewski
and A. Szczeklik. For the discovery of prostacyclin and its function in human body,
some members of the group (B.I. Samuelson and J.R. Vane) were honored in 1982
by Nobel Prize in physiology. Prediction of PGI2 metabolic reactions was carried
out using a multifunctional CSB system [1], applying the following variants of the
matrix model:

1. variantD-U (suggested formodelingof new, unprecedented chemical transforms).
Results: 45 reactions; reaction enthalpy −25 to 124kcal/mol,

Fig. 4 Possible products of metabolic changes of the hormone in a human body. A co-reagent
of PGI2 is the water molecule. $1—stands for –CH2–CH2–COOH, whereas $2—stands for the
fragment –CH=CH–CH(OH)–CH2–CH2–CH2–CH2–CH3
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2. variant CS (patterned on a common-sense reasoning of a very gifted chemist
during the design of chemical syntheses). Results: 8 reactions; reaction enthalpy
−25 to 21kcal/mol,

3. variant SM (similarity model, combined with some machine learning algorithms.
Modeling performed in acidic medium). Results: 3 reactions; reaction enthalpy
−25 to −19kcal/mol.

Fig. 5 Prediction of PGI2 metabolic reactions: variant D-U (products only). a Reaction #1 of 45,
model D-U, b reaction #2 of 45, model D-U, c reaction #3 of 45, model D-U, d reaction #5 of 45,
model D-U, e reaction #6 of 45, model D-U, f reaction #7 of 45, model D-U
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Fig. 5 (continued)

Developed reactions (Fig. 4) disclose possible products of metabolic changes of
the hormone in a human body. Therefore, a co-reagent of PGI2 is the water molecule.
The PGI2 structure is fixed in a simplified way, with accentuation of a central part,
which yielded changes denoted as $1 and $2 (Fig. 4).

In relation to Reagents all screens shown here have the same content (the same
substances: PGI2 and H2Omolecule. Therefore, in Figs. 5, 6 and 7 only Products are
presented. More reactions are available in [1]).
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Fig. 6 Prediction of PGI2 metabolic reactions: variant CS (products only). a Reaction #1 of 8,
model CS, b reaction #2 of 8, model CS, c reaction #3 of 8, model CS, d reaction #4 of 8, model
CS, e reaction #5 of 8, model CS, f reaction #6 of 8, model CS, g reaction #7 of 8, model CS,
h reaction #8 of 8, model CS
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Fig. 6 (continued)



From the Research on Planning of Chemical Syntheses … 373

Fig. 7 Prediction of PGI2 metabolic reactions: Variant SM (acidic medium). Products only.
a Reaction #1 of 3, model SM, b reaction #2 of 3, model SM, c reaction #3 of 3, model SM

4 Conclusion

Generated transforms apt reveal the assumedmetabolic reactions of PGI2 hormone in
a human body. The first three reactions (for D-U and CS models) have been checked
and verified in extensive analytical and clinical investigations by R. Gryglewski.
Among PGI2 metabolites, 95% of the product #1, 4% of product #2 and 0.9% of
product #3 were found.
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Electrochemical Properties of TiO2 Oxide
Film on 316LVM Stainless Steel for
Orthopedic Implants

Agnieszka Hyla and Witold Walke

Abstract Electrochemical properties of metallic biomaterials in tissue environment
have a direct effect on the biocompatibility of implants manufactured out of them.
On the other hand, improved corrosion resistance is primarily related to the chemical
composition of the surface layer which is in direct contact with bone tissue. The paper
proposesmodification of the surface of the 316LVMsteelwith TiO2 oxide layer using
the ALD method, because of the good tolerability of the compound in the human
body. In order to determine the optimum number of cycles, and thereby a sufficient
thickness of the layer, an electrochemical study (EIS) and corrosion resistance study
(potentiostatic and potentiodynamic) were conducted. Studies were carried out in
Ringer’s solution at the temperature of T = 37 ◦C and pH = 6.8 ± 0.2. Finding out
what is the optimal thickness of the TiO2 layer has a prospective importance and will
contribute to the development of technological conditions with explicit parameters
for depositing oxide coatings on implants made out of steel 316LVM. Based on the
results it was found that the most favorable electrochemical properties in Ringer
solution were shown by TiO2 layer deposited using ALD method with 500 cycles.

Keywords 316LVM · TiO2 layer · Electrochemical properties · Ringer’s solutions

1 Introduction

Modifying the surface layer increases the biocompatibility of metallic implants. This
effect is usually received by forming layers or coatings with electrochemical proper-
ties controlled during implants use [20]. 316LVM steel is one of the most frequently
used metallic materials for orthopedic implants. It’s main advantage are economic
aspects. Short-term implants are frequently used is bone surgery. Therefore, the use
of implants having a higher biocompatibility, for example titanium alloys, is not
economically justified in every case. This is why surface modifications by applying
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different kinds of layers (mainly oxide) improving steel’s biocompatibility and con-
sequently corrosion resistance are conducted more and more often. Thus, the authors
proposed the application of TiO2 layers on steel 316LVM using the ALD method,
which is currently one of the most frequently used methods due to the immutability
of geometrical characteristics of the modified implant. The main factor influencing
implant biocompatibility are its electrochemical properties. That’s why the authors
focused on them in the article. Taking under consideration the complexity and kinet-
ics of processes concerning bone stabilizers, they need to be characterized by high
pitting and crevice corrosion resistance. Fretting corrosion is also to be taken under
consideration when it comes to corrosion resistance, it is not the subject of this study
though. Possible damage to the protective layer in the environment of the human
body can not be a source of electrochemical corrosion initiation and should soon
be subject to repassivation. The results of the corrosion resistance of AISI 316LVM
steels in vitro environment are discussed as an initial assessment conditioning their
suitability for use in medicine. Main component of the passive layer of this steel is
Cr2O3 oxide. Limited protective properties of this passive layer and the presence of
iron and nickel resulted in research on the possible modifications. Therefore striving
to improve the biocompatibility of AISI 316LVM steels fully justifies modification
of their surface layer. Titanium, carbon or silicon coatings can be considered as layers
improving biocompatibility. These actions are aimed, on one hand, at the preparation
of modified surfaces for subsequent surface treatments, and on the other hand at pro-
viding adequate adhesion, proliferation and cell migration. Due to superhydrophobic
effect [6], photocatalytic properties and good biocompatibility the most thermody-
namically stable titanium of the n-type semiconductor non-stoichiometric structure
of TiO2 is taken under consideration in such studies. This oxide is distinguished
by a wide passivation range reaching even a few volts [10, 19]. Due to the optical
properties of TiO2 formed oxide layers also exhibit different colors depending on the
thickness of the layer [14, 28], which may be useful for identification of particular
products in the range of sizes.

Literature data indicates [9, 15, 30] that the passive layer, the main component of
which is TiO2 oxide, provides biocompatibility and reduces the penetration of ions
of the metallic substrate to the surrounding tissues and body fluids. Many methods
are used to modify the surface of TiO2, especially electrochemical [5, 18, 22]. In
recent years, oxide layers deposition using sol-gel processes and ALD method are
becoming more and more frequent object o interest of researchers [4, 16, 25]. One
of the most important aspects in regard to the selection of the surface modification
method is to ensure the stability of geometrical characteristics over the entire length,
particularly of implants in miniaturized form, for example microplates, staples or
mini screws. Therefore, in this context, the most suitable surface modification is
the application of a layer using the ALD method (atomic layer deposition) [1, 7,
17]. Based on previous research conducted by the authors of this study [2], focused
on mechanical properties test and adhesion to the substrate, a beneficial effect on
physicochemical properties of 316LVM steel by the application of the TiO2 layer
using ALD method was found. It has been found that the most favorable set of
physicochemical properties is present in case of layers applied at a temperature of
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approx. 200 ◦C. In addition to the process temperature, a very important parameter
in determining the properties of the layer is the numbers of cycles which affects the
layer thickness. Therefore, the authors have attempted conducting an analyzes of
selected physicochemical properties of TiO2 layer deposited by ALD method at the
surface of 316LVM steel with a variable number of cycles in the range from 500
up to 2500. The number of cycles of the ALD process has a significant impact on the
final quality of the surface layer formed this way, regardless of the type of substrate.

2 Methodology

During the study 316LVM steel samples obtained from hardened rod, diameter of
d = 14mm, were used. Samples were subjected to preliminary surface modifica-
tion consisting of the vibratory treatment using suitable ceramic bodies, and then
depositing a layer of TiO2 by Atomic Layer Deposition (ALD) at different process
parameters. The influence of the number of cycles on electrochemical properties of
the obtained TiO2 layers was analyzed. It is assumed that one cycle corresponds with
the thickness of the TiO2 layer of 0.2Å [32]. A variable number of cycles of 500
(10nm)–1250 (25nm) and 2500 (50nm) and constant temperature for all variations
of T = 200 ◦C was used. TiO2 films studied in this work were grown from TiCl4
and H2O in a flow type low-pressure ALD reactor. The deposition process consisted
of repeated ALD cycles. Each cycle included a TiCl4 pulse, purge time, H2O pulse
followed by subsequent.

Pitting Corrosion Test Tests were performed according to the ASTM G48-11 stan-
dard [27]. A measuring system consisted of a VoltaLab PGP201 potentiostat, the ref-
erence electrode (saturated calomel electrode SCE KP-113), the auxiliary electrode
(platinum electrode PTP-201), an anode (the test sample) and a PC with VoltaMaster
4 software. Corrosion tests were started by open circuit potential EOCP . Polarization
curves were recorded from the value of initial potential Eini t = EOCP − 100mV. The
potential value changed towards the anode at a polarization rate 0.167mV/s. After
obtaining the corrosion current density of icorr = 1mA/cm2 the direction of polar-
ization was changed. Based on these curves corrosion potential Ecorr and potential of
transpassivation Etr were determined. Using the Sternmethod polarization resistance
value Rp was determined. The tests were carried out in Ringer’s solution manufac-
tured by Baxter at the temperature of T = 37 ± 1 ◦C, pH = 7 ± 0.2 (Fig. 1).

Crevice Corrosion Test Tests of resistance to crevice corrosion were performed
using potentiostatic method, by recording the change in current density at the poten-
tial of E = +800mV at t = 15min. The study used the same measurement system
as in the case of the potentiodynamic study.

EIS Test In order to obtain additional information on electrochemical properties
of the surface of the analyzed samples, Electrochemical Impedance Spectroscopy
(EIS) was conducted. Thismethod allows the analysis and interpretation of processes
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Fig. 1 Scheme of the corrosion test

and phenomena occurring at the interface: implant—tissue environment. The mea-
surements were carried out using the AutoLab PGSTAT302N measurement system
equippedwith a FRA 2 (Frequency Response Analysis) module. The studies used the
same electrode arrangement as in the potentiodynamic studies (Fig. 1). The results
provided information about leaks and defects in the surface layers and barrier proper-
ties with respect to Ringer’s solution. The study determined the impedance spectrum
of the system. Obtained data were fitted to the equivalent electrical circuit using least
squares method. Impedance spectra of the test are shown in the form of a Nyquist
plots for different frequencies (104–10−3 Hz) and Bode diagrams. The amplitude of
the sinusoidal voltage of excitation signal is 10mV [31].

3 Results

The first phase of the work included the study of resistance to pitting corrosion. Tests
on samples coated with of TiO2 layer (500 cycles) showed that the average value of
the corrosion potential was Ecorr = −147mV. The polarization of tested samples in
the positive direction enabled determination of the values of transpassivation poten-
tial which in this case was equal Etr = +1421mV (Fig. 2). Designated additionally
average value of polarization resistance and corrosion current density were equal:
Rp = 551k�cm2 and icorr = 0.047µA/cm2 respectively. The process of increas-
ing the number of cycles influenced the characteristics of the corrosion resistance of
TiO2 layer. Decrease of the average value of corrosion potential to Ecorr = −320mV
(1250 cycles) and Ecorr = −361mV (2500 cycles) was recorded. The polarization
of tested samples also caused an increase of passivation current density at lower
values of potentials of transpassivation (Etr = +1320mV and Etr = +1370mV):
Fig. 2 and Table1. Designated average values of polarization resistance and anode
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Table 1 Results of pitting corrosion resistance

TiO2 surface modification Ecorr (mV) Etr (mV) Rp (k�cm2) icorr (µA/cm2)

500 cycles, 200 ◦C −147 +1421 551 0.047

1250 cycles, 200 ◦C −320 +1320 460 0.056

2500 cycles, 200 ◦C −191 +1370 213 0.122

Fig. 3 Anodic current
density as a function of time
for 316LVM samples of
surface modified by TiO2
layer
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current density were equal as follows: Rp = 213k�cm2 and icorr = 0.122µA/cm2—
1250 cycles; Rp = 460k�cm2 and icorr = 0.056µA/cm2—1250 cycles respectively
(Table1).

The results of changes in anode current density in a function of time in the test of
resistance to crevice corrosion show, that regardless of the number of cycles, TiO2

layer obtained on 316LVM steel provides resistance to crevice corrosion (Fig. 3 and
Table2).

For a fuller assessment of the impact of number of cycles on electrochemical
properties of TiO2 layer in the last stage of the study the EIS test was conducted.
During the study impedance spectra were recorded for the hardened 316LVM steel
for different numbers of cycles applying the TiO2 layer (Figs. 4, 5 and 6).
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Table 2 Results of crevice corrosion resistance

TiO2 Surface
modification

Resistance to
crevice corrosion

icorr (20 s)
(µA/cm2)

icorr (900s)
(µA/cm2)

Electric charge
density (mC/cm2)

500 cycles, 200 ◦C Yes 3.11 0.01 0.399

1250 cycles, 200 ◦C Yes 0.13 0.01 0.131

2500 cycles, 200 ◦C Yes 0.29 0.01 0.048
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Fig. 5 Impedance spectra for TiO2 layer (1250 cycles): a Nyquist plot, b Bode diagram

Determined impedance spectra indicate the diverse kinetics of corrosion processes
occurring in the AISI 316LVM—Ringer’s solution system. To optimize the equiva-
lent electrical circuit reflecting the process of corrosion in the studied systems, the
authors used optimization procedure using the Levenberg-Marquardt method, which
is based on a numerical algorithm, minimum mean square error.

The use of two constant-phase elements in an equivalent electrical circuit was
proposed, which positively influenced the quality of the fit for curves determined
experimentally. Rs is the resistance of Ringer’s solution, CPEpore and a constant-
phase element used to model the capacity of surface zone of the material with high
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Fig. 6 Impedance spectra for TiO2 layer (2500 cycles): a Nyquist plot, b Bode diagram

Rs

CPEpore CPEdl
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Fig. 7 Electric equivalent circuit and result impedance of corrosive circuits of surface layers formed
on the 316LVM steel [8, 29, 31]

Table 3 Results of EIS

TiO2 surface
modification

Rs
(�cm2)

Rpore
(k�cm2)

CPEpore Rct CPEdl EOCP

Y0 n Y0 n

500 cycles, 200 ◦C 26 1413 0.8999e-6 0.92 56.7 0.8855e-5 0.89 −185

500 cycles, 200 ◦C 27 131 0.3674e-5 0.89 13.9 0.3338e-5 0.86 −194

500 cycles, 200 ◦C 25 38 0.2834e-5 0.97 5.6 0.2002e-5 0.87 −211

surface development, Rpore—an element reflecting the resistance of the electrolyte
in the zone, on the other hand Rct and CPEdl are resistance and volume of the double
layer (Fig. 7, and the mathematical model presented in Eq. (1)).

Based on the patterns of substitution characteristic values describing the corrosion
resistance were determined (Table3).

Z = Rs + Zeq (1)

Zeq =
(

1

Rpore
+ Y0( jω)n

)−1

+
(

1

Rct
+ Y0( jω)n

)−1
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4 Conclusion

Corrosion ofmetallic biomaterials leads to loss of their structural integrity and surface
functionality. Metal ions penetrating into human tissue environment may cause an
allergic or oncogenic reaction. Therefore, understanding and accurate assessment of
corrosion behavior ofmetallic biomaterials in human tissue environment still remains
a subject of interest to many researchers [11–13, 21]. 316LVM steel has a very low
corrosion rate in the tissue environment. It has been classified as a passive alloy. Its
low corrosion rate is due to the formation of a Cr2O3 oxide film (passive coat layer)
formed on the surface. Despite these advantages, this layer does not fully protect
the steel against environment of corrosive fluids which are human tissue and body
fluids. Therefore, application of various kinds of coatings, including Ti-based layers,
is more and more often taken under consideration in order to improve biocompati-
bility. Ti is an element with much better electrochemical properties compared to Cr.
One of currently used methods of surface modification is ALD. This method allows
researchers to precisely deposit a geometrically constant layer of proper thickness in
a very uniformmanner on entire implants surface. Results of previous studies showed
that the temperature of the process has an important influence on final properties and
quality of the layer [2, 3]. Therefore, the authors assessed the influence of the TiO2

layer thickness on its electrochemical properties in contact with Ringer’s solution
simulating the actual conditions used for the implant in bone surgery. In order to eval-
uate the electrochemical behavior of the TiO2 layer a potentiostatic, potentiodynamic
and impedance studies were conducted. The results of these studies clearly showed
that regardless of the thickness, the TiO2 layer improves the resistance of 316LVM
steel to pitting corrosion. The obtained results confirm scientific reports from Marin
et al. [23, 24] and Shan et al. [26], who also found the influence of ALD process on
increasing corrosion resistance of austenitic steel positive, compared to the material
in the initial state. In particular, they noticed decrease of the current density and an
increase of the perfect passivation area as compared to samples without the applied
oxide layer.

Polarization curves measured in potentiodynamic tests were not characterized by
the occurrence of hysteresis loop proving the presence of the initiation and develop-
ment of pitting process. There was only observed a potential of transpassivation in
areas of aggregation of ions adsorbed from the solution, mostly Na+ and Cl–. This
phenomenon is mainly due to the migration of Cl-ions, assisted by an electric field
to the oxide layer, thereby causing its dissolution. The conducted studies showed,
that thickness of the layer doesn’t improve its electrochemical stability. It has been
shown that the layer produced in 500 cycles is characterized by the most advan-
tageous set of properties protecting steel against Ringer’s solution environment. In
both studies, potentiodynamic and impedance, this layer has obtained the highest
value of polarization resistance and charge transfer resistance which testifies its high
electrochemical tightness and durability. Increasing the number of cycles and thereby
the thickness of the TiO2 also resulted in lowering the corrosion potential thereby
weakening the barrier properties. Regardless of the number of cycles, based on the
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potentiostatic tests it was found that the 316LVM steel with the TiO2 layer is fully
resistant to crevice corrosion.

Summing up, the conducted studies clearly demonstrated that the most favorable
electrochemical properties were obtained for the TiO2 layer (10nm).
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Evaluation of Physicochemical Properties
of TiO2 Layer on AISI 316LVM Steel
Intended for Urology

Wojciech Kajzer, Anita Kajzer, Magdalena Grygiel-Pradelok,
Anna Ziębowicz and Bogusław Ziębowicz

Abstract The paper presents results of physicochemical properties of TiO2 layers
deposited in the ALD process on AISI 316LVM steel intended for applications in
urology. The steel was subjected to electrolytic polishing and chemical passivation
and was coated with a oxide layer of TiO2 in a low temperature ALD process with
predetermined variable number of cycles and a constant temperatureT=200 ◦Cof the
process. Were analysed processes of 500, 1250 and 2500 of cycles. The paper shows
the results of macroscopic evaluation, study of wettability and surface roughness,
potentiodynamic test of pitting corrosion resistance and electrochemical impedance
spectroscopy EIS in a solution of artificial urine. Based on these results usefulness
of the proposed TiO2 layers on the AISI 316LVM stainless steel was assessed.

Keywords Artificial urine · Corrosion resistance · EIS · Wettability · Stainless
steel · 316LVM · TiO2 layers · ALD

1 Introduction

Stenosis of ureter or urethra often leads to urinary retention in both organs. This
condition poses an immediate threat to health and may cause permanent damage to
certain organs [34]. The main reasons for stenosis the ureters and urethra includes
acquired defects, prostatic hyperplasia, cancer of the ureter and urethra, and nar-
rowing as a consequence of the operation on the urinary tract. To a lesser extent,
arising stenosis are the result of congenital defects [8]. One of the basic method
of treatment is the use urological stents. Continuous development of techniques are
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increasingly demanding for materials used for this type of implants. This applies
particularly to their physical and chemical properties, which should be tailored to
the urine environment, in which urological implants are staying. In particular, it is
required that they are not subject to corrosion, encrustation, migration, they should
be resistant to radiation, therapeutic substances, cracking, bending, stretching, and
also displayed the ability to elastic deformations. Still unsolved, a very important
issue is the problem encrusting the surface of these implants. It involves a partial
or complete overlap of the surface of the crystals of calcium phosphate in the form
of hydroxyapatite and magnesium ammonium phosphate. The gradual overgrowing
side holes and central canal of the implant leads to obstruction and may stop the flow
of urine. Encrustation is observed with various intensity depending on the individual
characteristics of the patient, regardless of the implantation time and is caused by
infection with bacteria which produces urease, involved in the hydrolysis of urea to
ammonia and carbon dioxide, causing an increase pH of urine [13, 21, 24]. In many
studies on the problem of encrustation was observed that urinary tract infection in
the presence of the implant increases the deposition process of these crystals [15].

Degradation of the implanted biomaterial takes place in an environment of human
body fluid predominantly from the operational and mechanical loads and corrosive
action of environment [14, 23]. Corrosion resistance is dependent on the type of
biomaterial metal and condition, morphology and the crystal structure of the surface
layer of metal. Therefore, improvement of functional properties of metal implants
used in urology, but also in other fields ofmedicine, such as interventional cardiology
or orthopaedics and traumatology, can be obtained by mechanical and electrochem-
ical processing and modify the surface layer of biomaterials. For this purpose, the
oxide layer is prepared on surface, e.g. SiO2 with suitable structure and physic-
ochemical properties ensure high biocompatibility [3–5, 7, 28, 30, 31]. Besides
modification of the itself surface of the metal biomaterial can be used a coating made
of polymeric biomaterials or biodegradable polymers which release substances. The
purpose of these layers is preventing the development of inflammatory conditions
caused by bacteria or fungi, reducing the risk of encrustation. Additionally, for long-
term implants, biodegradable polymer coating may assist in the healing process by
enabling the epithelial tissue coverage of the stent. The substances released in the
degradation process of the polymer coating may be: particles of silver and titanium,
ciprofloxacin, triclosan, gentian violet, fluconazole, amphotericin or caspofungin [2,
10, 11, 22, 26, 29, 33]. At the same time, the metal structure of the implant will
provide lasting treatment effect narrowed sections of the ureter or urethra [17].

Metal biomaterials used for urinary stents are titanium alloys, including popular
shape memory alloys, as well as cobalt alloys and widely used for stents in cir-
culatory system AISI 316LVM stainless steel. Comprehensive solution to improve
their functional properties in an environment of urine should be focused on shaping
the structure of the surface layer. Biocompatibility is essential, so mechanical prop-
erties, electrochemical and surface wettability (mainly connected with topography
and chemical structure) directly influenced by it. Biocompatibility studies of AISI
316LVM steel indicate a need to eliminate nickel from the surface and replace it
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with other elements which increased biocompatibility in the tissue environment. A
significant problem is limiting of urological implant surface encrustation process
calcium and magnesium compounds. For this purpose, more often protective layers
containing titanium—TiO2 are used. This oxide is distinguished by a wide passive
range, reaching even a value of few volts [27]. It is possible to make this type of
layers of good adhesion to the substrate, wear resistant and also protecting steel
against corrosion processes. Krishna et al. prepared TiO2 coatings on stainless steel,
and they found that the stainless steel showed improved corrosion resistance with
TiO2 coatings [25]. The resulting oxide layers, due to the optical properties of TiO2,
also show varying colour, depends on the layer thickness [27] which can be useful
to identifying particular products in model series on different range of sizes. One of
promising methods of applying the TiO2 layer is surface modification by using ALD
(atomic layer deposition) method [1, 9, 18]. The method of “atomic layer depo-
sition” is characterized by the fact, that zone which create a solid phase has been
limited to monomolecular adsorption layer. This was achieved by use to alternating
cycles—pulses of precursors into the reaction chamber. Moreover, after each pulse
of precursor will be removed by products of the reaction and not adsorbed molecules
from the reaction chamber, by means of pulse of inert gas. It causes, that in the gas
phase precursors do not have contact with each other outside adsorbent layer.

Taking into account problems which are relating to the use of metal biomaterials
in urology and improving their functional properties, the aim of this study was to
define the influence of number of cycles ALD process on selected physicochemical
properties of TiO2 layer applied to AISI 316LVM steel surface, in an artificial urine.
In order to achieve our goal, potentiodynamic corrosion resistance, electrochemi-
cal impedance spectroscopy, and wettability and surface topography studies were
conducted.

2 Materials and Methods

Austenitic stainless steel AISI 316LVM in the form of discs of diameter d = 14mm
and thickness g = 2mmwas used in the study. The steel of the chemical composition
shown in Table1.

Before surface modification all the samples were electrochemically polished in
the phosphate sulphate acid bath and passivated in 40% HNO3 (samples in initial
state). These treatments are required as basic operations for the surface treatment

Table 1 Chemical composition of the analyzed stainless steel (316LVM)

Element, %mass C Si Mn P S Cr Mo Ni

ISO 5832–1:2007 ≤0.03 ≤1 ≤2 ≤0.025 ≤0.01 17–19 2.25–3 13–15

Analyzed steel 0.022 0.59 1.67 0.015 0.001 17.5 2.75 14.25
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of austenitic steels used for implants. Then the prepared samples were coated with
a TiO2 layer with the use of Atomic Layer Deposition (ALD). A variable number
of cycles: 500, 1250 and 2500 was used along with the constant temperature T =
200 ◦C, for all the variants. The TiO2 films investigated in this study were grown
from TiCl4 and H2O in a low-pressure ALD reactor [16]. The deposition process
consisted of repeated ALD cycles. Each cycle included a TiCl4 pulse, the purge
time, H2O pulse and another purge time. For evaluation of the effect of TiO2 film
deposition on the physicochemical properties of the assumed surface modification,
the authors proposed the potentiodynamic and impedance test, surface topography
as well as wettability tests.

2.1 Potentiodynamic Test

The tests were carried out as recommended by ISO 10993–15 standard. The test
stand comprised of the VoltaLab PGP201 potentiostat, the reference electrode (satu-
rated calomel electrode SCE), the auxiliary electrode (platinumwire), the anode (test
sample) and a PCwith VoltaMaster 4 software. The corrosion tests started with deter-
mination of the open circuit potential EOCPduring the first 120min. The polarization
curves were recorded starting with the initial potential value, Einit = EOCP—100
mV. The potential changed along the anode direction at the rate of 3 mV/s. Once
the anodic current density reached the value of 1 mA/cm2, the polarization direction
was reversed. On the basis of the curves the corrosion potential Ecor , the breakdown
potential Eb, the repassivation potential Ecp, were determined along with the value
of the polarization resistance Rp, calculated with the use of Stern method.

2.2 EIS Test

In order to achieve additional informationon electrochemical properties of the surface
of the evaluated samples, electrochemical impedance spectroscopy (EIS) was used.
Such method allowed for analysis and interpretation of processes and phenomena
occurring at the phase boundary: implant—artificial urine environment. The mea-
surements were made with AutoLab PGSTAT 302N system with FRA 2 (Frequency
Response Analyse) module. The system of electrodes applied was identical to that
used in potentiodynamic tests. Tests making use of EIS brought some information
on tightness and faults of the surface layers as well as barrier properties related
to artificial urine. Impedance spectra of the system were determined and the data
obtained referred to the equivalent circuit. On such basis the values of resistance R
and capacityC of the evaluated systemswere presented. The impedance spectra of the
assessed system were presented as Nyquist diagrams for different frequency values
(104 ÷10−3 Hz) and also as Bode diagrams. The amplitude of the sinusoid voltage
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Table 2 Chemical composition of artificial urine [20]

Chemical composition NaCl KCl NaHPO4 Na2SO4 MgSO4 C6H5Na3O7

Concentration (g/dm3) 6.17 4.75 4.35 2.41 0.99 0.94

inducing signal was 10 mV. The obtained EIS spectra were interpreter following
adjustment to the equivalent circuit with the use of the smallest square method. All
electrochemical test were carried out in the environment of 250 ml artificial urine
(Table2) at the temperature T = 37 ± 1 ◦C, and pH = 5.5 ± 0.2.

2.3 Wettability Test

In order to determine the surfacewettability of the selected samples, thewetting angle
and surface free energy (SFE) were evaluated with the use of Owens–Wendt method.
The wettability angle measurement were performed with two liquids: distilled water
(θw) (by Poch S.A.) and diiodomethane (by Merck). Measurements with a drop of
liquid and diiodomethane spread over the sample surface were carried out at room
temperature (T = 23 ◦C) at the test stand incorporating SURFTENS UNIVERSAL
goniometer by OEG and a PC with Surftens 4.5 software to assess the recorded drop
image. 10 drops of distilled water and diiodomethane each, 1.5 µl volume, were
placed on the surface of each of the samples. The measurement started 20 s after
the drops were dripped. Duration of a single measurement was 60 s at the sampling
frequency 1Hz. The mean values of the wetting angle θav and the surface free energy
γS were illustrated graphically. The values of surface free energy (SFE) assumed for
the calculations, including their polar and dispersion components were respectively,
for distilled water: γ p

s = 51.0 and γ d
s = 21.8 mJ/m2 and for diiodomethane: γ p

s = 6.7
and γ d

s = 44.1 mJ/m2.

2.4 Microscopic Observation and Surface Roughness
Measurements

Evaluation of the surface using a stereomicroscope SteREODiscoveryV8 fromZeiss
with software AxioVision was carried out. While roughness measurement using
contact profilometer Surtronic 3+ by Tylor Hobson was performed. The parameter
Ra was determined—the arithmetic average of ordinates profile, in accordance with
recommendations of PN–EN ISO 4287. Values as average of 5 measurements on
each sample with standard deviation were given.
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3 Results and Discussion

3.1 Potentiodynamic Test

Results of potentiodynamic tests carried out to evaluate the pitting corrosion resis-
tance are presented in Table3 and Fig. 1. Results obtained for electrochemically
polished and chemically passivated 316LVM stainless steel in initial condition made
it possible to define the corrosion potential Ecor, the value of which ranged between
−242 and −256 mV. It was also observed that the value of transpassivation poten-
tial Etr ranged between +1190 and +1207 mV, while the polarization resistance Rp
between 155 and 165 k�cm2. Similar values of the breakdown potential and the
polarization resistance were obtained by the authors [14, 23] in investigations of
implants manufactured of the stainless steel, after electrochemical polishing.

Subsequently, samples with prepared TiO2 layer deposited by the ALD process
were tested. Regardless of the number of the ALD process cycles, breakdown poten-
tial Eb and repassivation potential Ecp were observed, demonstrating possibility of
development pitting corrosion. Average values of breakdown potential for analysed
variations were greater than the transpassivation potential Etr set for initial state and

Table 3 The results of pitting corrosion tests

Surface
condition

Ecor (mV) Eb (mV) Ecp (mV) Etr (mV) Rp (k�cm2)

Initial state −249 (10) — — 1198 (12) 160 (7)

500 cycles −206 (5) +1630 (35) +1363 (55) — 409 (8)

1250 cycles −172 (5) +1625 (8) +1361 (16) — 174 (4)

2500 cycles −175 (6) +1659 (8) +135 (6) — 184 (14)

Ecor—corrosion potential, Eb—breakdown potential, Ecp—repasivation potential, Etr—
transpasivation potential, Rp—polarization potential

Fig. 1 Polarization curves of AISI 316LVMat initial state and after TiO2 ALD surfacemodification
with different number of process cycle
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were in range from Eb = +1559 to Eb= +1669 mV. In addition, all registered repassi-
vation potential Ecp values were also higher than those established transpassivation
potential values for initial state and ranged from Ecp = +1302 to Ecp = +1380 mV.
This indicates that corrosion resistance was increased of samples subjected to surface
modification by titanium oxide in the ALD process compared to initial state of sam-
ples in an artificial urine (despite breakdown potentials). For the 500 ALD process
cycles increase the value of polarization resistance Rp compared to other analysed
options was stated. Furthermore, advantageous reduction in the current density was
observed—Table3 and Fig. 1.

Based on the potentiodynamic tests, taking into account results preferred option
was TiO2 layer applied in 500 ALD process cycles was stated. Similarly, improve-
ment of corrosion resistance of stainless steel and titanium alloys, as a result of
applying the layer of titanium dioxide, in the environment simulating human body
fluids authors were observed [6, 19, 25].

3.2 EIS Results

In the Figs. 2 and 3 the impedance spectra for AISI 316LVM steel in initial state and
with applied TiO2 layer after process in established technological conditions were
shown.

For analysis impedance spectra corrosion system experimentally determined for
AISI 316LVM steel + TiO2—artificial urine, equivalent electrical circuit (as shown
in Fig. 4) were used. Obtained impedance spectra for test samples were interpreted
by comparison to equivalent electrical circuit, which indicates presence a double
layer (two time constants visible in the diagrams), where Rs—resistance of the arti-
ficial urine, Rp—electrolyte resistance in pores and CPEp—capacity of double layer

Fig. 2 Impedance spectrums for AISI 316LVM steel in initial state and after 500 cycles ALD
process: a Nyquist diagram. b Bode diagram
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Fig. 3 Impedance spectrums for AISI 316LVMafter 1250 and 2500 cycles ALDprocess: a Nyquist
diagram. b Bode diagram

Fig. 4 Equivalent electrical circuit for AISI 316LVM—TiO2 layer—artificial urine: a double layer,
b triple layer

(porous, outside surface), whereas Rct andCPEdl/cdl—the resistance and capacitance
of the oxide layer. Application two elements with the constants phase in equivalent
electrical circuit had positively influenced quality of the fit curves experimentally
determined for samples in initial state and after 500 cycles ALD process—Fig.4a.
The impedance spectra for samples after 1250 and 2500 cycles ALD process by
comparison to equivalent electrical circuit indicating presence of an additional sub-
layer were interpreted—Fig.3b. Suggested fit from processes taking place in porous
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Table 4 Results of EIS

Surface Rs
(�cm2)

Rad
(k�cm2)

Cad (µFcm−2) Rpore
(k�cm2)

CPEpore

Y01 (�−1cm−2s−n) n1

Initial state 55 — — 1 0.2621e–4 0.87

500 cycles 48 — — 63 0.8727e–5 0.84

1250 cycles 51 402 18 9 0.8487e–5 0.87

2500 cycles 56 750 6 21 0.7290e–5 0.76

Surface Cdl
(µFcm−2)

Rct
(k�cm2)

CPEdl EOCP (mV)

Y02
(�−1cm−2s−n)

n2

Initial state — 2500 0.1887e–4 0.87 −198

500 cycles 18 3200 — — −151

1250 cycles — 4220 0.4793e–5 0.89 −196

2500 cycles — 6550 0.1190e–5 0.99 −141

oxide layer, forming on samples surface by interaction with electrolyte was resulted.
Character similar to capacitively porous layer by resistance Rad and capacity Cad
adsorption layer were supplemented—Fig. 4b.

In conclusion, the obtained results of impedance measurements prove signifi-
cant influence of TiO2 layer on corrosion resistance of AISI 316LVM steel were
confirmed—Table4. It was found, that in all cases impedance modulus tested cor-
rosion systems was reduced with increased frequency. The phase angle also with
frequency was changed. Obtained impedance spectra for all samples about high sta-
bility of electrochemical oxide layer on such prepared steel surfaces were provided.
Additional presence of the porous layer on oxide surfaces layerwith highly developed
surface area is a barrier against corrosive environment in artificial urine. Successively,
in 1250 and 2500 cycles ALD processes formation an additional adsorption sublayer
unfavourable processes of initiation encrustation mineral compounds coming from
the solution of the artificial urine were evidenced.

3.3 Wettability Results

The results of wettability and surface energy calculations and examples of drops
dripped in the surface of samples in initial state and samples with TiO2 are presented
in Figs. 5 and 6.

The obtained results pointed to the increased values of the wetting angle θav

for the samples of stainless steel, type AISI 316LVM with ALD deposited TiO2

layer. The electrochemically polished and passivated samples are hydrophilic and
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Fig. 5 The surface energy calculated on the basis of the contact angle measurements—OWmethod

Fig. 6 Sample measurement of wetting angle, sample: a initial state (θav = 81.63◦), b 500 cycles
(θav = 95.63◦)

show very low surface wettability (θav = 81.63◦). Such results were also obtained
by the authors [32], who evaluated the physicochemical properties of surfaces of
AISI 316LVM steel implants after electrochemical polishing and passivation. The
obtained the mean value of the contact angle θav ranged between 76.44 and 81.95◦.
Deposition of the TiO2 film over the studied samples effected in the elevated wetting
angle, regardless of the number of cycles in the ALD process, resulting therefore in
the hydrophobic surfaces. No significant differences were observed in the values of
the surface energy throughout the investigated sample surfaces. The study indicated
that steel with the deposited T iO2 layer showed higher wetting angle (θav = 95.63◦
and θav = 98.94◦) and as compared to the values obtained in surfaces after polishing
and passivation. The wetting angle values in samples with the TiO2 layer (a number
of cycles 500 and 1250) were θav > 90◦ which proved the hydrophobic properties
of the evaluated surfaces and appeared as a favourable phenomenon for the urology
implants [32] contrary to investigations by the authors [12], who grew silicon films
on steel samples with the use of sol–gel method, observing increased wettability in
all variants of the investigated coatings, as compared to polished samples, which is
an adverse feature in case biomaterials intended for urological implants.
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3.4 Microscopic Observation and Surface Roughness
Measurement

Based on conducted measurements it can be concluded, that TiO2 layer have no
significantly affected of roughness surface change in relation for surface in initial
statewhichwas subjected to electrolytic polishing and chemical passivation (Table5).
This is confirmed by the fact, that oxide layer obtained by ALD process provide the
constancy of geometrical features of surface. Provide a mapping of output surface
condition but not its alignment [6].

Samples surface macroscopic observation (Fig. 7) after potentiodynamic tests rel-
ative to surface before testing show presence of corrosion pits (Fig. 7d, f, h). This is
confirmed by potentiodynamic curves of samples with TiO2 layer which breakdown
potential and hysteresis loops showing initiation of pitting corrosion and its devel-
opment were observed (Fig. 1). Only for electropolishing and chemical passivation
samples surface where transpassivation potential was observed, after tested, pitting
corrosion was not found.

Table 5 Surface roughness

Surface condition Initial state 500 cycles 1250 cycles 2500 cycles

Ra (µm) 0.14 (0.03) 0.15 (0.04) 0.17 (0.02) 0.16 (0.05)

Fig. 7 Sample of surface specimens: a, b initial state before and after corrosion test. c, d ALD
process of 500 cycles before and after corrosion test. e, f ALDprocess of 1250 cycles before and after
corrosion test. g, h ALD process of 2500 cycles before and after corrosion test—stereomicroscopic
mag. 4.8x
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4 Conclusion

Modification of 316LVM steel surface with titanium dioxide is of interest of many
researchers who are dealing with issues related to improving biocompatibility of
material in the tissue environment. In particularly, use TiO2 on metal biomaterials
surface intended for implants used in urology looks promising. An aggressive envi-
ronment of urine, are leading to early metal biomaterials destruction, and above all,
problem with encrustation leads to stopping urine flow, causing necessity for fre-
quent replacement. In view of complicated structure urological stents and their small
size, suitable method for application protects oxide layers may be ALD process. This
process allows control film thickness during the application process and above all,
maintain a constant thickness on whole implant.

Based on potentiodynamic results can be concluded, that suggested variants of
surface modification with ALD process, which was carried out at T = 200◦C during
while TiO2 layer was applied, is useful for improvement of physicochemical prop-
erties of AISI 316LVM steel in artificial urine. It was found that ALD process of
500 cycles is the most preferred. Obtained the highest value of polarization resis-
tance and the smallest value of the corrosion current compared to other analysed
variants of ALD process and also compared to initial state of samples, the smallest
surface activity of investigated steel was indicated, Table1, Fig. 1. Moreover, cre-
ating titanium dioxide layer was contributed to increase breakdown potential value
and repassivation potential value relative to transpassivation potential for samples
having a surface treated with only on electropolishing and passivation process.

On the basis of the EIS results, for theALDprocesses of 1250 and 2500 cycles, the
presence of additional adsorption sublayer on samples surface was observed. This
layer indicates on initialization of encrustation process by mineral compounds com-
ing from the artificial urine solution. This phenomenon is disadvantageous, because
canal of vessel slowly will be overgrown reducing the urine flow in consequence.
Excessive growth of encrustation will stop the flow completely.

The study of surface topography confirmed that, regardless of the number of
ALD process cycles, no change of roughness was observed. Therefore, choosing
suitable surfacemodificationwhich allow to form a predetermined surface roughness
before the ALD process is essential. The similar results were obtained in the surface
wettability tests. Regardless of the number of cycles, the TiO2 layer demonstrated
comparable surface wettability of hydrophobic character. Such nature of the layer
may prevent the implant surface against encrustation in an urological fluid.

In summary, the obtained test results indicate that ALD method is perspective for
metal implants surface modification for use in urology. In order to fully characterize
TiO2 layers, further research, in particular as regards to encrustation of urological
implant, need to be conducted. The research should include analysis of influence
of long-term exposure to artificial urine of AISI 316LVM steel samples modified in
the ALD process on their surface encrustation, as well as on their physicochemical
properties and mass density of metal ions released to the solution.
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Non-destructive Evaluation of Biomaterial’s
Magnetic Field After Plastic Deformation

Milan Smetana, Vladimir Chudacik, Klara Capova
and Monika Oravcova

Abstract The article deals with the non-destructive evaluation of conductive
biomaterials. Various austenitic steel specimens are inspected under the same condi-
tions. Residual weak magnetic field of the biomaterials is investigated. Commercial
fluxgate sensor is used for the inspection. The gained results are presented and dis-
cussed in the paper. Biomaterials applied in the form of implants are under long-term
mechanical stresses.

Keywords Non-destructive evaluation ·Fluxgate sensor ·Conductive biomaterials ·
Austenitic stainless steel

1 Introduction

A role of non-destructive evaluation (NDE) of material structures is undeniable
worldwide, because it plays very important role in present time. Increased R&D
activities in the field of NDE have been motivated by the need for precise eval-
uation of cracks and flaws for the assessment of the expected life of mechanical
components. Industry still continues to reap the benefits of solid state magnetic field
sensing. Moreover, many industrial applications require complex inspection where
the main aim is to prevent a failure of various components [1, 6]. Periodic inspection
of such components and devices ensures their safe, effective and long-term operation.
New methods and devices are still being developed and designed to tackle gradually
increasing demands for reliable detection and precise characterization of materials
and their defects. NDE techniques are widely used in a range of industries for the
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inspection of various complex structures, such like biomaterials [11]. New tech-
nologies and activities from the last decades have allowed to design and to develop
special types of sensors, which have properties suitable for the electromagnetic NDE
applications.

This article deals with non-destructive investigation of conductive biomaterials.
Magnetic field of the austenitic stainless steel is inspected before and after applied
plastic deformation. The reason for this inspection is to give information about
changes of biomaterial’s structure. This is based on the residual magnetic field eval-
uation. Experimental results are presented and discussed in this paper.

2 Conductive Biomaterials and Magnetic Field Evaluation

Biomaterial is defined as a non-livingmaterial used inmedical environment to interact
with living system. Biomaterials are used as prosthesis, implants, medical equipment
and instruments intended for internal usage. These materials have to be biocompati-
ble which refers to the properties of biomaterials being biologically compatible with
living tissues or a living system without toxicity. The problem of these metallic bio-
materials is their relatively large susceptibility to corrosion. High Young’s modulus
and related strength also sufficient high yield strength are inmetallicmaterials related
with toughness and elongationwhich play predominant role in final properties. These
final properties have to be taken into consideration, so themetallic biomaterials could
transfer relatively high load without unwanted changes in shape. The final proper-
ties depend mostly on their chemical composition and on final processing methods
(mechanical processing and heat treatment). Both of the factors influence the struc-
ture of the material [8]. Metallic materials have predominant role in orthopedic
surgery in most orthopedic devices, including temporary devices (e.g. bone plates,
pins and screws) and permanent implants (e.g. total joint replacements). These mate-
rials can be categorized according to their major alloying element: stainless steels,
cobalt-based alloys and titanium-based alloys [2]. Stainless steel is the generic name
for iron-based alloys that contain a high percentage (11–30%) of chromium and
varying amounts of nickel. Stainless steels can be categorized according to chemical
composition into two groups: the chromium and chromium-nickel types. Alterna-
tively, they can also be grouped based on the characteristic microstructure of the
alloys: martensitic, ferritic, austenitic, or duplex (austenitic plus ferritic). Except for
the duplex type, each of the other three groups of stainless steels finds applications
in medical devices. However, only austenitic stainless steels are used as implants
[8]. The most important group of austenitic stainless steels are chromium-nickel and
chromium-nickel-molybdenum types, stabilized with niobium or titanium (e.g. AISI
316Ti), including the types with low carbon content (e.g. AISI 316L) [2]. Conduc-
tive biomaterials can be evaluated non-destructively, using special electromagnetic
methods. The main aim is to investigate their inhomogeneities (mainly fatigue and
stress-corrosion cracks, notches), but also to reveal the structure deformations, due
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to the phase transitions [9, 10]. Some special types of conductive biomaterials may
change their structure and electromagnetic properties, due to the applied mechanical
deformation. Austenitic stainless steels are such types of biomaterials. These mate-
rials have the same properties as paramagnetic materials. Mechanical deformation
leads to the phase transformations (transitions), where induced martensitic compo-
nent is generated. Thus, ferromagnetic component is induced. Moreover, austenitic
and induced martensitic component have different mechanical properties.

Investigation of the residual (weak)magnetic fields of the conductive biomaterials
can be performed using sensitive magnetic field sensors. One of the theoretically
well-described is the fluxgate sensor. This magnetometer was firstly introduced in
the 1930s. It is a solid-state device for measuring the magnitude of DC, or low
frequency ACmagnetic fields, in given direction [5]. The sensors are reliable, rugged
as they contain no moving parts; they have very low energy consumption and they
can reach 10pT resolution and 1nT long-term stability. Fluxgate magnetometers
have advantages over other types of field sensors in certain area of field intensities
and frequency measurements. Unlike the induction magnetometers, which register
field changes only, fluxgate sensors may be used for absolute measurements besides
measuring the direction of the field [3]. Even though, good sensitivity is offered by
fluxgate sensors with no need for superconductivity [4, 7].

3 Experimental Set-Up

Experimental biomaterial—conductive stainless steel specimens are inspected in this
study. Three different austenitic steel grades, according to theAISI standard, are eval-
uated: 304, 316L and 316Ti grade. The samples have the cylindrical shape, with an
initial height (measured from the base to the top) of h = 14 mm and with radius of
r = 6mm. All the specimens were previously dissolutionally annealed at the defined
temperature (1050 ◦C/35min.). This regime was defined as the reference state. Fur-
ther, the controlled mechanical deformation was applied. The deformation was per-
formed by mechanical loading in the opposite sides of the cylindrical specimens,
Fig. 1. Four values of the applied plastic deformations were inspected: T1 = 5%,
T2 = 10%, T3 = 20% and T4 = 40% (this value represents the percentage shorten-
ing of the length of the specimen after the plastic deformation, in comparison with
the reference sample).

Every specimen was checked using hardness measurement (according Vickers) to
define the deformation percentage. Measurement was performed by measuring the
length of the indenter crosslinks. Following inspection is performed: constant lift-off
distance is set to h1 = 1.6cm, above the base of the biomaterial.

The fluxgate magnetometer, shown in Fig. 2 is used to pick-up the response signal.
It is the commercial one, made by Canon. Measured component of the magnetic field
in given direction is converted to the output voltage signal.
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Fig. 1 Spatial configuration of the specimen and probe during the inspection

Fig. 2 Dimensions and configuration of the sensing element (fluxgate magnetometer)

Fig. 3 Flowchart of the experimental set-up

Configuration of the experimental set-up is shown in Fig. 3. Measured data are
acquired using the data acquisition card with resolution of r = 16bit/channel, fs =
2kS/s. User interface for data manipulation, controlling the stage and processing the
data is created using the LabVIEW virtual instrumentation. Two dimensional surface
raster scan is performed over each sample, in defined rectangular area (number of
scanning lines n = 80, step distance of s = 0.25mm, scanned length per line of
p = 35mm).
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4 Experimental Results

Results of the experimental measurements are presented in this section. Three-
dimensional waveforms display distribution of the magnetic field over the material’s
surface. Surface 2D graphs display appropriate maximum values of the magnetic
field only. All the waveforms are processed as the differential responses (reference
signal is subtracted from the individual waveforms).

The waveforms shown in Figs. 4, 5 and 6 are the illustrative examples. All the
waveforms can be displayed in such configuration. It can be seen that the residual
magnetic field is distributed on non-uniformway, over the specimen’s surface.More-
over, the direction as well as the values of the field is changing. This is the result
of the applied loading force, leading to the plastic deformation. To compare all the
inspected results, following type of the graphs are presented: only maximum values
of the 3D graphs are taken into account, to be the resulting waveforms displayed
within one graph.

Fig. 4 Experimental results: residual magnetic field distribution, AISI 316Ti, T1 = 5%

Fig. 5 Experimental results: residual magnetic field distribution, AISI 304, T1 = 5%
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Fig. 6 Experimental results: residual magnetic field distribution, AISI 316L, T1 = 5%

Fig. 7 Experimental results: maximum field values, AISI 316Ti

Figure7 display the individual waveforms for all the plastic deformation values.
It can be observed that the highest response has specimen with the deformation
of T1 = 5%. This lies in fact that the higher the applied deformation, the lower the
length of the specimen. The lift-off distance is increasing in suchway, what possesses
the lower-values response signal.

Individual waveforms presented in Fig. 8 present the same situation, for AISI
304 specimens. As can be seen, the highest signal strength is obtained for the plastic
deformation of T4 = 40%.Moreover, all thewaveforms are approximately 200 times
higher, in comparison with AISI 316Ti results. This is caused by higher level of the
induced martensitic component, which is ferromagnetic.
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Fig. 8 Experimental results: maximum field values, AISI 304

Fig. 9 Experimental results: maximum field values, AISI 316L

Obtained results for the AISI 316L are displayed in the Fig. 9. Their information
content is comparable to the AISI 316Ti results. Further, individual waveforms have
comparable information value. As it can be observed, it is quite difficult to find out
differences between the waveforms, with respect to the signal values.
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Fig. 10 Experimental results: lift-off l = 20mm, maximum field values

Figure10 display the waveforms, where the lift-off distance was set to l = 20mm.
This value was chosen to simulate the situation in real praxis: conductive biomate-
rial is located under the biological structure, in the distance of several millimeters.
The only inspection is possible from this distance. The highest value of the plas-
tic deformation (T4 = 40%) is compare in this graph. It can be observed that the
highest signal strength has the material AISI 304 due to the presence of martensitic
components. Further, it can be concluded that the also the AISI 316Ti material has
different residual magnetic field values, in comparison with AISI 316L one. Based
on the obtained results, it can be concluded: presence of the induced martensitic
component can be evaluated using sensitive magnetic field sensors. The best results
were achieved just for thematerial AISI 304, which possesses the highest measurable
values of the magnetic field.

5 Conclusion

Impact of applied plastic deformation on residual magnetic field, in non-destru-
ctive evaluation of biomaterials, was investigated in the paper. The article presented
magnetic field evaluation of the three different austenitic steel grades, used inmedical
praxis. Experimental measurements were carried out to compare the magnetic field
of the individual specimens, before and after applied plastic deformation. All the
measurements were performed under the same conditions. The presented results
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showed that plastic deformation has strong impact on sensed responses. The residual
magnetic field of such biomaterials can be evaluated using presented fluxgate sensor.

Further work of the authors will focus to detailed study of such biomaterials
inspection, aimed to evaluation of fatigue cracking due to the phase transitions.
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