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Preface

After many years of research and development in the area of computer-assisted
diagnosis and therapy, multimodal medical imaging systems prove the ability to
provide quantitative and qualitative information leading to increase the sensitivity
and specificity of many clinical procedures. Often the aspect of multimodal analysis
is extended to other domains including signals, video recordings, posture informa-
tion, histopathological image quantification, patient tracking, and retrospective and
prospective analyses, all combined with image data or one with another.
Mathematical information analysis, computer applications together with medical
equipment and instruments have become standard tools underpinning the current
rapid progress with developing computational intelligence. However, modern sys-
tems still face challenges in performing hybrid data registration, subsequent analysis,
and visualization to deliver pertinent quantitative information. We are witnessing a
radical change as information technologies have been integrated into systems that
address the core of medicine, including patient care in ambulatory and in-patient
setting, disease prevention, health promotion, rehabilitation, and home care.

The Fifth Conference on Information Technologies in Biomedicine has become a
recognized event that helps to bridge the gap between methodological achievements
in engineering and clinical requirements in medical diagnosis, therapy, and reha-
bilitation. In these proceedings, members of academic societies of technical and
medical background present their research results and clinical implementations.
Many of these areas are recognized as research and development frontiers in
employing new technologies in clinical environment.

Image and signal analysis are traditional parts that deal with the problem of data
processing, recognition, and classification. Novel approaches to the 2D and 3D
image analysis of various pathologically affected anatomical structures, early tumor
detection, and stroke diagnosis are introduced. New research studies developed for
the processing of heart, brain, and gastric as well as acoustic signals are discussed.
Home care, remote rehabilitation assistance, and safety of the elderly require new
areas to be explored in telemedicine, telegeriatrics, and biomechatronics.
Bioinformatics has become a dynamically developed field of computer-assisted
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biological data analysis where information techniques are used in the nanoscale.
Solutions of complex problems concerning diagnostics and therapy have been
developed in the surgical procedures. A modeling and simulation platform presents
also preimplementation studies required at the developmental stage of
computer-assisted therapy.

We would like to express our gratitude to the authors who contributed their
original research papers as well as to all reviews and Scientific Committee Members
for their valuable comments.

Ewa Piętka
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A Statistical Dominance Algorithm for Edge
Detection and Segmentation of Medical
Images

Adam Piórkowski

Abstract This article proposes an algorithm which performs the initial stage of
edge detection or segmentation. The algorithm counts the number of pixels with
a given relation to the central point of the neighborhood. The output image is a
statistical result of the dominance of points over their neighborhoods and allows the
classification of these points to be determined (peak, valley, and slope). Therefore,
this solution allows the impact of noise or uneven illumination in image results to be
reduced. The basic features of the proposed algorithm are considered in this paper.
Application of the algorithm is illustrated in the context of image segmentation of a
corneal endothelium with a specular microscope, images of specimens of the brain
tissue, and hand radiographs.

Keywords Edge detection · Segmentation · Cell counting · Image processing ·
Preprocessing · Microscopy images

1 Introduction

The analysis of medical images requires appropriate data preprocessing and ends
with binarization and/or segmentation. The aim is to analyze the location, size or
shape of objects by extracting them in binary form or in the form of their boundaries.
The diversity of data often does not allow the use of well-known algorithms to set
parameters without an adaptive approach. Binarization methods used, such as the
one proposed by Otsu [15], or Top-Hat and edge detection used by Prewitt, Canny
[4] does not always yield the required results. In this article a newmethod is proposed
that effectively performs the binarization or supports segmentation of a fairly large
class of images.

A. Piórkowski (B)
Department of Geoinfomatics and Applied Computer Science,
AGH University of Science and Technology, A. Mickiewicza 30 Av., Cracow, Poland
e-mail: pioro@agh.edu.pl

© Springer International Publishing Switzerland 2016
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Advances in Intelligent Systems and Computing 471,
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4 A. Piórkowski

2 Statistical Dominance Algorithm

This algorithm was established initially in a 3 × 3 version as a neighborhood map
for multi-stage image thinning after binarization (application: corneal endothelium)
[18]. The presented approachmakes a segmentation repeatable, objective, and unam-
biguous. Research has shown that simply making a neighborhood map provides very
interesting results for binarization of grayscale images. The most similar algorithm
was presented in [24], but it considers fixed levels which are not dependent on neigh-
boring pixels. The Local Binary Patterns algorithm is also related to the algorithm
presented here in that it counts the sign of the differences between the central pixel
value and its neighbors pixel values, sampled on a circle of given radius [13, 21]. A
related issue is also mentioned in geospatial processing, where counting filters are
used to count the number of point features, such as houses, wells or landslides [22].

2.1 The Main Idea

The basic idea of the algorithm is to determine for each pixel the number of neighbors
in an areawith a radiusR. The resulting value is the number of pixelswhose brightness
is greater than or equal to the brightness of the central pixel. The output image is a
statistical result of the dominance of points over their neighborhoods and allows the
classification of these points to be determined (peak, valley, and slope).

2.2 Options of the Algorithm

The algorithm has the following options:

• two relationships between the central point and points in the neighborhood with
equal or greater brightness (>= or >); other relationships (< or <=) which
correspond to the first two relations for inverted images,

• additional threshold of the relationship (especially useful for noisy images, e.g.
1–2% of dynamic range),

• neighborhood reduced to a straight line. A directional version of algorithm with
lower computational complexity.

In general cases, assuming any shape and size of the relevant neighborhood, the
algorithm is similar to formula 1. Equation2 represents a constructive approach to
the round neighborhood (disc) with a specified radius.

p′(x, y) =
∑

pb∈B(x,y)

{
p′(x, y) = p′(x, y) + 1, pb(xb, yb) ≥ p(x, y) + t
p′(x, y) = p′(x, y), otherwise

(1)
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p′(x, y) =
i=N,j=N∑

i=−N,j=−N

{p′(x, y) = p′(x, y) + 1, p(x + i, y + j) ≥ p(x, y) + t,

i2 + j2 ≤ R2

p′(x, y) = p′(x, y), otherwise
(2)

where:

• p(x, y)—the value of pixel (x, y) in input image,
• p′(x, y)—the value of pixel (x, y) in output image,
• B(x, y)—a neighborhood of pixel p(x, y),
• pb(xb, yb)—the value of pb pixel of B(x, y) neighborhood (input image),
• R—radius of neighborhood,
• N—size of neighborhood mask, N = �R�,
• t—threshold—the optional difference to be checked.

2.3 The Code

The Statistic Dominance Algorithm

for (x = N; x < SX - N; x++)

for (y = N; y < SY - N; y++)

{

imgout[x,y] = 0; // initialization

for (i = -N; i <= N; i++)

for (j = -N; j <= N; j++)

if (i * i + j * j <= R * R) //without calling sqrt()

if (imgin[x + i, y + j] >= imgin[x, y] + threshold)

imgout[x, y]++;

}

where:

• imgin—input image,
• imgout—output image,
• SX, SY—width and height of input/output image,
• R—(floating point) radius of neighborhood,
• N—(integer) size of neighborhoodmask (also size of mirror margin, not presented
here), N = �R�,

• threshold—t—the optional difference to be checked (especially for noisy images).
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Fig. 1 An example: two profiles with the same course of valleys and peaks but different values,
R = 1

2.4 Features of the Algorithm

The features of the algorithm are:

• the algorithm is designed for grayscale images,
• the result depends on the objects contained in the image, the selection of the size
of radius R is therefore a function of the expected object size,

• the range of values in the output image is strictly defined (maximum value is the
number of pixels at radius R),

• the result is mostly independent of differences in the brightness of objects in
different areas of a picture as only the selected relation is taken into account, so
it is easy to process images with varying levels of signal and noise and with local
distortions.

As an example showing the last feature mentioned above an analysis of the two
profiles could be provided (directional version assumed for simplicity) that have the
same course (but not values) of valleys and peaks, thereby producing the same output
from the algorithm (Fig. 1).

3 Examples

3.1 Corneal Endothelium Images from Specular Microscopy

Corneal endothelium images obtained from specular/confocal microscopy are very
difficult to preprocess and analyse. There have been a few attempts to carry out proper
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Fig. 2 Corneal endothelium image processing examples. a Original, normalized. b Max, SDA,
R = 2. c SDA, r = 3. d Max, SDA, R = 3. e R = 9, preproc. f SDA, no

segmentation, but all of them needed manual correction. Watershed algorithms seem
to be useless. The most promising method, which considers a stochastic approach to
segmentation, is presented in [19]. An interesting approach of active contour use is
presented in [5].

An example of a corneal endothelium image is shown in Fig. 2. The original input
(Fig. 2a, normalized) contains a clear distinction between cells on the right side, and
blurred boundaries between shapes on the left side. The SDA algorithm makes it
possible to highlight the appropriate boundaries in both sides. Figure2b contains
SDA output after preprocessing with smoothing and a maximal filter (3 × 3), and
Fig. 2d shows the same combination for a bigger radius (3). The boundaries are clear.
Figure2c contains the same case as Fig. 2b, but without a maximal filter. Pure output
of the SDA algorithm without any preprocessing, for big radius (R = 9), is shown in
Fig. 2e, which also allows highlighting of cell boundaries. The final SDA outputs in
Fig. 2 are inverted for printing purposes.

3.2 Microscopic Images of the Brain Sections

Cell counting is a standard procedure of microscopic image analysis [10]. The aim
is to count all cells in the selected region of interest (ROI), for example, a sagittal
section of the molecular layer in the cerebellum of bank vole’s brain is presented and
discussed in [8]. Density, area coverage, and distribution of cell sizes are also needed
according to the input image and the required outcomes. A shape of objects can be
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Fig. 3 An example of a sagittal section of the cerebral cortex. a Original. b Top-Hat, R = 12.
c SDA, R = 12, t = 30. d SDA, R = 12, t = 60

analysed too [7, 14]. A classic approach to cell counting is the Top-Hat algorithm,
but there are also other methods that are based on background removal or a general
attempt for cell counting issue [9].

The SDA algorithm can act in similar way to the Top-Hat algorithm. Additionally,
the threshold parameter can be taken into account to make the output less sensitive to
noise. Figure3a shows an example of a sagittal section of the cerebral cortex. There
is also a Top-Hat output with neighborhood radius of 12, (Fig. 3b) and SDA outputs
for thresholds of 30 (Fig. 3c) and 60 (Fig. 3d) and a radius of 12. It can be seen that
SDA outputs contain less disturbances than Top-Hat.

3.3 Hand Radiographs

Computer processing of hand radiographs is a common task in numerous studies. In
most cases, the analysis requires the extraction of the contours of the fingers or the
whole hand and a clear separation of the bones, particularly the phalanges [1, 2, 23].
There is no unified method to this segmentation, so approaches are typically created
by authors.

For example, to obtain a separation of lines in fingers’ phalanxes the Sobel gradi-
ent was used [16]. The preprocessing stage involved background removal based on
dynamic thresholding, and erosion with a 3 × 3 structural element was performed
in order to remove all small noisy elements.

In further work [17] the authors presented a more advanced approach to pre-
processing. Due to nonuniformity, background removal was performed indepen-
dently for each highest peak reflecting the soft and bony structure, in relation to the
average intensity of the background level. These considerations are not needed when
using the SDA algorithm.
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Fig. 4 A part of a hand radiograph. a Original, 2712 × 1656, 8 bit. b Canny’s algorithm output.
c SDA output, R = 25, t = 25. d SDA output after binarization (tbin = 1) and contour extraction
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Fig. 5 Full hand radiogram and its SDA output after binarization (tbin = 1) and contour extraction.
a Original, 1425 × 2364, 12 bit. b SDA, R = 15, t = 200

Identification of the borders of the upper and lower surfaces of phalanxes is consid-
ered in [3, 25]. The authors proposed a constructive algorithm, based on computing
the path running through the borders of both surfaces. Initial border points are used
to create a circle with radius equal to the distance from F to E. A special analysis
checks neighboring pixels, corresponding to the surface and background. The idea
of this approach is related to the SDA algorithm, which checks the content of the
round (circle) neighborhood. Another approach is to adapt other algorithms [11] in
order to achieve proper hand segmentation [12].

In Figs. 4 and 5 the usage of the SDA algorithm is shown for a hand radiograph.
Figure4 presents contour detection of phalanxes in which all bones are segmented
correctly. Figure5 shows contour detection of a whole hand (size of 2712 × 1656)
in which it can be seen that all phalanxes are separated precisely without dynamic
thresholding and independent processing of selected regions of interest.
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4 An Experimental Comparison of SDA and Top-Hat
Algorithms

The effectiveness of algorithms can be evaluated experimentally. For this purpose,
cells were counted by comparative segmentation using the standard methods of the
Top Hat and Otsu algorithms (Fig. 6). As a reference, the well-known rice image
was selected [20]. The size of the environment is a parameter common to both
algorithms; therefore, a round neighborhood with a radius R = 12 was chosen. The
SDA algorithm has an additional parameter: thresholding. Based on the selection
of this parameter, overlapping results obtained with two methods were analyzed.
Figure7a shows the number of points detected in one of the resulting images for a
given threshold. Figure7b shows the dependence of the Dice Similarity Coefficient
for a range of SDA thresholds [6]. Figure8 shows the number of counted elements;
an important parameter for cell counting.

Tests conducted on the rice example image show high similarity between the SDA
segmentation algorithm and the standard approach (Top-Hat, Otsu) with appropriate
threshold adjustment. For the threshold = 53, both methods achieved the highest
compliance rate, reaching a Dice Similarity Coefficient value of 0.9876. Figure6

Fig. 6 The image rice. a Original, 350 × 350, 8bit [20]. b Top-Hat (R = 12). c Top-Hat (R = 12)
+ Otsu output. d Top-Hat and SDA differences. e SDA output, negated, R = 12, t = 53. f SDA
output after binarisation (tbin = 1)
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shows the difference between the two results. It can be argued that these differences
relate mainly to single points on the edges of objects (Fig. 6d, red and blue pixels).
When the number of objects is analyzed, it can be shown that with a relatively long
thresholding period (46–67), the number of detected objects is almost the same in
both output images.

The advantage of the SDA algorithm over the standard approach is the ability
to determine the threshold value in order to be able to choose objects with given a
difference in brightness. This applies e.g. to microscopic images of nervous tissues,
for which it is essential to accurately search for selected elements like glial cells.

5 Summary

The SDA algorithm described in this paper seems to be notable for applications in
medical image analysis. Its features are shown with various examples. The most
interesting result is the distinct marking of the boundaries of corneal endothelial
cells which is clear in the left half and fuzzy in the right. Also, the algorithm for
cell counting tasks has been exemplified. The hand radiographs algorithm extracted
the contours of phalanges reasonably well, without the need for local processing.
Further research and studies should involve full testing of the proposed algorithm in
detailed comparison of other well-known methods.

A sample algorithm demo is available on the site:

http://www.home.agh.edu.pl/~pioro/sda/
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Swarm Intelligence Approach
to 3D Medical Image Segmentation

Marta Galinska and Pawel Badura

Abstract In this paper we present a new idea for 3D medical image segmentation
based on swarm intelligence and ant colony optimization. The methodology com-
bines selectedmechanisms running bothmentioned artificial intelligence techniques,
e.g. fitness-controlled motion of virtual agents or stigmergy. Foundations of the algo-
rithm are described along with its implementation specification, simulations, results
and their analysis also in terms of clarifying the parameterization. Several parameters
are introduced and verified in terms of their influence on the method performance.
The experiments rely on the segmentation of spleen in computed tomography stud-
ies. We also formulate some conclusions on possible ways for the algorithm future
development.

Keywords Image segmentation · Swarm intelligence · Ant colony optimization

1 Introduction

Computer-aided diagnosis (CAD) systems designed e.g. for cancer diagnostics or
post-treatment monitoring rely on proper analysis of medical images [7]. In most
cases they require the expert contours of the region of interest (ROI) and/or the
anatomical structure under consideration. The proper delineation and annotation
stands for a diagnostic or pre-treatment factor of great importance. There is a large
margin of error which depends on the expert when the structure contours are outlined
manually [19]. They depend on the expert experience, age and even mood or time
of the day. The intra-observer delineation may vary, since the results are considered
unrepeatable and the segmentation gold standard is very difficult to detain. More-
over, the process of creating a contour is very laborious. All these factors force a
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need to automate and objectify the segmentation process in diagnostic imaging.Mak-
ing direct diagnostic decision based on automatic segmentation is, however, hardly
acceptable. The semi-automatic methods are more appropriate: a person initiates,
improves and controls the results of the algorithm (e.g. localizes the seed points or
sets up parameters) but no delineations are made manually only.

Many standards for providing the partial automation of the image segmentation
processes have been proposed through the years [9, 18]. None of them can be treated
as a solution for all the problems, since each one addresses some specific issue.
The topic of traditional 2D images segmentation have been explored particularly
deeply, yet with a rapid progress in both, medical imaging data availability and
computing power, the 3D processing techniques become more common nowadays.
Such a growth of the amount of information brings also new challenges for intelligent
analysis, requiring the employment of advanced processing and inference ideas.
For that purpose, the artificial intelligence (AI) principles supply the segmentation
workflows more often.

Artificial neural networks (ANN) and fuzzy logic (FL) are probably the most
widely used AI branches in image segmentation in terms of ANN-based classifica-
tion [21], fuzzy clustering [12, 25], fuzzy connectedness [5, 23], fuzzy inference
systems [1] or hybrid neuro-fuzzy approaches [24]. The presence of evolutionary
computation can also be noticed mostly in some specified auxiliary procedures like
automated seed points selection [2, 14]. The granular computing have recently been
employed for some pre-segmentation organ model definition [10]. The swarm intel-
ligence ideas discovered actually in early 1990s are used in biomedical engineering
mainly in bioinformatics [17, 20], yet also gradually appear in the image analysis
domain. Multiple variants of the ant colony optimization (ACO) [8] and particle
swarm optimization (PSO) [13] are, however, also mainly present as multipurpose
procedures helpful at certain stages, not constituting the segmentation methodology
itself. That concerns e.g. some sort of PSO-driven classifier training [26] or optimal
multilevel threshold selection [15].

The ACO was initially illustrated by the traveling salesman problem [8]. Each
virtual ant travels from one town to another and leaves pheromone on the road
(stigmergy). The amount of pheromone depends on the road length. Pheromone
evaporates over the time as it happens in nature [6]. The probability of choosing
the next city on a track is directly proportional to the amount of pheromone on the
path between the cities and inversely proportional to the distance among them [22].
The stigmergic information exchange makes the colony smart enough to search for
the best solutions in a heuristic manner not only in the graph-defined approaches.
The canonic ACO has been willingly modified. For example the ant colony behavior
merged with beam search (which is a well-known tree search method) for open
shop scheduling has been proposed [4]. The ACO hybridization with constraint
programming (CP) and multilevel framework or auxiliary search space is also a well
known technique [3].

PSO was designed to imitate social mechanisms observable in swarms or flocks
consisting of more or less primitive individuals like birds, fish or insects [13]. Several
basic rules control the swarm behavior [16], mainly related to collective searching
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for a food and avoiding threats. The particle observes its neighbors, remembers its
searching history and explores new spaces driven by some objective function. The
PSO mathematical apparatus is very simple since it utilizes only basic arithmetic
vector operations with a dose of randomness [13].

The goal of this study is to propose and examine a methodology based directly
on swarm intelligence for segmentation of structures within medical imaging. We
try to take advantage of possible correspondence of the 2D or 3D image space to the
spatially-oriented PSO. The virtual agents exploring the image are stimulated bymul-
tiple factors, including the ACO-originating stigmergy. The paper describes imple-
mentation of the algorithm, experiments employing abdominal computed tomogra-
phy (CT) studies, and analysis of the obtained results. Several parameters have been
defined and analyzed for the swarm control with the awareness of the fact, that a lot
of others are left for possible future formulation.

In the study we first introduce the virtual swarm specification in terms of its mem-
bers, environment, parameters and auxiliary image processing techniques (Sect. 2).
Then, the evaluation protocol is established in Sect. 3, followed by presentation and
discussion on the obtained results. Conclusions are drawn in Sect. 4 along with a
look at possible directions of the algorithm development.

2 Materials and Methods

The idea of the algorithm is to create a virtual swarm moving in a three-dimensional
space related to the topology of the medical image. After the seed point location and
parameters initialization, image preprocessing procedures are introduced (Fig. 1) in
order to prepare the environment for the swarm operations. The iterative swarm
motion is performed in the main loop in terms of the individuals particles movement.

2.1 PSO-Related Particle Movement Mechanisms

Each particle in the PSO algorithm has two main features in a D-dimensional
problem space [13]: current position x = {xi: i = 1 . . .D} and current velocity
v = {vi: i = 1 . . .D}, both initiated with random values. They are iteratively updated

Fig. 1 Block diagram of the algorithm
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in accordance with:

vi = wvi + c1r1(x̂i − xi) + c2r2(ŝ − xi), (1)

xi = xi + vi, (2)

wherew is the inertiaweight, r1, r2 ∈ [0, 1] are randomvariables, c1, c2 are algorithm-
specific constants, x̂ is the particle best location so far, and ŝ is the global best location
reached by any particle within the swarm. The particles locations are evaluated using
a fitness function f (x) subjected to optimization. Once the swarm moves throughout
the environment, the communication mechanisms force the particles to search for
optimal locations in an intelligent way.

Here, the particle is a sphere of a radius R temporarily centered in x and moving
with velocity v. R is subjected to changes during the exploration with some limita-
tions assumed for its value. The particles are placed in the environment—the image
space—according to some predefined seed points, obtained in either, manual or auto-
matic manner. During the exploration of the volume, particles leave certain amount
of pheromone in visited places—indicate voxels that should belong to the resulting
mask of the structure. In each iteration of the algorithm the attractiveness rate r for
several selected voxels uj taken from the neighborhood N (x) of the particle (x, v)
is calculated as:

r(uj) = a · f

max(F)
+ b · fd

max(F)
+ c · Nn

Na
+ dm · z

||v|| , (3)

where: f denotes the amount of pheromone in uj, fd—the amount of pheromone on
the path between x and uj, F is the matrix containing the distribution of pheromone
in the image space, Nn,Na are the numbers of neighbors and agents defined in the
algorithm, respectively, z denotes the distance from the closest obstacle on the path
(if present; obstacles are related to the image andm is a multiplier selected randomly
from the set {−1, 1}. The most attractive new location û for the agent is selected:

û = arg max
j=1...Nn

{
r(uj)

}
(4)

as it moves from x to û.
The following main parameters have been introduced and tested:

Number of agents Na defines the size of the swarm moving inside the mask. If the
swarm is larger, we can expect the object to be segmented faster, yet the leak
probability increases.

Pheromone influence a is one of themain parameters in assessing the attractiveness
of the area. Its negative value discourages other particles from the already explored
area and by this encourages them to explore new places.

Pheromone evaporation e during the exploration of the area particles leave
pheromone in visited places. Each particle leaves the amount of pheromone equal
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to (R − distp), where distp denotes the distance between voxel p covered by the
agent and its center x. The pheromone successively evaporates; its amount f is
reduced at the end of each iteration:

f ← f − e. (5)

Search radius s in millimeters determines the size of the area around the particle
destination uj, where all particles are recognized as neighbors. Large number
of neighbors decreases the area attractiveness and probability of other particles
displacement in this direction. A value of s should be moderate in order to affect
the movement.

Additional parameters considered in the method include:

The influence of pheromone on path b Current direction of the particle is also
influenced by the amount of pheromone on its way to the potential endpoint.
This mechanism favors the previously unexplored paths.

The influence of other particles c The swarm intelligence idea offers somebenefits
of communication between the particles. Since we want to disperse the swarm to
avoid duplication of visited area and expand the explored field, the stimuli should
be negative.

The influence of the path length d The swarm has been divided into two parts:
• the part preferring long paths: particles specialized in fast, although imprecise
exploration are responsible for the swarm movement and searching for new, large
areas;
• the part preferring short paths: particles designed for local exploration are
responsible for filling the mask and detecting contours.

Size growth rate The idea of the spherical particle volume increase—when it is in
a safe place (away from the structure edge)—has a positive impact on the time
of filling up the mask. The particle radius R is reduced upon collision in order to
help the agent get through to less accessible spaces.

2.2 Image Data Influence on the Particle Movement

The image features: intensity and gradient have also an impact on the particles move-
ment. Figure2 shows a sample axial slice of the original abdominal CT study and
its gradient. They determine restricted areas, which repulse the particle and make
it rebound from the boundary of the structure. Two types of restrictions may apply
here. On one hand, in case of binary features (e.g., a mask obtained at any pre-
segmentation phase), a possible move from one point to another is restricted if an
obstacle arises in-between. On the other hand, the real-valued features (intensity,
gradient) can stimulate the agent in a fuzzy way, e.g., the closer to the image edge or
surface indicated by a high gradient, the more intensive the repulsion affecting the
particle. In this study we employed the binary restrictions. The original image data
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Fig. 2 Sample original slice (a) and the gradient image (b)

have been initially thresholded in order to obtain the binary volume containing the
spleen. The volume is then inverted, so the result indicates areas inaccessible for the
particle. The second type of obstacles arise from the gradient image thresholding.
Once the particle touches any obstacle, it immediately bounces back without leaving
any pheromone.

3 Results and Discussion

The algorithm implemented in Matlab� has been tested using a database of five
abdominal CT studies with spleen [11] delineated by an expert.1 Intensity and gradi-
ent thresholds have been determined empirically for this kind of data at 60 Hounsfield
units (HU) and 5.5HU/mm, respectively. All volumes subjected to the analysis have
been resampled in order to obtain a topology with a 2mm linear voxel size in each
direction. The results were conducted by repeating the algorithm with different sets
of parameters. Each set was tested 5 times and the results were averaged to ver-
ify the repeatability. A total of 24 sets were tested (Table1), yielding 120 runs per
study. Seven seed points were selected manually and their location did not change
throughout all runs. Two evaluation measures have been used—the sensitivity and
Dice index:

Sen = TP

TP + FN
· 100%, (6)

1Diagnostic context plays only a supporting role to the main research on the swarm algorithm.
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Table 1 Summary of tested parameters

Parameter Na a e s

Tested values {300, 1500, 3000} {−2,−1} {0.00, 0.01} {2, 5}

Fig. 3 Illustration of a sample segmentation result. TP voxels in yellow, FN—red, FP—green.
Swarm parameters: Na = 3000, a = −1, e = 0, s = 5

D = 2 · TP
2 · TP + FP + FN

· 100%, (7)

where TP,FP,FN denote the number of true positive, false positive, and false neg-
ative voxels, respectively (Fig. 3). Figure4 shows the pheromone-marked voxels in
subsequent iterations, whilst combined sensitivity and Dice index plots in time for
different parameter sets are presented in Fig. 5. A great and consistent progress can
be observed up to the ca. thirtieth iteration. Later iterations are responsible for the
external object surface smoothing and possible leaks. Table2 presents a summary of
optimal parameter values based on the results analysis. As can be seen, the selection
of parameters depends on the image. The only universal parameter is the number
of particles, yet its value may depend on the segmented object size and character.
Nonetheless, swarms with 3000 particles worked most efficiently. It is possible that a
larger swarm would achieve better results yet, due to the computing time, increasing
number of particles is not an optimal solution.

The doubled value of pheromone influence a has a positive impact on the result of
segmentation, which forces the swarmmembers to communicate more extensively in
three out of five cases. The difference in evaporation rate edoes not significantly affect
the algorithm sensitivity. However, in most cases, swarms achieve better results if the
evaporation has taken place. This may be due to the fact that during first iterations
there is a large randomness in the direction selection; thus, implementation of the
evaporation mechanism allows for further correction of non-visited areas. Searching
for other particles in some neighborhood also improves the algorithm performance.
Selection of the appropriate search radius s depends on the image.

We have to take into account that both, ACO and PSO are heuristic methods,
thus there is no guarantee for reaching the best solution. Such algorithms search
for the optimal solution with a high level of randomness. The results are unique,
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Fig. 4 3D visualization of the temporary segmentation result after 2, 10, 20 and 80 iterations.
Obtained by the swarm with Na = 3000, a = −1, e = 0, s = 5

Fig. 5 Combined sensitivity (a) and dice index (b) plots in time averaged throughout different
parameter settings

therefore difficult in verifying. In this study such an unrepeatability has been treated
with responsibility: the same sets of parameters have been applied five times. The
randomness puts the method application in medicine into question, where repeata-
bility of the results counts above everything else. Since our experiments employed a
specific kind of segmentation problem, it is hard to formulate conclusive statements
on generalized parameters settings. The development of a swarm intelligence-based
approach to the image segmentation should therefore involve various types of imag-
ing techniques and structures at the validation stage.

The use of the proposed solution is probably insufficient for diagnostic purposes
in its current form, but it may be an auxiliary tool for the radiologist. It is also
possible that the combination of the described method with other applicable AI or
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Table 2 Summary of the optimal parameter settings for individual studies

Image number Na a e s Sen (%) D (%)

1 3000 −1 0 2 84 84

2 3000 −2 0.01 5 90 77

3 3000 −1 0 5 94 92

4 3000 −2 0.01 5 96 84

5 3000 −2 0.01 2 75 86

non-AI solutions would give satisfactory results. The method is very easy to modify
because of its specificity. Adding new particle movement rules can improve the
swarm efficiency. Going one step further we can risk hybridization of the method
with evolutionary algorithms. This would reflect the natural Darwinism in the virtual
population life, promoting more efficient individuals and removing the weak ones.

4 Conclusion

One of the purposes of this study was a verification if the particle motion randomness
improves the efficiency of the performed task (in this case segmentation). The answer
is not clear. Tracking the size and shape of segmented object shows that agents
disperse from the seed points evenly. This allows for time saving in comparison to
visiting all available voxels. There is a risk that at some stage the best direction could
be skipped and a particle moves in another direction. Therefore, randomness might
have a negative effect on the segmentation efficiency. However, the productivity of
the algorithm in terms of time resources usually compensates this drawback, since the
difference between the best of randomly drawn directions and the best of all available
directions is usually very small. The main advantages of heuristic methods are the
easily extensible number of criteria and the objective function adaptability. Although
the current implementation operates directly in 3D medical image space which is
not the most common case in this domain, one can imagine the swarm acting in a
space of a higher dimensionality. That might concern images of different modalities,
acquired during different examinations or employing various image features.
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Directional Characteristics
of Mammographic Spicules
in the Complex Wavelet Domain

Magdalena Jasionowska and Artur Przelaskowski

Abstract The subject of this paper is effective recognition of radiating spicules
on digital mammograms. The presence of the spicules is the dominant symptom of
neoplastic breast lesions called architectural distortions (ADs) or spiculated masses
(SMs). The originality of the proposed method lies in the extraction of effective
descriptors based on local directional activity of mammographic texture. Addition-
ally, non-directional properties of mammographic findings were used in order to
provide complete information about the discussed pathologies. The methodology
applied was based on an analysis and constructive modeling of the conditioning of
spicules distribution in the complex wavelet domain. The numerical descriptors of
local tissue spiculation were calculated in the complex wavelet domain and, next,
have been optimized and empirically verified. The experimental study was conducted
on the basis of 2516 regions of interests, containing both normal (2091) and abnormal
(415) breast tissue (clinically confirmed spiculated findings). Using the feature vec-
tor computed in the complex wavelet domain, the accuracy of spicules recognition
(both in the case of ADs and SMs) reached over 83 %.

Keywords Computer-aided breast cancer diagnosis · Content-based descriptors ·
Mammographic spicule recognition · Complex wavelets · Image analysis

1 Introduction

Early diagnosis of breast cancer increases the survival rate and improves the effi-
ciency of treatment [9]. Thus as early as possible detection of breast cancer is a
very important challenge for screening programs. The error rate in mammography
(commonly used in breast cancer screening [1]) is estimated even up to 30 % for
false positives and 20 % for false negatives [19]. This is due to unstable patterns
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of pathology, variable technological conditioning of medical imaging, and limited
expression of diagnostically important symptoms of image features. In radiology, in
the decision-making process computer-aided diagnosis (CAD) systems frequently
minimize the interpretation error, e.g. caused by evaluation of numerous cases in a
short time [7]. However, the efficiency of CAD systems is still insufficient to auto-
matically detect subtle spiculated pathologies. The detection sensitivity of the two
commercial CAD systems (R2 Image Checker and CADx Second Look) for archi-
tectural distortions (ADs) and subtle spiculated masses (SMs) was less than 50 % and
FPs/image was approximately 1.0 [25]. Thus, research into designing descriptors for
effective recognition of mammographic spicules is ongoing.

1.1 Mammographic Spicules

Generally, breast tissue in mammographic image is manifested as a directionally
oriented image texture—normal breast tissue converges frequently toward the nip-
ple [22]. Mammographic image contains many piecewise-linear differently oriented
structures that manifest various elements such as ligaments, ducts, blood vessels,
benign findings, as well as the object of our interest—malignant spiculated lesions
(both ADs and SMs). The limitations make subtle spiculated pathologies (especially
ADs) extremely difficult to differentiate due to their subtlety and a high degree of
similarity to other types of spiculated structures. The malignant spiculated findings
can be divided into two typical groups:

(a) ADs are typically malignant lesions, but they can be most frequently confused
with postsurgical scar. ADs are manifested as relatively short (<1 cm) linear
structures radiating from an invisible dense center. The size of these pathological
findings is approximately 5–50 mm [6, 9]. Moreover, both the spicule width and
length are non-reproducible by radiologists [26].

(b) SMs can be distinguishable in mammogram by lines radiating from a well-visible
central mass. These linear structures retain the same width along their entire
length. SMs are probably identified with slightly higher number of spicules than
ADs. Moreover, in case of SMs, both the size of the spicules and the length of
the major axis of the central region are reproducible with high probability [26].

Various mammographic manifestations of spiculated findings are highly unstable and
relatively case-dependent. The properties include the number of radiating spicules,
their size, angular distribution, linearity, spicule overlapping, and the correlation of
pathological findings with the surrounding tissue. Thus, a precise and consequent
analysis of oriented-texture patterns seems a truly essential challenge of the CAD
system for mammograms. Therefore, many research groups use directionality of
spicules (piecewise linear structures) in image processing. For example, the analy-
sis of local oriented edges was used in [16], whereas statistical analysis of a map
of pixel orientations featured in [15], and skeleton analysis in [18]. In other cases,
top-hat partial reconstruction was used to enhance the spicules images [14], and the
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integrated intensity along oriented lines (using generalized DTLO) was described
in [3]. Moreover, the extraction of linear structures was realized by estimation of
a mean curvature sign and the concentration index [20], Gabor filtering and phase
portrait [8, 22] or a curvilinear structure ridge detection [30]. Other approaches
concentrated on non-directional properties of spiculated lesions. These include the
intensity distribution of pixel context matched to the symptom template by threshold-
ing procedures [21], as well as a fractal texture analysis [4, 17]. Several researchers
have recently emphasized the importance of the use of various image represen-
tation domains in recognition of subtle piecewise linear structures, e.g. the Radon
domain [27], or multiscale domains including discrete tensor wavelets [24], steerable
complex filtering [29], Gabor wavelets [10, 23], and dual-tree complex wavelets [5].

1.2 Research Purpose

To the best of our knowledge, no specific directional descriptors of spicules had been
designed in the complex wavelet domain. Thus, the purpose of this study is to design
and optimize computational descriptors in the complex wavelet domain, efficient in
automatic detection of abnormal spicules in mammograms. This paper focuses on
originality in three spheres: (a) numerical modeling of local disorders of mammo-
gram texture directionality with the use of both magnitude and phase information
in the complex wavelet domain, (b) an extension of a descriptor vector designed
to specify both tissue directionality and surrounding background of potential find-
ings, (c) representative database of both normal and abnormal cases with two typical
malignant spiculated findings (ADs and SMs).

The complex wavelet domain was selected to study due to our previous experi-
ments, described in [11, 12]. Moreover, according to the results of Anderson et al. [2]
or Wong and Scharcanski [31], the phase information of complex wavelets which
complements directional distribution of signal energy seems to be used to capture
invariantly subtle data dependencies. The proposed diagnostic model of spiculated
findings in mammograms provides the background of spicule appearance, spicule
profile and convergence that were formalized in the presented set of descriptors, being
a complete description of the assumed model of mammographic spiculated findings.
Relative to previous study [13], the optimization process of descriptor design and
implementation was carried out to maximize specificity and sensitivity of spicule
description for detection of both ADs and SMs (not solely ADs), based on earlier
experiments and representative database of normal and abnormal cases.

2 Method

The proposed method of the spicule recognition was based on two fundamental
assumptions. Firstly, the dominant role seems to be played by a reliable estimate
of directional activity in distinction of radiating spiculated structures. Secondly, the
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Fig. 1 Feature vector extraction in the complex wavelet domain. Gabor filtering was used to analyze
mammograms considering with high amplitudes of the prefiltered image texture, corresponding to
potential spiculated structures

properties of the complex wavelets (multi-scalability, sufficient directional resolution
in higher dimensions, shift-invariance, information sparsity and selectivity) tend to
accurately represent the line-singularity distribution while distinguishing the activity
of texture orientation. The algorithm of well-differentiating feature vector extraction
(Fig. 1) was implemented on the basis of the following elements of the proposed
spicule model:

(a) initial characteristics of spicule orientation, based on a magnitude map and an
orientation angle map as a result of directional Gabor filtering of ROIs;

(b) complementation of the initial characteristics of spicule orientation with the
surrounding background (based on the magnitude map);
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(c) precise description of each spicule in the form of piecewise linear or curvilinear
structures modeled with line-singularity (based on spatial and directional struc-
ture locations in the complex wavelet domain with the use of the orientation
angle map);

(d) estimation of directional activity sensitive to locally concentrated spicules of
clearly diversified orientation (based on calculation of both local and global
direction deviations to estimate distributions of dominant orientation for specific
singularities, i.e. abnormal spicules);

(e) basic description of the area of spicule convergence into hypothetical lesion
center (based on a local analysis of the distribution of singularity orientation in
the complex wavelet domain).

2.1 Texture Orientation Activity

Initial analysis of texture orientation activity for mammographic ROIs was based
on maximum magnitudes determination for dominant orientations at each pixel of
directional filtered ROIs. Based on Rangayyan and Ayres [22] we found that a bank of
Gabor filters of different orientations (adjusted to the approximated model of linear
spiculated structures) seems to be practicable to analyze locally oriented piecewise-
linear structures in mammogram. Even allowing for image noise and variations
in scale, the Gabor image decomposition into the magnitude map and orientation
angle map provides robust performance. The Gabor filter consists of two elements:
a Gaussian envelope and a sinusoidal carrier, and it is oriented at angle Θk . This
function has the form:

Gk(x, y) = exp

(
−0.5

((
x′

Sx

)2

+
(
y′

Sy

)2
))

cos(2πfx′) (1)

where x′ = x cos Θk + y sin Θk and y′ = y cos Θk + x sin Θk , Θk ∈ [−π/2,π/2].
The Gabor magnitude map of image I(m,n) contains the highest filtering magni-
tude response G(A)

I (m, n) = maxk |G(A)

(I,k)(m, n)| where G(A)

(I,k)(m, n) = Gk × I(m, n).
The Gabor orientation angle map, respectively, is determined at each pixel as
GΘ

I (m, n) = Θarg maxk |G(A)

(I,k)(m,n)|. A set of empirically optimized parameters includes:

(a) a sufficient number of Gabor filters (which corresponds to the number of
Gabor filter orientations) in order to assure enough angular resolution: k =
1, 2, . . . , 180;

(b) Sx = 4 and Sy = 8 defining two parameters of the Gaussian envelope: width Sx
and elongation in the Y -direction (doubled in comparison to the extent in the
X-direction), which provides relatively moderate precision of spicule orienta-
tions due to the slightly elongated filter shape.
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The fixed ratio Sy
Sx

is generally sufficient to detect the directional linearity of texture
but most frequently it is too vague to identify the nature of spicules. Moreover,
the determination rule of the period of cosine term f = 0.7

τ
was verified, where

τ = 2.35
Sx

, that is the full-width at half-maximum of the Gaussian term along the
X-axis. Consequently, f = 0.075 was used to reduce cosine oscillations along the
elongated Gaussian slope and, subsequently, to model respective response of Gabor
filter (ridge-like formation). It seems worth noting that high magnitude G(A)

I (m, n)
indicates distinctly oriented texture at the pixel (m,n), while low magnitude represents
lack of highly oriented structures. Thus, a distinction between local orientation of
abnormal and normal breast tissue can be roughly characterized by the relation of
minimum to maximum of the Gabor magnitude map. This simple normalized scalar
feature indicates a point dynamic variety and is defined by the following formula:

PDV = minm,n G
(A)
I (m, n)

maxm,n GA
I (m, n)

. (2)

2.2 Precise Directional Description of Active Texture

The Gabor orientation maps of mammogram regions were used for more precise
feature extraction and efficient recognition of abnormal directional distortions com-
pared to dominant architecture of the mammary gland. The distribution of angular
singularities, determined in locally estimated GΘ

I , reflects diversity of orientation
trends by non-random, possibly abnormal patterns. Multiscale and multidirectional
decomposition of the Gabor orientation angle map was realized with the dual-tree
complex wavelet (DT-CWT) implementation of four scales and six directional sub-
bands. General form of the transformation is

Ws(r, k) =
∫

G(Θ)
I (r)2

s
2 ψc(2

sp − r, k)dp, (3)

with complex wavelet ψc, scale index s = 1, . . . , 4, subband index k = 1, . . . , 6
and image position r = [m, n]. The applied complex wavelet decomposition was
determined with filter banks (FBs) selected empirically: Near-Symmetric FB (13, 19
tap filters) for the first tree stage and Q-Shift, i.e. Quarter Sample Shift Orthogonal
(14, 14) for next decomposition stages, for which the MATLAB implementation of
the DT-CWT was used [28]. The number of scales was experimentally adapted to
the size of the analyzed images. A 4-level decomposition of the selected ROIs with
six directional subbands resulted in 24 complex coefficient matrices Ws(m, n, k) to
be analyzed further.
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Analytical capabilities of complex representation determined for theGabor orien-
tationmap are mainly due to the invariant expression of properties further clarified as:

(a) directional characteristics of curvilinear singularities in magnitude domain
|Ws(r, k)| (directional diversity). 24 matrices of the wavelet amplitude map
were obtained for each scale and all subbands;

(b) detailed description of selected singularity orientation based on block-based
division of each subband in the phase transform domain ∠Ws(r, k), resulting in
more precise orientation correction in local space). Similarly, 24 matrices of the
wavelet phase map were determined.

Local Direction Deviations of Potential Singularities In order to reduce false pos-
itives and diagnostically insignificant image structures, initial selection of potential
orientation singularities was carried out in two ways:

(a) the first procedure, based on four binarized matrices created for each scale s by
both appropriate subsampling (every 2s pixel) of the Gabor magnitude map and
binarization with experimentally adopted threshold T1.
As a result, only the dominant coefficients, with amplitudes higher than 0.35 ×
maxG(A)

I (m, n) in each subband, were retained for further analysis. The achieved
frame of scaled spicule maps indicates the location of potential singularities for
feature extraction in ∠Ws(r, k) domain.

(b) the other procedure, based on thresholding magnitudes of the CWT, i.e. |Ws

(r, k)|; As a result of fixed T2 application, significant coefficients with ampli-
tudes higher than 0.3 × max |Ws(r, k)| were retained and normalized in each
subband, resulting in the map of significant directions of potential spiculated
structures.

A proper 16-block analysis to precise directional activity is possible only after the
initial selection of relevant representatives. For this purpose, a map of local direction
deviations LDD in the form of 4 × 4 matrix series based of scaled subdivisions of
each of 24 decomposition subbands was calculated. It represents the distribution of
the coefficient average phase separately for each subband block across directions and
scales.

Firstly, each subband of coefficients for all scales and directions is divided into 16
blocks Bp, where p = [i, j] and i, j = 1, . . . , 4. Therefore, depending on the scales
s, each subband is a cell of 4 × 4 matrix of the block size of 64 × 64, 32 × 32, 16
× 16 or 8 × 8.

The next stage is to determine the averaged phase of non-zero coefficients for
each block Bp of successive directional subbands across scales as α(s, k,p) =
mean(|∠Ws(Bp, k)|), where s = 1, . . . , 4, k = 1, . . . , 6, and p = [i, j], i, j =
1, . . . , 4, normalized to the average phase maximum of all blocks belonging to direc-
tion k across scales s.

Further, active directions were determined by estimation of phase singularities of
specified directional characteristics, which is approximated by thresholded subband
blocks. Thus, spatial accuracy is limited by block size in successive scales. For that



32 M. Jasionowska and A. Przelaskowski

purpose, the values of α(s, k,p)norm were binarized with experimentally chosen
global threshold T3 = 0.2.

Finally, 16-element matrix LDD[4×4] was calculated by summing up the indicated
blocks of the active directions across all scales and directions, taking into account
the local structure of 4 × 4 subband subdivision:

LDD(i, j) = Σ(s,k)I(i, j), (4)

where indicator function I(i, j) = 1 ⇐⇒ α(s, k, [i, j])norm > T3 while I(i, j) = 0 in
other cases. The possible maximum value of the matrix LDD is 24, thus the repre-
sentative block is active for all the subbands of complex wavelet decomposition. The
16 values of the matrix LDD form a feature vector used to recognize the specific
local directional activity of tissue, rendering LDD as the significant factor for the
differentiation of ADs or SMs.

Global Direction Deviations of Potential Singularities The obtained map of local
direction deviations LDD provides information on the image angular selectivity and
image directional resolution. In order to generalize the directional information, a
6-element vector of global direction deviations GDD was computed as follows:

GDD(k) = Σ(s,r)Nsel(r, s, k)
(
Σ(s,r)N(r, s, k)

)2 × Σs,r|∠Ws(r, k)|, (5)

where Nsel is a number of selected coefficients of significant directions (based on
spicule maps and LDD) withN being the number of all coefficients across k direction
subbands of all scales. GDD allows for an examination of the size of phase shifts, and
thus, for determination of the size of deviations of potential singularities localization
in image in relation to the filter support. On this basis, it is possible to clarify the
angular selectivity and to determine the localization of potential singularities (here,
pathological spiculated structures) with higher directional resolution.

2.3 The Point of Convergence of Spiculated Structures

A final element of the proposed spicule model is the convergence point of spiculated
structures, which is the area (not the point) of ADs or SMs and frequently seems
to be invisible, especially for ADs. The dominant directions in image are possible
to be determined with a high degree of precision through extension of information
on the actual image texture orientations by adding the average value of coefficient
phase to the generally accepted value of characteristic angles for each subband Θk =
±15◦,±45◦,±75◦. The average value of phase coefficients that may be of help in
the estimation of the convergence point is calculated across directional subbands k
of all scales:
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CP(k) = Σs,rNsel(r, s, k)
(
Σs,rN(r, s, k)

)2 × Σs,r∠Ws(r, k), (6)

based on the meaning of previously defined data structures and parameters.

3 Results and Discussion

The paper provides a brief summary of a new approach to abnormal mammographic
spicules recognition. With the use of both magnitude and phase information, in
order to investigate the potential of complex wavelets to represent meaningful image
directional structures, appropriate regions of interest (ROIs 512 × 512 pixels) were
indicated in mammograms available in theDigital Database for ScreeningMammog-
raphy (image resolution 43.5–50µm). The ROIs with spiculated distortion of breast
tissue were selected manually in order to collect reliable input data, therefore min-
imizing the number of classification errors associated with wrongly selected input
data. As for the ROIs with normal breast tissue, they were automatically selected
from the mammograms while omitting the areas of pathological tissue. Moreover, the
ROIs with normal breast tissue were selected from both the normal and pathological
mammograms to maintain a realistic database. The criteria used to form both training
and testing datasets of mammogram ROIs were set to capture the whole image of
diagnostically representative lesions as well as the surrounding tissue. The database
contains 165 cases with ADs, 260 with SMs, 165+260 cases with both pathologies,
and, respectively, 165, 260 or 425 normal cases in a balanced test (Table 1), whereas
2091 normal cases were used in a realistic test (Table 2).

Table 1 Balanced test: the results of SVM classification with the QF and RBF, 10-fold cross
validation

Features Kernel Features set No of cases ACC (%) SE (%) SP (%)

LDD QF AD+SM/normal 165+260/425 61.8 61.3 62.3

SM/normal 260/260 65.9 66.2 65.6

AD/normal 165/165 52.3 53.7 50.9

LDD+ QF AD+SM/normal 165+260/425 72.6 70.3 75.0

SM/normal 260/260 76.6 69.6 84.1

AD/normal 165/165 59.3 60.2 58.4

LDD RBF AD+SM/normal 165+260/425 63.7 70.4 56.9

SM/normal 260/260 65.8 72.3 59.3

AD/normal 165/165 56.1 61.5 50.8

LDD+ RBF AD+SM/normal 165+260/425 76.0 77.4 74.5

SM/normal 260/260 77.3 76.9 77.7

AD/normal 165/165 67.0 70.6 63.5
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Table 2 Realistic test: the results of SVM classification with QF and RBF, 10-fold cross validation

Features Kernel Features set No of cases ACC (%) SE (%) SP (%)

LDD QF AD+SM/normal 165+260/2091 64.5 65.6 59.1

SM/normal 260/2091 73.8 75.3 61.9

AD/normal 165/2091 62.5 64.5 37.6

LDD+ QF AD+SM/normal 165+260/2091 79.6 81.5 70.1

SM/normal 260/2091 82.9 83.6 77.3

AD/normal 165/2091 79.4 81.8 49.1

LDD RBF AD+SM+normal 165+260+2091 75.4 80.1 52.2

SM+normal 260+2091 80.1 83.0 56.5

AD+normal 165+2091 82.4 84.6 53.9

LDD+ RBF AD+SM+normal 165+260+2091 83.0 85.1 72.7
SM+normal 260+2091 85.5 86.8 75.4

AD+normal 165+2091 87.5 80.7 37.0

The calculated feature vector of LDD, GDD, CP and PVD, described in Sect. 2,
was classified with SVM MATLAB classifier with various kernel functions. However,
in this paper, the results were solely presented for quadratic kernel and radial basis
kernel r = 3 (Tables 1 and 2) as, according to the conducted experiments, they proved
to be the most effective kernels available in svmtrain MATLAB function. More-
over, the least square method was used to find a separating hyperplane. Addition-
ally, K-fold cross-validation procedure, where experimentally established K = 10
(K = 2, 5, 10, 20, 30 was tested) was used to reduce the impact of the separation
of training and testing data sets on classification results. This process was repeated
K = 10 times, leaving one separate fold for evaluation each time. The sensitivity
(SE), specificity (SP), and accuracy (ACC) of each dataset were calculated in K-
fold cross-validation tests. Finally, the mean value of these statistical parameters of
the computed K values was chosen in order to preserve the independence of the
achieved classification results. These averaged values are presented in Tables 1 and
2. Furthermore, in the realistic test, 2091 cases with normal breast tissue were ran-
domly partitioned into n equal-sized subsets—equinumerous to proper datasets for
pathology (ADs, SMs, or ADs+SMs dataset, respectively). Thus, in K-fold classi-
fication procedure, the mean values of SE, SP and ACC were previously calculated
for every n subset, and subsequently averaged (Table 2). This approach was meant
to ensure independence of the results.

In the balanced test, the efficiency of pathological mammo-spicule recognition
tends to be significantly higher in the case of SMs than that of ADs (Table 1). For
both quadratic (QF) and radial basis (RBF) kernel function of classification, the ACC
of SMs recognition was approx. 10 % higher comparing to that of ADs. Generally,
the considerably lower SP was achieved for ADs, which probably resulted from the
subtlety of ADs, higher distinct and unambiguous manifestation of SM structures.
The lower SP of ADs recognition was also confirmed by the results of the realistic
test (Table 2).
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The results in Tables 1 and 2 indicate that the ACC of mammo-spicules recognition
with the use of RBF kernel in classification process was higher comparing to that of
QF (approx. 3–10 %). Therefore, the results of spicule recognition with the use of
RBF kernel were considered in greater detail. Based on the results with the use of
LDD for the balanced test (Table 1), the ACC was approximately 64 %, where the SP
being 57 % for the ADs+SMs dataset. However, the LDD+ extension of the vector of
well-differentiating features by addition of descriptors GDD, PVD or CP improved
the efficiency of abnormal spicule recognition, resulting in 76 % ACC and the 74 %
SP of ADs+SMs recognition. In the realistic test, in case of ADs+SMs (Table 2),
the SE increased to approximately 85 %, whereas the SP rose to nearly 73 %. Thus,
the recognition ACC of the dataset of both ADs and SMs reached until 83 % for
the realistic data, resulting in a lower number of false positives. The representative
examples for the proposed spicule recognition are shown in Fig. 2.

The addition of PVD descriptor seems only possible by approximation of the
texture characteristics from the center of the mammographic findings and their back-
ground. It seems worth noting that the clarified description of the directional char-
acteristics of the analyzed pathological findings allowed, in the majority of cases, to
obtain even better recognition sensitivity. The analysis of the directional activity in
small blocks as well as the additional estimate of the CP and the GDD define higher

Fig. 2 The selected results of spicule recognition in ROIs with abnormal breast tissue: four false
negative cases, indicated causes of unrecognized spicules shown above, and four cases of true
positives, from top to bottom respectively
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Table 3 The comparison of results with other research group

Method Cases:
all/spiculated

Database SE (%) SP (%) ACC (%) FP

LDD+GDD+CP+PVD 2516/425 DDSM 85.1 72.7 83 –

Gabor filters+phase
portrait [22]

106/36 MIAS 76.5 76.4 – –

Level sets [3] 60/47 DDSM – – 93 3

Neutral networks [4] 4212/262 80 – – 10.5

Gabor wavelets [10] 80 MIAS – – 74.4 –

precision of directional resolution in image and contribute to the increased accuracy,
which allows for more accurate recognition of spiculated findings.

The results of the proposed detection method have proved satisfactory and even
more effective in comparison to other research groups (Table 3). Because of the dif-
ferent databases, in terms of their size and types, their comparison seems problematic.
The most similar database to ours is the one by Banik et al. [4], the similarity lying
in the statistics of cases, where the obtained SE reached moderately higher value
while having relatively acceptable SP. Furthermore, it is possible to increase ACC of
spicule detection procedure. The proposed method is an element of the whole detec-
tion method for mammographic pathologies. Improvements of the effectiveness of
the proposed procedure in the complex wavelet domain is possible by full-automatic
selection of ROIs with potential pathologies (e.g. based on breast tissue density) as
well as by more precise description of both the lesion-background relation and the
area of spicule convergence.

4 Conclusion

The proposed approach of abnormal spicule recognition assumes: (a) effective use
of phase information and energy distribution for more precise and invariant char-
acteristics of spicule recognition, (b) narrowed area of analysis to directional activ-
ity centers, designated on the basis of the Gabor amplitude and CWT magnitude
maps, (c) increased efficiency of recognition through supplementary information,
which describes the distribution of spicules and characteristics of their background
in relation to the formulated pathological model-spicule. The obtained results seem
to confirm the merits of the applied method. Thus, the usefulness of CWT, direc-
tional analysis of mammograms, precise investigation of convergence lines area, and
description of the background tend to prove effective in the verification of the sus-
pected abnormalities of active local directionality (in this case, of mammographic
subtle spiculated structures). However, the recognition of subtle ADs and SMs in
mammograms seems to remain an unsolved problem. It can be assumed the pragmatic
difficulty lies in increased number of indicated false positives with simultaneous rise
in the sensitivity of spicule detection.
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Abstract A study was conducted so as to develop a methodology for wheat variety
discrimination and identification by way of image analysis techniques. The main
purpose of this work was to determine a crucial set of parameters with respect to
wheat grain morphology which best differentiate wheat varieties. To achieve better
performance, the study was done by means of multivariate discriminant analysis.
This utilized both forward and backward stepwise procedures based on various sets
of geometric features. These parameters were extracted from the digitized X-ray
images of wheat kernels obtained for three wheat varieties: Canadian, Kama, and
Rosa. In our study, we revealed that selected combinations of geometric features
permitted discriminant analysis to achieve a recognition rate of 89–96%. We then
compared the correctness of classification with results obtained byway of employing
the nonparametric approach. The discriminant analysis proved effective in differen-
tiating wheat varieties.
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1 Introduction

Recent research in computer-aided data analysis based on image processing, has
brought about the high development of accurate and automated systems for the dis-
crimination and classification between wheat grain categories [3, 9, 11]. One of the
more well-known and widely used imaging techniques is soft X-ray photography.
This is an objective and precise method which provides high quality visualization
of the internal kernel structure. Together with photo-scanning procedures, this tech-
nique provides sufficient resolution for reflecting distinct features important for the
accurate characterization of kernels. Moreover, this is non-destructive and consider-
ably cheaper than other more sophisticated techniques such as magnetic resonance
imaging, scanning microscopy or laser technology. It has to be stressed, however,
that sole visualization of the kernels, irrespective to the techniques used, does not
provide quantitative evaluation of the overall quality of the kernel, e.g., measures
of geometric parameters of internal grain features, their correlation and distribution
within the structure, etc. In order to carry out an accurate grain quality assessment,
specialized image processing procedures need to be employed for the measurement,
detection and interpretation of kernels in X-ray images. Various grading systems
using different morphological features for the classification of different cereal grains
and varieties have been reported in literature [12, 15, 17]. As well as geometric fea-
tures, the authors used grain surface texture and color to develop a statistical model
that effectively employs these variables to classify wheat grain.

Themain objective of this work is to investigate whether it is possible to recognize
wheat varieties by way of multivariate discriminant analysis as applied to certain
basic, critical geometric parameters of kernels that have been extracted from X-ray
images. The accomplished study consists of two phases: the construction of a model
based on the training set that has been created for cases with known belonging to
different groups, and, subsequently, to extend the use of thismodel for classifying new
cases. The classification results given by the classical approach were then compared
with nonparametric classification results.

2 Mathematical Preliminaries

Classical methods of data analysis assume that the data are drawn from one of
a known parametric family of distributions, determined by their parameters [2,
5]. The density underlying the data could then be estimated by finding from the
data estimates of unknown parameters, using optimization criteria. Such attitude
requires performing goodness-of-fit tests on the data, in which the null hypothesis
states that our data follows a specific distribution. This rigidity can be overcome
by nonparametric estimation methods that assume no pre-specified functional form
for a density function. In this section, both approaches to discriminant analysis are
shortly described.
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2.1 Nonparametric Density Estimation

Suppose that there is the n-dimensional random variable X, with a distribution char-
acterized by the density f . Its kernel estimator f̂ : Rn → [0,∞), calculated using
experimentally obtained values for the m-element random sample

x1, x2, . . . , xm, (1)

in its basic form is defined as

f̂ (x) = 1

mhn

m∑

i=1

K

(
x − xi
h

)
, (2)

where m ∈ N\{0}, the coefficient h > 0 is called a smoothing parameter, while the
measurable function K : Rn → [0,∞) of unit integral

∫
Rn K(x)dx = 1, symmetrical

with respect to zero and having a weak global maximum in this place, takes the name
of a kernel.

The choice of the formof the kernel and the calculation of the smoothing parameter
is made most often by way of established optimization criterions. The choice of the
kernel has no practical meaning, and, due to this situation, it is possible to take into
account primarily the properties of the obtained estimator. In practice, for the one-
dimensional case, the function is assumed usually to be the density of a common
probability distribution. Most often the standard normal kernel given by the formula

K(x) = 1√
2π

exp

(
−x2

2

)
(3)

is used. In the multidimensional case, two natural generalizations of the above con-
cept are employed: radial and product kernels, but from an applicational point of
view, the difference is insignificant. The fixing of the smoothing parameter has im-
portance in establishing the quality of estimation. For the one-dimensional case, the
effective plug-in method is especially recommended. For the multidimensional case,
two natural attitudes are usually used: the plug-in method for product kernels and
the cross-validation method for radial kernels.

Broader discussion of this task, as well as additional procedures improving the
quality of the estimator obtained, such as modification of the smoothing parameter
and linear transformation, as well as general aspects of the theory of statistical kernel
estimators are found in [6, 7, 13].

2.2 Discriminant Analysis

Classificatory discriminant analysis is used to allocate new observations into one of
the two ormore known groups or clusters on the basis of themeasured characteristics.
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The basic problem of discrimination can be stated as follows. Consider K inde-
pendent simple random samples containing m1,m2, . . . ,mK elements, respectively
drawn from K different populations (classes):

x11, x12, . . . , x1m1

x21, x22, . . . , x2m2

. . .

xK1, xK2, . . . , xKmK

(4)

where xkj ∈ Rn constitutes the j-multivariate observation from k-th class. These
samples form the training set. Given a new observation z ∈ Rn, the main task is to
assign that observation to one of K classes.

Suppose, first of all, that observations are drawn from populations having prob-
ability density functions f1, f2, . . . , fK . The classical Bayesian approach would then
allocate the tested element to the class for which the value

c1f1(z), c2f2(z), . . . , cK fK(z) (5)

is the largest [4, 8]. The constants ck , k = 1, 2, . . . ,K , are chosen by reference to the
probabilities of misclassification, or by considering the prior probability that z comes
from the population k and other utilities of correct classification. In practice, the
densities fk , k = 1, 2, . . . ,K , cannot be assumed to be known, and so the discriminate
rule must be estimated from the training set. One natural approach is to suppose that
the unknown densities come from some parametric family and then to estimate the
parameters. When the within-class covariance matrices are assumed to be equal, the
parametric approach generates a linear discriminant function, otherwise it can be
extended to a quadratic form.

When the distributionwithin each group is not assumed to have any specific distri-
bution or is assumed to have a distribution different from the multivariate normal dis-
tribution, nonparametric methods can be used to estimate the densities f1, f2, . . . , fK
and derive classification criteria. A natural description of these distributions allow
the specifying of the kernel estimators f̂1, f̂2, . . . , f̂K , constructed under given random
samples (4), and consequently, the choosing of the population for which the value
ck f̂k(z), k = 1, 2, . . . ,K , is the greatest. The main concept of the kernel density
methodology is described in Sect. 2.1.

3 Methodology

The proposed methodology for wheat variety discrimination and identification by
way of image analysis techniques, is summarized as follows:

• selecting wheat grains,
• capturing the wheat grain photograms,
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• producing bitmap graphics files for reflecting geometric features of grains,
• rescaling images to standardize the unit of measurement,
• measuring geometric features,
• selecting wheat kernel geometric parameters,
• performing the discriminant analysis and classification process.

3.1 Image Processing and Feature Extraction

The study was undertaken at the Institute of Agrophysics of the Polish Academy
of Sciences in Lublin, and conducted using the combine harvested wheat grain of
three different varieties: Canadian, Kama, and Rosa, originating from experimental
fields. Randomly selected grain samples of these varieties contained 108, 72, and
108 kernels, respectively. A high quality visualization of the internal kernel structure
(Fig. 1) was then generated using a soft X-ray technique.

The images were obtained in the form of photograms of size 13 × 18cm, at the
scale of 5 : 1. For each X-ray exposure, 10–12 grain kernels were evenly positioned
groove down. The photograms were then scanned by way of an Epson Perfection
V700 table photo-scanner that was equipped with a transparency adapter, at 600 dpi
resolution and 8 bit gray scale levels. This produced bitmap graphics files with a
sufficient resolution for reflecting distinct features important for the accurate charac-
terization of objects. Before taking the measurements of certain geometric features,
all images were rescaled to standardize the unit of measurement. Figure2 presents
the X-ray images of these kernels.

Image processing allowed a determination of size measures of wheat grain, as
well as a possibility to compute shape coefficients [14, 16]. The complete analysis
procedure of the obtained bitmap graphics files was based on the computer software
packageGrains, specially developed for theX-ray diagnostic ofwheat kernels [10].
The most important feature of the package Grains is that it provides functions
for ascertaining the particular characteristics of any selected kernel. In our work,

Fig. 1 X-ray image of an
individual kernel
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Fig. 2 X-ray photogram
(13× 18 cm) of kernels

using the commands available in the Grains menu analysis, automatic boundary
detection, and, subsequently, calculation ofmain geometric and statistical parameters
was accomplished for each individual grain kernel. Figure3 provides an illustration of
the contour indicating boundary of a kernel, as well as the obtainable measurements
of the detected features.

To construct the data, the following descriptors were determined for each kernel:

• area A, understood as an area of a grain projection,
• perimeter P, understood as a perimeter of a grain projection,
• compactness,1 given as C = 4πA/P2,
• length of a kernel,
• width of a kernel,
• length of a kernel groove,
• asymmetry coefficient

where the asymmetry coefficient, given as a percentage, is a ratio between two quan-
tities: the absolute value of the difference between areas of the left and right part of a
kernel, and the total area of a kernel. Moreover, two parameters were taken by direct
measurement using the package Grains. These being:

• area of a germ,
• length of a germ.

In addition to these numerical characteristics, the following parameterswere obtained
indirectly:

1The maximum value of the compactness is equal to one and is taken for a circle.
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Fig. 3 Document window with geometric parameters of a kernel and statistical parameters of its
image (as a unit of measure, millimeters were utilized)

• the ratio between the length of a germ and the length of a kernel,
• the ratio between the area of a germ and the area of a kernel,
• the ratio between the width of a kernel and the length of a kernel,
• the Feret coefficient.2

Computer image analysis of whole kernels allowed size and shape descriptors.
Finally, the data contained the vectors of real-valued parameters determined for
288 samples belonging to three different varieties of wheat: Canadian, Kama, and
Rosa. Randomly selected sets containing 100, 65, and 100 grains respectively, were
then used to derive a discriminant procedure. The remaining observations of the test
samples, as batches of 8, 7, and 8 grains, respectively, were considered as unknown
categories, and, hence, comprised the test data set that was employed in the clas-
sification procedure. The level of procedure performance was evaluated by rate of
correct classification.

2The ratio between the maximum diameter of the kernel in the vertical direction and the maximum
diameter of the kernel in the horizontal direction, the measure of elongation.
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3.2 Feature Selection

Allmeasurementsweremade automatically from a total of 288 samples.Grains of the
Canadian (the average length of kernels being equal to 5.250 ± 0.203, the average
width of kernels being equal to 2.892 ± 0.201) and Kama (the average length of
kernels being equal to 5.504 ± 0.230, the average width of kernels being equal to
3.236 ± 0.182) varieties are seen to be less in size than the Rosa (the average length
of kernels being equal to 6.246 ± 0.390, the average width of kernels being equal to
3.749 ± 0.245).

In order to ascertain the usability of the determined geometric features in wheat
grain discrimination, the distribution of the obtained histograms for each variable
was analyzed, and, subsequently, correlation analysis was performed. A histogram
distribution for all individual variables was symmetric and unimodal. Due to the
significant relationships between some of these variables, these were reduced to the
inclusion of the two best six-element sets that minimized correlations (Table1).

Once the variables were selected, as an input, multidimensional analysis was
performed for both data sets of feature vector components. This was done so as to
extract the data set that better discriminates the investigated wheat varieties. The
analysis was carried out through the separate use of forward and backward step-
wise discriminant analysis. Firstly, the assumptions concerned with the discriminant
analysis were assessed. Subsequently, multidimensional analysis was undertaken in
order to discriminate the varieties. Finally, the classification process employing the
discriminant functions, was performed. In so doing, no significant improvement was
noticed when forward and backward stepwise discrimination was analyzed. Thus,
the results for forward stepwise discriminant analysis will be shown alone.

Table 1 Feature vector components for discriminant analysis

Data set I Data set II

1. Perimeter of a kernel 1. Area of a kernel

2. Compactness 2. Length of a kernel

3. Asymmetry coefficient 3. Asymmetry coefficient

4. The ratio between the length of a germ and the length of a
kernel

4. Length of a germ

5. The ratio between the area of a germ and the area of a kernel 5. Area of a germ

6. The ratio between the width of a kernel and the length of a
kernel

6. The Feret coefficient



Discrimination of Wheat Grain Varieties Using X-Ray Images 47

3.3 Results and Discussion

To compute discriminant functions for the three-group classification, a training set
containing 265 observations and two different feature vector components were used.
Firstly, for both data sets of geometric features, discriminant analysis allowed the
determination of which variables had significant contribution to the discrimination.
In the data set I, the compactness was found to be insignificant and was removed
from the model. In the data set II, all variables demonstrated significant contribution
to the model.

Next, Wilks’ Lambda criterion was used to assess feature discriminatory power.
In the data set I, the kernel’s perimeter, and subsequently, the ratio between the length
of a germ and the length of a kernel, and the ratio between the area of a germ and the
area of a kernel, were established as being most important in discrimination, while
the asymmetry coefficient and the ratio between the width of a kernel and the length
of a kernel were seen to be the least important. In the data set II, the length of a
germ, and, subsequently, the Feret coefficient, the asymmetry coefficient, the area of
a germ and the area of a kernel had the strongest discriminatory power, whereas the
length of a kernel had the weakest power.

For both models, two discriminant functions were statistically significant. Thus,
the first function discriminated mostly between Rosa, and Canadian and Kama com-
bined. The level of discrimination was equal to 89% for the data set I, and 88%
for the data set II. The second function was found to discriminate Kama variety,
but the level of discrimination was lower and equaled 11% and 12%, respectively
(Figs. 4 and 5).

Fig. 4 Results of discrimination by scatterplots of canonical scores for data set I: (◦) the Canadian
wheat variety, (×) the Kama wheat variety, (��) the Rosa wheat variety
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Fig. 5 Results of discrimination by scatterplots of canonical scores for data set II: (◦) the Canadian
wheat variety, (×) the Kama wheat variety, (��) the Rosa wheat variety

Table 2 The classification correctness for discriminant analysis

Geometric feature Canadian (%) Kama (%) Rosa (%) Total (%)

Data set I 92 89 96 92

Data set II 89 88 93 90

The classification correctnesses employing both sets of geometric features as an
input for computing discriminant functions were summarized in Table2. Use of the
discriminant analysis for data set I resulted in higher proper classification, which,
accordingly, equaled 92, 89, and 96% for Canadian, Kama, and Rosa varieties. For
theRosa variety, 96 of 100 kernelswere classified properly, and no kernels of the other
two varieties were classified as being of the Rosa variety. For the Canadian variety,
92 of 100 kernels were correctly classified, while 2 kernels of the Rosa variety and
7 kernels of the Kama variety were mistakenly classified, as the Canadian variety.
For the Kama variety 58 of 65 kernels were correctly classified, however, 2 kernels
of the Rosa variety and 8 kernels of the Canadian variety were mistakenly classified
as the Kama variety.

The classification rate was a bit worse when data set II was used. The correct
classification results dropped to 89% for Canadian, 88% for Kama, and 93% for
Rosa varieties. For the Rosa variety, 93 of 100 kernels were classified properly
and none of the other two varieties were misclassified as the Rosa variety. For the
Canadian variety, 89 of 100 kernels were correctly classified, while 3 kernels of the
Rosa variety and 8 kernels of the Kama variety were mistakenly classified as the
Canadian variety. For the Kama variety, 57 of 65 kernels were correctly classified,
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however 4 kernels of the Rosa variety and 11 kernels of the Canadian variety were
mistakenly classified as the Kama variety.

To test the accuracy of the discrimination, a set of new observations utilizing 23
grains,was subjected to a classification process employing the evaluated discriminant
functions. The results confirmed earlier conclusions on the discrimination: proper
classification, accordingly, equaled six of 8, five of 7, and eight of 8 kernels for Cana-
dian, Kama, and Rosa varieties. For both geometric feature sets all Rosa kernels were
correctly classified, while Kama and Canadian varieties appeared to be misclassi-
fied, albeit to a insignificant degree. Herein, two Canadian kernels were classified as
being Kama, one Kama kernel was classified as Canadian, and one Kama kernel was
misclassified as Rosa. In this assessment a comparable correctness of classification
was obtained to that when the nonparametric kernel discrimination was used. The
classification rate, of the latter, though, was a bit better: two Kama kernels and only
one Canadian kernel, were incorrectly classified. Hence, the nonparametric character
of this method provided better fitting to the real data structure.

It isworth noting that the results of the classification confirmed the results obtained
by the clustering analysis, which was conducted in the earlier stage of the research
study [1].

4 Summary

Recent advances in digital image processing technique provide non-destructive tools
for improving insight into seed morphology in terms of image acquisition and auto-
matic feature detection. The accomplished study demonstrated that the image analy-
sis commonly employed in discriminant methods gives reliable results in classifying
wheat grain. In such work, selected combinations of geometric features permitted
discriminant analysis to achieve a recognition rate of 89–96%. The Rosa variety
is, however, better discriminated, whilst Kama and Canadian varieties are harder to
differentiate. Such a summationof resultswas also confirmedby the results of the sub-
sequent classification of new observations, using both parametric and nonparametric
methods. The conducted study confirmed the practical usefulness and effectiveness
of the evolvedmethods in classification practices. Thus, discriminant analysis should
be considered as being very effective in separating out wheat varieties.
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Face Localization Algorithms as Element
of Silhouette Localization Process

Mariusz Marzec, Aleksander Lamża, Zygmunt Wróbel
and Andrzej Dziech

Abstract The article presents an algorithm that allows for automatic detection of
rectangular masks of human silhouettes that are in the foreground (significant sil-
houettes) in colour images with complex backgrounds. A very important element
of the algorithm was elimination of faces and silhouettes in the background. Typ-
ical solutions presented in the literature are based on two approaches of silhouette
localization. The first group of methods is based on initial background suppression,
which allows for silhouette extraction. The second group of methods is related to
direct silhouette localization. According to assumptions the method based on local-
ization of individual silhouette elements has been used. The face, head and torso have
been selected as essential silhouette elements and face localization has been used as
the main algorithm block. The method presented in the article provides 79% effec-
tiveness of silhouette localization in different image collections taking into account
elimination of silhouettes in the background.

Keywords Face localization · Head localization · Silhouette localization · Silhou-
ette segmentation

1 Introduction

The study presented in this paper aims at preparing an algorithm for automatic
detection of a mask covering the area of a human silhouette. It was assumed that
the mask should cover the most important silhouette areas. The face, head and torso
were adopted as the important areas. The results should allow for automatic addition
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Fig. 1 Example of designating areas and adding text information performed manually by the
authors

of text information to the test image in such a way so that it will not distort the
information contained therein or it will distort it minimally. Automatically added
information (e.g. descriptive text) should be applied to the test image in such a way
so as not to cover the most important silhouette elements, i.e. the face or torso of the
person in the image.

There arise common problemswith which the algorithm has to cope correct detec-
tion and removal of the background, detection of the area taking into account the
orientation and position of the head and torso, detection of silhouette area homo-
geneity with regard to lighting, texture, colour and classification of areas in order to
select only people in the foreground.

In Fig. 1 mentioned operations were carried out manually in order to present the
assumptions and objectives of the study in graphic form. It can be observed that
despite the addition of large amounts of descriptive information, the key elements of
the silhouettes in the foreground, namely the head and torso, are still clearly visible
in the image (they are still recognizable). A high background complexity such as
variety of colours, textures and small faces and silhouettes can also be observed.

2 Related Work

2.1 Silhouette Localization Process

A silhouette is understood as the outline of a person or object [5, 25] located in an
image. As described in mentioned literature silhouette extraction or segmentation
is the process of separating the area containing the silhouette from the background
area. The biggest problems in the process of silhouette segmentation are variable
lighting, heterogeneity and a high degree of complexity of the background and the
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silhouette area [25]. Silhouette segmentation is a very important task in tracking
systems, detection of people, detection of activity in an image [5].

In the available literature, there are two attitudes used in the silhouette localization
process:

• silhouette localization through background removal [7, 9, 21],
• direct silhouette localization [2, 6, 20, 23].

The first group of methods is based on the assumption that it is possible to prepare
a suitable background model which will remove the background leaving only the
sought human silhouette. The second group of methods refers to the direct search
for the silhouette area. In this case, a suitable model representing the silhouette area
is prepared. This group is very interested in point of view this article.

The methods for direct silhouette localization can be divided into two groups:

• localization of a silhouette as a whole [2, 6, 20, 23],
• localization of a silhouette as a set of related parts [3, 14].

The first step in the second group ofmethods is to determinewhich areas of the sil-
houette are important and will be subjected to the localization process. In publication
[14], the authors proposed an algorithm that allows for localization of a silhouette as
a whole or only the upper torso. The human silhouette model was built as a collection
of geometrically related parts which included the head (front and side), the upper part
of the body (front and side) and legs. Each of these body parts was described using
an orientation based feature, i.e. the local histogram of gradient orientations and
their local grouping. The first stage involved determination of the dominant gradient
orientation in close proximity (3× 3 pixels) and in different scales (5 ranges). Then,
the individual silhouette parts were localized based on local characteristics. Finally,
the whole body was localized based on relationships between silhouette parts and
their combination. Publication [3] presents a silhouette model made up of so-called
bubbles or image portions of small random Gaussian distribution. In typical cases
of people in a standing position, the thus obtained masks represented the head and
torso, hands and feet. In order to link the obtained masks with each other, geometric
relations defining their spatial relationships were used. In order to detect silhou-
ettes made of the designated bubbles, ap-ROI detector developed by the authors was
applied. The results obtained by the authors gave 40% efficacy in localization of a
silhouette as a whole.

Due to the fact that the face area provides themost information about the person in
the picture, face localization block was applied as the main module of the proposed
algorithm. It was also established that the most essential silhouette elements besides
the face are head and torso. Typical images from the test set of images are presented
in Figs. 1, 3, and 8.
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2.2 Face Localization

The rich literature on face detection and localization proposes a wide variety of
solutions [1, 24, 26]. They can be divided into four basic groups methods based
on knowledge about the image, methods based on basic images features, template
matching and machine learning methods. In knowledge-based methods, knowledge
about the image is described as a set of rules and relationships describing a typical
face. The face is described as a set of characteristic points or areas related to each
other in terms of distance, mutual position, etc. An example of their application can
be found in publication [13], where the authors proposed a face detection method
based on geometric relationships of characteristic areas of the face such as the eyes
andmouth. Another group ofmethods (called feature invariant approaches) includes
algorithms whose task is to look for the basic image features (invariants) such as
edges, colours, shapes, areas with a particular colour, texture. Examples of solutions
based on colour segmentation are presented in publications [1, 8, 18]. The third group
of methods relates to template matching. In this group of methods, face detection
involves the use of specially prepared templates describing the face as a whole or the
individual facial features (i.e. nose, mouth) separately. These templates are prepared
by experts based on knowledge about the test image. After matching templates to
the image, the correlation between individual templates is calculated. An example
of their application is found in publication [10] where the authors propose the use
of a deformable model representing the shape of the face and its most important
elements to determine the face position. The last group of methods (appearance-
basedmethods or learning-basedmethods) are algorithms that usemodels, templates
and patterns resulting from the learning process. Proper operation requires a training
set based onwhich the algorithm learns to recognize and create an appropriate pattern.
An important factor in the effectiveness of this group is the right choice of the
training set (images containing valid and invalid examples) and methods of learning
and classification. An example can be found in publication [15], where the authors
propose the use of a unidirectional feed-forward network for face detection based on
the skin colour.

Presently used solutions most often belong to the last group of methods and have
appeared in the last few years due to the rapid increase in computing power. Learning-
based algorithms are gaining an increasingly greater advantage in face localization
systems [26] in relation to the 3 previous groups. The most currently implemented
solutions aremethods based on theLocalBinaryPattern [4, 27] andHaar-like features
[16, 19, 22]. In publication [4], the authors proposed a face localization method
based on image features referred to in the literature as Local Binary Pattern features.
They provide good results in a wide variety of applications (texture classification
and segmentation, image extraction), and therefore they also operate effectively in
the case of face localization. In publication [22], the first stage of the algorithm
operation involved the use of image features similar to the basic Haar functions,
calledHaar-like features, which enable to encode the difference in intensity between
two adjacent rectangular areas of different size as well as extract effectively the
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texture regardless of the absolute image intensity. Thus determined features were
subjected to classification using AdaBoost. The effectiveness of face localization
ranged from 76.1 to 93.9% depending on the allowable number of false detections.
After reviewing the above methods, it has been decided that the method based on the
Haar cascade classifier will be used in the face localization block.

3 Problem of the Foreground Silhouette Localization

The proposed method assumes that in each of the test images there is at least one
human silhouette and the first elements which will be automatically localized by the
system will be the face and head of the person in a still colour image. Based on the
analysed literature it was also assumed that the head detection in the first stage and
for the test images will be easier than the comprehensive detection of the whole body.
In the study, it was assumed that the most important information from the point of
view of the realized task is present in the face area and then in the torso area (Fig. 2),
so these areas need to be designated in such a way so that the added descriptive
content will not distort the information in the image. Another important purpose of
algorithm is the need to eliminate irrelevant faces so that the designated masks of
the face and torso will only represent the person(s) located in the foreground. The
image in Fig. 2a demonstrates how the algorithm should behave in accordance with
the adopted assumptions and how it could behave without being able to identify the
most significant person in the image. Due to the large number of silhouettes located
in the background in Fig. 2b, little space was left for adding information, despite the
fact that the people in the foreground do not take up so much space.

In view of the above-mentioned assumptions, it was decided that the analysis
will be divided into three main steps: significant face localization block will operate
first, the second algorithm block will designate the head area and the third torso
localization block will be based on the data obtained from the head localization.

It was also assumed that the most important people in the image are in the fore-
ground, face and head sizes in this case are the biggest.

Fig. 2 Illustration of silhouette masks localization and the problem with localizing many people,
a correct localization, b incorrect localization (face in background)
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4 Proposed Method for Detection Foreground Silhouettes

The research material was a collection of 137 colour images of varying sizes and
content. In each of the images there was at least one person in the foreground. The
scale, number and position of silhouettes as well as the background were varied.

The effectiveness of the algorithm was defined as the ratio of correct detections
to the number of detections determined by an expert.

The cases when the silhouettes were located correctly in the foreground were
treated as correct detections (as in Figs. 2a and 3a—2 silhouettes) and the rectangular
mask covered the most significant areas, namely the head and torso.

False-positive detections were these cases when the silhouettes of people in the
background, i.e. irrelevant ones, or areas that were not actually human silhouettes
were found—Figs. 2b and 3b, c. False-negative cases, in turn, were the ones when the
silhouette of a person in the foreground was not found. An example of determining
the effectiveness for the images with a single silhouette is shown in Fig. 3c—large
silhouette of people in the foreground was not localized.

Described algorithms are implemented in the production system which automat-
ically adds text information on images. The algorithm described in the article was
implemented in the Java language using OpenCV package [28].

The authors decided that the first step of the proposed algorithmwas the face local-
ization block. As mentioned in the introduction, methods for locating the head/face
are widely used, and their effectiveness is over 90%. It is a slightly different approach
in relation to methods where the mask covering the test object (e.g. the whole person
in the image) is determined directly [2, 6, 20, 23]. First research on using face local-
ization method as a potential element of silhouette localization process was carried
by authors in [12]. According to results of face’s mask localization and effectiveness
authors focused on application this solution in the face localization block.

Fig. 3 Localization of silhouettes, a relevant, b irrelevant, c false-positive and false-negative
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4.1 Detection of the Face and Head Area

In the face localization block authors used the Haar cascade classifier. The classifier
present in OpenCV as Cascade Classifier was applied to implement the algorithm
(standard training set was used). The effect of the classifier operation is a list of
rectangular masks defining the areas of detected faces. In the next step, they are
sorted in descending order of size. In order to eliminate less relevant faces (in the
background or smaller ones), filtering with a fixed threshold can be applied. The
value of 60% of the largest localized mask area was selected experimentally based
on tests. With such a threshold value, the algorithm correctly located the faces of
people in the foreground in the case of images containing both the entire silhouette of
a person and also the facewith a fragment of the body. This block of the algorithmalso
involves elimination of cases of facial masks which overlap so as to avoid multiple
detection of the area belonging to one silhouette. The result of the first algorithm
block is determination of the coordinates of the upper left corner Fx and Fy as well
as the width Fw and height Fh of the face area. Examples of the face localization
block operation are presented in Fig. 4a, b.

In the next step, the head area is calculated based on the face area obtained above.
The simplest and quickest method, namely the geometrical method, was proposed.
Based on the analysis of areas returned by the face detector and the anatomical
dimensions of the human [11, 17] correction coefficientsK were determined allowing
for the estimation of the expected head area.

K = (
kx, ky, kw, kh

)
(1)

where k coefficients correspond to: coordinate x, coordinate y of the upper-left corner,
width and height of the head.

Fig. 4 Examples of correct face localization (a, b) and head areas, determined with the geometrical
method (c, d)
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The head area is determined according to the following formulas:

Hx = Fx − kxFw,

Hy = Fy − kyFh,

Hw = kwFw,

Hh = khFh.

(2)

The performed tests provided optimal values of the coefficient:

K = (0.05, 0.35, 1.1, 1.5) . (3)

Figure4c, d presents two sample images after applying the method described
above. The smaller rectangle is the face area obtained from the face detection block,
while the larger rectangle is the designated head area. First example shows face and
whole silhouette and second shows face and fragment of silhouette.

4.2 Detection of the Torso Area

The next step of the algorithm operation is to calculate the silhouette area of the
person in the test image. Based on the analysis of human anatomical parameters
[11, 17] and the results of preliminary tests, it was assumed that the silhouette mask
should meet the relations as in Fig. 5c. The height and width of the torso mask were
markedBh andBw respectively. The coordinates of the upper left corner weremarked
Bx, By—Fig.5a, b.

Fig. 5 Examples of the determined torso masks and Geometrical torso mask based on [17]. Bw =
3Hw and Bh = 7Hh
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Above determined values enabled to mark the whole silhouette in the case of
people standing upright and in the case where only part of the silhouette was in the
image. In this case, a rectangular silhouette areawas limited by the image dimensions.
The conducted tests have shown that the geometricalmethod for determining the torso
area is fast but the operation precision is sufficient to avoid significant distortion of
the torso area.

5 Experimental Results

The collection of 137 images prepared by the authors was subjected to detailed
studies on the effectiveness of determining the forbidden area covering the silhouette
of people in the foreground.

In order to compare the performance of the proposed algorithm, the set of images
was analysed using 2 selected methods (Table1 presents the results):

1. The developed method based on the localization of the silhouette elements with
the Haar Cascade Classifier [22] (applied in the Faces areas localization block)
and then geometrical silhouette detection.

2. The developed method based on the localization of the silhouette elements with
the Local Binary Pattern [4] (applied in the Faces areas localization block) and
then geometrical silhouette detection.

Figure3 presents the methodology for interpretation of the results. On this basis,
a graph of silhouette localization effectiveness—Fig.6 and a graph of the number of
false negative localizations—Fig. 7 were created. The correct silhouette detections
are defined as cases when the forbidden silhouette areas covering the head and torso
of a person or people were marked properly. In the results obtained, the number
of correct detections of silhouettes in the foreground reached 79% (149 correct
detections out of 188 marked by an expert). The graph in Fig. 6 shows that in a small

Table 1 Comparison of methods used in face localization block

Method Publication Applied algorithm Discussion of results

Method 1 The developed
method—the haar cascade
classifier as a face detector
[22]

Haar like cascade used in
the face localization
module

Number of studied
Images: 137
Positive: 79%
False positive: 12%
False negative: 21%

Method 2 Local binary pattern as a
face detector [4]

LBP is used in the face
localization module

Number of studied
Images: 137
Positive: 65%
False positive: 17%
False negative: 35%
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Fig. 6 Number of correct detections of silhouette area

Fig. 7 Number of non-detected silhouettes

group of images, the algorithm did not find the number of silhouettes determined by
the expert and there were only few cases when no silhouette was found.

Analysing the results it has been found that problems with the silhouette detection
were most often caused by false positive detections in the face detection block. Such
situations happened when the algorithm found in the foreground an area which was
classified as the face (even though it actually was not the face) and rejected the other
faces for which the face area was less than 60% of the largest found area. Such a
case is presented in Fig. 8c and 7% of these cases occurred in the test set.

Examples of correct detections for different cases of imageswith unknownnumber
of silhouettes are presented in Fig. 8a, b, d. It can be observed here that despite of
typical problems: the complex background,manypeople in background the algorithm
correctly locates important silhouettes defining the forbidden areas.

The number of correct silhouette localizations can be increased by improving the
classifier, which will eliminate the cases as in Fig. 8c. After disabling the threshold of
elimination of background silhouettes, the results of analysis get better immediately
Fig. 8d, but there occur too many false positive detections. The coefficient of correct
detections in the test set reached79%,with 12%false positive and21%false negative
localizations.
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Fig. 8 Examples of the results of silhouette detection algorithm operation

6 Conclusions

The obtained results of the research indicate that the adopted assumptions and meth-
ods and their modifications allow to automate of the task of determining masks
covering silhouettes of people in the foreground in static images. The analysis and
comparison of known, face detection methods used in the literature made it possi-
ble to determine the actual capabilities and potential ways of development of the
algorithm presented in the article. Attention was also drawn to the decrease in the
number of correct detections in the event of a false positive detection with a large
face area. The solution to this problem would be to eliminate large non-faces that
block the search for smaller (appropriate areas of the face) through modifications
of the algorithm at the stage of locating the face in the foreground. The elimination
of such cases (which accounted for about 8% of the set of images) would increase
the effectiveness of the algorithm. At this stage, 79% efficacy was obtained in the
combined set of images prepared by the authors.
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Imaging of the Anterior Eye Segment
in the Evaluation of Corneal Dynamics

Magdalena Jędzierowska, Robert Koprowski and Zygmunt Wróbel

Abstract The imaging of the anterior segment of the eye plays a crucial role
in today’s ophthalmology. Despite the variety of existing methods, only a few have
the possibility to estimate the corneal dynamics. The purpose of this article is to
review the currently available methods of imaging the anterior segment of the eye
capable of evaluating the dynamics of corneal deformation in response to air pulse.
In the paper the Corvis ST, Ocular Response Analyzer (ORA) and optical coherence
tomography (OCT) combined with air puff system were described and discussed.

Keywords Anterior segment imaging · Cornea · Corneal dynamics · Optical
coherence tomography (OCT) · Ocular response analyzer (ORA) · Corvis ST ·
Image processing

1 Introduction

There aremanymethods of imagining the anterior segment of the eye available nowa-
days. The ideal system should be a non-contact and non-invasive device, providing a
real-time information. What is more, it should visualize structures with high quality,
contrast and magnification. Besides, it would be easy to use and of a reasonable
price [41].

The traditional anterior segment imaging method is still the slit lamp biomi-
croscopy, first introduced in 1911 [35]. Nevertheless, this technique for quantitative
assessment of the anterior structure of the eye is limited—the magnification and
image quality are restricted by the slit lamp [18]. Another system is ultrasound bio-
microscopy (UBM). Its main advantage is the unique possibility to show the struc-
ture behind the iris [37]. Moreover, UBM enables to observe the real-time changes
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in the human eye. Despite this fact and other, not mentioned advantages, it has not
become the part of regular clinical practice [26]. A different modality that visu-
alizes the anterior segment structures is slit-scanning imaging (e.g. Orbscan II). It
combines two techniques: Placido disk and slit-scanning enabling to reconstruct a
three-dimensional image of the cornea [11]. We can also list four devices adopting
the Scheimpflug imaging principle [32]. One of them is Pentacam which uses two
cameras: a rotating camera (Scheimpflug camera) and a static camera. This system
produces a series of topographic data: the anterior and posterior corneal surface
and other, such as: corneal pachymetry, anterior chamber depth or corneal wave-
front aberrations [18, 32]. Other equipment is anterior segment optical coherence
tomography (AS-OCT) which has developed from the retinal OCT. It uses a longer
wavelength and consequently has a better penetration through light-retaining tissues
such as sclera and limbus. This feature of AS-OCT makes it possible to visualize the
cornea, iris, anterior chamber angle and anterior lens [18, 37].

The imaging methods mentioned above delivered a variety of important parame-
ters such as: anterior chamber depth (ACD), central corneal thickness (CCT), anterior
corneal curvature (ACC), corneal topography data, etc. However, recently the one of
the most desirable abilities is the possibility to present the dynamic changes in the
eye.

To date, the technology adopting the high-speed Scheimpflug camera and classi-
cal air-puff tonometry leads in assessing the cornea dynamic. Commercially avail-
able device based on this method is Corvis ST which records the entire deforma-
tion process and provides a series of dynamic parameters, e.g. deformation ampli-
tude (DA) and corneal velocities. Another available system is the Ocular Response
Analyzer (ORA, Reichert Technologies) which was the first non-contact tonometer
allowing to obtain the biomechanical properties of the cornea. The main parameter
produced by ORA is corneal hysteresis (CH) which presents the dynamic response
of the cornea to an air puff stimulus [28].

The main purpose of the presented review is to provide an overview of imaging
methods capable of assessing the cornea dynamics in the context of its deformation
in response to an air puff. The limitations and benefits of these methods will be
discussed.Moreover, authorswill try to answerwhy the corneal parametersmeasured
during dynamic displacement are so important and what they indicate.

2 Corvis ST

Corvis ST is a noncontact tonometer which uses a high-speed Scheimpflug camera
to record the complete process of cornea displacement in response to the air pulse.
Sampling rate of the camera is 4330 frames per second and the horizontal coverage
is 8.5 mm [13]. The Corvis ST software supplies several ‘built in’ parameters (Fig. 1)
which can describe the dynamic and pseudo-dynamic cornea behavior, like defor-
mation amplitude (DA), length of applanation and velocity of cornea apex during
the deformation etc. [31, 45].
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Fig. 1 Screenshot of the Corvis ST display with the available parameters

The repeatability of Corvis ST parameters were tested in [3, 12, 25, 31]. Hon and
Lam [12] used a population of 37 healthy adults and pointed out that the deformation
amplitudewas found repeatable and reproducible. Authors considered it very promis-
ing to distinguish the normal corneas from the pathologically changed ones based on
this feature. Larger populations were used in publications [25, 31]. Nemeth et al. [31]
examined 75 eyes of 75 of healthy subjects, Leung et al. [25] used a much bigger
group—180 eyes of 104 subjects (40 normal, 140 glaucoma suspect/glaucomatous
eyes).Both confirmed the good repeatability ofDA.Most publications agreed thatDA
is associated with intraocular pressure (IOP) and central corneal thickness (CCT).
The higher IOP, the smaller DA [17, 42] and the greater CCT, the smaller DA
[12, 42].

Furthermore, deformation amplitudewas also investigated in [3]where the authors
of the analysis showed that this feature has a potential to identify patients with kera-
toconus (45 keratoconic and 103 healthy eyes examined). DA was notably greater in
keratoconic eyes comparedwith healthy eyes. However, in this and another work [16]
(population of 60 keratoconic and 60 normal eyes) authors pointed out that the results
should be still confirmed in further research just to ensure its usefulness in practice.

Based on the collected literature, it is very likely that this dynamic parameter can
be one of the most suitable factors for characterizing the dynamics of biomechanical
properties of the cornea.
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The dynamic changes in cornea deformation registered by Corvis ST were used
in paper [36] to explore age related changes in corneal biomechanics in fifty subjects
with healthy corneas. Authors used the time-varying Chebyshev polynomial based
model and proposed to combine the polynomial coefficient with the subsequent
dynamic cornea stages. The first stage: time from the beginning to the maximum
concavity of the cornea, the second stage: corneal oscillation phase and the third
stage: returning of the cornea to its initial state. Final results showed that age-related
differences are mostly seen (statistically significant—Wilcoxon test, P < 0.05) in
the third stage (which includes the second applanation phase) of the inner corneal
contour. It means that the corneal deformation dynamics in that phase changes with
age. This outcome confirms the possibility of detecting such discreet relations like
dynamic-age dependency with high-speed Scheimpflug camera. However, it should
be noted that authors described their results for the 10% trim of the profile data.

Recently Ji et al. [16] presented a complex paper concerning several aspects of
analyzing the dynamic process of corneal deformation based on the video from the
Corvis ST. In this paper authors used a group of 40 healthy and 30 keratoconus eyes.
Employing their new proprietarymethod of cornea segmentation and adopting color-
appearance-model for image fusion (firstly presented by Li et al. [27]) they proposed
a new dynamic parameter: the dynamic curvature topographic map. Dynamic curva-
ture topographic map links the values of anterior cornea curvature (ACC) with the
correspondent single frame of Corvis ST video. The values of ACC are identified by
colors (form normalized color pallet) what enables in an intuitive way to analyze the
dynamic behavior of the anterior corneal surface through the whole cornea response
process (Fig. 2). Authors mentioned that the produced map gives an opportunity to
distinguish normal from abnormal corneas. The results of the classification of vari-
ous pathologies of the cornea using topographic maps would be published in further
work. In addition, it should be mentioned that the segmentation method proposed by
authors has proved to be very accurate and shown better insusceptibility to disruption
than Corvis ST built-in method.

Fig. 2 An example of average curvature topographic map [16]
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Another approach to corneal dynamic features available fromCorvis ST images is
presented in the next paper [19]. In this work the problem of classification of kerato-
conic and healthy corneas based on corneal vibrations is mentioned. For this purpose
a very large number of subjects were tested—269 healthy and 477 keratoconus eyes.
Due to advanced image analysis and processing method, authors detected the cornea
vibrations based on a series of images from the cornea deformation video. In order
to obtain the selective parameters for the classification process, the measurements
of vibrations in the characteristic points of the anterior cornea curvature have been
taken. Using the decision trees as a classifier, authors obtained very good results—
their reported specificity of 98%, sensitivity of 85% and accuracy of 92% for the
automatic classification of healthy and keratoconic corneas. These new features of
dynamic corneal deformation are very promising to become commonly used in clin-
ical practice. Authors plan to expand their research by trying to modify the algorithm
and classify other diseases.

The ultra-high-speed Scheimpflug imaging has been also a very good instrument
for investigating the dynamic response of the cornea-model systems [6, 39].

3 Optical Coherence Tomography OCT + Air Puff

Optical coherence tomography (OCT) was firstly developed for visualization and
analysis of the posterior part of the eye, but the rapid evolution of this technique and
the development of Fourier-domain OCT allows for the acquisition of the anterior
eye segment as well [7]. The principle of operation of anterior segment OCT is based
on low-coherence interferometry. It works analogically to ultrasound, except that the
dispersed factor is not a sound but the light wave [29]. Received signal depends on
the properties of the tissue from which light reflects. It is worth mentioning that
measurements carried out with this technique have very good reproducibility [30].

Taking into consideration the high quality of pictures available thanks to such
technology, imaging of the cornea deformation dynamics with using this method
could allow to analyse this phenomena even more accurately. What is more, it could
provide clear answers to the questions concerning the links between illness factors
and the changes in the dynamic response of the cornea.

Several researchers combined the OCT system with classic tonometry in their
papers. In work [4] the swept source OCT (ssOCT) together with an air puff cham-
berwere supposed to image the displacement of the cornea during the air puff. During
the measurement, the ssOCT acquired around 1000 A-scans in time (M-scan) at the
center of the air puff and showed the anterior and posterior cornea surface (Fig. 3).
The obtained images presented the dynamic changes of the detected surface. Authors
indicated that such a dynamic behavior is definitely correlated with corneal biome-
chanics, intraocular pressure and applied force of the air puff.

A similar research was conducted by Dorronsoro et al. in paper [9]. However,
this time it was a spectral OCT combined with an air tonometer in a non-collinear
configuration. Such a device allows to register the dynamic cornea movements in
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Fig. 3 Part of the M-scan (1300 A-scans) from ssOCT presenting the cornea surface motion [4]

response to the applied force. Full corneal cross-sections can be imaged and what
is more, it is possible to obtain additional parameters: the speed of cornea apex,
deformation amplitude, diameter and volume of the maximum deformation of the
cornea and also the duration of the observed process. The quantitative analysis of
deformation parameters was conducted in vivo and in vitro. Differences between
corneal responses across species and treatments were seen.

Yet, the above papers demonstrated only novel instrumentswhich are not commer-
cially used and still further investigations are needed to improve their performance.

4 Ocular Response Analyzer (ORA)

ORA is the first noncontact tonometer capable of measuring the biomechanical prop-
erties of the cornea [28]. It uses a dynamic, bidirectional applanation process to
measure the IOP and additional parameters: corneal hysteresis (CH) and corneal
resistance factor (CRF) [8]. A collimated air pulse deforms the cornea which passes
through the phase of first applanation, the highest concavity, second applanation and
then returns to its normal curvature. Simultaneously, a dynamic infrared electroopti-
cal system records the event of both inward and outward applanations [34]. Disparity
in the forces required to flatten the cornea at the certain pressures—P1 and P2 (Fig. 4)
called hysteresis [14] reveals the viscoelastic properties of cornea [15] and is caused,
among others, by the energy adsorption during the rapid cornea deformation. In other
words CH reflects the ability of corneal tissue to absorb and dissipate energy [10].
Going forwardwith observations based on this dynamic parameter (CH)we could try
to investigate the impact of the air-jet on the normal and diseased corneas dynamic
behavior.

Hysteresis is commonly applied in the diagnosis of ocular diseases [1, 2]. Many
researchers presented CH as a parameter which could be a good classifier in kera-
toconus [33, 38, 44]. In the work [38] authors used the largest patient group: 207
normal and 93 keratoconic eyes. They found (like in [33, 44]) the hysteresis value
higher in normal eyes than in keratoconus ones (a statistically significant difference).

It needs to bementioned that this equipment has the ability to explore the dynamic
properties of the cornea, however they are only the point values presented at the
corneal hysteresis figure [16].
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Fig. 4 Corneal hysteresis measured by Ocular Response Analyzer (ORA)

5 Discussion

The imaging methods reviewed in this paper are the only ones with the ability to
present the dynamic corneal deformation in response to an air puff.

Over the past 10 years, various studies have shown that the corneal dynamics
remains a not entirely known and unexplored phenomenon. The year 2005 when
the Reichert launched the first device providing the biomechanical properties of the
cornea—TheOcular ResponseAnalyzer (ORA)was the breakthrough in the research
concerning dynamics of corneal deformation.With this technique a partial evaluation
of the dynamical cornea changes in response to the air stimulus became possible.
The biggest advantage of thismethod is the unique feature—CornealHysteresis (CH)
which is claimed tobe an advancedpredictor of glaucomaprogression.Unfortunately,
ORA cannot visualize the cornea and it delivers only the point values of its dynamics.
This limitation may introduce a huge mistake in the assessment of reasons of certain
cornea behaviors in response to an air puff.

The ‘technical answer’ to ORA tonometer was Corvis ST (introduced in 2010).
The possibility to record the full reaction of the cornea to a defined air pulse with
a high-speed Scheimpflug-camera that takes over 4,300 images per second is the
biggest benefit of this equipment. On the basis of this video the series of specialistic
parameters can be measured. Currently these features have already been well estab-
lished and systemized, what is more, they can be a reliable help in clinical practice.
They are more repetitive than similar parameters obtained from OCT. In OCT the
variability is much higher which makes the parameters less reliable in classifica-
tion. However, considering the availability in clinical practice (OCT was available in
1995, Corvis ST newly in 2010), such interpretation may be inadequate. In addition,
thanks to the complete cornea imaging we are able to observe the cornea reaction in
3D [20].
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Competitive systems presented in this paper combine the OCT with the air puff
tonometry. The biggest advantage of these systems is the excellent resolution and
image quality. Yet, the lack of commercially used equipment based on such concep-
tion capable of measuring dynamic response of the cornea is the greatest limitation.
Still, this technique is not entirely developed and at this stage cannot be a real com-
petitor in the field of imaging the dynamical changes of the cornea.

An important aspect which also needs to be discussed is the definition of ‘dynam-
ics’, described in this paper. In a current study authors refer to ocular dynamics as a
cornea response to a specific stimulus like the air puff.However, ocular dynamicsmay
be considered in different aspects. Firstly we can discuss dynamics of corneal defor-
mation in response to applied force. Secondly, this term may be related to the ocular
pulse. Then some authors identify it with the tear film status [5]. Finally, it is also
associatedwith the dynamical changes of the iridocorneal anglewith light- dark adap-
tation [23, 24].A newapproach to this problem is presented in the paper [40].Authors
used a spectral domain OCT (SD-OCT) to visualize the short-term microfluctuation
of the anterior chamber angle. This device captured the sequence of 90 cross-sectional
images of the iridocorneal angle (B-scans), which have been consequently analyzed,
scan by scan with the use of advanced image processing methods, just to obtain the
posterior surface of the cornea and anterior surface of the iris. In such images authors
observed a changing in time, variable fluctuation of the temporal position of detected
surfaces. They indicated that the power spectra of these movements can deliver an
important information concerning individual characteristics of the patient’s eye, like
the dynamic changes of the inside of the eye globe (blood pulsation in the ocular
vessels and muscle reaction) and also the external dynamics like breathing. These
individual features may be used in the future (after the detailed research) in classifi-
cation of the ocular diseases.

It has been confirmed that corneal deformation caused by the air puff allows to
measure the dynamic properties of the cornea which are necessary to determine the
corneal biomechanics [17]. The cornea’s biomechanical properties have an impor-
tant impact on the intraocular pressure measurements, as well as the progression
of corneal diseases [21]. These relations prove the importance of corneal dynamic
parameters. A better understanding of these features will be of-substantial help for
ophthalmologists who will have a series of new features enabling them to diagnose
a variety of eye diseases. It needs to be mentioned that recently several publications
proposed new parameters, designed on the basis of images provided by Corvis ST,
according to which the classification of ill patients will be possible [19, 20, 43]. The
paper [19] showed that the introduced parameter was very accurate, what is very
promising when it comes to adopting the new features in the clinical practice. The
recent advantages in this field and all available parameters have been summarized in
work [22].

New technologies are not always popular in clinical practice. Moreover, the
dynamical properties of the cornea are constantly investigated so the clinicians are
still more likely to examine patients with well-known, easy in use noncontact meth-
ods. Concerning the above, the OCT imagining has invariably more followers than
the newest techniques (like Corvis ST).
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The study of the dynamics of the cornea is still the new chapter in the field
of imaging in ophthalmology. Therefore, there is a need to develop a new “gold
standard” concerning only the dynamic parameters of the cornea e.g. specifying the
time range of the first applanation for both healthy and diseased eyes.

6 Conclusion

Currently the dynamics of anterior segment of the eye is the popular topic of research
for scientists. The new tonometer Corvis ST gave the newpossibilities to visualize the
dynamic behavior of cornea. This technique is constantly improved by authors who
develop new parameters based on the available images. What is more, the methods
which combined OCT with an air puff are a great promise to overcome the current
imaging limitations, and hence the knowledge of ocular dynamic and biomechanics
will be commonly available.

In conclusion, the sixth corneal layer (Dua’s layer) was recently discovered. The
properties and impact on corneal dynamic behavior of this layer are still unexplored.
Thus, feature research may change the current knowledge regarding the cornea as
well as the anterior chamber of the eye.
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Application of Eye Tracking to Support
Children’s Vision Enhancing Exercises

Pawel Kasprowski, Michalina Dzierzega, Katarzyna Kruk,
Katarzyna Harezlak and Erita Filipek

Abstract The paper presents the results of an initial experiment aimed to check if it
is possible to enhance a low vision stimulation intervention with interactive games.
Therewere 35 childrenwith normal vision and various vision deficits examined using
three different interactive games. The interactivity was achieved with the usage of
an eye tracker—a device that is able to register eye movements and recalculate it to
a gaze point—a place on a screen where a child is looking at. The obtained results
are encouraging as most of the children were able to fulfill all games’ achievements
and expressed their engagement.

Keywords Eye tracking · Low vision · Vision stimulation

1 Introduction

Vision plays a crucial role in human life. Vast majority of information that is acquired
by human brain is registered by eyes. It is especially important to children when
they learn how to handle in their environment and learn various skills like reading
and writing. Lack of ability to see the surrounding world properly may cause some
serious negative consequences for children not only for cognitive processes but also
for psychosocial ones.

Previously, there was a common belief that people with low vision should save
their sight and use it sparingly. However, it occurred that intensive use of eyes does
not cause damage or decrease the degree of remaining vision [2].Moreover, intensive
eye related exercises may improve vision or at least enable children to use their eyes
more efficiently and develop some new visual skills. Therefore, nowadays, it is the
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well-established practice to use various vision related exercises during low vision
rehabilitation [8]. The main problem of such exercises is that they are boring and
cumbersome for children. Many people recall such a treatment from their childhood
as a nightmare. Therefore, our idea was to combine vision exercises with fun, by
letting children to play games. This idea was possible due to the usage of a simple
and affordable eye tracker that enabled to add some interaction during exercises.

1.1 Low Vision Stimulation Intervention

Low vision stimulation intervention should not be confused with vision therapy.
Vision therapy is developed to cure specific eye related diseases—e.g. surgically or
pharmaceutically—and it is provided by ophthalmologists. In contrast, vision stimu-
lation intervention helps children to use their vision more effectively [8]. It has been
proven that it may help to activate brain areas and maximize vision comprehension
even without any other medical interventions. It is especially important for brain
diseases for which there is no medication or surgery. Cortical Vision Impairment
(CVI) is one of the examples of such a disease. CVI is a condition in which the
visual pathway and visual processing centers of the brain are damaged and result
in reduced vision [6]. There are reports that 95% of children with CVI developed
higher levels of vision within a period of 3.7 years after receiving a program of visual
intervention [7].

As there is an evidence that playing computer games may enhance visual skills
[1] there are attempts to use it directly during treatment of children with low vision.
One of the examples is a virtual-reality (VR)-based display system that facilitates
the treatment of amblyopia [4].

1.2 Eye Tracking

Eye tracking is meant as an ability to determine gaze position—the place where the
user is looking at. Although there are multiple different eye tracking methods, the
most convenient and popular one is a so called videooculography (VOG). Typically
VOG utilizes an infrared camera and infrared light sources. Reasons to use infrared
light are twofold. Firstly, a pupil (eye center) may be easily localized in infrared
light, because it is the darkest region of an image. Secondly, infrared light sources
are invisible for participants and therefore not disturbing their vision. A position
of reflections of light sources from a cornea—called 1-st Purkinje reflections or
glints—may be used as an additional input which makes eye position measurement
less sensitive to head movements (Fig. 1).

The data that is taken into account while estimating eye position is a vector
between an eye center (center of a pupil) and glints. Obviously, length and direction
of such vector depends on a distance from a screen, camera and light sources position
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Fig. 1 Eye image with
visible glints (1-st Purkinje
reflections)

and—last but no least—a corneal curvature, which is person specific. Therefore a
calibration procedure must be performed prior to the vector’s usage as a source for
gaze position. Typically the calibration consists of presentation of some (5–9) points
on a screen. The task for participants is to look at these points for some time. Based
on the gathered data the system is later able to compute a function that recalculates
an eye center and a glint vector to screen coordinates of a participant’s gaze.

2 Method

All vision related exercises were conducted with the usage of a computer and an
eye tracker device. Participants were seated at a computer display and worked with
a specially designed application. Their eye movements were registered with an Eye
Tribe eye tracker. The Eye Tribe is an example of VOG devices. It is able to record
eye movements with frequency 30 or 60Hz. The device should be located below a
display and there is a prior calibration required before every usage. Based on an eye
tracker output it is possible to calculate information about screen coordinates of a
gaze point (e.g. a place where the participant is looking at).

The usage of the eye tracker made a gaze contingent interaction between a par-
ticipant and a computer possible. There were overall seven different visual games
prepared for the purpose of the experiment. The aim of each game was to force
participant’s eye movements to accomplish some tasks (Fig. 2).

Finally, only three of that games were used during experiments. During the first
game (named “object game”—OG) child’s task was to find objects with a specified
color. A child had to look at such an object and click a trigger button. There were
always four objects with the specified color on the screen. Figure3 shows a sample
screen from this game.
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Fig. 3 A sample screen from the first game (OG). There is an initial screen visible on the left. The
task for a child is to find all yellow objects, look at it and click a trigger button. A chosen object
disappears. The game screen after pointing all four objects is visible on the right panel. Additionally,
red circles with lines visualize fixations (places where gaze was focused for some time) and scan
paths of the gaze

Fig. 4 A sample screen from the second game (FG). There is an initial screen visible on the left.
The task for a child is to find all trapezoids, look at it and click a trigger button. A chosen object
disappears. A sample of recorded fixations (red circles) and a scan path are visible on the right
panel. Additionally, trapezoids have been highlighted, which was not possible during the game

The second game (named “figure game”—FG) was very similar but this time a
task was to find geometrical figures. Contrary to the first game, objects were painted
in low contrast with white background (Fig. 4).
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Fig. 5 A sample screen from the third game (PG). There is an initial screen visible on the left. The
task for a child is to look at one piece and click a trigger button. After that the child should look at
the correct place for this piece and once again click the trigger. A sample of recorded fixations (red
circles) and scan paths after completing the task are visible on the right panel

Fig. 6 The four difficulty levels for the puzzle game

The third game was a classic puzzle game (PG). The task for participants was to
point with eyes a piece of image on the left side and then point with eyes the correct
place on the right side of the screen (Fig. 5).

All games were prepared with four different difficulty levels. A sample of these
levels for puzzle game (PG) was presented in Fig. 6.

3 Participants

35 participants aged 5–12 took part in the experiment based on games presented in
the previous section. 25 of them were patients of Department of Ophthalmology,
Medical University of Silesia, Katowice, Poland. All participants have been divided
into four groups:
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• HL—children without any diagnosed problems with sight (10 participants),
• GA—children with good visual acuity but with some other dysfunctions (10 par-
ticipants),

• LD—children with low disorder of sight (10 participants),
• SD—children with significant disorder of sight (5 participants).

All experiments were provided after parent’s consent. The purpose of the experi-
ment was to answer the four research questions:

1. Is it difficult for children to work with eye tracker and the application?
2. Do sight disorders influence the game results?
3. Is it more difficult to play games with only one eye?
4. Is such kind of therapy interesting for children?

4 Results

Every experiment started with a calibration of the eye tracker and then a participant
played all three games. It is important to mention that there were seven children that
did not accomplish at least one of the games. The reason of it could be problems
with calibration or just the lack of interest in the game, which resulted in the lack of
concentration.

4.1 Timing Analysis

There were three different parameters taken into account when analysing data
recorded for OG and FG games:

• Time to find the first element (T1),
• Time to find the next element (TN),
• Total time of the game from the start to the end (TT).

It is visible that the best results are obtained for healthy children (HL). The results
for other groups are similar with no significant differences. The total time for group
with significant disorder (SD) is higher than for the other groups.What is interesting,
the time to find the first element is about 50% of the total time for the first three
groups while it is only 30% of the total time for the fourth group (Tables1, 2 and 3).

Although the task was similar to the object game (OG), all groups but the second
one (GA) needed more time to accomplish it. The reason was obviously the lower
contrast of the image. It was especially problematic for participants from the SD
group—they needed three times more time to accomplish the task comparing to the
healthy children (HL). Interestingly, children from the GA group finished the second
game faster than the first one.
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Table 1 Results for the
object game (OG) divided
into groups

Group (size) T1 (s) TN (s) TT (s)

HL (9) 9.8 3.5 19.5

GA (9) 22.7 9.6 42.7

LD (9) 20.9 8.4 46.2

SD (3) 17.4 12.6 54.5

Table 2 Results for the
figure game (FG) divided into
groups

Group (size) T1 (s) TN (s) TT (s)

HL (10) 7.5 6.3 26.3

GA (9) 9.3 6.7 27.6

LD (9) 17.6 12.6 55.2

SD (4) 27.8 16.1 79.5

Table 3 Results for the third
game divided into groups

Group (size) T1 (s) TN (s) TT (s)

HL (9) 9.8 4.2 40.4

GA (9) 5.8 5.4 65.7

LD (8) 25.6 9.7 93.1

SD (3) 32.9 10.9 210.2

For the third game (puzzle game) there were also three parameters taken into
account:

• Time to get the first element (TG),
• Time to put the first element (TP),
• Total time of the game from the start to the end (TT).

Similarly to the previous games, healthy children (HL) were the fastest and chil-
drenwith significant disorders (SD) the slowest ones. The between groups differences
are higher, what shows that this game was more challenging for children with low
vision.

4.2 Results for both Eyes and One Eye

Eye patching (disclosure) is one of the most popular treatments of children with
amblyopia [3]. That is why it was decided to check if it is more difficult to play games
with one eye covered. Only the children from HL (healthy children) group took part
in the experiment. The children played the same game with two eyes and with one
eye covered. The same time related parameters were used to compare both results.
It showed no significant difference as it is visible in Figs. 7 and 8 for the first and
second games.
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Fig. 7 Results for the HL group playing the first game with one eye covered (E1—left) and two
eyes (E2—right)

Fig. 8 Results for the HL group playing the second game with one eye covered (E1—left) and two
eyes (E2—right)

4.3 Comparison of Results According to Age

The next step of the analysis concerned the age of children. As the range was quite
broad the question was if the results are correlated with age. To have comparable
results only children from groups HL and GA were taken into account as these
children had the correct vision acuity (visus 5/5). It occurred that the correlation
between age and total time is not significant (0.17) what means that age does not
have important influence on ability to finish the game.

5 Discussion

Concerning the research question formulated at the beginning of the experiment, if
it is difficult for children to work with the eye tracker and application, it occurred
that about 87% of attempts to finish the game were successful. It must be noticed
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that in most eye tracking experiments there is some group (approximately 5–10% of
population) that is not able to finish an experiment for different reasons [5]. Children
(especially those with low vision) may be regarded as one of the most challenging
groups, so, in our opinion, the results are quite encouraging.

There was at least one child in every group which did not accomplish at least one
of the games. But it is worth noticing that out of 7 children that had problems, 5 had a
diagnosed squint. Overall, only one of six patients with the squint was able to finish
all three games. It suggests that the squint may be a serious obstacle while working
with gaze contingent interfaces.

Sight disorders influenced the game results. The experiments showed—
unsurprisingly—that childrenwith normal visionwere faster in accomplishing visual
tasks. However, what may be more important, it also proved that even children
with significant vision deficits may be successful in playing gaze contingent games.
Noticeable, some of such children achieved results comparable to the healthy group.

Our experiments with healthy children showed that eye disclosure (pathing) does
not significantly influence the results of the experiment. So it may be concluded that
game based therapy may be successfully combined with the traditional patching.

It occurred that such therapy was far more interesting for children than typical
vision enhancement exercises. Although some of them had problemswith calibration
and focusing on the task,most expressed their amusement and askedwhen theywould
have an opportunity to improve their results.

6 Summary

The paper presents a preliminary experiment aimed at checking if eye tracker
enhanced visual games may be used during low vision stimulation intervention.
It showed that such exercises are possible and even children with serious vision
deficits are able to take part in them. The next step will be analysis of possibilities
to incorporate it into the real low vision developing programs. We hope that this
initial idea will be in future extended and it will be possible to evaluate its benefits
for children with low vision care.
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Biopsy Needle and Tissue Deformations
Detection in Elastography Supported
Ultrasound

Joanna Czajkowska, Jan Juszczyk, Bartlomiej Pycinski and Ewa Pietka

Abstract During last decades a fast development of imaging techniques has offered
the intra-operative visualization as the integral part of surgical tools. For this, the
automated and robust analysis of ultrasound images is required. The paper meets
these requirements targeting in detection of tissue deformations caused by biopsy
needle inserted in the body. The presented novel technique uses ultrasound data
supported by elastography images. In the feature set, the automated detection algo-
rithm introduces Histogram of Oriented Gradients and image entropy. The further
classification steps applies Weighted Fuzzy C-Means (WFCM) clustering technique
resulting in deformation detection sensitivity and specificity at levels 0.793 and 0.94,
respectively.

Keywords Ultrasound ·Elastography ·Histogramoforientedgradients ·Detection ·
Biopsy needle

1 Introduction

Needle biopsy,widely used as diagnostic procedure, is the injection of skin ormucosa
with the needle, usually followed by acquiring the specimen. Injection of the needle
has to be as accurate as possible to correctly point at proper place and to prevent
injury of contiguous vital structures. Therefore the biopsy often is performed under
the control of a medical image, usually ultrasonography (US).

Only a single plane of the body is visualised at a time by anUS probe, so the needle
might not be completely visible in the image. The best image quality is obtained if a
needle guide is used [2]. The guide is fixed to the transducer in the way that prevents
the needle from turning out of the scanned plane. The already performed review of
needle detection methods is presented in [4].
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Ultrasound techniques has grown rapidly over last years. Nowadays not only
standard B-mode presentation are widely used, but also other variations have been
developed, e.g. Doppler mode, 3D visualisation, advanced measurement systems
[1, 17]. One of the newest ultrasound diagnostic methods is elastography.

Since the US recording has to be synchronized with any other signals, defining of
the biopsy beginning is very important. An automatic technique is especially desir-
able for long US recordings. Moreover, for further US data analysis, the detection
of tissue deformation area caused by the injected needle places a very important
role. This might be a challenge, if the needle is not visible in the image during the
injection. In this study both US and elastography images of porcine phantom have
been employed to detect the needle and tissue deformations.

The developed algorithmmakes it possible to detect and locate the biopsy needle,
and the area of tissue deformation caused by the needle insertion. The analysis is
performed on the series of ultrasound (US) and elastography images acquired during
biopsy procedure. The novel technique, based on the entropy and Histogram of
Oriented Gradients (HoG) of the images acquired over the time, enables an accurate
detection of: (1) the needle insertion event, (2) the inserted needle, as well as (3)
the tissue area deformed by placing the needle. Thanks to the combination of the
two used modalities the developed technique copes with the US image data, which
is hard to understand for human expert and hard to analyse using other detection
techniques.

The paper is organized as follows. In Sect. 2.1 the physical principles concerning
acquired image modalities are stated. In Sect. 2.2 the entropy based technique of nee-
dle insertion event detection is described. It is followed by HoG features description
given in Sect. 2.3. The deformation detection based on both modalities is presented
in Sect. 2.4. The obtained results and plans for further development of the algorithms
are described is Sects. 3 and 4, respectively.

2 Methods

2.1 Elastography

Elastography is the ultrasound diagnostic method which allows measurement of
tissue elasticity parameters. The quasi-static elastography is based on local image
deformation analysis. In case of external source of pressure, the deformation of tissue
depends on the local tissue elasticity.

The elastography term was proposed in 1991 by Ophir et al. [20]. One of the first
results of in vivo studies were presented in 1996 in [19], whereas theoretical basis
of elastography can be found in [10, 21, 24].
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Elastography visualizes relative elasticity of imaged tissues. Quasi-static elastog-
raphy is based on minimal movements of tissues generated by an external (outside of
tissue) source. In clinical applications the oscillatingmovements ofUS probe induces
slight changes between consequent images. The relative elasticity is visualized in real
time by colour or grey map called elastogram (Fig. 1) [20]. Tissue elasticity model is
based on cascaded one dimension spring system, where each regions of tissue in line
is represented by spring with the same length but different strain. When the spring
system is pressed, the length (after and before compression) varies for different spring
[20]. That allows a parameter of relative elastic to be foundwithout information about
force that has been applied. Information about tissue elasticity derives from cross-
correlation time shift differences among image segments [19]. Clinical application
of elastography focuses on tumours in soft tissues detection and qualification. The
breast elastography diagnosis was historically the first systematic developed [24].
It has been proven that the lesions in breast tissue have higher strain than normal
tissue [11] moreover varies lesions feature a different strain allowing for a differen-
tial diagnosis. However others [14] indicate a similar to conventional US diagnostic
performance. Liver elastography performed in hepatic cirrhosis and fibrosis diag-
nostic is another widely expanded study [9, 16, 22, 24]. There are attempts to create
a scale for chronic virial hapatis rating based on liver elastography [8]. Currently
clinically tested commercial solutions (as dedicated devices) for liver elastography
are available [23]. Elastography is applied for the diagnosis of prostate [3, 26] and
thyroid [18].

Since the injected needle in US image is hardly or almost invisible in US scan (see
Figs. 1 and 2), the elastography is employed.

Fig. 1 US image with needle—marked with yellow ellipse—injected into the tissue (left) and
elastography image (right)
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Fig. 2 The HoG differences (right) between training data and the input image (left). The HoG
scale is set to s = 16 and the number of analysed directions is 8

2.2 Entropy Based Event Detection

Entropy is a statistical measure referring to disorder or uncertainty in a message [13].
It describes the randomness of the data. In image processing, entropy is defined as the
average information generated from all the image pixels and its value is maximum
if the pixels are uniformly distributed [15]. Therefore, it can be used to characterize
the texture of the input image and is defined as

E = −
L−1∑

k=0

Pklog2(Pk), (1)

where Pk, k = 1, 2, . . . , L − 1 are probabilities associated with each grey level.
The entropy analysed over the acquired grey scale elastography images is used for

an event detection. The grey scale elastography images are obtained as the V channel
of RGB to HSV data conversion. The event is one of the biopsy procedure phases:
(1) the state before the needle injection, (2) the needle injection. The event being
detected by the developed algorithm is the needle insertion. For this, the entropy
changes are analysed. The detection algorithm applies Weighted Fuzzy C-Means
clustering technique [4, 25] to divide the analysed signal (differences of entropy)
into two groups: the state before the needle insertion and needle insertion procedure
as well. The acquired image series divided by the event detection step are then used
in further processing.

2.3 Histogram of Oriented Gradients

The previous step yields in detection of needle injection beginning. TheHoGdescrip-
tor [5] is then applied to find the area of tissue deformation caused by the biopsy
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needle [4]. The HoG-based approach outperforms existing feature sets by finding
lots of applications in different image recognition areas [7, 27] also in the medical
image registration field [12]. Our previous study [4] indicates a successful location
of a needle by measuring the tissue deformation.

The local appearance of tissue deformations caused by the needle insertion is well
characterized by the distribution of local intensity gradients or edge directions [5].
Therefore, it can be detected even without a precise knowledge of the needle edge
position or tissue deformation details.

The feature extraction step is then based on analysing local histograms of image
gradient orientations. For this, the image is divided into small regions called HoG
cells, of the size of [s × s] pix, where s is the HoG scale, s ∈ {128, 64, 32, 16, 8, 4}.
The scale selection depends on the image resolution and the object size. A local his-
togram of gradient directions or edge orientations is calculated over the pixels of each
cell. Single HoG cell is processed in five steps. First, the cell image is normalized. As
reported in [5] the gamma as well as colour normalisation have an insignificant effect
on the classification performance and can be skipped. Next, the gradient image of
any single cell is computed using Gaussian smoothing function followed by centred
derivative mask [−1 0 1] at σ = 0. The edge orientation histogram is then estimated
as the weighted vote of pixels within the analysed cell, where the vote is the gradient
magnitude at a pixel. To avoid the aliasing problem caused by the orientation bins
spaced over 0◦–180◦ the votes are bilinearly interpolated between the neighbour-
ing bins centres in both orientation and position. Finally, to reduce the influence
of gradient strengths variations, the local contrast normalization step is introduced
[4, 5].

Knowing the HoG features of the analysed US we are able to detect and monitor
any changes caused by the injected biopsy needle or the catheter. TheHoGdifferences
between training data and the input image presented in Fig. 1 are shown in Fig. 2.

2.4 Data Classification

The integration of both algorithms results in: (1) the detecting of the time moment of
biopsy needle injection and (2) HoG features estimation for all the acquired images.
The time moment, indicating the beginning of needle injection, makes it possible
to automatically divide the data set into two subsets: before and during the needle
injection. Thus, the tissue deformation algorithm can be summarized in the steps: (1)
training procedure with HoG parameters estimation; (2) deformation area detection.

The training procedure is performed on the US scans labelled as the state before
the needle injection (slides k = 1, 2, . . . , K , where K = 43), further called Ic. The
average image of the acquired US series Im is then used for HoG parameters defini-
tion, which describe the examined tissue. Then, two threshold vectors: hlmin and h

l
max
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of HoGs estimated for each image cell l, l = 1, 2, . . . , M , where M is the number
of HoG cells in image Ic(k), are given as:

hlmin = min
i=k,...,K

|hlm − hlc(k)| (2)

and

hlmax = max
i=k,...,K

|hlm − hlc(k)|, (3)

where hlm and hlc(k) are theHoG features of the average image and kth training frame,
respectively. The estimated boundary parameters are then used in the next processing
steps. The tissue deformation detection is applied to each frame I creating testing set
(labelled as needle injection process). The area of deformation is segmented based on
the comparison of HoG parameters between training and testing US scans. For this,
the WFCM clustering technique is performed on the feature vectors vlI , estimated
for each image cell l. It contains values estimated for each direction d = 1, 2, . . . , D
of analysed HoG cells as:

vlI = [vlI (1), . . . , vlI (D)], (4)

where D is the number of HoG directions estimated for every single HoG cell and

vlI (d) =
{
1 if |hlm(d) − hlI (d)| < hlmin(d) or |hlm(d) − hlI (d)| > hlmax (d)

|hlm(d) − hlI (d)| otherwise
, (5)

where hlI (d) is the HoG value calculated for the analysed US frame I , image cell l
and direction d, hlm(d) is the HoG for average image, and hlmin(d), and hlmax (d) are
HoG boundary parameters given in (2) and (3), respectively.

To reduce the influence of artefacts occurring in any single image in the US and
elastography recording the moving voting algorithm is introduce. For each US scan
the detection result is compared with the outcomes of 4 neighbouring images. The
final detection area consists of these HoG cells, whose 3 out of 5 cells in consecutive
images are assigned into the deformation region. The same moving voting procedure
is performed after the needle detection step, leading to the final results.

The above described classification procedure does not include division of the
found area into the injected needle and the tissue deformation caused by it. Since
the biopsy needle is hardly visible in the registered US scans, the image processing
targeting in the needle detection does not provide satisfying or even any interesting
results. For this, the elastography data are analysed again.

Since the injected biopsy needle is the stiffest part of the visualized structure
and its appearance is mostly visible in a red channel, only this channel will be
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analysed in further processing steps (since now called elastography image). First,
the elastography image pixels are classified into two groups usingWFCM clustering
technique. Then, the cluster mask is divided into the regions corresponding to the
HoG cells. The final needle detection mask create these cells, within which more
than 70% of pixels are classified as needle in WFCM procedure.

3 Results

3.1 Experimental Set Up

The developed algorithmwas evaluated on the set of 7 recordings of biopsy procedure
performed on a porcine tissue phantom. Conventional and elastography US images
consist of compressed DICOM images (JPEG) of resolution [288 × 352] pix and
spacing 0.13 × 0.13mm.Due to its accessibility andUSappearance similar to human
body parts the porcine tissue phantoms are often described in literature as reference
for US image processing tool evaluation [6]. The experiments were performed using
Philips iU22 machine with the linear probe L12-5 and elastography module.

The tissue deformation and needle detection algorithmwas tested on the recording
consisting of 225 pairs of US and elastography images. It uses theHoG cell size equal
to 16 and the number of gradient directions D = 8. The number of gradient directions
was chosen experimentally as described in [4]. The exemplary result of differential
HoG feature extraction step is shown in Fig. 2.

3.2 Results

The evaluation procedure was divided into two parts according to the selection
of the algorithm: event or needle detection. The first algorithm correctly indicate
the moment of the needle injection beginning in 7 of 7 recordings. The measured
entropies of ultrasound and elastography are shown in Fig. 3, whereas their subse-
quent differences are shown in Fig. 4. The acquired time series contain the images
before the needle insertion (slides k = 1, 2, . . . , 43) and the needle insertion process
(slides k = 44, 45, . . . , 225).

The accuracy of the needle detection step was evaluated using 45 training and 180
testing images,where the training setwas created using the event detection algorithm.
The first 45 US image were therefore used for HoG parameters estimation and the
actual verification was performed on 180 pairs of US and elastography scans.

The obtained detection results (Fig. 5) were compared with the selection per-
formed manually by three experts, who delineated the needle on each of 180 US
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Fig. 3 The entropy values of series of the pair of acquired image data. The k is the index of acquired
image pair. The needle insertion begins with k = 44

Fig. 4 Differences of subsequent entropy values shown in Fig. 3. The k is the index of acquired
image pair. The needle insertion begins with k = 44

scans. The resulted images were then divided into HoG cells of the size set at the
needle detection step (see Fig. 6). The data evaluation is based on statistical mea-
sures of a binary classification performance: sensitivity (TPR) and specificity (SPC),
where the HoG cells were treated as the testing probes. If the needle cross the image
cell in the reference image (expert selection) it was labelled as a “positive” probe,
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Fig. 5 Needle detection. The green line (inner selected area) delineates the biopsy needle, whereas
the outer red line delineates the deformation area

Fig. 6 The exemplary detection results (right) compared with manual needle selection (left)

otherwise it become a label “negative”. The TPR and SPC values calculated for each
expert separately as well as the mean value are shown in Table1. The exemplary
deformation area as well as needle detection results are shown in Fig. 5. The red
outer area is the deformed tissue and the green inner part is the detected needle. The
comparison with the manual needle selection created by the expert is shown in Fig. 6.

For comparison, the same inter-observer experiment was performed. The results
are given in Table2. The experiments show the difficulty of the needle detection,
particularlywhen it cannot be seen in the image. The inter-observer tests show similar
results to the automated method evaluation. Moreover, the developed technique is
faster than the manual delineation, and repeatable.
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Table 1 Sensitivity (TPR) and specificity (SPC) obtained for the automated needle detection com-
pared with the manual needle selection performed by three experts

TPR SPC

Expert 1 versus Automated method 0.769 0.936

Expert 2 versus Automated method 0.837 0.937

Expert 3 versus Automated method 0.772 0.947

Mean 0.793 0.94

Table 2 Sensitivity (TPR) and specificity (SPC) obtained from the cross-analysis performed
between three experts delineations

TPR SPC

Expert 1 versus Expert 2 0.769 0.936

Expert 1 versus Expert 3 0.652 0.978

Expert 2 versus Expert 3 0.805 0.981

Mean 0.742 0.965

4 Conclusions

The paper presents an effective and robust method for automated detection of needle
injection moment, tissue deformation area caused by the biopsy needle as well as the
needle, in the conventional and elastography US image pairs. The novel approach
combining Histogram of Gradients feature applied to US data with entropy based
elastography data analysis yields the sensitivity and specificity comparable to the
inter-observer results. Currently, the method is tested in the image navigation in
minimally invasive surgery set-up.
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Modification of the ICP Algorithm
for Detection of the Occlusal Area
of Dental Arches

Krzysztof Skabek and Agnieszka Anna Tomaka

Abstract We focused on the the process of finding the occlusal area of dental arches.
The algorithm for detection of the occlusion area has been proposed. It is based on
the ICP method that iteratively finds the best matching of two sets of points. The
introduced method was discussed and compared to manually found occlusions and
also to another methods.

Keywords 3D segmentation · Surface models · Dental arches · Occlusion detec-
tion · ICP algorithm

1 Introduction

In dentistry occlusion is defined as contact between teeth [4]. This contact may occur
in many positions during chewing or at rest, but a significant role is attributed to max-
imum intercuspation—a person’s habitual bite, called intercuspation position [6, 9].
As far as occlusion conditions influence themaxilla-mandible relation, and occlusion
disordersmay cause temporomandibular dysfunctions, evaluation of occlusion is one
of the basics examinations in diagnosis of bruxismandother temporomandibular joint
disorders [1]. Occlusion evaluation can be done directly by intraoral examination or
using dental models, and nowadays it can be performed using computerized virtual
dental models or segmented cone beam computed tomography (CBCT). Detection of
the intercuspation position is then very important, as techniques of occlusion regis-
tration are prone to errors due to finite thickness of a wax bite, difficulties in intraoral
scanning of teeth in occlusion and segmentation problems from CBCT with teeth in
occlusion.

From a technical viewpoint the detection of intercuspation position is similar to
a surface matching task, but in computer vision this matching problem is solved
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for surfaces which have a common overlapping) area, for example scans of the
same object from different viewpoints. The most popular technique of registration
of such surfaces is the iterative closest point (ICP) algorithm. As the overlapping
area is initially unknown the ICP algorithm, assuming the correspondence between
matching surfaces as the closest points in actual position, finds the transformation
minimizing distance between those points, and iteratively determines the position
in which the distance is smallest. In this approach matched surfaces are treated as
different views of the same object so intersections are not important. In ICP occlusion
detection, however, surfaces of upper and lower teeth represent two complementary
objects and direct application of ICP matching algorithm would yield the result in
which corresponding points are at the closest position, but surfaces would intersects,
which would not correspond to reality due to a collision of real objects.

We prepared technical assumptions for optimal occlusion from observations of
tomographic imaging of the natural occlusion. It was stated a prerequisite of keeping
the bone structure in non-collision space. Another assumption was also taken that
we minimize the contact area on the top surface of dental arches.

In previousworkwe presented themethod for finding the occlusion using a genetic
algorithm minimizing a specially prepared energy function [10]. In this chapter we
propose another approach based on statistical fitting of geometric structures.We used
the ICP algorithm [3] which incrementally approximate the optimal fitting of two
point sets. The transformation parameters R and T are estimated. Additionally, we
assigned weights for each point of the structure to limit the area of searching.

2 Data Structures

2.1 Mesh and Oriented Point Representation

In the chapter we use mesh structures to represent surfaces. The meshes are obtained
using scanning devices (such as Konica-Minolta VI-9i) in form of ordered points
constructing the triangle mesh. Such mesh structure consists of a table of vertices V
with normals N and topology F:

V = {v1, v2 . . . vk} = {(x1, y1, z1) . . . (xk, yk, zk)} , (1)

N = {n1, n2 . . . nk} = {
(xn1 , yn1 , zn1) . . . (xnk , ynk , znk )

}
, (2)

F = {f1, f2 . . . fl} = {(v1(f1), v2(f1), v3(f1)) . . . (v1(fl), v2(fl), v3(fl))} . (3)

The topology of the mesh is stored as a set of triangles F and the triangles fi are
represented by three ordered indices (v1(fi), v2(fi), v3(fi)) pointing to the table of
vertices V .

In our approach we use vectors normal to the vertices. They are calculated from
normal vectors of topologically adjacent faces or, if there is no topological structure
given, using PCA method of neighbouring points treated as a tangent plane [5].
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Fig. 1 Data for processing: a plaster dental models, b setting the correspondence with the wax
bite, c digitalized model of the jaw, d Digitalized model of the mandible

2.2 Dental Models

In our application basic data for processing has the form of 3D triangle meshes
which are digitalized 3D images of dental models. Such virtual dental models are
obtained by digitizing plaster dental models (Fig. 1a) using a Konica-Minolta 3D
scanner. Virtual models of the maxilla (Fig. 1c) and mandible (Fig. 1d) are created.
Additional scanning of models with a wax bite enables establishing relation of both
models in such a way that maps natural relation of maxilla and mandible (Fig. 1).

The technique of dental model scanning consists of several stages: data acquisi-
tion, registration of partial scans from different viewpoint merging them into a model
and finally the structure processing [11]. Set of 24 partial scans is taken into consid-
eration, 3 groups of 8 scans per model are acquired. Scans are merged in groups and
then integrated. The obtained surface model needs some structure adjusting. Abnor-
mal faces are found and corrected. Holes in the surfaces are also filled and if they
are large, additional scanning which covers the artefacts is performed.

3 Algorithm for Finding the Occlusal Area

Our approach is based on the ICP algorithm [2, 3]. The routine minimizes the root
square distance as a goodness function for two sets of points: the model point set
Q = {q1, q2 . . . qN } and the input point set P = {p1, p2 . . . pN }. The expression can
be formulated as follows:

E =
N∑

i=1

||Rpi + T − qi| |2, (4)

where R and T are rotation and translation of the point set.
The input data is not in correspondence with the model mesh so the first step of

ICP algorithm is finding it.
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3.1 Stages

There are several stages of the classical ICP algorithm [8]: (1) selection, (2)matching,
(3) weighing, (4) rejecting, (5) measuring a distance error, (6) minimization of error
metric.

3.2 Point-to-Plane Minimization

We use point-to-plane minimization as an optimization of the given mesh match-
ing [7]. The matching measure is given as follows:

E =
N∑

i=1

((Rpi + T − qi) · ni)2, (5)

where ni is normal in point pi. We assume that for small angles the rotation matrix
can be linearized:

R = Rz(γ)Ry(β)Rx(α) ≈
⎡

⎣
1 −γ β
γ 1 −α

−β α 1

⎤

⎦ . (6)

3.3 Discrimination Measures

In our case there are two structures to be matched: first of them (denoted as p), the
upper jaw, is fixed and the second one (denoted as p′), the mandible, is movable. To
provide a better selection of structureswhich are important in the process ofmatching
we introduced weights for the vertices. We establish the assumptions for the relative
layout of thematching structures in formof a normalizedweightmeasure. Theweight
measure consists of three components: σ(p)—the slope of corresponding vertices
with regard to the fixed normal (7), ρ(p)—the slope of normals for corresponding
vertices (8) and D(p,p′)—the signed distance measure (9). The aim of the measure
is to assign scalar values from the interval [0 . . . 1] to the vertices of the input mesh
as weights W (p) that discriminate less important parts in the matching process.

We calculate the dot product σ(p) to obtain the direction of occlusion as expres-
sion:

σ(p) =
→
p′p ·Np′ , (7)

where: |p′p| = d and Np′ is normal vector at the point p′.
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Another measure which we considered is the relevance of normals at points p and
p′. This value is calculated from the expression:

ρ(p) = Np · Np′ , (8)

where: Np and Np′ are normal vectors at the corresponding points p and p′.
Third measure relates to the distance between two directed surfaces. It can be

specified as a signed distance as follows:

D(p,p′) = p · Np − p′ · Np. (9)

The resultant weight W (p) can be specified for each vertex in two ways:

W (p) = (
1 − D(p)2

) · th0 (ρ(p)) · thα>α0(σ(p)), (10)

W (p) = α(1 − D(p)2) + β th0(ρ(p)) + γ thα>α0(σ(p)), (11)

where thi(x) is a threshold function:

thi(x) =
{
x if x ≥ i,
0 if x < i.

(12)

Each component function D(p), ρ(p) and σ(p) is normalized in equations (10)
and (11). Parameters α, β and γ help to adjust the influence of the component values
so the formula (11) is more flexible, but also needs additional adjustments and final
normalization.

The influence of the components on particular mesh weight is illustrated in Fig. 2.
Vertices with heavy weight are marked red, intermediate are coloured in gray or
black, and those with weight of zero are omitted.

Fig. 2 Weights for ICP
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Fig. 3 Unit directions for the final correction

Fig. 4 Occlusion: a output of ICP with weights, b output of ICP with weights and correction

3.4 Final Correction

The correction ensures physical gap between the maxilla and the mandible. It is
done by translating the mandible in 6 unit directions (see Fig. 3) to eliminate the
overlapping structures. The set of translation vectors can be also extended to 26
items considering the intermediate directions. The correction is done incrementally
assuming the minimum step (δ = 0.01mm in our case). The adjustment stops when
all overlapping structures are eliminated or the current position yields a locally min-
imal overlapping (Fig. 4).

4 Testing the Occlusions

4.1 Contact Points

In Fig. 5a was shown the surface distribution of contact areas for dental arches within
the range 0–1mm after determination of the occlusal surface with the described
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Fig. 5 Occlusion—contact points: a determined using the algorithm, b determined from CBCT

algorithm. A darker blue color indicates the actual contact places of the teeth. For
comparison, Fig. 5b shows the contact area of the teeth in their anatomical position
acquired from CBCT imaging.

Contact points and fitting surfaces are also visible in the image of cross sections
taken along a circle with center in the middle of the reference structure and the
rotation axis OY. The characteristic phases of cross-sections with the contact area
are shown in Fig. 6.

Fig. 6 Occlusion—cross sections
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Fig. 7 Stability analysis for three cases (50 iterations): a the number of matched items, b the
average distance

4.2 Stability of the Algorithm

We tested the stability of the aligning algorithm with weights. Experiments were
performed in 50 iterations. It turned out that the convergence of the algorithm sta-
bilized after a few iterative steps (Fig. 7). The effect of the initial position on the
stability of matches was tested. The fastest convergence was obtained for meshes
initially brought into its center of gravity and matched principal components using
PCA analysis (case 1 –x– red). Other cases were arranged with structures in the ran-
dom initial position: translation (case 2 –+– blue), and also translation and rotation
(case 3 –*– green).

4.3 Comparison to Practical Cases

Weanalyzed three kinds of natural occlusions: occlusion fromCBCT, occlusion from
face scanning, occlusion from dental models.

The best fit was obtained for the 3D scan of plaster models in the fixed position.
Several stable points of support can be distinguished in this case. The average distance
errorwith regard to the proposedmethodwas 0.222mmand standard deviation 0.181.

A similar situation occurred in the case of occlusionobtained fromCBCT imaging.
The average error distance was, in this case, 0.334mm and standard deviation 0.632.
Comparison of the two cases is shown in Fig. 5.

The most significant differences were obtained for 3D face scan using an occlusal
bite. Two distinct points of support were marked on the back molars and there was
lack of support of anterior teeth. The results from our fitting method strongly differs
from the position of themandible in this case. The average distance errorwas 2.66mm
and standard deviation 1.917.
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Table 1 Fitting distance errors and standard deviation for ICP and genetic methods with regard to
natural alignment from CBCT imaging

ICP1 ICP2 Genetic1 Genetic2

derr stddev derr stddev derr stddev derr stddev

0.222 0.181 0.303 0.396 0.217 0.191 0.252 0.187

4.4 Comparison to Other Methods

In the chapter [10] was described another method considering the usage of genetic
algorithms with a given optimization formula to find the area of occlusion for two
compatible jaws.

After the comparison to the fitting errors obtained by the genetic algorithm, it
turned out that the results lead to even smaller differences. The results are given in
Table1.

Moreover, the advantage of genetic method is the application of the objective
measure, relevant to the quality of fitting. Unfortunately, disadvantage is the long
processing time and much smaller convergence of the optimization process.

5 Conclusions

Finding the occlusal surface is an important part of determining the spatial rela-
tionship between the upper and lower dental arch. The process involves the search
matches between the natural tooth cavities between the bumps.

The search can be limited to neighborhoods with direct contact friction between
the teeth. The chapter selected such surfaces and gave them appropriate weights,
greater than the others. In contrast, areas not involved in occlusion were rejected,
they were given the importance of zero.

Analgorithm formatching theocclusal surfaceusing amethod ICPwasdeveloped.
The algorithm determines the contact surface of teeth by calculating the averaged
position of the suitably weighted friction surfaces of the mandible relative to the
maxilla. The last step of the algorithm determines the transformation that minimizes
the contact area between the two dental arches.

The quantitative convergence of the cases was analyzed by comparing the calcu-
lated occlusion area with the positions of the natural occlusion and that obtained by
the use of a genetic minimization algorithm.

The next steps were provided to improve the methods of determining the occlusal
surface constraints and to optimize the energy function for the genetic algorithm. The
genetic approach seems to be promising because of the availability of an objective
energy function for surface fitting.
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The possible use of the described methods includes the determination of the
occlusal surface in the design of occlusal splints for the treatment of bruxism.
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The Fast Matching Algorithm for Rectified
Stereo Images

Pawel Popielski, Robert Koprowski and Zygmunt Wróbel

Abstract In their research, the authors focus on the rapid methods for matching
rectified images which can be readily implemented on mobile devices. First, the new
method formatching images performs binarization of images and transforms them so
that they depict edges. The disparity map is created in accordance with the principle
that the correct disparity is theminimum distance of the calculated distances between
a point in the left image and all the points in the right image in a given row. The
method is illustrated on the basis of the authors’ own images as well as standard
images from the Middlebury library. In addition, the method has been compared
with well recognized and commonly used algorithms for matching images, namely
variational and semi-global methods.

Keywords Disparity · Stereo correspondence · Stereovision

1 Introduction

Diagnostic methods used in medicine are more or less invasive. Computed tomogra-
phy,magnetic resonance and other commonly usedmethods do not remain indifferent
to our health. Even laser scanning can be dangerous. The application of a method
based on stereovision [16] ensures complete neutrality, because it uses only the
reflected light. Other advantages of stereovision include rapid measurement, which
is invaluable in the diagnosis of sick people suffering from pain. Stereovision can be
used in medicine to examine body posture [7, 8], metabolic diseases [13], or it can
be applied in trauma [14] and plastic surgery [4, 5].

Stereovision builds a three-dimensional object model based on the known geom-
etry of two imaging devices and lens parameters. The key step is to look for stereo
correspondence between the left and right images of a stereo pair, which enables
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to compute XYZ ground coordinates of the cloud of points. The authors focused in
their study on matching binary images. The method for matching binary images is
completely independent of radiometric conditions. Small image complexity ensures
fast algorithm operation on tablets and smartphones, and this opens up new possi-
bilities in diagnostics. A physician taking an image of a patient could immediately
access a variety of information useful in making a diagnosis.

The section State of the art describes the process of determining XYZ ground
coordinates from a stereo pair of images. The section Material shows the images
used in the study, their acquisition and parameters. The section Proposed algorithm
presents a fast algorithm for matching images. The section Results provides the
results of the proposed algorithm. The section Discussion compares the results with
those obtained using other widely recognized methods for matching images. The last
section summarizes and outlines further research purposes.

2 State of the Art

Prior to the calibration of imaging devices, all the present optical aberrations must
be removed. Modern lenses are now mostly devoid of optical errors, except for dis-
tortion. Radial distortion is adjusted in accordance with [6], and tangential distortion
in accordance with [10].

The calibration process involves determination of interior orientation elements
and then exterior orientation elements [19, 20]. Elements of interior orientation [3],
namely the focal length of lenses of a stereo-vision head, as well as the coordinates
of the principal points of images are determined in accordance with [25]. Once the
elements of internal orientation are known, it is possible to reproduce the position of
the beam of rays projecting at the time of registration in relation to the imaging plane.
External orientation elements, namely the rotation matrix and translation vector, are
calculated according to [26]. The elements of external orientation stabilize the beam
of rays projecting in space, enabling the homologous rays of a stereo pair to intersect.

Using the rules of epipolar geometry, images are rectified in accordance with
Bouguet’s method [2]. The rectification process involves transformation of stereo
images onto a commonplane in such away so that the homologous rows of the images
are in one line. Now, owing to the fundamental matrix properties [9, 17, 24], the
search for stereo correspondence for the left image pixel will only involve searching
the same row of the right image. Without rectification, it would be necessary to
search the whole right image using a mask, which would disproportionately increase
the time complexity of the process of looking for stereo correspondence. The result
of the search for stereo correspondence is a disparity map D(m, n), also known as
a parallax matrix [12], which contains differences in positions in a given row of
homologous points in the left and right images.

Having the disparity map, it is possible to calculate XYZ ground coordinates
using [12].
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The search for stereo correspondence canbe carriedout usingdifferent approaches.
Theoldestmethods are basedon analysis of surroundings of a pixel in the left and right
images. When examining the relationship between the mask and searched image, it
is the function which determines whether a sufficient level of similarity of areas is
achieved. Normalized cross-correlation can bementioned here as an example. Due to
the low effectiveness of these methods and after a preliminary analysis of the results,
a decision was made to exclude them from comparative analyses.

Methods based on calculus of variations (VAR) treat a stereo pair of images as a
vector field. It involves minimizing the energy functional by solving the correspond-
ing Euler-Lagrange equation, which is represented by a system of partial differential
equations. The authors used in their study a variational algorithm as in [22].

The study included also a semi-global method (SG) based on Information Theory,
where Mutual Information is used as the cost function [11]. These methods for
matching images form the basis for comparative analyses in the research conducted
by the authors.

3 Material

It was decided to use for the study both the authors’ own images and Middlebury
test images [1]. Models of elementary figures, namely a regular cube and a regular
pyramid, were made of cardboard. To improve contrast, edges were marked with a
black marker.

Additionally, diagonals were drawn in the cube to increase the number of elements
for matching. Then, registration was performed using a stereo vision head (Fig. 1)
and maintaining an imaging distance of 50cm. Next, the images were cropped to a
resolution of 200× 163 pixels for the cube and 200× 114 pixels for the pyramid.
The images were reduced in such a way so as to preserve the clearest possible figure
images and minimize the time spent on manual creation of a ground truth disparity
map DT .

21 datasets were chosen from theMiddlebury librarywhichwere obtained in 2006
using the technique of [15] and published in [18, 23]. It was decided to choose test
images having a height of 370 pixels (Fig. 2). The ground truth disparity maps DT

for these images were also obtained from the Middlebury library.
The stereo vision head used in the study consisted of two Logitech C920 HD Pro

webcams which enabled to record a video stream at a resolution of 1920× 1080
pixels. The cameras were equipped with the Tessar lens produced by Carl Zeiss
Optics. The cameras were attached to a horizontal arm, which enabled to move them
away from each other from 10 to 90cm.
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Fig. 1 Stereovision Head used in studies

4 Proposed Algorithm

The rectified left L(L)
z (m, n) and right image L(P)

z (m, n) devoid of aberrations are
subjected to binarization using automatic thresholding with the Otsu’s method [21].
The resulting binary images L(L)

b (m, n) and L(P)
b (m, n) are the basis for calculating

the difference between horizontally adjacent pixels which is calculated for each row
(1) (2).

L(L)
r (m, n) = L(L)

b (m, n + 1) − L(L)
b (m, n) , (1)

L(P)
r (m, n) = L(P)

b (m, n + 1) − L(P)
b (m, n) , (2)
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Fig. 2 Sample images used in the study a Pyramid, b cube, c baby1, d bowling2

for n ∈ (1, N − 1), where m—number of the next row, n—number of the next col-
umn, N—number of image columns.

The resulting images L(L)
r (m, n) and L(P)

r (m, n) show the edges of objects rep-
resented by the values {−1, 1}. The values “+1” are located on the edges resulting
from a change in the brightness from light to dark (looking from the left-hand side).
The values “−1” are located on the edges resulting from a change in the brightness
from dark to light (Fig. 3).

Fig. 3 Binary image L(L)
b , image after the subtraction operation L(L)

r , and image after shifting L(L)
k
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Next, the position of value “−1” is shifted by one column to the left and converted
to the value “+1”, i.e.:

L(L)
k (m, n) =

⎧
⎨

⎩

1 f or L (L)
r (m, n) = 1

1 L(L)
r (m, n + 1) = −1

0 L(L)
r (m, n) = 0

(3)

L(P)
k (m, n) =

⎧
⎨

⎩

1 f or L (P)
r (m, n) = 1

1 L(P)
r (m, n + 1) = −1

0 L(P)
r (m, n) = 0

(4)

for n ∈ (1, N − 1).
In the obtained images L(L)

k (m, n) and L(P)
k (m, n), the values “+1” coincide with

the inner edges of objects with greater intensity. On this basis, matrices L(L)
o (m, n)

and L(P)
o (m, n) are constructed containing information about the location of values

“+1” in each row.

L(L)
o (m, n) =

{
n f or L(L)

k (m, n) = 1,
0 L(L)

k (m, n) = 0,
(5)

L(P)
o (m, n) =

{
n f or L(P)

k (m, n) = 1,
0 L(P)

k (m, n) = 0.
(6)

To calculate the distance of individual elements from each other in the correspond-
ing rows, the matrices L(L)

o (m, n) and L(P)
o (m, n) are modified in such a way that

zero elements of the rows are removed. Then zeros are added at the end of the rows.
This addition is related to aligning the number of elements to the row containing
the most nonzero elements (Fig. 4). In (Fig. 4) I, K are the numbers of columns of
matrices L(L)

w (m, i) and L(P)
w (m, k) respectively and

I = max
m

(
N∑

n=1

L(L)
k (m, n)

)
, (7)

K = max
m

(
N∑

n=1

L(P)
k (m, n)

)
. (8)

Then the difference in distance between a point in the left image and all the points
in the right image in a given row is calculated.

Lodl(m, i, k) = L(L)′
w (m, i, k) − L(P)′

w (m, i, k) , (9)
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Fig. 4 Method for creating
matrices L(L)

w (m, i) and
L(P)

w (m, k)

where

L(L)′
w (m, i, k) = [1, 1, . . . , 1]T(1×K ) · L(L)

w (m, i) , (10)

L(P)′
w (m, i, k) = L(P)

w (m, k)T · [1, 1, . . . , 1](1×I ) . (11)

It is assumed that disparity Dm corresponds to the minimum distance calculated
between a point in the left image and all the points in the right image for a given row

Dm(m, i) = min
k

(Lodl(m, i, k)) . (12)

A disparity map, whose size is compatible with a stereo pair, is needed for further
calculations.

D(m, n) =
{
Dm(m, i) for L(L)

k (m, n) �= 0,
0 the others,

(13)

for m ∈ (1, M), n = L(L)
w (m, i), i ∈ (1, I ).
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The resulting disparity map D(m, n) enables to calculate the ground coordinates
of a cloud of points according to [12].

5 Results

The algorithm was tested on a PC with an Intel Core i5 3.1 GHz. Implementation
wasmade inMATLAB®Version: 8.6.0.267246 (R2015b) ImageProcessingToolbox
Version 9.3.

The results were evaluated according to three criteria. The first criterion, in accor-
dance with [23], concerns the assessment of the effectiveness of matching images δr
defined as:

δr =
√√√√ 1

(M · N )

M∑

m=1

N∑

n=1

|D(m, n) − DT (m, n)|2 , (14)

where D(m, n)—calculated disparity map, DT (m, n)—ground truth disparity map.
The second criterion relates to the percentage of mismatches δD defined as

δD = 1

M · N
M∑

m=1

N∑

n=1

L(L)
D (m, n) , (15)

where

L(L)
D =

{
1 for |D(m, n) − DT (m, n)| > pD
0 the others

pD − allowable threshold of mismatches.

The allowable threshold of mismatches pD was adopted arbitrarily as 2 pixels.
This value was adopted taking into account the maximum spatial resolution of an
image and a pixel size (for the analysed case the pixel size was 80 µm). The third
criterion characterizing the algorithm is its operating time t expressed in seconds for
each test image.

The results for the three criteria discussed above for all 21Middlebury test images
(Fig. 2) are available at https://goo.gl/IpNSRT. Some selected representative exam-
ples are shown in Table1.

Although the algorithm was implemented in the interpreted code, the obtained
times of the algorithm operation are less than 100 ms (for the computer parameters
listed above). The operating time is one of the main criteria for the selection of the
image matching algorithm [13].

https://goo.gl/IpNSRT
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Table 1 Sample results of matching images with the proposed algorithm

Pyramid Cube Plastic Lampshade1 Cloth1 Cloth2

δr (pix) 4 7 15 18 32 32

δD (%) 16 31 63 74 97 92

t (s) 0.01 0.01 0.04 0.04 0.06 0.05

The operating times of the algorithm for the cube and pyramid are 10 ms, while
for the images from Middlebury, they are six times longer. This is due to the much
higher number of elements which are subject to matching.

The standard deviation reaches the lowest value for the pyramid and is 4 pixels.
The highest value of 32 pixels was obtained for the images Cloth1 and Cloth2. This
may be due to the low contrast of the images with small, densely laid, repetitive
pattern.

The lowest percentage of mismatches is in the case of disparity for the Pyramid,
only 16%. The highest value of 97% occurs in the image Cloth1. This high value
is due to the background, which consists of many small elements. These elements
during binarization partly disappear to a different extent in the left and right image.

It should be noted that it is impossible to reach 100% efficiency for the matching
algorithm [18]. This is due, inter alia, to the existence of areas not equally visible in
both images, for example, the nose area or object edges [21].

6 Discussion

The evaluation criteria used previously for the proposed algorithm were adopted
to compare it with commonly used methods for matching images discussed in the
section State of the art. The results for all 21 images from the Middlebury library are
available at https://goo.gl/IpNSRT. The tables show some selected, representative
examples of results obtained for the algorithms.

It should be noted that the VAR and SG algorithms partly use compiled libraries,
which significantly accelerates the speed of their operation and distorts the compar-
ison of test results. However, it was decided to publish comparisons involving these
algorithms because of the importance of their position among matching algorithms.

In terms of operating time (Table2), the comparison of algorithms shows the
advantage of the proposed algorithm which is the quickest even though two of the
compared algorithms use compiled external libraries.

The proposed algorithm also does well in the comparison of standard deviations
(Table3). The lowest values are for the Cube and Pyramid in the case of the proposed
algorithm, and for Bowling1, Flowerpots, Mid1 and Mid2 in the case of the SG
algorithm. The highest values are for the Cube in the case of the SG algorithm and
Mid1 in the case of the proposed algorithm.

https://goo.gl/IpNSRT
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Table 2 Comparison of operating times t with other algorithms in seconds

Pyramid Cube Bowling1 Flowerpots Mid1 Mid2

Proposed
algorithm

0.01 0.01 0.04 0.03 0.05 0.04

VAR 0.30 0.42 4.52 4.86 5.11 4.96

SG 0.01 0.02 0.09 0.09 0.09 0.07

Table 3 Comparison of standard deviations δr in pixels

Pyramid Cube Bowling1 Flowerpots Mid1 Mid2

Proposed
algorithm

4 7 24 25 30 28

VAR 15 15 13 15 10 10

SG 15 23 8 14 7 8

Table 4 Comparison of percentage of mismatches δD

Pyramid Cube Bowling1 Flowerpots Mid1 Mid2

Proposed
algorithm

16 31 79 77 89 86

VAR 100 100 63 49 56 67

SG 99 98 19 21 22 25

In the case of the comparison of the percentage of mismatches (Table4), the SG
method is the best for Bowling1, and the proposed algorithm for the Pyramid and
Cube. The highest values of mismatches are observed for VAR and SG methods for
the Pyramid and Cube. They reach values up to 100%, so no disparity was calculated
correctly. This is undoubtedly due to the nature of these methods, which are based
on the diversity of surroundings of homologous points in both images. In the case of
a homogeneous background, which dominates the figure contours, diversity is too
small and this causes significant mismatches over the whole surface.

Large areas of mismatches for the proposed algorithm for all Middlebury library
images are due to the nature of the method itself, which pairs contours, outlines of
the objects resulting from binarization and formation of edges. Pairs are made only
for the outlines, ignoring the entire background. The outlines resulting from the use
of the proposed algorithmmay not coincide with the edges of ground truth disparities
DT , which were performed using other methods by the authors of the Middlebury
library images.
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7 Conclusions

The proposed new method for matching images copes well with elementary images
having a homogeneous background. A special feature of this method is low time
complexity making the presented algorithm fast.

Significant areas of mismatches for images from the Middlebury library are a
challenge and indicate the need for further work on the algorithm. It may be neces-
sary to introduce in the future additional analyses to the method, in order to improve
its performance for complex images with a rich background. This should not increase
significantly the time complexity, which is very important having regard to the possi-
bility of implementation on mobile devices with small computational resources and
memory.
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Targeted X-Ray Computed Tomography:
Compressed Sensing of Stroke Symptoms

Artur Przelaskowski

Abstract The subject of reported research is model-based compressed sensing
applied to CT imaging. Personalized CT examinations were designed according
to requirements of CT-based stroke diagnosis in emergency care. Adaptive sensing
was optimized to recover more accurately diagnostic information which is partially
hidden or overlooked in standard procedures. In addition, limited number of mea-
surements was used to reduce radiation dose. As a result, new paradigm of integrated
optimization for CT system was proposed. Formalized diagnostic model is used to
improve the relevance ofCT imaging in emergency diagnosis. Simulated experiments
confirmed a proof of concept realization.

Keywords Model-based compressed sensing · Algebraic iterative reconstruction ·
Personalized computed tomography ·Adaptive sensing and recovery ·Computerized
stroke modeling · Semantic image processing

1 Introduction

X-ray computed tomography (CT) imaging plays a prominent role in the diagno-
sis and follow-up of patients. Among others, it is obligatorily used to detect stroke
symptoms and confirm ischemic injury [15]. However, its increasing usefulness is
associated with relatively high radiation exposure to patients which may result in a
non-negligible lifetime risk of cancer [5, 21, 29]. The presented study fits into grow-
ing trend towards lower doses increasing the relevance and competitiveness of CT
in many diagnostic applications, despite the fact that, in general, the reconstruction
quality is proportional to the radiation dose. Most commonly used solutions refer to
algebraic iterative reconstruction (AIR) methods. Multiple repetitions approximat-
ing current solution converge toward a better recovery of highly undersampled data
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even with irregularly sampled acquisition positions [4]. The AIR enables to maintain
clinically acceptable image quality with reduced number of projections or lowered
tube charge (i.e. lowered mAs levels increasing the level of quantum noise on the
sinogram). Key elements are more precise modeling of the acquisition system (repre-
sented by measurement matrix) including various physical descriptors, compressible
signal representations and informative content specificity.

Additional improvement of AIR strategy is possible because of recent achieve-
ments of compressed sensing (CS) theorywhich provides satisfactorily reconstructed
signals/images from far fewer measurements comparing the limits Shannon/Nyquist
[7]. This means an additional possibility to dose reduction. Ill-defined problem of
slice reconstruction is solved as optimization approach constituting typically convex
problemwith relaxation of important sparsity prior in terms of more computationally
tractable norms. Regularization term promoting signal model is minimized subject
to a fidelity prior posed by the x-ray projections. Especially, total variation (TV)
minimization was investigated as additional regularization term in CT reconstruc-
tion with only a few x-ray projections [13, 19, 27, 28, 30]. Minimizing high spatial
gradient suppress noise and streaking artifacts. But noticeable disadvantage of uni-
form penalizing the image gradient irrespective of the informative image structures
is to be compensated [31, 35]. However, the theoretical benefits of CS do not sim-
ply extend to the conditioning of CT imaging. It is because CS provides theoretical
guarantees of accurate undersampled recovery only for certain classes of random
measurement matrices while adequate CT system matrix is deterministic. The CS
optimization encapsulated in AIR allows for CT reconstruction under additional
sufficient-sampling conditions based on parametrized system matrices, necessary to
achieve incoherence in designing CT acquisition models [17].

Further dose reduction is associated with the use of a priori knowledge about a
specific diagnostic task while the additional benefit may be better conditioning of
personalized diagnosis. A concept of interior tomography applies to reconstruct pri-
marily (with high enough quality) region of interest (ROI) which focuses physician’s
attention. This ROI is a representative of diagnostic model targeting CT imaging.
If the ROI is the only intensively covered by X-ray radiation, the radiation expo-
sure to patient is significantly reduced. While the interior problem in 2D is not
uniquely solvable, CS tools enable exact and stable reconstruction of a local ROI via
the TV minimization while the ROI is piecewise smooth (constant or polynomial),
considering statistical nature of local projection data [32, 34]. In addition, model-
based CS (also called second-generation or structured sparse modeling) parallels
the conventional theory and provides concrete guidelines on how to create model-
based recovery algorithms with provable performance guarantees [2]. Ordinary CS
assumes sparse or approximately sparse (i.e. compressed) signal models to solve
undetermined equations of compressive sampling. Model-based CS uses more real-
istic signal models that go beyond simple sparsity and compressibility by including
dependencies between values and locations of the signal coefficients favoring certain
configurations of the informative coefficients. The knowledge of this data dependen-
cies can be exploited in signal stable recovery [8]. A class of model-compressible
signals including wavelet trees, block sparsity or separated spikes can be extended
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to approximated projections into respective model domain [12]. The effect is sub-
stantially decreased number of measurements, i.e. dose reduction without sacrificing
robustness of signal reconstruction. Applied models enable better differentiating
true signal information from recovery artifacts and uninformative components pos-
sibly distorting ormasking the required information. However, model-based adaptive
sensingmeans that anymeasurement may depend on the results of previousmeasure-
ments while generic CS strategy assumes random observations. Adaptivity means
that new measurements are guided by just collected information in order to optimize
the gain of new information [14]. Well designed sensing based on true signal model
can reliably recover sparse signals at lower SNRs than non-adaptive sensing [11].

Consequently, the problem of targeted imaging can be generalized as the question
of possible personalized recovery of primarily high quality information according to
the adopted a priori model with reduced dose and increased diagnostic usefulness.
A challenging and extremely important application is acute stroke diagnosis. Unen-
hanced CT is fast, accessible and inexpensive brain imaging test which remains the
most practical method of instrumental stroke diagnosis. CT imaging is obligatory
used to detect ischemic signs and confirm ischemic injury in correlation with results
of neurological recognition of stroke. Reliable recognition of disease allows patients
with ischemic stroke to receive timely intravenous fibrinolytic therapy. However,
there are serious problemswith very early confirmation and assessment of ischemia in
classically reconstructedCTs. The direct finding significantly facilitating stroke diag-
nosis is the extent of cortical/subcortical hypoattenuating (hypodense) area within a
vascular territory [15]. But for the acute phase of ischemia CT scans are often nor-
mal or subtle tissue density differentiation is almost imperceptible. Therefore, lots
of image processing methods and computer-aided systems were applied to improve
CT-based stroke recognition with moderate success. Questionable but incidentally
possible was estimation of reversible area of ischemic injury, i.e. likely to penum-
bra [22, 24]. However, none of them has integrated personalized CT imaging with
computerized support of stroke diagnosis, according to our knowledge.

2 Problem Formulation

The reported research refers to long term study on computational modeling of acute
stroke diagnosis to enhance recognition of ischemia and support the following thera-
peutic decisions [24–26]. The process of CT imaging was correlated with the results
of neurological recognition of stroke. Dealing with challenging demands of acute
CT interpretation, iterative reconstruction of CT scans was optimized with semantic
model-based criteria. The criteria of dose reduction were integrated with concretized
extraction of disease symptoms because of diagnostic signal models embedded into
precise modeling of imaging system. The applied diagnostic model integrates the
results of neurological examinations with diagnostic protocol of ischemia recogni-
tion in a priori semantic model for simultaneous acquisition and compression (CS)
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of unenhanced CT imaging with improved recovery of ischemic signs to support
diagnosis.

In this paper, the formalized diagnostic model representing structured neurologic
information distributed in brain volume has been adapted to the designed targeted
CT system in order to improve its diagnostic usefulness. Proposed methodology
integrates three principal components: (a) improving stroke diagnosis because of
CT targeting the object of interests in sensing and recovery of ischemic extent,
(b) lowering doses ofCTacquisition scoped to a particularROIwith number-effective
measurements, narrowed range of angles and lowered mAs, (c) flexible and feasible
CT imaging according to paradigm of personalized medicine (diagnosis).

The proposed idea refers to the CS-AIR algorithms extending CT recovery con-
cept with reliable semantic model used to optimize tomographic sensing and adap-
tive image recovery. Successive approximation of AIR fashion with CS-inspired
model-based optimization offer embedded adaptive models and regularization pri-
ors adjusted to diagnostic significance of true signal. A nature of the presentation is
proof of concept, done theoretically, algorithmically and experimentally according
to target diagnostic criteria. According to our knowledge, resulting algorithms is a
first guideline for personalized diagnostic imaging based of adaptive, model-based
CS-AIR concept.

2.1 Iterative Reconstruction

Formally, noisy sensing of CT images is defined by a full-rank matrix A ∈ R
M×N

modeling imperfectly (e.g. due to discretized space ofmeasurement, geometry limits)
the acquisition system. A vector of M observations formulated as y = Ax(0) + ε
is used to approximately reconstruct noiseless source x(0) of N resolution. Small
number of measurements M � N results from required limits of radiation dose
and model-based control of information sensing. The measurement matrix A is a
linear operator of an underdetermined system having infinitely many solutions. A
random noise vector ε reflects a statistical nature of the acquired data caused by
finite number of the projections and photons, time limits, Poisson-modeled process
ofX-ray interactions completedwith a backgroundGaussian noise of zeromean [32].

Preferable AIR method is simultaneous algebraic reconstruction technique
(SART) greedily performing updates for complete raw data projections. The benefit
of SART is best combine of algebraic and simultaneous reconstruction techniques
(ART and SIRT based on Kaczmarz’ projections) to yield reconstructions of good
quality and numerical accuracy in only one iteration [4, 18]. Pixel-oriented weight-
ing of projection rays is changed to more general and flexible representation of
pixel-basis (e.g. bilinear elements) approximating the areas of intersection of these
ray strips with the pixels. The advantageous effect is less discontinues image model
(even continues with high computational cost). Moreover, for a circular reconstruc-
tion region, only partial weights are assigned to the first and last picture elements
on the individual rays. The noise is additionally reduced because of presumably
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considerably smaller inconsistencies with real projection data while the correction
terms are simultaneously applied for all the rays in one projection. Instead of sequen-
tially updating pixels on a ray-by-ray basis, the average of the corrections generated
by all the rays in a projection is simultaneously applied to a pixel. Pixel updates
are computed and stored for each subsequent ray. Next correction update of all
rays is added at one to image array. In addition, a longitudinal Hamming window
was heuristically adjusted to emphasize the corrections applied near the middle of a
ray relative to those applied near its ends.

Fundamental SART algorithm is expressed as follows (A j denote the jth raw
vector of the array A and ai, j is the weighting factor representing the contribution of
the ijth pixel to the jth ray integral in k + 1-iteration):

xk+1
i = xki +

∑
j

(
ai, j

y j−A jxk∑
i ai, j

)

∑
j ai, j

. (1)

The structure of SART iterative algorithm is strictly related to greedy algorithms
of compressed sensing. Prior object information can be used to correct reconstruction
process using respective regularization terms. For example, a positivity constraint
on the attenuation values, smoothing out differences between neighboring voxels or
edge-detecting better fits the measured information [4]. However, parametrization of
this procedures according to reliable numerical criteria is not trivial task. Application
of additional regularizers, mostly done heuristically in ad-hoc manner, is associated
with the risk of unstable quality of reconstruction or unrealistic, unbelievable effect of
the reconstruction. Any diagnostic model, i.e. structured model of sensed data can be
embedded through adjusting a distribution of the values ai, j , controlled distribution
of projections ormodification of cost function regarding location and extent of known
a priori ROI.

2.2 Diagnostic Model of Structured CTs

According to compressed sensing theory, the sampling rate is no longer dependent
on the signal spectrum (bandwidth), but it depends on the signal structure, most of
all locality and compressibility. One step further is use of true signal model speci-
fying informative signal properties. Prior knowledge formulated in medical domain
is transformed to formalized conditions of possibly improved reconstruction and
reduced sensing rate.

The most important function of CT-based acute stroke diagnosis is confirming
more reliably and in detail neurological recognition of stroke to avoid poor out-
comes of patient treatment. A physical and neurological examination establishes the
baseline to which all other evaluations are referenced. Among different methods
supporting and objectifying neurologic diagnosis, the NIH Stroke Scale (NIHSS)
is a well known, validated tool to score the stroke deficit [1, 6]. NIHSS is used to
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objectively quantify the impairment caused by a stroke, basing on clinical findings
such as symptom intensity and duration. The NIHSS has been repeatedly verified
method for assessing stroke severitywhich is heavily correlatedwith the brain volume
(or extent) affected by the stroke. However, stroke location effects NIHSS predic-
tion of stroke severity, i.e. the acute NIHSS score is significantly higher in case of
stroke located within the left cerebral hemisphere, compared with lesions of equal
size in the right side [9]. Because of limited correlation of NIHSS scores to the
extent or location of the vascular lesion, the Stroke Bricks (StBr) scale used to esti-
mate stroke location and extent was proposed [25], selecting the areas dictated by
respective joining of clinical symptoms. The main concept is arbitrary allocation of
anatomically reasoned brain map of 15th normalized regions correlated to possible
vascular deficits, resulting in respective neurological symptoms. Such a priori prede-
fined map is personally projected to the individual syndromes with activation of the
regions recognized in neurological evaluation. In consequence, suggested dysfunc-
tional areas of the brain (ROIs) responsible for the observed symptoms are subjected
to a detailed CT image-based analysis aimed at detecting early stroke symptoms
conforming disease recognition. Concluded neurological model of stroke is used to
support radiologic confirmation of ischemia based on difficult in interpretation CT
imaging.

According to proposed concept, prior diagnostic model based on neurological
assessment was developed to drive CT measurements and reconstruction procedures
more accurately. The adaptive, ROI-oriented sensing verifies hypothesis of interior
tomography [32] in a context of the integrated support for hyperacute stroke diag-
nosis. Moreover, diagnostic stroke model includes other specificity of informative
signal. Irreversible ischemic injury is primarily represented by a focal hypodense
area, in cortical, subcortical, or deep gray or white matter. A hypodense area is
defined as any area in the brain with density lower than normal brain tissues. How-
ever, subtle hypodense changes are often masked due to bone artifacts (up to 14
HU), noise level in the range of 4HU and other tissue abnormalities. The hypodense
changes are slight, and ischemic area is not well-outlined or contrasted (with slow
edges characterized by low-frequency spectrum). Diffusely interspersed changes in
gray shade can hardly be distinguished in noisy areas because of low brightness
contrast and non-optimum sensing. Sparsifying domains of wavelets and frequency
spectrum are often more effective for identifying the signatures of hypodensity.

2.3 Model-Based Adaptive CS

The recovery process in compressive sensing is nonlinear and computationally
exhaustive while a variety of algorithms have been proposed including greedy iter-
ative relaxations [3]. On the other hand, a central role play random nonadaptive
projections that are incoherent with any fixed sparsifying basis with high proba-
bility. So far, research in CS has focused primarily on (a) reducing both the num-
ber of measurements M (as a function of N reconstructed data of K -sparse vector
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α), (b) increasing the robustness, (c) reducing the computational complexity of the
reconstruction algorithm. Because solving a convex optimization is computationally
expensive, successive sparse approximation is alternatively formulated as a noncon-
vex problem of

min
x,I

#
{
I : y =

∑

i∈I
Ai xi

}
, (2)

where I is a particular subset of selected indices i = 1, . . . , N andAi denotes the i th
column of A. Computationally tractable solution of (2) is greedily selecting indices
of Ai (or xi ) and successive iterative forming increasingly better approximations to
measurements y.

Required sparsity is most often the result of source signal transform or modeling
than natural property of sensed signal. Actually, smooth signals are sparse in the
Fourier or cosine basis, while piecewise smooth signals or images are compress-
ible in a scale-space basis like compact wavelets or complex wavelets. Information
contained in CT images is typically much smaller than its effective bandwidth apply-
ing sparsifying matrices � fashioned with bases, frames or redundant dictionaries,
adapted a priori or a posteriori to compressed signal. Applied transforms concentrate
signal energy around the edges (wavelets, complex wavelets) or informative fre-
quency components (Fourier, DCT). Resulting sparsity is because of compactness of
covered (carried) information, often related to image ROI, frequency spectrum com-
ponent, specificity of image texture or edge/wedge structure. In other words, imple-
mented information models form compressible signals with underlined structural
dependencies between the values and locations of the signal data. The consequence
is model-based recovery of sparse signals.

To recover the signal x from the compressive measurements y, we search for the
sparsest coefficient vector α = �T x that agrees with the measurements. Appropri-
ate sparsity regularization term, most often used as relaxation of pseudonorm l0 (i.e.
number of nonzeros) is l1 norm (minimized l1 means increased sparsity of trans-
formed image resulting usually in preserved edges and low contrast information but
also high-gradient noise and artifacts). However, an additional necessary condition
of incoherence between a measurement matrix (i.e. a real imaging modality model)
A and a sparsifying model � (i.e. a second measurement basis) is required (i.e. no
elements of one basis has a sparse representation in terms of the other basis). More
formally, the measurement matrix represented in the sparsifying domain has to meet
restricted isometry property (RIP) for accurate CT recovery.

Model-based CT extends sparse or compressible signal model with structured
sparsity model favoring specific configurations for the magnitudes and indices of the
significant coefficients in sparsifying domain. Respective reconstruction algorithms
exploit the knowledge-based models of these structures. A useful framework for
CS which underlines inter-dependency structure is a union-of-subspaces model [2].
Let’s assume that K -sparse signals x (i.e. model sparse signals) live in ΣK ⊂ R

N

which is the union of
(N
K

)
subspaces of dimension K . A signal model MK ⊆ ΣK

structured basing on a priori knowledge allows only certain subspaces in ΣK , i.e.
mk ≤ (N

K

)
. It is defined as
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MK =
mk⋃

m=1

Xm,Xm = {x : x|Ωm ∈ R
K , x|ΩC

m
= 0}, (3)

where each subspace Xm contains all signals with supp(x) ∈ Ωm meaning that the
set of possible Ωm supports the signal model relating to diagnostic ROI in signal
domain or specific components in sparsifying domain. K -sparse model is used to
reconstruct signal as the best K -term approximation of x under the modelMK . The
RIP constraint on measurement matrix can be relaxed to model-based RIP providing
stable recovery [8].Beneficially, formost greedy algorithmsonly simplemodification
of approximation step is necessary.Model-based approximationmeans that searching
only over the mK subspaces provides the same degree of robust signal recovery.
Reconstruction of extracted informative components according to a priori formulated
model is possible.

The projection of an arbitrary signal x to the closest signal to x that lies in the
model was used in proposed targeted CT system of personalized diagnosis.

Model-based CS platform provides reconstruction algorithms adapted to diagnos-
tic models which approximated the optimized solution to ROI-oriented approxima-
tion of to specific components reliably represented in carefully selected sparsifying
domain.

3 Targeted CT System Design

Distinctive representation of informative signal in reconstructed CTs requires: (a)
integration of SART with CS optimization according to formalized diagnostic crite-
ria, (b) use of signal model including respective regularization terms and structure
of the data dependencies characterizing informative distribution of tissue density, (c)
compact and computationally acceptable implementation approximating iteratively
targeted stroke evidence, (d) heuristically optimized parametrization of the integrated
algorithm. Hence, the proposed methodology was based on the following activities:

• formulation of a priori knowledge to define model of diagnostic content used to
predict case-dependent structure of asymmetric hypodensity distribution in CT
volume; the important properties of targeted recovery are clarified distinction,
location and size of asymmetric hypodensity (i.e. Ischemic Region of Interests—
IROI), including enhanced texture homogeneity and contrast differentiation in a
context of appearance; in details, themodelwas based on the results of neurological
examinations projected to responsible areas of impaired brain activity (IROI);

• simulated adaptive sensing of CT data where number of measurements limited
because of dose minimization is directed to the important content; incoherent
measurement vectors and sparsifying vectors are selected for as sparse as possible
representation of sensed information; in details, limited number of angles and
raw detectors were adjusted to the IROI—reduced the number of ray photons and
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angles outside the IROI was modeled; � matrix of cosines and smooth wavelets
were selected to extract hypodensity components;

• reconstruction of the CT scans with revealed stroke information, clarified in a
context of less informative complement; in details, the tomographic reconstruction
of projections is SARTwith embeddedCS optimization, where TV-L1 regularizers
and quality priors were adjusted to estimates of the IROI.

3.1 CS-Based Optimization

Bregman iteration method is often used to solve a variety of constrained optimiza-
tion problems, i.e. minx J (x) : H(y,Ax) ≤ ε. It is done by iteratively solving a
small number of unconstrained problems: minx J (x) + μH(y,Ax). J (x) is convex
regularization term typically promoting signal sparsity (relaxed with l1 and respec-
tive sparsifying frame or dictionary x = �α) or degree of smoothness/singularity
(Sobolev for uniformly smooth, T V for piecewise constant images with edge dis-
continuities of small perimeters). H(y,Ax) is convex quality prior that penalizes
the distance between vector of measurements y and projected reconstruction Ax
with parameter μ > 0 (typically LS of Lasso: H(y,Ax) = 1

2‖Ax − y‖22 or alterna-
tively MSE or Dantzig selector). Stable and fast Bregman iterations are due to two
fundamental steps:

xk+1 = argmin
x

J (x) + μ

2
‖Ax − yk‖22,

yk+1 = yk + y − Axk+1.

(4)

Mixed regularization in a form of J (x) = T V (x)+λ‖�x‖1,λ > 0was often applied
for medical imaging [20, 23] but also for low dose reconstruction of CT scans [35].
The important cause substantial also in the reconstruction of stroke symptoms is
regarding data dependencies in acquired signal. Specificity of embedded information
for stroke diagnosis is distinction of piecewise constant regions with depicted edges.
Therefore, TV norm of reconstructed noise-free information as additional regular-
ization term specific to the symptoms of ischemia was implemented. Additionally,
interior problem of CT was also solved basing on CS-TV optimization [34]. Sparsity
of α representation in model-adjusted � (best if representing non-informative con-
tent non-sparsely) enables dominant reconstruction of required information. There-
fore, the optimization procedure for reconstruction of CT images was formulated as
follows:

min
x

T V (x) + λ‖�T x‖1 + μ

2
‖Ax − y‖22 (5)

extending set of regularization terms. Useful formula of general Bregman is suscep-
tible to flexible extend resulting in reconstruction speed up for compound nature
of regularization. Splitting iteration was proposed as a solution of the general
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l1-regularized optimization problem for CS applications [10]. Especially, split Breg-
man can simplify two-term regularization of (5) by splitting l1 and T V components.
Introduced auxiliary variablesu and r approximate noiseless vector sensed according
to A and iteratively updated noisy errors, respectively. Equation (5) is transformed
to both fundamental steps of Bregman (4) as follows:

(xk+1,uk+1) = argmin
x,u

T V (ATu) + λ‖�T x‖1 + μ

2
‖u − y‖22 + · · ·

· · · + β

2
‖u − Ax − rk+1‖22 (6)

rk+1 = rk + Axk+1 − uk+1

Iterative minimization with respect to x and u can be performed separately because
of splitting l1 and T V components in (6) [10]. The resulting algorithm is summarized
in the following steps:

(a) initialize r = 0, u = y
(b) while change of x is essential

• x = argminx λ‖�T x‖1 + β
2 ‖u − r − Ax‖22

• u = argminu T V (ATu) + μ
2 ‖u − y‖22 + β

2 ‖u − r − Ax‖22• r = r + Ax − u

The computationally tractable implementation of split Bregman iterations (6)
calledRecPF [33]was encapsulated into SARTprocedure of tomographic data recon-
struction (Sect. 2.1). Slightly corrected realization of target signal approximation
occurred highly efficient, stable, robust and very fast because of a small number of
iterations. As a fundamental concept of solution, a classic approach for optimization
problems with separable variables was proposed. Calculation of gradients for TV
extended to high-order context of iso- and anisotropic models was used.

3.2 Formalized Diagnostic Model for CT Recovery

Neurologically definedmodel based onStrokeBricksmethod (see Sect. 2.2)was used
to indicate the IROI as formal model for CS-ART sensing and recovery (Sect. 2.3).
The IROI definition controls sensing procedure through simulated parametrization
of angles distribution (number and uniformity), photon distribution (energy concen-
tration in IROI with exponentially sloping distribution around) and region-oriented
weighting of projection rays. Optimized recovery is modified according to a priori
defined subspace of possible solutions formed by region-tailored components of cost
function (quality prior and TV) in the optimization procedure according to (6).

Moreover, primarily recovered tissue property of ischemic extent is asymmet-
ric hypodense distribution in reconstructed CT images. Such hypodense signs are
modeled as low-frequency change, slightly distinguished, not well-outlined, weakly
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contrasted with poor, blurred outline. Such characteristics imposes specified vectors
of sparsifyingmatrix inCS optimization procedure (regularizer of l1 norm) according
to model-based paradigm.

Concretising, formalized model MI RO I of stroke symptoms includes:

1. the defined supports Ωx and Ωα of possible x narrowing the space of possible
solutions to subspace XI RO I ; it represents the diagnostic model in the union-of-
subspaces (3) used in recovery procedure (6); it was realized by

• unsharp and redundant representation of IROI in signal domain with support
Ωx , which was used in sensing and recovery procedures; parametrized distri-
bution of angles, photons and region-oriented weighting of projection rays we
simulated to optimize restoration quality with possibly reduced X-ray dose;
next, quality prior of ‖Ax−y‖22 and T V (x) termweremodifiedwith increased
weights of the respective data differences and gradients calculated in Ωx ;

• indexing of selected frequency components representing informative tissue
density change and poor outlines,whichwere enhanced in adjusted sparsifying
matrices; the bases of DCT and optimized smooth wavelets were applied,
respectively, to modify the regularizer of ‖α‖1;

2. balanced parametrization of regularization terms and quality prior in (5) including
weighting of respective formulas according to adaptive implementation ofXI RO I .

3.3 General Algorithm

The proposed method of targeted image sensing and recovery is as follows:

(a) simulated sensing of parallel projections in tomographic acquisition system
according to real physicalmodel; respective linearmeasurements are represented
by A according to SART improvements;

(b) main loop of recovery (while the stop criterion is not met)

• initialization: x = 0, iteration index k = 1, . . ., parametrization of diagnos-
tic model MI RO I basing on neurologically reasoned and determined IROI
projected to formalized Ωx and � with respective Ωα

• a single SART iteration of restoration (1): update of xk+1 with primarily sensed
IROI according to adaptive sensing scenario adjusting distribution of angles,
photons and weights of projections

• positivity constraint: xk+1 = max(xk+1, 0)
• update of model Ωα basing on actual spectrum of �T xk+1 (extraction of
informative coefficients)

• xk+1 = RecPF(xk+1) with split Bregman engine (6) and models ofΩx andΩα,
respectively

• Positivity constraint: xk+1 = max(xk+1, 0)
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Such general algorithm was heuristically optimized and experimentally verified.
The indications about the most effective configurations of the tested parameters were
discussed in the next section.

4 Experiments and Discussion

Studies on the effects of optimized CT acquisition protocols influencing diagnostic
quality of CT images cannot be performed on volunteers because legislation and
ethical considerations do not allow such practices in the case of CT. Therefore,
simulated expositions of a low dose CT with limited number of projections and
controlled noise level in rawprojectionswere used tomimic imagequality of lowdose
CT acquisitions similarly to [16]. Moreover, the imaged objects are both numerical
phantom and real CT scans representative for stroke diagnosis. The reported results
of optimized sensing and recovery of CT according to adaptive model of informative
signal and diagnostic criteria of acute stroke diagnosis are not equivalent in literature
according to our knowledge.

Simulated sensing of data in a formof tomographic parallel projectionswas simply
parametrized to model real systems. The initial assumption was that the vector y of
M measurements is sensed in CT system with a limited number of raw detectors
and angles distributed uniformly in range of 0◦–360◦. It is accepted that rotation
center distance is 40cm and the detector to rotation center is 40cm. This relates to
acquired image array of 25.6× 25.6cm2 while the distance from the first sensed ray
to the last equals 402. The detector whose length is 60cm is modeled as straight-
line array of 402 uniform bins what means that number of parallel rays for each
angle is also 402. Next, the number of angles and their distribution was minimized
to reduce radiation dose in CT examinations while maintaining or even improving
the diagnostic accuracy of the recovery. In more detail, distribution of angles was
reduced uniformly verifying diagnostic usefulness of the recovered scans. Moreover,
increased concentration of simulated X-ray in IROI assuming Gaussian sloping of
region importance was verified. Other optimized option was lowered tube charge
simulated by increased noise level (i.e. standard deviation of Poisson-like noise)
added to theprojectiondata sensed inuninformativebackgroundof IROI.Thenumber
of reduced projections, detectors and especially noise level is directly proportional to
dose reduction. All of them depends on a priori estimated, case-dependent diagnostic
model, conditioning of real acquisition procedures and clinical context of emergency
diagnosis.

Simulated phantom of Shepp-Logan (SP), extended with additional small penum-
bra and infarct regions to depict asymmetric distribution of tissue density (see Fig. 1)
was used in the numerical experiments. Moreover, the results for recovered real
phantom based on diagnostic CT examination were reported to make the experiment
more reliable. Used CT scan (Fig. 1) is a part of real examinations representative
for challenging problem of effective stroke diagnosis. Selected examples of test
reconstructions were also presented in Fig. 1 while summarized results were given in
Table1. The following numerical metrics were used to assess the recovery as the first
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Fig. 1 The exemplary results of the image recovery in CT system. Stroke phantom modeled on
Shepp-Logan procedure and real CT image with stroke evidence sensed by simulation (top left and
right, respectively) were the objects of numerical tomographic imaging. Two reference methods of
FBP (first column of next raws) and SART (second column) were used to verify proposed CS-SART
algorithm. Second raw contains SP reconstructions for noiseless case, third one is for recovery of
noisy SP projections while the bottom one is for real phantom



132 A. Przelaskowski

Ta
bl
e
1

T
he

re
su
lts

of
si
m
ul
at
ed

ex
pe
ri
m
en
ts
du

e
to

re
co
ns
tr
uc
tio

n
of

st
ro
ke

sy
m
pt
om

s
in

pe
rs
on

al
iz
ed

C
T
sy
st
em

R
ec
on
st
ru
ct
io
n
m
et
ho
d

fb
p(
i)

fb
p(
b)

fb
p(
r)

sa
rt
(i
)

sa
rt
(b
)

sa
rt
(r
)

cs
-s
ar
t(
i)

cs
-s
ar
t(
b)

cs
-s
ar
t(
r)

N
oi
se
le
ss

SP
pr
oj
ec
tio

ns
rm

se
86
.3
0

37
.4
7

41
.8
6

28
.7
2

11
.3
0

16
.2
9

30
.4
3

10
.0
0

16
.3
2

ad
56
.5
0

29
.8
7

33
.1
9

11
.7
1

8.
22

11
.3
2

12
.5
7

6.
91

10
.8
7

sn
r

1.
31

10
.8
7

7.
01

11
.8
7

11
9.
55

46
.3
3

10
.5
7

15
2.
78

46
.1
2

ps
nr

9.
41

16
.6
6

15
.7
0

18
.9
7

27
.0
7

23
.8
9

18
.4
6

28
.1
3

23
.8
8

N
oi
sy

SP
pr
oj
ec
tio

ns
rm

se
15
0.
62

12
4.
44

12
6.
41

53
.8
4

48
.1
2

46
.1
8

31
.8
0

15
.2
6

18
.5
5

ad
11
8.
61

12
0.
69

12
0.
60

33
.0
3

38
.5
5

37
.1
2

12
.7
0

11
.0
8

13
.1
4

sn
r

0.
43

0.
99

0.
77

3.
38

6.
59

5.
76

9.
68

65
.5
8

35
.7
3

ps
nr

4.
57

6.
23

6.
09

13
.5
1

14
.4
8

14
.8
4

18
.0
8

24
.4
6

22
.7
7

R
ea
lp

ro
je
ct
io
ns

rm
se

13
2.
01

11
6.
01

10
8.
69

30
.7
5

44
.2
2

14
.8
5

33
.1
1

44
.7
8

12
.3
4

ad
87
.9
0

10
3.
64

95
.5
9

13
.8
1

29
.3
3

9.
32

14
.8
6

29
.6
0

6.
97

sn
r

0.
42

0.
58

0.
53

7.
67

3.
96

28
.3
7

6.
62

3.
86

41
.0
8

ps
nr

5.
72

6.
84

7.
41

18
.3
7

15
.2
2

24
.7
0

17
.7
3

15
.1
1

26
.3
0

St
an
da
rd

FB
P
an
d
SA

R
T
m
et
ho
ds

w
er
e
co
m
pa
re
d
to

op
tim

iz
ed

m
od
el
-b
as
ed

C
S-
SA

R
T
fo
r
re
co
ve
re
d
no
is
el
es
s
an
d
no
is
y
SP

st
ro
ke

ph
an
to
m
s
an
d
re
al

C
T

ph
an
to
m
.T

he
ap
pl
ie
d
m
et
ri
cs

de
fin

e
a
di
st
an
ce

be
tw
ee
n
in
pu
tp

ha
nt
om

s
an
d
re
co
ns
tr
uc
tio

ns
in

ra
ng
e
of

a
w
ho
le
im

ag
e
(i
),
on
ly

br
ai
n
ar
ea

(b
)
an
d
po
in
te
d
ou
t

si
m
ul
at
ed

IR
O
I
(r
).
O
nl
y
20

an
gl
es

of
th
e
pr
oj
ec
tio

ns
w
er
e
us
ed

in
re
po

rt
ed

ex
pe
ri
m
en
t.
T
he

us
ed

qu
al
ity

m
et
ri
cs

w
er
e
de
fin

ed
in

Se
ct
.4



Targeted X-Ray Computed Tomography: Compressed … 133

criterion of the comparative tests in reported experiment of targeted CT optimization:
root mean square error (rmse), average difference (ad) signal to noise ratio (snr ),
and peak signal to noise ratio (psnr ):

rmse =
√∑

e2i
N , ad =

∑
ei

N , snr =
∑(

x (0)
i

)2

∑
e2i

, psnr = 10 log
N ·max(x(0))

2

∑
e2i

where e = |x̃ − x(0)|.
Significant improvement of CS-sart reconstruction is possible especially in real

noisy SP case. However, the most significant improvement in the efficiency of tar-
geted imaging was achieved in case of the real CT phantom in terms of extraction of
stroke symptoms. Diagnostically significant properties of ischemia have been recon-
structed with significantly improved reliability in both the numerical assessment, as
well as primarily subjective assessment of imaging results.

5 Conclusions

Proposed approach refers to a development of stroke confirmation paradigm in emer-
gency application of acute stroke care. Recently developed computer-aided diagno-
sis (CAD) have been based on quality improvement, normalization and analysis of
processedCT scanswhile presentedmethodology of targetedCT imaging extends the
image processing concept with preceding clinical data analysis (inter alia neurolog-
ical assessment) and integrated optimization of the acquisition and reconstruction in
CT system. This means that conventional radiological assessment may be integrated
with neurological syndromes related to brain areas, structures and vascularization
dictated by clinical symptoms. Therefore, CT-based diagnosis of acute stroke was
focused on model-based acquire and regularized reconstruction of the informative
signal to extract the earliest phases of the evolutioning ischemic extent. More reliable
stroke recognition and precise characteristics of pathological symptoms in neuro-
logically reasoned areas lead to accurate diagnostic decisions. The proposed way is
optimized sensing and recovery of CT scans to accurately confirm or undermine neu-
rological observations. Anatomically defined areas related to respective neurological
symptoms, correlated to radiologic pragmatism of reported assessment formulates
semantic model of potential ischemia to be accurately recovered for diagnosis of
acute stroke basing on optimized CT examinations.

The presented studies confirmed the validity of proposed and realized targeted CT
imaging for stroke demonstrating it in principle, verifying its feasibility and potential
usefulness to suggest the real potential of being used. The obtained results are an
incentive for further research, which should cover most of all: a more complete
modeling of the entire diagnostic process and physical experiments on phantoms
with the possibility of flexible adaptation of acquisition parameters.
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Simple Atlas Selection Strategies for Liver
Segmentation in CT Images

Dominik Spinczyk and Agata Krasoń

Abstract The paper present two atlas selection strategies: segmentationwith a fixed,
single individual atlas and segmentationwith the best atlas for liver CT images. These
two strategies was implemented and results were compared using DICE similarity
coefficient, mean surface and Hausdorff distance. The average mean surface distance
for single individual atlas equals 3.49 and 3.08 mm for Sum of Squared Differences
and Mutual Information respectively. Average Hausdorff distance for the similarity
measures mentioned above, which measure outliers, equal to 6.02 and 4.65 mm.
The average DICE similarity coefficient are 0.49 and 0.59. The better results were
obtained for Mutual Information similarity measure.

Keywords Atlas based segmentation · Liver segmentation · Atlas selection
strategies

1 Introduction

Liver is the biggest organ in the abdomenand its segmentation in the differentmedical
image modalities is a significant challenge for contemporary medicine. The most
popular medical image modality used for liver diagnosis is Computed Tomography
(CT). Different methods were proposed to this task: region growing, active contours,
level set, graph cuts, clustering and threshold based methods, deformable models
[1–4].

One of the proposed segmentation method is the atlas based segmentation. Okada
et al. proposed a probabilistic atlas as an initialization step for multi-level statistical
shape model and reported average distance between 4–2 mm depending on the level
of statistical shape [5]. Pieter et al. used the Free Form Deformation algorithm and
reported average overlap error of 10.4 % and an average RMS distance of 5.0 mm
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[6]. Linguraru et al. proposed the mean organ model registration to a new case,
then geodesic active contour as the first improvement and normalized probabilistic
atlas corrected for precise computation of the organ volume. They reported DICE
similarity coefficient of 96.2 [7].

The goal of the paper is to compare the implementation of two simple atlas
selection strategies: single individual atlas and the best atlas for liver segmentation
in CT images. The evaluation is based on DICE similarity coefficient, mean surface
and Hausdorff distance. The Materials and Methods section include the description
of mentioned above two simple atlas selection strategies, similarity measures and
evaluation criteria. The Results and Conclusions section presents obtained results.

2 Materials and Methods

2.1 Steps of Building Atlas

The atlas development process requests manual semi-automatic segmentation of
selected set of cases, verified by medical expert. The data consists of two images:
a patient intensity image mask and the corresponding binary segmentation mask,
which is generally created manually. In the next step the atlas-based segmentation
method propagates the segmentation of an atlas image using the image registration
technique (Fig. 1).

Fig. 1 Concept behind the single atlas-based segmentation
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In the image registration, a spatial transformation between two images, the fixed
(target) image and a moving (source) image is determined [8]. Mathematically, it
is commonly written as an optimization process which finds the transformation
T (x) = x + u(x) that relates the two images such that the transformedmoving image
IM(T (x)) spatially matches the fixed image IF (x) at every position of x, where a
metric M(IF (x), IM(T (x))) is used to quantify the quality of the match and u(x) is
a function that represent affine and b-spline transform.

The user can select one of the following transformation types:

• rigid transformation,
• affine transformation,
• B-spline transformation,
• non-parametric transformation (e.g. fluid, elastic registration).

In this paper the B-spline transformation will be used. A rectangular grid G =
Kx × Ky × Kz is superimposed on the image (size Nx × Ny × Nz, Kx � Nx , Ky �
Ny, Kz � Nz) which gets deformed under the influence of the control points. The
dense deformation is given as a summation of tensor products of univariate splines.
The displacement field u(x) is given as:

T (x) =
3∑

l=0

3∑

m=0

3∑

n=0

Bl(μx )Bm(μy)Bn(μz)di+l, j+m,k+n, (1)

where
i = �x/Nx� − 1, j = �y/Ny� − 1, k = �z/Nz� − 1,
μx = x/Nx − �x/Nx�, μy = y/Ny − �y/Ny�, μz = z/Nz − �z/Nz�,
Bl—represents lth basis function of the B-spline and d denotes the displacement.

Then registration refers to as a selection the set of the parameters:

μ̂ = argminC(μ; IF , IM), (2)

where
C(μ; IF , IM)—is the cost function related to the similarity metrics.

The advantage of an atlas based segmentation is the ability to segment the image
with no well defined relation between regions and pixels intensities. Another impor-
tant advantage is applicability in clinical practice, for computer aided diagnosis,
whereas, they are often used to measure the shape of an object or detect morpho-
logical differences between patient groups [9]. The reader can realize that different
sophisticated methods whave been proposed to improve the results. However, the
complexity prevents them from implementation. Thus in these paper we focus on
basic strategies for atlas’ selection. Generally four different selections can be distin-
guished [10]:

• segmentation with a fixed, single individual atlas,
• segmentation with the best atlas for an image,
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• segmentation with an average shape atlas,
• multi-atlas segmentation: a classifier approach.

In this article first two strategies will be evaluated: segmentation with a fixed,
single individual atlas and segmentation with the best atlas for an image.

Segmentation with a Fixed, Single Individual Atlas The most straight forward
strategy for selection of an atlas is to use one individual segmented image. The
selection can be random, or based on heuristic criteria such as image quality, lack
of artefacts, or normality of the imaged subject. This strategy is by far the most
commonly used method for creating and using an atlas [11]. It requires only one
atlas, which greatly reduces the preparation effort as compared to the more complex
methods described below.

Segmentation with the Best Atlas for an Image This case assumes that many
images exist in atlas set. For each new image to be segmented there is one atlas that
will produce the best segmentation accuracy among all available atlases. Two criteria
could be helpful to select the best atlas:

• image similarity measure applied after image registration step,
• magnitude of the deformation required to map the coordinates of the image onto
that of the atlas.

Different modalities images can be segmented using the atlas based approach and
then Mutual Information is used as similarity measure:

MI (μ; IF , IM) =
∑

f ∈LF

∑

m∈LM

p(μ; f,m) log2

(
p(μ; f,m)

pF (μ; f )pM(μ;m)

)
, (3)

where

• LF and LM—sets of regularly spaced intensity bins of histograms of the fixed
image and the moving image respectively,

• p—the discrete joint probability of the image intensities of the two images,
• pF and pM—themarginal discrete probabilities of the fixed image and the moving
image intensities respectively.

As the magnitude of deformation, usually two measures are used:

• average deformation of the atlas over all voxels—after non-rigid registration, the
magnitude of the deformation between the raw image and each individual atlas is
computed and averaged over all voxels,

• maximum deformation of the atlas over all voxels—this criterion is identical to the
previous one, except that it uses the maximum deformation over all voxels rather
than the average.



Simple Atlas Selection Strategies for Liver Segmentation in CT Images 141

In our study the cost function is defined as:

C(μ; IF , IM) = −MI (μ; IF , IM) + αR(μ), (4)

R(μ; IM)
Δ

=
1∑

x c(x + u(x))

∑

x

c(x + u(x)) ×
⎧
⎨

⎩cAC
∑

k,i, j

ACki j (x)2+

+ cOC

∑

i, j

OCi j (x)2 + cPC PC(x)2

⎫
⎬

⎭ , (5)

where

• R(μ)—regularization term which constrains the non-rigid deformation,
• c(x) ∈ [0, 1]—rigidity coefficient,
• cAC , cOC , cPC—weights,
• α—a weight term, which balances the similarity metric and regularization term.

Additionally Sum of Squared Differences measure was used:

SSD(μ; IF , IM) =
∑

xi∈ΩF

(
IF (xi ) − (IM(Tμ(xi )))

)2
(6)

where

• ΩF—domain of the fixed image.

and

C(μ; IF , IM) = SSD(μ; IF , IM) + αR(μ) (7)

Configuration of the Registration Step Data set consists of fifteen 3D non-contrast
enhanced abdominalCTstudies,with livermaskmanually segmentedby radiologists,
which is divided into two sets: atlases and new image to be segmented. Insight Toolkit
Image Registration Framework is used as registration environment. Multiresolution
strategy is used with three levels of resolution. As regularization term a local rigidity
term is used (see (5)) [12].

2.2 Quantifying Segmentation Accuracy

Computing the accuracy of a segmentation requires a gold standard or ground truth.
It is commonly accepted as a gold standard to use a manual segmentation by a human
expert.
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As similarity index the following measures are used:

• Dice similarity coefficient (DICE) defined as:

DICE
(
IF−Seg, IM−Seg(T )

) = 2
|IF−Seg ∩ IM−Seg(T )|

|IF−Seg| + |IM−Seg(T )| , (8)

where
IF−Seg, IM−Seg present two segmentations and |.| denominates number of voxels
inside the segmentation,

• Mean surface distance (MSD) defined as:

MSD(IF−Seg, IM−Seg(T )) = 1

nX + nY

nX∑

i=1

di

ny∑

j=1

d j , (9)

where
nX , nY represent the number of voxels on the two segmentation surfaces respec-
tively, and d are the closest distances from each voxel on the surface to the other
surface. The value of this measure helps to identify distance between registered
surfaces.

• Hausdorff distance defined as:

H(IF−Seg, IM−Seg(T )) = max

{
sup
x∈NX

inf
y∈NY

d(x, y), sup
y∈NY

inf
x∈NX

d(x, y)

}
, (10)

where
NX , NY represent the voxels on the two segmentation surfaces correspondingly,
and di and d j are the closest distances from each voxel on the surface to the other
surface.

• Mean deformation field defined as:

MDF = 1

n

n∑

i=1

|vi |, (11)

where
vi = [xi , yi , zi ]—deformation vector for specific i-th voxel,

|vi | =
√
x2i + y2i + z2i —magnitude of deformation vector for specific i-th voxel,

n—number of voxels for which the deformation field was calculated.
The value of this measure helps to identify maximum distance between registered
surfaces.
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Presented strategieswere tested on a dataset consisted of fifteen 3DCTvolumes of
abdominal cavity. Images were separated into training set that consists of 9 volumes
and 6 new cases for automatic liver segmentation.

3 Results and Conclusions

For the two atlas selection strategies specified and the defined above similarity mea-
sures atlas-based segmentations were performed. Following results were obtained:

• similarity index (Tables1, 2, 3, 4, 5 and 6),
• the example of the best and the worst registrations with a fixed, single individ-
ual atlas for Sum of Squared Differences similarity measure for selected axial
projection (Fig. 2—see Table7: atlas seg 6 row).

The average mean surface distance for a single individual atlas equals 3.49 and
3.08 mm for Sum of Squared Differences and Mutual Information, respectively.
Average Hausdorff distance, which measures outliers, equal to 6.02 and 4.65 mm,
respectively. The averageDICE similarity coefficients are 0.49 and0.59, respectively.
The better results were obtained for the Mutual Information similarity measure. The
mean surface distance is similar to results in [5, 6]. The Dice similarity coefficient
is worse than in [6, 7].

Comparing two evaluated simple atlas selection strategies: fixed single, individual
atlas and the best atlas (using the additional criteria likemeanmagnitude of the defor-
mation), the average distance between registered surfaces decreases significantly (see
comparison in columns of Table2 with best andworst case in corresponding columns
of Table8; the best case in column is bold).

Table 1 Mean surface distance in atlas registration for sum of squared differences similarity mea-
sure (mm)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 0.55 0.64 3.39 1.49 3.21 3.22

Atlas seg 2 10.04 1.45 5.75 3.48 0.67 8.7

Atlas seg 3 3.42 0.82 2.16 3.07 0.98 2.24

Atlas seg 4 1.3 3.95 0.18 0.21 1.37 0.61

Atlas seg 5 12.5 9.01 2.37 4.05 1.51 12.52

Atlas seg 6 10.8 4.12 1.44 5.4 0.25 5.15

Atlas seg 7 1.7 0.97 2.29 6.7 2.85 0.17

Atlas seg 8 0.85 6.13 0.1 0.08 2.36 0.46

Atlas seg 9 12.3 1.3 3.43 4.8 0.16 9.58

Average
value

5.94 3.15 2.35 3.25 1.48 4.74
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Table 2 Mean surface distance in atlas registration formutual information similaritymeasure (mm)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 1.75 4.23 1.45 1.6 1.59 3.15

Atlas seg 2 0.25 2.2 0.59 0.49 4.27 1.07

Atlas seg 3 1.01 12.28 1.73 1.14 3.22 1.24

Atlas seg 4 2.7 10.15 2.75 6.69 7.15 2.17

Atlas seg 5 0.36 0.18 0.98 0.62 0.75 0.7

Atlas seg 6 0.41 8.45 2.95 0.47 0.75 1.72

Atlas seg 7 15.25 0.93 0.87 1.64 8.88 0.72

Atlas seg 8 2.8 8.45 8.18 1.91 11.45 1.15

Atlas seg 9 0.88 0.93 2.25 0.77 5.43 0.78

Average
value

2.82 5.31 2.42 1.70 4.83 1.41

Table 3 Hausdorff distance in atlas registration for sum of squared differences similarity measure
(mm)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 0.55 1.28 5.61 2.57 6.42 5.63

Atlas seg 2 13.69 2.9 11.05 5.66 1.31 14.32

Atlas seg 3 6.2 1.65 4.32 6.13 0.98 2.48

Atlas seg 4 2.6 7.95 0.18 0.37 2.67 1.11

Atlas seg 5 18 16.32 4.67 8.25 3.03 15.72

Atlas seg 6 15.14 6.36 2.98 8.17 0.77 8.23

Atlas seg 7 3.51 1.93 2.57 13.04 5.71 0.34

Atlas seg 8 1.75 12.25 0.1 0.16 4.71 0.91

Atlas seg 9 24.06 2.6 6.83 9.62 0.32 19.38

Average
value

9.5 5.91 4.26 6.0 2.88 7.57

The main reason for the worse performance of DICE coefficient is a big shape
variation of liver shape in patients’ population. The registration algorithm based
on Mutual Information similarity measure is a good initial step for liver surface
segmentation but additional correction is desirable using the knowledge of shape
variation in population.

3.1 Conclusions

In the paper elements of atlas selection strategies have been presented and atlas-
based liver segmentation for fixed, single individual atlas and the best atlas have
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Table 4 Hausdorff distance in atlas registration for mutual information similarity measure (mm)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 1.5 5.74 3.9 1.88 3.4 4.2

Atlas seg 2 0.44 2.93 1.09 0.91 4.9 0.79

Atlas seg 3 1.51 19.95 4.3 1.72 5.7 1.8

Atlas seg 4 6.02 6.06 3.8 9.19 8.7 4.4

Atlas seg 5 0.41 0.21 1.57 0.71 0.79 1.34

Atlas seg 6 1.11 13.91 4.05 0.89 13.8 2.41

Atlas seg 7 21.3 1.55 1.74 2.18 1.73 0.9

Atlas seg 8 3.5 9.44 12.8 6.14 15.53 4.7

Atlas seg 9 1.33 5.55 4.09 1.35 10.02 1.2

Average
value

4.12 7.26 4.14 2.77 7.17 2.41

Table 5 DICE similarity coefficient for sum of squared differences similarity measure

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 0.73 0.68 0.52 0.63 0.41 0.49

Atlas seg 2 0.26 0.54 0.37 0.44 0.63 0.24

Atlas seg 3 0.5 0.65 0.52 0.47 0.65 0.53

Atlas seg 4 0.52 0.43 0.59 0.65 0.62 0.66

Atlas seg 5 0.18 0.18 0.55 0.37 0.54 0.23

Atlas seg 6 0.25 0.48 0.54 0.36 0.73 0.3

Atlas seg 7 0.6 0.67 0.48 0.23 0.47 0.5

Atlas seg 8 0.63 0.44 0.65 0.7 0.56 0.61

Atlas seg 9 0.24 0.58 0.39 0.44 0.71 0.1

Average
value

0.43 0.52 0.51 0.48 0.59 0.41

Table 6 DICE similarity coefficient for mutual information similarity measure

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 0.72 0.52 0.59 0.67 0.63 0.57

Atlas seg 2 0.75 0.54 0.69 0.61 0.47 0.67

Atlas seg 3 0.62 0.21 0.56 0.68 0.46 0.62

Atlas seg 4 0.51 0.54 0.53 0.62 0.79 0.54

Atlas seg 5 0.79 0.83 0.56 0.75 0.27 0.69

Atlas seg 6 0.73 0.23 0.53 0.72 0.68 0.59

Atlas seg 7 0.25 0.71 0.68 0.7 0.68 0.74

Atlas seg 8 0.55 0.47 0.71 0.52 0.31 0.57

Atlas seg 9 0.73 0.54 0.52 0.73 0.42 0.73

Average
value

0.63 0.51 0.6 0.67 0.52 0.63
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Fig. 2 The best and the worst registrations via SSD with a fixed, single individual atlas for Mutual
Information similarity measure

Table 7 Sum of squared differences image similarity measure for the best atlas selection (bold
font is the best atlas for specific new case)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 11178.43 3138.55 4139.75 15458.3 2374.38 3655.57

Atlas seg 2 15987.92 2967.74 4304.61 21132.64 2047.69 2855.2

Atlas seg 3 10140.52 2034.43 4849.66 17005.21 1392.71 3836.22

Atlas seg 4 9727.43 3376.71 4821.52 18980.12 3335.68 15464.35

Atlas seg 5 1656.15 1639.02 8198.71 9380.82 13614.2 8340.55

Atlas seg 6 2124.77 863.03 7979.474 2502.6 600.91 7609.31

Atlas seg 7 12704.72 2988.98 3643.52 13104.75 2486.52 1758.4

Atlas seg 8 17964.09 2279.81 4304.4 19242.13 1856.02 11797.34

Atlas seg 9 19781.91 3288.17 11123.07 30757.19 2434.46 8486.11

Average
value

11251.77 2508.49 5929.41 16395.97 3349.17 7089.23

been implemented. Better results were obtained for the Mutual Information image
similarity measure than for Sum of Squared Differences. As regards the selection
of the best atlas, two similarity measures were used: Sum of Squared Differences
image similaritymeasure, which is applied after the image registration step andmean
magnitude of the deformation, that is required to map the coordinates of the image
onto that of the atlas. As main evaluation criterion mean surface distance between
registered surfaces was used. Additional evaluation criteria like: Hausdorff distance,
DICE similarity coefficient and magnitude of deformation, measure the geometric
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Table 8 Mean magnitude of the deformation for the best atlas selection (bold font is the best atlas
for specific new case)

Atlas case New case 1 New case 2 New case 3 New case 4 New case 5 New case 6

Atlas seg 1 58.17 91.23 19.62 64.62 151.2 20.53

Atlas seg 2 56.17 23.01 23.54 178.54 35.85 23.23

Atlas seg 3 39.26 41.06 19.18 16.93 141.35 23.07

Atlas seg 4 86.58 178.03 104.74 106.15 231.34 18.13

Atlas seg 5 103.62 113.43 8.7 76.87 57.64 12.29

Atlas seg 6 55.76 39.73 13.01 66.28 79.09 13.71

Atlas seg 7 92.91 186.01 178.89 97.3 166.26 135.15

Atlas seg 8 99.73 209.77 142.84 115.68 134.78 113.27

Atlas seg 9 69.6 21.5 20.2 68.59 39.6 26.57

Average
value

73.53 100.42 58.97 87.88 115.23 42.88

similarity, were used as measures for geometric similarity. Moreover the Sum of
Square distance was used which in contrast to the previous measures presents image
content similarity.
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Automatic 3D Segmentation of Renal Cysts
in CT

Pawel Badura, Wojciech Wieclawek and Bartlomiej Pycinski

Abstract A fully automaticmethodology for renal cysts detection and segmentation
in abdominal computed tomography is presented in this paper. The segmentation
workflow begins with the lungs segmentation followed by the kidneys extraction
using marker controlled watershed algorithm. Detection of candidate cysts employs
the artificial neural network classifier supplied by shape-related 3D object features.
Anisotropic diffusion filtering and hybrid level set method are used at the fine seg-
mentation stage. During the evaluation 23 out of 25 cysts delineated by an expert
within 16 studies were detected correctly. The fine segmentation stage resulted in a
92.3% sensitivity and 93.2% Dice index combined over all detected cases.

Keywords Image segmentation · Renal cyst · Abdominal computed tomography ·
Artificial neural network · Level sets

1 Introduction

Medicine pays more attention to the image analysis techniques due to their applica-
bility in computer-aided diagnosis and therapy (CAD). Multiple approaches are
designed to support the diagnostic decision using various imaging modalities, like
computed tomography (CT) [11, 24] or magnetic resonance imaging (MRI) [6, 26].
Large amount of data requires advanced processing techniques and sufficient amount
of resources in terms of time and processing equipment. Decision yielded by CAD
system has to be approved by the physician, yet a higher level of processing automa-
tion should be provided.

Renal cyst is a fluid reservoir inside the kidney. Themost common type is a simple
cortical cyst, which is benign, non-congenital and usually single. The presence of
cortical cysts increases with the age, reaching 50% at 50-year-old population [4].
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Usually a treatment is not needed and the cysts are periodically monitored using
medical imaging. If the diameter of cysts increase or another ones appear, the more
complex diagnosis ought to be considered. Differential diagnosis of e.g. cystic car-
cinoma should be also performed in case of internal inhomogeneity, thicken blurred
wall or presence of septa. The density of simple cortical cysts in CT studies is near
pure water (10–20 Hounsfield Units, HU) and does not increase significantly after
the contrast agent is administrated intravenously. The diameter of simple cysts may
spread from about 5 mm to even 15cm.

Even so CT imaging is widely used in renal cysts diagnosis, segmentation and
classification methods of the kidney pathologies still require much effort. In [22]
an interactive marker-controlled watershed algorithm is implemented for kidney
segmentation. Renal lesions (defined as cysts and solid tumours) are identified by
thresholding.Another interesting automatic supervisedkidneys classificationmethod
assigns the kidney as pathological (i.e. containing at least one cyst) or non patho-
logical [5]. Other semi-automatic approach uses a combination of fast marching
and geodesic active contour level sets for cysts and tumour detection [13]. A semi-
automatic segmentation algorithm from [3] enables measurements of simple kidney
cysts from CT images. More recently, a fuzzy C-means clustering was used for renal
cyst segmentation [20].

In this paper two major goals have been defined. First, a reliable cyst outlining
procedure has been specified and implemented using 3DSlicer open source software
[8]. The procedure consists of three stages: initial delineation on axial slices and
possible corrections in sagittal and coronal projections. Secondly, a fully automated
system has been designed for the cysts detection and segmentation. The system con-
sists of a sequence of segmentation procedures: lungs segmentation, kidneys masks
definition, detection and selection of candidate cyst objects, and fine segmentation of
indicated cysts. Various 2D and 3D image processing techniques have been merged.
A comprehensive analysis and evaluation of the methodology is possible using the
reference database.

The paper is organized as follows. Materials and methods are presented in Sect. 2.
That concerns the image database description, the expert delineation procedure spec-
ification and presentation of the entire automatic system for renal cysts detection and
segmentation. The experimental results of consecutive segmentation stages are pre-
sented in Sect. 3 and discussed in Sect. 4. The paper is concluded in Sect. 5.

2 Materials and Methods

2.1 Materials

The clinical data (DICOM image study together with radiological reports) have been
selected from a PACS (Picture Archiving and Communication System). For this
research 16 patient studies with a total of 25 renal cysts have been chosen [12]. The
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exams have been registered with a GE LightSpeed16 machine yielding mean image
resolutions of 0.791 × 0.791 × 2.5mm.

All the studies include 4 series: the first one before the iodinated contrast agent
injection and three others 20–25s, 60–70s and 10min after the injection, respectively.
Due to the renal cortex appearance in the image, in the current study only the second
contrast-enhanced series is employed. The renal cortex intensity comes up high and
homogeneous in this phase.

2.2 Expert Outlining

The contours of renal cysts are outlined on the images displayed in the abdominal
intensity window (window level = 40 HU, window width = 350 HU). These values
ensure high contrast between the cyst and the renal cortex, e.g. if the cyst mean value
is equal to 10 HU and the cortex—160, the gray intensities are then equal to 41.4%
and 84.3%, respectively. Common visualisation settings among all studies ensure
the repeatability of classification of the borders, because with different setting, the
cyst size may vary (Fig. 1). Moreover, the radiologists read CT studies mostly using
the same intensity window.

The process of outlining the cysts is performed using the 3DSlicer open source
software [8]. The image is zoomed so that the kidney covers over a half of the screen.
Therefore each CT pixel is displayed on a box of dimension at least 8 × 8 pixels.
Image pixels gray levels are linearly interpolated using four neighbouring voxels.
The outlinings are drawn with a one-screen-pixel-width pencil and the image pixel
is marked if at least 50% of its surface is located inside the border.

The cysts are outlined in original axial planes, slice by slice. After that, the slices
are reoriented into a sagittal projection with the results of previous marks displayed.
The cysts borders are verified among all slices and corrected, if necessary. Finally,
the same procedure is performed in coronal slices (Fig. 2). The outlining on all

Fig. 1 Brightness of anatomical structures with respect to intensity window values (WL, WW).
Left (40, 350) [HU], right (130, 110) [HU]
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Fig. 2 Manual outlining of the cyst in coronal planes: axial masks reoriented to coronal planes (a),
outline correction of the cyst (yellow) and background (red) (b), the final mask (c)

three orthogonal plane orientations is used in order to improve the delineation 3D
reliability. If only axial slices are used, then the imagewould be wrongfully treated as
the set of independent 2D slices. In the process of outlining cysts, a priori knowledge
about their typical shape (mentioned earlier) is used.

2.3 Automatic Detection and Segmentation of Renal Cysts

The renal cyst detection and segmentation algorithm is fully automated and per-
formed according to the scheme presented in Fig. 3. With each subsequent procedure
the spatial and logical accuracy increases, from a rough lung regions location to
precisely delineated renal cyst area.

Lungs Segmentation The lungs segmentation algorithm helps the kidneys to be
located. It takes into consideration selected principles of the lungs appearance in
abdominal CT. It consists of a series of automatic operations:

1. Otsu thresholding of the entire original volume [17] yielding a binary volume
containing the lungs among other dark objects.

2. Axial slice-by-slice removal of 2D connected components attached to the slice
borders, erasing the region outside the patient body.

3. Elimination of all 3D connected components not intersecting the uppermost
axial slice. Since the abdominal CT studies employed during the examination
do not cover the entire thorax, such a procedure deletes all the abdominal objects
(intestines, stomach content etc.) while keeping the lung regions.

Fig. 3 The automatic detection and segmentation of renal cysts scheme
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4. If there are more than two objects left at this stage, an additional condition is
investigated: only atmost two 3D connected components of an assumedminimum
volume remain.

5. Finally, a set of morphological corrections is performed in order to remove holes
within the lungs (including vasculature or potential nodules) as well as smooth
their surfaces [21].

Kidneys Segmentation Segmentation of the right and left kidney is implemented
separately, starting with the right one (Fig. 4). Two assumptions have been made.
The first one refers to the kidney intensity, which normally (without contrast agent)
equals about 30 HU for kidneys. Since the analysis concerns contrast-enhanced
studies, a higher value range [0, 200] HU has been assumed. The preprocessing
step remains voxels with the intensity within this range, whilst all others assigns to
zeros. The second condition is an anatomical constraint associated with geometric
kidney location and significantly limits the search space: the kidneys are supposed
to be located inside the corridor formed by the axial lungs shadow (Fig. 4, after
preprocessing).

The next stage is a preliminary kidney segmentation consisting of two procedures.
First, the sharpening procedure is performed employing the average spatial filtering
and 3D grayscale geodesic morphological closing. Then, bright objects are detected
using a 3D extended H-maxima transform [21]. The resulting binary volume is sub-
jected to the mask-border cleaning (removing all objects attached to the red box

Fig. 4 The kidneys segmentation algorithm
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Fig. 5 The detection of candidate renal cyst objects scheme

in Fig. 4) and selection of the largest object left. This object is supposed to be the
undersegmented right kidney (Fig. 4, white structure after the extended H-maxima
procedure) and serves as a seed area for the next stage.

The final stage employs the 3D MCWT (3D marker controlled watershed algo-
rithm) [15, 18]. Two types of markers are prepared: the background and the object
markers [1]. The seed area from the previous stage is used as the object marker;
the background marker is defined as the area outside the 3D bounding box of the
undersegmented kidney (Fig. 4, after markers generation). The watershed dams are
searched between themarkers using the 3Dgradientmagnitude image. Since gradient
computation methods are noise sensitive, the average spatial filtering and morpho-
logical opening are performed beforehand. The area between the markers covers
the external kidney surface, being overlapped by the watershed dams with a high
accuracy.

The left kidney segmentation is performed in an analogous manner. The only
significant difference is the initialmask generation stage. The right kidney occurrence
mask is obtained and mirrored to the left side. Then, all [0, 200]HU intensity objects
intersecting the mask are identified. The following border-cleaning, morphological
reconstruction and largest object selection procedures yield the undersegmented left
kidney. It is then subjected to a MCWT algorithm.

Detection of Candidate Cyst ObjectsAt the beginning of the automatic cyst detec-
tion (Fig. 5), the CT volume is thresholded within a predetermined range. The thresh-
olds values rely on the statistical intensity analysis of both, kidneys and annotated
cysts. Final values used for volume binarization have been set to [−15, 60]. This
range covers most of the cyst volume and excludes surrounding tissues, including
contrast-enhanced kidneys.

Since the resulting binary volume contains multiple false positive regions spread
throughout the patient body, a sequence of correcting operations is employed. First,
a morhological opening and closing occurs with a 3D spherical structuring element
of a 2 mm radius,1 followed by filling of 3D holes in objects. Then, a morphological
reconstruction is performed using the kidneys mask. To avoid the influence of pos-
sible kidneys undersegmentations, the mask is dilated with a spherical structuring
element of a 5 mm radius before being used for reconstruction.

The reconstruction yieldsmany 3Dcandidate connected components of a different
size and shape. Apart from the intensity characteristics, the renal cysts feature some
size-independent shape properties. The most important one used here is their close-
to-spherical character. Consequently,many candidate objectsmight be easily rejected

1In case a metric size is used, the structuring element depends on the CT voxel size.
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based on some rules, however the direct definition of a discriminant hyperplane in the
feature space is a challenging task. Therefore, an artificial neural network (ANN) [10]
classifier has been implemented. In order to avoid overfitting and overtraining [23],
the main assumption is to construct the network of a structure as simple as possible,
supplied by only a fewwell matched features. Thus, themultilayer perceptron (MLP)
has been usedwith 3 inputs, one output, 2 hidden layers and a total of 6 active neurons
only (3-2-1 units in consecutive layers). The hyperbolic tangent activation function
has been applied in hidden layers’ neurons, whereas the output neuron has a linear
form φ(x) = x saturated at 0 and 1. Such an output has been used since there are only
two classes (0 or 1) defined for candidate objects. The MLP output is thresholded at
0.5 to produce the binary decision.

A set of 13 shape features has been defined for each analyzed 3D connected
component.All of them take themetric voxel size into accountwhile being computed.
Note also, that all candidate objects that occur in just a single projection (slice)
have been rejected before the features extraction and selection. The appropriate
object features have been selected using a Fisher’s linear discriminant (FLD) [9]
at a confidence level p = 0.05. The reference set was constructed from all candidate
objects available after reconstruction. Three features have been indicated and defined
as the classifier inputs:

1. Sphericity S computed as a ratio of radii Rin
max,R

out
min of two spheres: the largest one

inscribed in, and the smallest one circumscribed on the current object, respec-
tively [2]:

S = Rin
max

Rout
min

. (1)

Its value reaches 1.0 for a perfect sphere, ca. 0.4-0.8 for a cube, cuboid or ellipsoid,
and well below 0.3 in cases of irregular, thin structures.

2. Normalized object sphericity Sn:

Sn = Rout
min − Rin

max

Req
, (2)

with Req being the radius of a sphere of the volume equal to the object volume V :

Req = 3

√
3V

4π
. (3)

The higher the Sn value, the less spherical the object under consideration.
3. The mean distance DT of the object voxels to its external surface computed as

an average of the object distance transform [7]. DT is small for non-spherical
objects.

The Levenberg-Marquardt backpropagation has been used for the classifier train-
ing [14].
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Fig. 6 The renal cyst fine segmentation scheme

Fine Segmentation of Cysts Once a candidate object passes the classification, it is
subjected to a fine segmentation procedure. It consists of 5 steps (Fig. 6).

First, the volume of interest (VOI) is determined around the candidate object [25]:
its bounding box extended by amargin od 10mm in each projection is extracted from
the entire study and then three-dimensionally resampled in order to obtain a cubic
voxel shape of a 1mm side. Then, the 3D anisotropic diffusion filtering is applied to
smooth homogeneous regions while preserving the edges [2, 19].

The diffused volume is subjected to a Gaussian intensity transformation T (m, σ ):

IT = e− (I−m)2

2σ2 , (4)

where I denotes diffused voxel intensity and m, σ are transformation parameters.
The mean intensity and standard deviation within a region of nondiffused volume
indicated by the initial mask have been chosen asm and σ . The transformation yields
a well separated region with the expected cyst intensity enhanced over both, lower
and higher HU values (Fig. 6).

The final processing step is performed using a hybrid level set (LS) algorithm
[27]. The LS segmentation is designed for the extraction of structures using the
evolution of a deformable model φ [16]. Here, the evolution is caused by two stim-
uli: (1) the region component, resulting from the expansion/contraction caused by
inner/outer regions and (2) the geodesic active contour component with two factors:
the boundary-attraction and the curve smoothing control. Theminimizedφ functional
has been defined as [27]:

E(φ) = −cα

∫

Ω

(IT − μ)H(φ)dΩ + cβ

∫

Ω

g |∇H(φ)| dΩ, (5)

where: cα and cβ weigh the influence of both components of (5), Ω denotes the
spatial volume domain, IT stands for the voxel intensity, H(φ) is a Heaviside step
function of φ, g is a decreasing function called boundary feature map, related to the
image gradient, and μ is a parameter indicating the expected lower intensity bound.
The hybrid LS segmentation is performed over the transformed IT volume with the
initial cyst mask determining the zero level set. Since the expected cyst shape is rather
spherical and the object to be extracted is homogeneous and well enough isolated
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from the surroundings, the shape component has a significantly greater impact during
the evolution of φ (cβ � cα).

The resulting binary volume is interpolated to the original VOI space and inserted
into the full study.

3 Experimental Results

A set of 16 CT studies with 25 renal cysts have been subjected to the evaluation
analysis. All cysts have been delineated by an expert. The accuracy of lung and kid-
neys segmentation, cysts detection and their fine segmentation have been evaluated
independently.

3.1 Lungs and Lidneys Segmentation

The lungs segmentation algorithm has not missed any lung region from the employed
database. The pleural walls have been properly reflected and no significant under-
segmentations have been registered. In a single case a ca. 6.5 cm3 leak occurred from
the left lung into the intestine area due to a partial volume averaging causing a slice-
to-slice pleura disappearance. The influence of this fact is however limited, since the
segmented lung regions produce a corridor for kidneys segmentation (Fig. 4) and the
leak region is still covered by the lung shadow.

The kidneys segmentation algorithm has been evaluated using the entire avail-
able data set. A single CT study contained a scan of a patient after the left kidney
amputation. In all segmentation cases the kiedneys regions have been correctly iden-
tified. A total of two kidneys have been considered undersegmented, two other—
oversegmented. Undersegmentation is caused by the large cysts appearance. The
oversegmentation are related to a slight leak into the neighboring liver area. Neither
of these cases cause any problem for the cyst detection and segmentation. Figure7
presents 3D visualizations of sample lungs and kidneys regions against the skeleton.

3.2 Renal Cysts Detection

The renal cysts detection validation (Fig. 5) relies on traditional sensitivity and speci-
ficity measures:

Sed = TPd

TPd + FNd
· 100%, (6)

Spd = TNd

TNd + FPd
· 100%, (7)
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Fig. 7 Illustration of sample lungs (blue) and kidneys (red) segmentation results

where TPd,FNd,TNd,FPd denote the number of true positive, false negative, true
negative and false positive cyst detections, respectively. In order to reflect the false
positive rate, the number of false positives per study fppsd has also been determined.
The k-fold cross validation scheme has been used with k = 8 in terms of the studies
partition instead of the candidate cysts. With a total of 16 studies, in each of 8
verification procedures 14 studies have been used for training, with the remaining
2 passed as a testing set. Table1 presents the detection statistics obtained over all
16 cases and 25 cysts annotated by an expert. Two cysts have been missed at the
thresholding and morphological operations stage mainly due to their small size and
relatively high intensity (Fig. 8). Single-slice true negative objects (668) have been
removed before classification. Therefore, the classifier has been supplied by a total
of 372 candidate objects, yielding only 5 misclassifications.

It has to be noted, however, that another experiment has been performed, with a
single classifier training using the entire set of 372 candidate objects. This endedwith

Table 1 Renal cysts detection efficiency

TPd FPd TNd FNd Sed (%) Spd (%) fppsd

ANN classifier 20 2 347 3 87.0 99.4 0.12

Entire detection 20 2 1038 5 80.0 99.8 0.12

Fig. 8 Cysts missed during detection at the thresholding and morphology stages
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a successful separation of the expected positive and negative indications in the three-
dimensional feature space: a classifier has been found yielding 100% sensitivity
and specificity levels. Thus, the following verification of the fine segmentation was
possible for all 23 cysts still present after the thresholding & morphology stages.

3.3 Renal Cysts Fine Segmentation

Thefine segmentation evaluation employed the expert delineations of the true positive
cyst detections. Validation relies on voxel-wise sensitivity and Dice index measures:

Ses = TPs

TPs + FNs
· 100%, (8)

Ds = 2 · TPs

2 · TPs + FPs + FNs
· 100%, (9)

where TPs,FNs,FPs denote the number of true positive, false negative, and false
positive voxel detections with respect to the expert delineation, respectively. Due
to the true negative voxels dominance over the other groups, the specificity has not
been employed for evaluation. Columns 1–3 of Table2 show the results averaged
over a set of all 23 cases. The rightmost column presents the sensitivity and Dice
index computed once for the totals of TPs,FNs,FPs accumulated over all cases.
The overall metrics reach higher values mainly due to a noticeable relation between

Table 2 Renal cysts fine segmentation efficiency

Mean (%) Worst case (%) Best case (%) Overall (%)

Ses 84.2 ± 11.7 55.8 97.6 92.3

Ds 84.8 ± 9.0 70.4 95.4 93.2

Fig. 9 Fine segmentation efficiency versus the cyst equivalent radius Req
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Fig. 10 Sample renal cysts segmentation results with the expert (red) and system (green) out-
lines. The worst case in terms of sensitivity Ses is shown in (a). a Ses = 55.8%;Ds = 71.1%.
b Ses = 88.3%;Ds = 92.6%. c Ses = 92.1%;Ds = 94.8%. d Ses = 96.4%;Ds = 94.2%.
e Ses = 87.2%;Ds = 89.8%

the segmentation efficiency and the cyst size. Small objects are susceptible to a
higher level ofmissegmentation; the large ones are extractedmore accurately (Fig. 9).

Several segmentation results are shown in Fig. 10.

4 Discussion

Methodology described in this paper enable a full automation of the detection of
pathological structures of a certain type. Since its first stages: the lungs and kid-
neys segmentation do not require extremely high accuracy, eventual slight under-
or oversegmentations are considered acceptable. Both procedures properly set up
consecutive milestones on the logical path from the abdominal CT data to potential
renal cysts locations.
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In the experiments conducted over 16 CT studies each actual cyst has been cov-
ered by the rough kidneys VOI. The automatic detection encountered, however, some
problems, mainly related to small cysts. On one hand, such cysts appear in a small
number of slices and may vanish during procedures designed for the initial elimina-
tion of potential false positive objects of a few voxel size. On the other hand, such
small cysts generally feature higher HU intensities, which pushes them out of the
optimal range. Nonetheless, in this study such a problem concerns only 2 objects
of a ca. 6 mm diameter. For all larger cysts some consistent relations exist between
their intensity distribution and shape properties: it is possible to detect them as can-
didates and define mainly shape-related features able to discriminate the positive and
negative matches. The heuristic ANN classifier of intensionally limited architecture
produced well and repeatable responses during research. In one of the experiments
a proper discrimination hyperplane has been found between the 23 actual cysts and
hundreds of fake candidates.

The high level of a cyst sphericity assumed in the study implied the level set
approach for fine segmentation. To make the segmentation more reliable, the image
data have been preprocessed for a better cyst isolation from the background using
nonlinear combination of anisotropic diffusion filtering and Gaussian intensity trans-
formation. Both, AN filtering and level set segmentation are highly time consum-
ing when applied on large data; here, the initial VOI cropping makes this problem
negligible. The level set algorithm gets the well prepared data and finalizes the seg-
mentation process. Possible local sphericity deviations are responsible for most of
missegmentations and this process is the more apparent, the smaller the extracted
object.

Full automation and high efficiency are the main advantages of the presented
methodology. Possible future research paths might comply its generalization into
processing of other phases of abdominal CT, including non-contrast studies.

5 Conclusion

Automatic 3D image segmentation methodology described in this paper offers high
detection and segmentation efficiencies at each stage. Various data processing tech-
niques at different levels of the analysis have been employed and verified using expert
annotations over the clinical CT data.
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The Importance of the Features
of the Posterior Cruciate Ligament
in Diagnosis

Anna Zarychta-Bargieła and Piotr Zarychta

Abstract The main aim of this research was finding the proper features of the
posterior cruciate ligaments helpful in diagnosis. These features were determined
based on the extracted structures of the posterior cruciate ligament and based on the
T1-weighted MRI images of the knee joint. On the basis of these features a feature
vector has been built. This feature vector has been used in computer diagnosis of the
posterior cruciate ligaments.

Keywords Feature vector of the posterior cruciate ligaments · Cruciate ligaments ·
Fuzzy c-means · Fuzzy connectedness

1 Introduction

The knee joint is the largest, the most complex and the most complicated joint
of the human body. This anatomical structure is sensitive, fragile and unfortunately
frequently susceptible to injuries [1]. Inside this joint two elements being particularly
vulnerable to injuries. They are the cruciate ligaments: anterior cruciate ligaments
(ACL) and posterior cruciate ligaments (PCL) [2].

The anterior and posterior cruciate ligaments (Fig. 1) fulfill many functions in the
knee joint. The elementary function of both ACLs and PCLs is a passive stabilization
of the knee joint in three planes: sagittal, coronal and transverse. ACLs and PCLs
ensure proper kinematics of the knee joint. They take care of the smooth movement
of the knee joint and protect the articular cartilage. As the knee moves, two activities
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(a) (b)

Fig. 1 Posterior cruciate ligament a T1-weighted MRI sequence, b illustration [5]

can be distinguished. The first one is called active motion and during this motion of
flexion, extension and rotation ACLs and PCLs resist translations within the joint
caused by the action of muscles and reduce shear forces. The second one is called
passive motion and during this motion ACLs and PCLs help to change rolling into
sliding movements. Preliminary ACL tension at the movement of flexion initiates
tension of PCL and vice versa. Cruciate ligaments always remain partially strained
as a result of non-uniform shape and unequal length of their fibers [3].

Nowadays the primarymethod for diagnostics of the knee joint especially cruciate
ligaments injuries is magnetic resonance imaging (MRI). This is a completely non-
invasive method. MRI gives the possibility to assess the shape and internal structure
and allows the visualization of anterior and posterior cruciate ligaments throughout
their length and in the following planes: sagittal, coronal and transverse. Usually
MRI of the knee joint is performed on T1-weighted sequences (the anatomy of the
muscles, ligaments, tendons iswell visible) and various T2-weighted sequences (very
sensitive to damage, swelling, inflammation of soft tissues). Typically the posterior
cruciate ligament (Fig. 1a) is clearly visible (oval, thick structure, characterized by
uniform black color) in the sagittal plane on 4–6 slices of the T1- or T2-weighted
MRI sequences of the knee joint. In healthy case, PCL has a slightly arcuate shape
and smoothly goes from attachment to the femur to attachment to the tibia [1].

In case of PCLs being damaged, the structure of ligament may take different
forms, but often the fibers of the ligament tear apart over its entire length giving
the effect of ligament swelling. For this reason, the swelling of the ligament is the
fundamental criterion in the diagnosis of posterior cruciate ligaments injuries, and
the primary diagnostic method isMRI. Therefore, in this paper the computer analysis
of PCLs is performed on the example of MRI of the knee joint [1, 2, 4].

In medical practises the success of the treatment of damaged ligaments depends
on many factors, primarily on accurate diagnosis. The accurate diagnosis, especially
in complex cases is based on a combination of information from multiple sources.
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In experts’ (radiologists, orthopedists) opinion, particularly important information
in addition to MRI of the knee joint is provided by: 3D structure of the cruciate
ligaments, 3D visualization of bony structures in the knee joint and especially the
data flowing from a properly constructed feature vector. In experts’ opinion and based
on the preliminary studies, it can be prove, that properly constructed feature vector
is able to contribute to improve this diagnostic procedure.

2 Methodology

In this study have been implemented following procedures:

• the procedure finding 2-dimensional region of interest (2DROI) including PCLs—
this procedure has been based on the entropy measures of fuzziness and fuzzy
c-means (FCM) algorithmwithmedianmodification. Themain aim this procedure
is reduction of the computational complexity and to increase of the efficiency an
automatical procedure of the extracting PCLs structures. It is worth to remember,
that the analysis of the T1-weighted MRI slices in a sagittal series (the resolution
of the T1-weightedMRI slices of the knee joint is usually 256× 256 or 512× 512
pixels) and after this procedure the processed area has been reduced meanly three-
five times (the average length of the PCL 2D ROI is about 100× 100 pixels);

• the procedure finding 3-dimensional region of interest (3DROI) including PCLs—
this procedure is obtained by mapping the 2D ROI on all of the T1-weighted MRI
slices of the knee joint.

• the procedure of the extraction of the PCLs structure from T1-weighted MRI
series)—this procedure is based on a fuzzy connectedness concept. The general-
ized definition of fuzzy connectedness [6–8] is based on the fuzzy affinity relation
and introduces an iterative method permitting fuzzy connectedness to be deter-
mined with respect to a chosen image pixel—seed point. In order to increase the
efficiency of computational procedures the fuzzy connectedness method has been
limited to 3D ROI [9]. In this point, the Live-Wire approach has been used as a
reference method in the segmentation process. An exhaustive description of this
approach can be found in [10, 11].

In this article above presented procedures are notwidely described. The exhaustive
description can be found in [12]. This article discusses the selection of the feature
vector and their impact on the diagnostics of the posterior cruciate ligaments lesions.
Preliminary results of a pilot study dedicated to the selection of the feature vector
and their impact on the diagnostics of the PCLs lesions [13, 14] received positive
opinions from the reviewers encouraging the author of this paper to present a broader
description of this methodology.
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3 Discussion

This article discusses the selection of the features and their impact on the diagnostics
of the posterior cruciate ligaments lesions. In experts’ opinion, the most important
criteria in the cruciate ligaments diagnostics are as follows:

• the surface area of posterior cruciate ligament structures (PCLa);
• the perimeter of posterior cruciate ligament structures (PCLp);
• the skeleton of the extracted PCL structures (A-length and B-length);
• the intercondylar distance of the head of the tibia bone (ICDTIBIA);
• the intercondylar distance of the head of the thigh bone(ICDFEMUR).

The information about value of the surface area of the PCL structures in the direct
form is useless. This information should be independent of size of the knee joint. For
diagnosis, useful is ratio of the surface area of the extracted ligament to the surface
area of the 2D ROI including this ligament (PCLa/ROIa ratio). Such ratio makes the
feature independent of the patient’s size as the region of interest is dependent on the
anatomy of the knee joint of the patient (Fig. 2).

Quite similar like in case of surface area, the information about value of the
perimeter of the PCL structures in the direct form is useless. From a practical point
of view, useful is the information, which is independent of size of the knee joint.
Therefore for diagnosis, useful is ratio of the perimeter of the extracted ligament to
the perimeter of the 2D ROI including this ligament (PCLp/ROIp ratio). Such ratio
makes the feature independent of the patient’s size, like in case of surface area, as
the region of interest is dependent on the anatomy of the knee joint of the patient
(Fig. 3).

Fig. 2 2D ROI including the PCL structure (a) with marked surface area of the extracted PCL
structure (b)
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Fig. 3 2D ROI including the
PCL structure with marked
perimeter of the extracted
PCL structure

Fig. 4 The skeleton of the
PCL with marked A- and
B-lengths

A-length

B
-le
ng
th

In experts’ opinion, the skeleton of the extracted PCL structure provides very
important information about this structure. In computer aided diagnosis of posterior
cruciate ligaments two lengths play very important role. They are: A-length—the
maximum distances between a straight line combining the start and end point of the
skeleton (Fig. 4) and B-length—its top and bottom edges (Fig. 4). However, as in the
case of the surface area and perimeter of the extracted structures, it is not possible to
use these values directly for diagnostic purposes. In medical practise the B/A ratio
is ideal.

The next important criterion in the cruciate ligaments diagnostics is based on the
intercondylar distance of the head of the tibia bone (ICDTIBIA). Quite similar like in
case of surface area and perimeter, the information about value of the intercondylar
distance may not be used directly for diagnostic purposes. However, the B/ICDTIBIA

ratio is very good diagnostic tool, since it takes into account both the shape and size
of the patient’s knee joint, as well as the structure of the cruciate ligament.

The same situation is in case of the intercondylar distance of the head of the
thigh bone (ICDFEMUR)—the direct information about value of the intercondylar
distance is useless. The situation is changing in combination with the B-length. The
B/ICDFEMUR ratio is very good diagnostic tool. This ratio takes into account both
the shape and size of the patient’s knee joint, as well as the structure of the cruciate
ligament.



170 A. Zarychta-Bargieła and P. Zarychta

4 Results

The research has been tested on 97 clinical T1-weightedMRI studies of the knee joint.
This group consists of 61 healthy and 36 pathological cases of the PCLs (Fig. 5a).
The selection of the features and their impact on the diagnostics of the posterior
cruciate ligaments lesions have been done for 86 cases, for which properly the PCL
structures have been extracted. The evaluation has been performed by three indepen-
dent experts (two radiologists and one orthopedist), and it was based on a comparison
of the original T1-weighted MRI slices of the knee joint with the segmented PCLs
structures.

In experts’ opinion, a very important criterion in the cruciate ligaments diagnostics
is the surface area of cruciate ligament structures (Fig. 5b). For diagnosis, useful is

(a) (b)

Fig. 5 Healthy and pathological structure of the posterior cruciate ligament a 2D ROI including
the PCL structure, b surface area of the extracted PCL structure
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STUDY

Fig. 6 PCLa/ROIa ratio for all 86 PCL studies where surface areas of the extracted anatomical
structures have been marked by the expert (light bars) and automatically determined (dark bars)

ratio of the surface area of the extracted ligament to the surface area of the 2D ROI
including this ligament (PCLa/ROIa ratio).

A comparison of PCLa/ROIa ratio for healthy and pathological structures of the
posterior cruciate ligaments (for corresponding slices—the largest surface area of
the extracted PCL in each case) on the basis of 86 clinical T1-weighted MRI studies
of the knee joint, gives the results as follows. For healthy PCLs structures this ratio
is lower or equal than 0.059. For pathological PCLs structures PCLa/ROIa ratio is
greater than 0.059.

The PCLa/ROIa ratio for all 86 PCLs studies is shown in Fig. 6. On the basis of
this ratio it is possible to determine both cases: healthy and pathological, respectively.
In the group of healthy PCLs structures are following cases: 1–52. In the group of
pathological PCLs structures are the remaining cases: 53–86.

Figure6 also presents the quantification of the results. The results of the PCLa/
ROIa ratio obtained for two specific cases have been compared. In the first case, the
PCLa/ROIa ratio has been determined automatically, whereas in the second case it
has been based on the contour made by an expert. The results are coincident. They
allow for the indication of healthy and pathological structures of the extracted PCLs.
The differences in the values of the PCLa/ROIa ratio are due to the lack of possibility
of precise and unequivocal description of the segmented PCLs structures.

The second important criterion in the PCLs diagnostics is the perimeter of these
structures (Fig. 7b). For diagnosis, useful is ratio of the perimeter of the extracted
ligament to the perimeter of the 2D ROI including this ligament (PCLp/ROIp ratio).

A comparison of PCLp/ROIp ratio for healthy and pathological structures of the
PCLs (for corresponding slices—the largest surface area of the extracted PCL in
each case) on the basis of 86 clinical T1-weighted MRI studies of the knee joint,
gives the results as follows. For healthy PCLs structures this ratio is lower or equal
than 0.41. For pathological PCLs structures PCLp/ROIp ratio is greater than 0.41.

The PCLp/ROIp ratio for all 86 PCLs studies is shown in Fig. 8. As in the case
of the surface area, on the basis of this ratio it is possible to determine both cases:
healthy and pathological, respectively. In the group of healthy PCLs structures are
following cases: 1–52 (the same structures as for the PCLa/ROIa ratio). In the group
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(a) (b)

Fig. 7 Healthy and pathological structure of the posterior cruciate ligament a 2D ROI including
the PCL stucture, b perimeter of the extracted PCL structure

STUDY

Fig. 8 PCLp/ROIp ratio for all 86 PCL studies where perimeter of the extracted anatomical struc-
tures have been marked by the expert (light bars) and automatically determined (dark bars)
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of pathological PCLs structures are the remaining cases: 53–86 (the same structures
as for the PCLa/ROIa ratio).

Figure8 also shows the PCLp/ROIp ratio in two cases. In the first case, the
PCLp/ROIp ratio has been determined automatically, whereas in the second case
it has been based on the contour made by an expert. These results have been com-
pared, and found that, they are coincident. They allow for the indication of healthy
and pathological structures of the extracted PCLs and the differences in the values
of the PCLp/ROIp ratio are due to the lack of possibility of precise and unequivocal
description of the segmented PCLs structures (quite similar as in the case of the
surface area).

The experts prove that the most important criterion in the PCLs diagnostics is the
shape of these structures (Fig. 9b). A good tool to evaluate the shape of the ligament
and for diagnosis, is the skeleton of the extracted PCL structures (B/A ratio).

(a) (b)

Fig. 9 Healthy and pathological structure of the posterior cruciate ligament a 2D ROI including
the PCL structure, b skeleton of the extracted PCL structure
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STUDY

Fig. 10 B/A ratio for all 86 PCL studies where B- and A-lengths have been marked by the expert
(light bars) and calculated on the basis of skeleton (dark bars)

A comparison of B/A ratio for healthy and pathological structures of the PCLs (for
corresponding slices—the largest surface area of the extracted PCL in each case) on
the basis of 86 clinical T1-weighted MRI studies of the knee joint, gives the results
as follows. For healthy PCLs structures this ratio is lower or equal than 0.4 and for
pathological PCLs structures is greater than 0.4.

The B/A ratio for all 86 PCLs studies is presented in Fig. 10. As in the previ-
ous cases, on the basis of this ratio it is possible to determine both cases: healthy
and pathological, respectively. In the group of healthy PCLs structures are follow-
ing cases: 1–52 (the same PCLs as previously). In the group of pathological PCLs
structures are the remaining cases (the same PCLs as previously).

Figure10 also shows the quantification of the results obtained for the B/A ratio
in two cases. In the first case, the B/A ratio has been determined on the basis of the
skeleton and points, which have been calculated automatically, and in the second case
on the basis of the selection made by the expert. These results have been compared,
and found that, they are coincident. Quite similar as in the previous cases, they allow
for the indication of healthy and pathological structures of the extracted PCLs and
the differences in the values of the B/A ratio are due to the lack of possibility of
precise and unequivocal description of the segmented PCLs structures.

In experts’ opinion it is also possible to use a ratio that includes the intercondylar
distance of the head of the tibia bone—ICDTIBIA (Fig. 11b) or the intercondylar dis-
tance of the head of the thigh bone—ICDFEMUR. For diagnosis, useful are both ratio:
the B/ICDTIBIA and B/ICDFEMUR.

A comparison of both ratios:B/ICDTIBIA andB/ICDFEMUR, respectively for healthy
and pathological structures of the posterior cruciate ligaments (for correspond-
ing slices—the largest surface area of the extracted PCL in each case) on the
basis of 86 clinical T1-weighted MRI studies of the knee joint, gives the follow-
ing results. For healthy PCLs structures B/ICDTIBIA ratio is lower or equal than 0.24
and for pathological PCLs structures this ratio is greater than 0.24. For healthy PCLs
structures B/ICDFEMUR ratio is lower or equal than 0.33 and for pathological PCLs
structures this ratio is greater than 0.33.

The B/ICDTIBIA ratio for all 86 PCLs studies is shown in Fig. 12 and B/ICDFEMUR

ratio for the same studies is shown in Fig. 13. As in the previous cases, on the
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(a) (b) (c) (d)

Fig. 11 Healthy and pathological structure of the posterior cruciate ligament a selected slice of
the T1-weighted MRI series, b extracted tibia bone with marked intercondylar distance, c 2D ROI
including the PCL structure, d skeleton of the extracted PCL structure

STUDY

TIBIA

Fig. 12 B/ICDTIBIA ratio for all 86 PCL studies where B- and ICDTIBIA-lengths have been marked
by an expert (light bars) and automatically calculated (dark bars)

basis of these ratios it is possible to determine both cases: healthy and pathological,
respectively. In the group of healthy PCLs structures are following cases: 1–52,
and in the group of pathological PCLs structures are the remaining cases (the same
structures as previously).
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STUDY

FEMUR

Fig. 13 B/ICDFEMUR ratio for all 86 PCL studies where B- and ICDFEMUR-lengths have been
marked by an expert (light bars) and automatically calculated (dark bars)

Figures12 and 13 also show the quantification of the results obtained for both
ratios in two cases. In the first case, the ICDTIBIA and ICDFEMUR values have been
determined on the basis of the extracted heads of the tibia and femur, respectively, and
points (the left and right condyle edges), which have been calculated automatically,
and in the second case on the basis of a selection made by an expert. These results
have been compared, and found that, they are coincident. Quite similar as in the
previous cases, they allow for the indication of healthy and pathological structures
of the extracted PCLs and the differences in the values of the B/ICDTIBIA ratio and
B/ICDFEMUR ratio are due to the same cause as before.

Although both the B/ICDTIBIA and B/ICDFEMUR ratios are well suited for practi-
cal tasks, nevertheless, the fundamental disadvantage of using them for the poste-
rior cruciate ligaments diagnostics is the need to perform calculations on the entire
(256×256 pixels or 512×512 pixels) T1-weighted MRI slice of the knee joint.
Therefore, a good solution in this case is a modification of the two expressions.
This modification consists in replacing the intercondylar distance (ICDTIBIA and
ICDFEMUR) by the width of the 2D ROI.

5 Conclusions

The described concept is an innovative approach, which consists in using medical
images processing in order to create feature vector. In this case, on the basis of MRI
of the knee joint the feature vector of the posterior cruciate ligament has been created.
According to experts, all of the above features (PCLa/ROIa ratio, PCLp/ROIp ratio,
B/A ratio, B/ICDTIBIA and B/ICDFEMUR) are helpful in diagnosis of the posterior
cruciate ligament. The use of the feature vector of the posterior cruciate ligament
ensures a proper and faster diagnosis of those anatomical structures. The current
results seem to be quite good, given the fact that this is a prototype solution, which
is constantly tested. The future work should focus on optimizing and simplifying
the methods of images processing and the extension of the feature vector to other
elements, which may improve the diagnostic process.
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Multimodal Image Registration for Mandible
Motion Tracking

Agnieszka Anna Tomaka, Michał Tarnawski and Dariusz Pojda

Abstract The analysis of the condyle position in temporomandibular joint is cru-
cial issue in differential diagnosis of bruxism and centric relation/maximal inter-
cuspidation discrepancy or other temporomandibular joint disorders. The matter of
importance are both static position of condyles during maximal intercuspidation
and dynamics of mandible movement. The paper presents the method of evaluation
of the dynamics of temporomandibular joint using the multiregistration of multi-
modal images: CBCT scans, virtual dental models and dynamic 3D photos of patient
during the function. The mandible movements acquired with the optic 3D scanner
are applied to the images gathered from CBCT, yielding the movement tracking of
condyles in temporomandibular joint. Therefore low invasive 3D photo sequences
registered with single high invasive CBCT yields the simulation of the high inva-
sive imaging repetition. The anatomical evaluation of both the condyle position and
occlusion condition during the movement may lead to the broaden TMJ diagnostics.

Keywords Multimodal image registration ·Mandiblemovement acquisition ·Tem-
poromandibular disorder diagnosis

1 Introduction

The gnathology investigates two main classes of the masticatory system overload
conditions: bruxism and the centric relation/maximal intercuspidation discrepancy.
Bruxism is a neurological condition, characterised by involuntary and periodical teeth
grinding or clenching [1]. Bruxism leads to orofacial pain, teeth wear, attrition and
abfractions, periodontal recessions and temporomandibular joint disorders (TMD)
[2, 3, 10].
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Centric relation/maximal intercuspidation discrepancy (CR/MI) is characterized
by improper position of the condyles in relation to articular fossa when contacts
between the opposite teeth are the most abundant. It is a relation which usually
occurs during the saliva swallowing. The contacts of the opposing dental arches lead
to disclocation of the condyles from the neutral neuromuscular position [12–14].
Due to proprioceptive reflexes of masticatory system it leads to the disorders similar
to ones caused by bruxism [3, 10, 12].

Diagnosis of bruxism and CR/MI discrepancy requires verification of centric
relation during maximal intercuspidation, which can be done on the basis of clinical
and instrumental examination, confirmed by the medical imaging. The most reliable
one is the MRI, which allows for both the condyle and the articular disc position
examination. CBCT and X-rays are considered as a valuable tool for verification of
the CR, symmetry of the condyles position and the uniform articular space.

On the other hand, examination of the dynamics of the jaws movements is very
important in proper restoration of dentition and evaluation of pathology. There exist
commercial motion tracking systems like Axiographs [11], Cadiax and Zebris which
enable some registration of movement of the mandible. However, the registration
is performed as a graphical registration of positions of points forming Bonwille
triangle [11] or as the 3D movement of the average mandible as the function of time.

Some latest papers describe attempts for the anatomical mandible movement
simulation based on CT scans and the dynamic markers tracking, but the protocol
was adjusted to hospital grade CT, not of dental CBCT’s [5], or the registration is
based on enforced head positioning [17].

The aim of our work is to combine the results of multimodal examinations: the
morphology from the CBCT reconstructions, dental models scans and mandibular
motion acquisition as the sequence of 3D photos. The essential difference to the
other authors works is putting the stress on avoiding artifact physiological influences
like head bracketing, and on the precise teeth surface reconstruction and registration,
facilitating simultaneous TMJ and dental contacts examination.

Therefore, this multimodal fusion of high- and not- (X-ray) invasive imaging
yields the simulation of the high invasive imaging repetition, while only the non
invasive imaging is repeated, moreover the examination can be led in a way close to
the clinical guidelines.

2 Integration of Multimodal Image Data

Due to technical development, sophisticated medical imaging methods become cus-
tomary tools used in supporting the medical diagnosis. Different imaging modalities
quantifies various aspects of human morphology, physiology and pathology trans-
forming them into digital information gathered in computer systems. Such examina-
tions yield results hard to imagine some decades ago, but quite new perspectives are
achieved by fusion of different multimodal patient data. Integration of multimodal
images requires a registration—bringing the data into the same, common coordinate
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system [8]. Once registered, data set contains additional information concerning the
relations between data from multimodal examinations.

The main prerequisite of registration process is the assumption of existence of
common corresponding features which are recognized during registration and used
to determine the suitable transformations. The kind of the transformation depends
on the process of forming of an image and on the used image representation. This
work focuses on the representation in a form of triangular mesh, the transformation
belongs to the group of rigid body transformations, such that:

T (X) = RX + γ1T
k ,

whereT—transformation,X—matrix of points’ coordinates,R—orthogonal rotation
matrix, 1Tk —vector of ones, γ—translation vector, k—number of points.

For known correspondence the transformation that minimizes distances between
corresponding points is obtained using least squared method, known as Procrustes
method [7]. For unknown correspondence the iterative closest point (ICP) algorithm
can be applied [4]. ICP assumes temporary correspondence of analyzed points in the
first image as the closest point in the second image. This temporary correspondence is
used to determine parameters of the transformation. After the transformation the pro-
cedure of temporary correspondence establishing and determining of transformation
parameters is repeated iteratively until the sum of distances of corresponding points
reaches the minimum. The result of the registration depends on the area selected for
correspondence matching and on initial positions of images.

3 Initial Condyle Position, Fusion of the Images

The diagnosis of stomatognathic system is supported by the following multimodal
imaging techniques: CBCT scans, 3D photos, and virtual dental models, all of them
acquired in the device dependent coordinate system (Fig. 1).

Analysis of CBCT yields 3D surface reconstructions obtained with different
thresholds: reconstructions of soft tissues, bones and teeth. Further segmentation of
bone’s layer separates skull and mandibular models. Reconstructed in a coordinate

Fig. 1 Acquisition of a 3D surfaces from CBCT; b, c mandible movement using modified 3dMD
scanner; d virt. dental models with arches from Minolta VI-9i scanner
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Fig. 2 CBCT reconstructions a soft tissues, b bones, c teeth, d mutual relation

system connected with CBCT device, models positions reflects the relation between
different patient’s tissues. Especially, positions of maxillary and mandibular models
reflects the real static patient occlusal and joint conditions during the examination
(Fig. 2).

3D photos and virtual dental models are 3D images of outer surfaces of respec-
tively patient’s face and his dental models, acquired with 3D scanners. Unluckily, the
images haven’t got a common part. For disjoint images, without overlapping areas,
the usage of additional reference objects is suggested and so special transferring
arches were designed. The arch is an easy to be scanned object printed by means of
3D printer and fixed to the patients’ teeth with dental acrylic. In fact, this technique
introduces additional scanning of a face with arch and virtual models with arch, but
provides the relations between 3D photo and virtual dental models (Fig. 3) [15].

Fig. 3 Common surfaces for registering a, b 3D photo and 3D photo with arch; c, d 3D photo with
arch and virtual dental models with arch; e, f virtual dental models and virtual dental models with
arch; g yielded registration
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Fig. 4 Common areas for CBCT, 3D photos and virtual dental models registration

For the registration of vision-based and X-ray derived images the following com-
mon parts were assumed: surfaces of teeth, upper parts of face and arch surfaces.
The idea of registration is shown in Fig. 4. For each matching the mathematical
transformation describing rigid body motion is sought.

There are two possible registration strategies: pair wise registration, iteratively
finding particular transformations, or simultaneous registering of all common parts,
which finds all transformationsTT,TA andTF at the same time and which distributes
registration error equally on each matching.

Transformations determined for common areas can be applied to all images com-
ing from the same source and in this way all images are registered in the same
coordinate system.

While CBCT is usually performed in maximal intercuspation, repeating the
matching process for lower teeth arch yields the registration of initial maxilla—
mandible relations with 3D photos containing mandible arch.

4 Mandible Movements Acquisition

4.1 The Idea of Measurement

Evaluation of temporomandibular joint requires the separation of mandibular move-
ment from overall headmovements, and relays onmeasuring themaxillo-mandibular
relations. Both mandible with its teeth and maxillo-facial complex with upper teeth
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Fig. 5 a CBCT maxillo-mandibular models; b CBCT versus 3dPhotoAndArches registration;
c acquisition of the movement; d transferring the movement on the models

are not subject to deformations in this movement, and are considered to be rigid
bodies, and the movement—rigid body transformation. Since the soft tissues asso-
ciated with the mandible are not tightly bound to the underlying bones and may be
subjected to deformation, it is difficult to acquire mandible movement basing only
on 3D photos. Therefore transfer-kinematic mandibular arch was rigidly attached to
the lower patient’s teeth. The assumption that movement of the mandible with the
kinematic arch is a also rigid body transformation means that the deformation of soft
tissues and slight bone deformation are not taken into account.

To eliminate overall head movement the initial registration of upper arch is per-
formed. Soft tissues of upper face, after selection of the most stable areas, can be
used as upper arch marker.

The overall idea of themeasurement relays on the registration of the staticmaxillo-
mandibular models acquired in CBCT (Fig. 5a), with the initial position of mandibu-
lar arch (Fig. 5b), using the registration method described above. Next the relation
change between arches (Fig. 5c) is measured and yielded transformation of mandibu-
lar arch is applied upon the mandible model (Fig. 5d).

4.2 Medical Strategies of Scanning for Static 3D Scanner

Tracking of the mandible movement with the usage of a static 3D scanner it is not
possible, but the acquisition of some chosen mandible positions can be performed.
The acquisition protocol included the following mandible position: bite in the static
habitual occlusion, incisal edge to edge position, maximal protrusion with teeth con-
tacts, medium laterotrusions to both sides, maximal laterotrusions with teeth contact,
than maximal laterotrusions in a medium mouth opening, symmetrical medium and
maximal mouth opening (Fig. 6).

Fig. 6 3D photos with arches for chosen mandibular positions
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4.3 Visualization of the Results

Basing on the described method of multimodal images registration and movement
acquisitions the experiment of mandible movement evaluation was performed. For
a patient with CBCT data, dental models were scanned, and 3D photos with arches
attached to upper head and to lower teeth were acquired. All calculations were done
in our application which uses RapidForm2006 environment for 3D visualization, and
uses some of its functions especially for surface registering. The input data for the
program consisted of CBCT reconstructions od maxilla and mandible, virtual dental
modelswith arches and the face scanswith arches formandible extreme articulations.
First the registration of the static position were performed for all data. Next in each
scan of with mandible movement (Fig. 6), the surface of lower arch was determined.

Fig. 7 Static habitual occlusion and resting jaw position

Fig. 8 Symmetrical medium and maximal mouth opening
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Fig. 9 Incisal edge to edge position

Fig. 10 Incisal edge to edge position and maximal protrusion

Fig. 11 Laterotrussion to the left and to the right

The transformation of lower arch regarding its initial position was established
and used to transform all images connected with mandible. Maxillo-mandibular
relation modified for each 3D photo, can be analyzed and visualized in 3D graphics
applications using different views, translucency or displaying profiles (Figs. 7, 8, 9,
10, 11 and 12).

As far asmany experienced practitioners have long practice of evaluating the posi-
tion of the TMJ by means of 2D X-ray images, the reconstructed models in recorded
maxillo—mandibular relation can be treated with virtual X-ray simulator [16]. The
simulation is based on the measuring, for assumed geometry of X-ray imaging sys-
tem and patient positioning, and for each point of the detector, the lengths of the
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Fig. 12 Maximal laterotrusions to the left and to the right in medium mouth opening

way of the rays in the models of maxillary and mandibular structures. This approach
assumes the constant X-ray attenuation coefficient in each point of the model. It
assumes also models as water-tight surfaces. Additionally, to separate images of
both condyles, models for the simulation are virtually cut according to the midsagit-
tal plane. Obtained projections contain the images of condyles in chosen mandible
positions (Figs. 7, 8, 9, 10, 11 and 12). For each relation then virtual xrays were
performed yielding dynamic X-rays of TMJ.

5 Mandible Motion Tracking

Although the chosen articulations can be acquiredwith the usage of static 3D scanner,
as far as time of flash charging is quite long, there is no possibility to trace movement
trajectory. The application of interpolation technique was tested, but unfortunately
in obtained mandible positions there occured the collision between maxillary and
mandibular models. Therefore interpolation techniques cannot be used for mandible
movement evaluation.

5.1 3D Dynamic Scanners

A movement of 3D objects can be acquired using dynamic 3D scanner. Three-
dimensional scanning of dynamic scenes (temporal-3D, 4D) is a relatively new issue
in the field of 3D scanning. Currently applied approaches uses the stereo matching
method with structural light for two or multiple synchronized cameras (3dMDdy-
namic Systems), or time of flight cameras like Kinect for Xbox One.
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3dMDdynamic Systems: Face 3dMDdynamic System or 3dMDdynamic Body
System are equipped with the scanning head consisting of a pair of stereo cameras, a
structured light projector and a color camera recording the texture of an object being
scanned. Depending on the application the scanners use two (in scanning of a human
face) up to twenty-two (scans of the whole body) scanning heads. The scan rate is
60 scans per second with linear accuracy range of 0.5mm or less [6]. Unfortunately
high cost of the scanner exceeded the project budget.

In time-of-flight (ToF) cameras the 3D scene reconstruction is resolvedmeasuring
the time-of-flight of a light signal between the camera and the subject for each point of
the image. This technology initially applied as slow point-by-point scanning(LIDAR
systems), now can capture the entire scene at each laser or light pulse providing up to
60 images per second. Microsoft Kinect for Xbox One scanner with a 512× 424
resolution of ToF camera and 1920× 1080 resolution video camera can operate
in real time [9]. The accuracy of the system is about ±1mm, which seems to be
insufficient.

Our solution used static 3dMDscanner, but the technique of image acquisitionwas
modified. The calibrated monochromatic cameras of both heads of 3dMD scanner
with additional continuous structural light were used and the synchronized sequences
of images were acquired. 3D reconstructions were done using 3dMD reconstruction
software. This solution enables the acquisition of up to 7 images per second, but as
far as the reconstruction was done by the 3dMD software, the accuracy seems to be
near the accuracy of original 3dMD scanner.

5.2 Medical Strategies of Mandible Motion Tracking

The examination of themotoric schemes of themastication system consists of at least
several tests. Initially, the maximal intercuspidation is examined. The freeway space
is taken into the consideration. Then open-close movement is described, with special
regard for the symmetry and the smoothness of the movement. The patient is asked to
make protrusion, keeping the teeth in the light contact. The laterals excursions from
the maximal intercuspidation are examined. The contacts of the teeth are described
during these movements (in articulation). Articulation has the big impact on the
muscle-joint play, so in order to watch the muscle and joint free movements, the
teeth should be not in contact moreover, to avoid some reflexes of anticipation of
contact the dental arches should be in certain distance. Again the smoothness of
the movement, symmetry and the range of the borderline positions of the mandible,
together with all disturbances like joint clicking, or movement constraint are taken
into the consideration. This scheme is to be recapitulated during the 3D mandible
tracking.
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Fig. 13 Selected 3D scans during protrusion movement and responding teeth relations

Fig. 14 Selected teeth relations for mouth opening movement

5.3 Visualization of the Results

The acquisition of sequence of 3D photos with arches were done using the modified
3dMD scanner while the mandible motion was executed in accordance with the
recommendations of the medical expert.

From technical point of view for each movement there were about several dozen
3D photos with arches to be analyzed instead of one as in Sect. 4.3, but overall
idea was the same. The change of lower arch position in subsequent 3D photos
was small, therefore registration were more robust. As the result the sequence of
transformations was calculated for each movement sequence. These transformations
put upon registered images of mandible yield subsequent mandible positions and
make tracing of the movement possible (Figs. 13, 14).

Sequence of transformations can be a basis for further analysis of the motion
giving possibility to distinguish the rotational from translational movements.

6 Conclusions

The fusion of morphology obtained from CBCT and the sequences of 3D optical
scanner photos (acquired during mandible movements) makes the simulation of the
changing maxillo-mandibular relations possible. This simulation can be visualized
in different ways, for example as animated sequences of static 2D or 3D images.
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The paper is focused on the visualization aspects, the resulting data allows for the
easy quantitative analysis of the joint and teeth positions and movements in any 3D
program. Described method creates a new tool for evaluation of joint and occlu-
sion useful in temporomandibular disorders diagnosis. But as far as the method was
tested on the patients with CBCT examination, who volunteered to have some addi-
tional, noninvasive records—facial scans and facial scans with the mandible position
tracking, further clinical tests have to be performed.

However, it must be remembered that dynamic TMJ imaging is still a simulation,
therefore its accuracy depends on the accuracy of CBCT segmentation, accuracy of
3D scans, their registration and on the accuracy of X-rays simulation. All these ele-
ments and steps can be improved by applying better segmentation and 3D reconstruc-
tion algorithms, better 3D dynamic scanner and less simplified X-ray simulations,
but we prove that fusion of multimodal image can bring a new quality in analysis
being the basis for diagnosis process. From the point of view of clinician, the visu-
alizations are surprisingly high convincing. The presented paper showed the novel
way of evaluating the medical information. This type of image fusion gives the new
possibilities for the understanding the clinical facts, although present, impossible
to be totally examined by human. The paper shows out that there is still place for
looking for the information in the medical records which contains more data that we
could anticipate.
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wyd polskie red. T. Maślanka, Elsevier Urban i Partner, 121, 126 (1997) (in Polish)
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Abstract The paper presents the preliminary results of examinations of biologi-
cal structures and healthy breast tissue in vivo obtained with the developed ultra-
sound tomography model. This device uses an innovative combination of ultrasound
transmission tomography (UTT) and ultrasound reflection tomography (URT) which
enable to obtain three-dimensional images in the same way as in the classical com-
puter tomography (CT). The huge advantage of these methods is not exposing the
patient to ionizing radiation. Compared to conventional breast ultrasonic echography
(US), UTT and URTmethods enable to acquire a much larger amount of information
whose clinical significance has not been well documented yet. Based on the prelim-
inary results, it is anticipated that the ultrasound tomography may contribute to the
creation of a new standard of diagnosis and treatment of breast cancer. Currently, a
Polish manufacturer of ultrasound scanners aims at getting an ultrasonic tomography
device for examining women’s breasts to market.
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1 Introduction

Breast cancer is the most common women’s cancer in Poland and the second, after
bronchial cancer, most common cause of death in women due to cancer. Early detec-
tion affects the survival, since early cancer can be removed before the metastasis
develops. Breast cancer can be detected early as a lump by self-examination of the
patient. However, not all breast cancers produce early symptoms or arouse the sus-
picion of breast cancer by causing skin stretch or discharge from the nipple. The
consulting physician can order imaging in addition to palpation. Visualization of
the change, particularly in cases of weakly palpable changes, enables to perform
a biopsy for the histopathological verification. In young women, the imaging tests
include breast ultrasonography in the first place, because of the density of glandular
tissue. In older women, a higher detection rate is observed in the case of mam-
mography, which, in addition to the risks associated with exposure to X-rays [1],
is painful sometimes [8]. Both of these methods are complementary, but do not
replace each other. In addition, the result of mammography is affected by the pre-
or post-menopausal status, and taking hormone replacement therapy [7]. There is
also controversy over the initial age and frequency of mammography, because mam-
mography does not reflect properly dense breasts, which are characteristic of most
young women, and breast implants. There is also a potential risk of accumulation
of the effects of ionizing radiation and for this reason, doctors do not recommend
mammograms more than every 2–3 years and for women under 40. Some breast
cancers are not indicated in breast ultrasonography or mammography and in these
cases one can use magnetic resonance imaging (MRI) [11]. Breast MRI has recently
been recognized as the preferred method of screening tests for women at high risk of
developing cancer and as very significant examinations supporting mammography
and ultrasonography in order to estimate the size and spread of breast cancer [9, 19].
The use of MRI in the diagnosis of breast cancer is important because of the high
sensitivity (the ratio of true positives to the sum of true positives and false negatives)
and moderate specificity (the ratio of true negatives to the sum of true negatives and
false positives) for the tumor masses larger than 5mm, including ductal carcinoma
in situ (DCIS) [20]. With the ability to analyze the breast morphology, MRI provides
qualitative and quantitative data about the tumor vasculature, which allows for the
differentiation of benign mass from carcinogen mass [21]. However, MRI scanners
are quite expensive because of the price, the need to maintain them in special rooms,
servicing, and hiring a qualified staff. Furthermore, because of the requirement to
detect details, intravenous contrast agent is very often required here that can pene-
trate into the extravascular space or cause allergic reactions. The administration of
contrast agents is not recommended in patients with hepatic or renal diseases. These
disadvantages, as well as the price of MRI limit the use of MRI in the diagnosis of
women’s breast and prevent general availability of screening examination using this
method.
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New and better imaging methods are needed to improve the detection of breast
cancer. Any method which improves the detection of breast cancer, both in the diag-
nosis and screening, will help to reduce mortality from this disease.

This paper shows the preliminary results of the research of biological structures
and healthy breast tissue in vivo obtained with the ultrasonic tomography device,
which for several years has been developed by the Polish manufacturer of ultra-
sound scanners—Dramiński S.A. in cooperation with the Laboratory of Ultrasound
Technology at the Chair of Acoustics and Multimedia of the Faculty of Electron-
ics at Wroclaw University of Technology. Currently, Dramiński S.A. aims at get-
ting an ultrasonic tomography device to market. Advanced work towards building
a prototype of the ultrasonic tomograph to examine the breasts of women is cur-
rently underway at few research centers in the world (Poland, USA, and Germany)
[2, 5, 10, 17, 22]. Despite the use of similar methods, the device models developed
differ significantly. The compact description of the existing advanced prototypes of
devices is presented in [17] for comparison. The advantages of the ultrasonic tomo-
graph developed by Polish companyDramiński compared to the devices by research
centres in the USA and Germany, are: the capability to obtain relatively high-quality
images, short measurement time, fast data acquisition, signal processing and image
reconstruction with still relatively simple design of the ultrasound transducer array
and electronics. The ultrasonic tomograph byDramiński S.A. should be far cheaper
in mass production compared to the designs of other research groups.

The aim of the study was mainly the analysis of results of in vivo ultrasonic
tomography imaging of biologicalmedia and female healthy breast tissuewith regard
to the distributions of local values of relevant acoustic parameters, which allow
recognizing and distinguishing the specific inner structures.

2 Ultrasonic Tomography Device

The model of the Polish ultrasonic tomography device currently consists of four
main blocks: array block, signal block, water system, and the unit for control and
visualization (Fig. 1).

Eachof these blocks is still at the development and studies stage aimed at building a
prototype ultrasonic tomography device for diagnostic screening of breast in women.

The array block is the most characteristic one. Circular array comprising 1024
omni-directionally arranged ultrasonic transducers [3, 17, 18], operating on a fre-
quency of 2MHz is its main element. Each transducer can be a transmitter and a
receiver. Circular array is coupled to a mechanical system positioning it at an appro-
priate depth (Z-axis) and is responsible for its movement in this axis. The array
surrounds the patient’s breast hanging vertically down and laid horizontally on the
device bed. The movement range is chosen to encompass the entire breast from its
base to the nipple. The array does not touch the breast at any point on the Z axis posi-
tion. Water provides a suitable acoustic coupling between the array and the breast.
Therefore, the array-breast system is positioned in the array chamber, which is com-



196 K.J. Opieliński et al.

Fig. 1 The block diagram of the ultrasonic tomography device

pletely filled with purified water. The chamber is a waterproof container with a hole
in top which enables to put the breast into the array ring.

The water system is a block containing elements for preparing and supplying
water into the array chamber. It consists of the water conditioning block and water
heating block. Conditioning ismainly aimed at water purification and is important for
the protection of array conditioning from scaling. Water heating ensures an adequate
temperature for establishing suitable conditions for ultrasound propagation. Water
system is powered from the water mains through the appropriate valve.

The control and visualization block consists of a controller, array movement con-
trol block and user interface with the connected screen. The controller is designed
to control the water system and the array movement control block. It also manages
the final images obtained and the entire process of data collection and processing.
In the water system, the controller mainly controls the process of filling and emp-
tying the chamber with water, heating and stabilization of its temperature, purifi-
cation and drawing of water from the mains. The array movement control unit is
responsible for the initial setting of the array and a precise and stepping motion
during the measurements. The controller also creates two-dimensional images of
breast each cross-section in different device operation modes, i.e. ultrasound trans-
mission tomography (UTT) and ultrasound reflection tomography (URT) [16–18].
The prototype device will also include the surround mode of standard ultrasonic
echography (US) using several methods [14] (including real-time scanning for the
selected 32-transducer circular array sector, the FASCI—full angle spatial compound
imaging—image composed of sectoral images) and composing images of individ-
ual sections into the three-dimensional image. The controller will also communicate
with the Internet and convert the resulting images into DICOM format. The screen
user interface allows the operator to control the entire device, including the correct
scan of the breast and preliminary evaluation of the resulting images.
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The signal block has two components. It is the signal acquisition block and the
data processing block. Each signal acquisition block supports a group of ultrasonic
transducers. It consists of pulse generator excitating transmitters, switches for chang-
ing the operating mode of transducers between transmitting and receiving, the ADC
system and FPGA circuit for the initial processing of received signals. FPGA deter-
mines the parameters of the collected signals and prepares them for the transmission
to the data processing block. The data processing block collects data from all acqui-
sition blocks and uses them to reconstruct two-dimensional cross-sectional images
of the breast. The time of examination of one coronal cross-section of breast in UTT
and URT modes concurrently is now 30s. It will be reduced to approximately 1 s
in the prototype, which will enable to examine the whole breast volume (over 200
coronal sections) including the reconstruction of images in tens of seconds.

3 Examined Structures and Imaging Method

Biological structures in the form of boiled egg without shell and in vivo breast of a
healthy woman aged 52 were subjected to preliminary ultrasonic tomography exam-
ination. Water temperature in the tank was 26 ◦C during the egg, and 35.5 ◦C during
breast examination. Due to the trade-off between the longitudinal resolution and the
transmission range (the diameter of the circular array is 260mm), the ultrasound
wave with a frequency of 2MHz (wavelength in soft tissue λ = 0.77mm) was used.
This paper presents the results of the examination of the same cross-section of an
egg more or less at its maximum diameter and the results of the examination of the
same coronal cross-section of breast just below the half height of the breast hanging
freely in water (in the direction of the nipple). The structure of a raw egg and a female
breast in vivo is shown in Fig. 2. Table1 summarizes the average acoustic parame-
ters determined for distilled water, hen’s egg structures and tissues present in healthy

Fig. 2 The structure of: raw hen’s egg on the left, and woman’s breast on the right (Modified from
P.J. Lynch, see http://patricklynch.net)

http://patricklynch.net
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Table 1 Average values of acoustic parameters determined for distilled water, hen’s egg structures,
and tissues present in healthy breast [12, 13]

Structure Ultrasound
velocity c
(m/s)

Ultrasound
attenuation α

(dB/m)

Acoustic
impedance Za
(MPa·s/m)

Distilled water T =26 ◦C f =2MHz 1499.36 0.74 1.49

Distilled water T =35.5 ◦C f =2MHz 1520.82 0.58 1.51

Raw egg’s
white

T =20 ◦C f =2MHz 1530 46.04 1.58

Raw egg’s
yolk

T =20 ◦C f =2MHz 1507 138.97 1.54

Boiled egg’s
white

T =20 ◦C f =2MHz 1521–1536 30–70 1.60–1.61

Boiled egg’s
yolk

T =20 ◦C f =2MHz 1504–1510 307.22 1.62

Artery wall In vivo f =2MHz 1600 610 1.69–1.72

Breast

Ligaments In vivo f =1MHz 1750 470 1.94–2.14

Subcutaneous
fat tissue

In vivo f =2.5MHz 1470 171 1.40

Internal fat
tissue

In vivo f =2.5MHz 1470 180 1.40

Glandular
tissue

In vivo f =2.5MHz 1515 294 1.55

breast [12, 13]. The characteristic of the acoustic parameters of biological structures
and tissues herein is a range of variation depending on the chemical composition,
physical properties, individual differences, aging of biological material [13] and in
the case of a boiled egg—its thermal history [12].

Data acquisition was carried out in the geometry of divergent projections by mea-
suring the projection values of several different acoustic parameters of the selected
section of the examined structure immersed in distilled water: the transit time and
the amplitude of ultrasound pulses after passing (UTT mode), the envelope of scat-
tered signals amplitude (URTmode) [15, 17]. UTT images were reconstructed using
the filtered back projection (FBP) algorithm [6, 15] with the Hamming filter for
the egg and the so-called stochastic filter for breast [4], and the URT images were
reconstructed by using the synthetic focusing aperture algorithm for the system of
transducers arranged on the inner ring (SAF) [17].
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4 Results, Analysis and Conclusions

Figures3, 4 and 5 show the cross-sectional images of the hen’s egg reconstructed
from measurements made using the developed ultrasonic tomography device, and
the distributions of pixel values of these images along the x line for y = −4mm.
Individual images represent imaging capabilities for a fixed water temperature, the
fixed frequency of the ultrasonic wave (Sect. 3), in 3 different modes: UTT with the
visualization of the distribution of local values of ultrasound speed c(x, y), the distri-

Fig. 3 UTT image of the distribution of local values of ultrasound speed in the hen’s egg cross-
section reconstructed from the measurements, and the distribution of pixel values of this image on
the line (x, −4)

Fig. 4 UTT image of the distribution of local values of ultrasound attenuation in the hen’s egg
cross-section reconstructed from the measurements, and the distribution of pixel values of this
image on the line (x, −4)
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Fig. 5 URT image of the distribution of ultrasound scattering amplitude normalized values in the
hen’s egg cross-section reconstructed from the measurements, and the distribution of pixel values
of this image on 2 lines perpendicular to each other: (x, −4) black and (0, y) grey

Fig. 6 UTT image of the distribution of local values of ultrasound speed in the breast coronal
section reconstructed from the examinations in vivo, and the distribution of pixel values of this
image on the line (x, 0)

bution of local values of ultrasound attenuation α(x, y), URTwith the visualization of
the distribution of normalized ultrasound scattering amplitude values A/Amax (x, y).

Figures6, 7 and 8 show the coronal breast cross-section images in a similarmanner
as in the case of the hen’s egg.

When examining the conformity of acoustic parameters of the examined egg
structure (Table1; Fig. 3), we clearly see that the UTT image of the distribution of
ultrasound speed can be regarded as a quantitative image: the resulting speed of
ultrasound is about 1498–1500m/s in water, 1518–1522m/s in albumen and 1501–
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Fig. 7 UTT image of the distribution of local values of ultrasound attenuation in the breast coronal
section reconstructed from the examinations in vivo, and the distribution of pixel values of this
image on the line (x, 0)

Fig. 8 URT image of the distribution of ultrasound scattering amplitude normalized values in the
breast coronal section reconstructed from the in vivo examinations, and the distribution of pixel
values of this image on 2 lines perpendicular to each other: (x, 0) black and (0, y) grey

1509m/s in yolk. The water/albumen boundary is clearly visible, the albumen/yolk
boundary is fuzzy and the structure of yolk is heterogeneous—the speed of sound
decreases toward the edges of the yolk ball. There are also little ultrasound speed
spikes in the yolk in the range of fractions of m/s, which suggests the presence of
layers of white egg yolk and yellow egg yolk (Fig. 2). Thus it seems that quantita-
tive characterization of lesions in breast tissue as compared to surrounding normal
tissue and to distinguish e.g. malignant from benign lesions [23] is possible. UTT
image of the distribution of ultrasound attenuation in the egg reflects the approxi-
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mate real values of this parameter, but better exposes the boundaries of heterogeneous
areas (Table1; Fig. 4). Significant spikes and negative values of attenuation on the
borders of such areas result from measurement errors, because also refraction, dif-
fraction, and dispersion affects the measured amplitude of the ultrasonic wave pulses
after passing, in addition to attenuation. However, this provides positive diagnostic
information—the embryo area and yolk ball stratification are clearly visible in the
egg structure (Figs. 2 and 4). URT image for egg (Fig. 5) carries the least informa-
tion, but precisely exposes the water/albumen and albumen/yolk boundary as thin
lines, whereas the yolk ball boundary is weak. This is understandable, because the
reflection and scattering factor of ultrasound on the border of 2 media depends on
the differences in their acoustic impedances (R = (Z2 − Z1)/(Z2 + Z1)), and this
difference is negligible for albumen and yolk (Table1).

UTT images of the cross-section of examined woman’s breast in vivo (Figs. 6
and 7) enable to distinguish subcutaneous adipose tissue and glandular tissue, and
heterogeneous areas can be observed in the structure of the latter that highlight
demarcations of breast body lobes (Fig. 2). The size of the examined breast section
in the UTT image of the ultrasound speed distribution is slightly smaller than the
real one due to refraction of the ultrasonic wave at the transition of boundaries
of water/fat/breast_tissue/fat/water, similar as in the case of standard ultrasound
imaging [13]. The refraction which causes the multipath transitions of ultrasonic
wave beam rays also affects the shape mapping errors in the UTT image of the
ultrasound attenuation distribution—the ring of subcutaneous adipose tissue of breast
is expanded and blurred. Due to moderate variations of the ultrasound speed in the
breast structure (the highest for adipose tissue), these errors are not critical and can
be further minimized by improving the algorithm of digital detection of acoustic
parameters, the appropriate selection of water temperature and in the process of
secondary calculation reconstructions [13]. You may also notice the conformity of
acoustic parameters for the breast, but the spread of values is much higher than in the
case of an egg due to its complicated structure. The reconstructed ultrasound speed is
approximately 1515–1545m/s in water, 1350–1450m/s in the subcutaneous adipose
tissue of breast (one shall expect the largest errors due to refraction here), 1450–1470
m/s in the internal adipose tissue of breast, 1510–1540m/s in the glandular tissue
of breast (Table1; Fig. 6). UTT image of the distribution of ultrasound attenuation
in the breast approximately reflects the real values of this parameter (see Table1
and Fig. 7), however, it enables to distinguish the areas of glandular tissue, which
significantly attenuate ultrasound waves compared to the internal adipose tissue.
Subcutaneous adipose tissue around the breast has significantly excessive values of
ultrasound attenuation due to refraction (Fig. 7).

Greater degree of distortion in the resulting cross-sectional images of the breast
compared to the cross-sectional images of the egg result primarily from larger and
more frequent refractions of ultrasonic wave beam rays caused by a complicated
breast structure and a larger differences in acoustic parameters. In addition, the
time of examination (currently 30s) significantly affects the image distortion—the
patient moves, the breast shakes as a result of heartbeat. In the case of egg sectional
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examination, such errors result primarily from changes in measurement conditions
due to temperature fluctuations and water movements.

When analyzing the qualitative URT image of breast, it should be noted that this
method allows for 2-D visualization of the internal structures of the breast, which
vary in echogenicity (and even 3-D when measuring many coronal sections), unlike
in a standard ultrasonic imaging (Fig. 8). Shadows running radially from the center
of the image towards its edges reflect connective tissue septa located between the
lobes of the mammary gland and arranged radially around the nipple. These septa
physiologically run to the skin and thoracic fascia (i.e., suspensory breast ligaments,
Cooper ligaments), so they should be clearly visible on coronal sections of the breast,
which is confirmed by the examination result (Fig. 8). The use of different modalities
also allowed the visualization of different types of structures, with extended lumen
converging around the nipple, whose courses correspond to the mammary ducts
(Figs. 6, 7 and 8). Ducts leading out of breast follicular glands in a healthy breast
form larger mammary ducts creating expansions-cisterns with a diameter of 5–9mm,
called bays sinuses, before the nipple aditus. Such structures are shown in Fig. 8.
URT image of the breast as compared to the URT of the egg reveals many structural
details, which result from large difference in acoustic impedance between adipose
and glandular tissues in breast and ligaments, ductwalls, and blood and lymph vessels
(Table1).

A visible mismatch in the sizes of UTT and URT breast images results currently
from simplifying measurement procedures and the lack of appropriate corrections at
the preliminary stage.

5 Summary

The innovative use of a combination of different imaging methods in the devel-
oped ultrasound tomography device (UTT, URT, and US in the prototype) allows the
comprehensive characterization of breast tissue and provides complementary diag-
nostic information. It is also possible to obtain 3-D images allowing for presentation
any cross-section of the breast by the intensity projection (MIP) or the multipla-
nar reconstruction (MPR) technique, analogous to CT. Compared to conventional
breast ultrasonic imaging, UTT and URT methods enable to acquire a much larger
amount of informationwhose clinical significance has not beenwell documented yet.
Transmission images differentiate the heterogeneities of the examined structure with
respect to their surroundings in a quantitative manner with good contrast resolution,
but with blurred boundaries, which primarily allows their characterization. Reflec-
tive images visualize the examined structures more qualitatively, with a good spatial
resolution, allowing in turn to estimate the sizes of heterogeneities due to sharpened
boundaries. UTT images enable to visualize the adipose tissue and parenchyma in
the breast structure along with lesions, and URT images visualize the fibrous stroma.
Based on these results, it is expected that ultrasonic tomography with an appropri-
ate fusion of UTT and URT image, as well as coronal US images can contribute
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to the creation of a new standard for the diagnosis and treatment of breast cancer.
The scheduled examinations of breasts of breastfeedingmothers, examinations using
galactography, and the examinations of breasts with cancer will enable to refine the
device and standardize the imaging results.

In contrast toX-raymammography, the huge advantage of ultrasound tomography
is not exposing the patient to ionizing radiation, therefore the studywill be performed
in almost all patients. It will also be possible to repeat the examination in order to test
the efficiency of treatment. The examinations using the proposed device can be done
also in patients with solid metal components in the body, which is contraindicated for
magnetic resonance imaging. Another advantage of the proposed device is no need
formechanical compression of the breast, which is required inmammography and no
need for an intravenous contrast agent, which is often required for the examination
of breast using MRI. The limitation of the ultrasonic tomography are the contraindi-
cations in patient positioning on the abdomen (e.g. in the case of pregnancy) or too
small size of the breast, preventing immersion in water under the operating circular
array.
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18. Opieliński, K.J., Pruchnicki, P., Gudra, T.,Majewski, J.: Conclusions from a test ofmulti-modal
ultrasound tomography research system designed for breast imaging. In: Proceedings of 7th
Forum Acusticum 2014, European Acoustics Association, Krakow (2014)

19. Uematsu, T., Yuen, et al.: Comparison of magnetic resonance imaging, multidetector row
computed tomography, ultrasonography, and mammography for tumor extension of breast
cancer. Breast Cancer Res. Tr. 112(3), 461–474 (2008)

20. Warren, R.M., Pointon, L., Thompson, D., et al.: Reading protocol for dynamic contrast-
enhanced MR images of the breast: sensitivity and specificity analysis. Radiology 236(3),
779–788 (2005)

21. Wiener, J.I., Schelling, K.J., Adami, C., Obuchowski, N.A.: Assessment of suspected breast
cancer by MRI: a prospective clinical trial using a kinetic and morphologic analysis. AJR
184(3), 878–886 (2005)

22. Wiskin, J., Borup, D., Johnson, S., et al.: Threedimensional nonlinear inverse scattering: Quan-
titative transmission algorithms, refraction corrected reflection, scanner design and clinical
results. POMA 19(075001) (2013)

23. Yang, J.N., Murphy, A.D., Madsen, E.L., et al.: A method for in vitro mapping of ultrasonic
speed and density in breast tissue. Ultrasonic Imaging 13, 91–109 (1991)



The Ultrasound Investigation of the Medial
Head of Gastrocnemius Muscle

Ewelina Świątek-Najwer, Urszula Czajkowska
and Ludomir J. Jankowski

Abstract The paper presents results of study of medial head of gastrocnemius
muscle morphological parameters applying ultrasonography. The tests were per-
formed on 6 probants on dominant limb. Basing on the ultrasound scans dataset
the following parameters were measured: pennation angle, fiber bundles length,
mean echo intensity inversely proportional to the muscle density, muscle thickness,
anatomical and physiological cross-sectional area. The parameters were measured in
3 various ankle positions (95◦, 110◦, 130◦), on 3 scans recorded in various locations
(proximal, central and distal). The results of study were analysed in order to check
the influence of ankle positions and scan position.

Keywords Biomechanics · Biomedical engineering · Sonography · Pennation
angle · Anatomical cross-sectional area

1 Introduction

The human body contains 650 muscles, and their mass constitutes 30–50% of total
body mass. Biomechanical modelling of motor system requires data describing mor-
phology, structure and functionality of muscles—actuators. The paper describes
results of ultrasound imaging investigation of the medial head of gastrocnemius
muscle (GCM) structure.
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1.1 Imaging of Muscle Structural and Functional Parameters

The magnetic resonance imaging is a gold standard to measure volume and cross
section of muscles. It enables visualization of all muscles both superficial and deep,
identification of congenital myopathies, dystrophies and edemas [9]. However the
interests on more available and less expensive ultrasound scanning to measure mus-
cles structural and functional parameters is constantly increasing.

Ultrasound imaging provides non-invasive, safe real-time imaging of soft-tissues
shape and structure. After calibration of ultrasound probe and by tracking its position
and orientation, that imaging might be also applied in three-dimensional measure-
ment of bone anatomical landmarks, bone geometry and planning of bone deformity
correction surgery [5, 12, 13, 16].

Ultrasound imaging of muscle enables measurement of pennation angle, muscle
tear and hematoma diagnosis [9]. However analysing the recorded ultrasound scan,
it is impossible to test the proximity outside the scan plane [14].

Bénard provided useful recommendations required to perform repeatible and
objective ultrasound measurements. Crucial task is to register ultrasound scan in
the fibers plane, because plane deviation influences measured angle and fiber length.
The scans should be registered with high contrast fibers echo [3]. Barber et al. sug-
gested that the scanning parameters such as focusing depth, power, gain should be
adjusted to provide optimal visibility of colagen tissue [1].

Bénard et al. noticed high influence of ultrasound probe inclination on the result
of scanning [3]. Also Whitaker et al. proved that during ultrasound examination
change of probe orientation about 10◦ and pressing the probe on skin influences the
recognized thickness value significantly [14]. Jung et al. performed measurement
of gastrocnemius muscle at 25% of tibia length on the knee side, while changing
the orientation of ultrasound probe every 5◦ [8]. Chow et al. proved the diversity
of bundle length depending on location of scans, measuring the parameter in 10
scannig areas [4]. Barber et al. also suggested to register scans while the probe is
in longitudinal line of muscle, as the long axis of transducer is colinear with fibers
acting line in the middle of muscle belly [2]. Barber et al. recommended to perform
measurement on scan in the middle of it for optimally visible fiber [2].

In various works the researchers have measured following parameters of lower
limb muscles: cross-sectional area, fiber length, pennation angle, muscle density,
physiological cross-sectional area, thickness and width. These parameters are mea-
sured on scans registered in various locations and orientations and in various limb
position. Often the scans are taken for patients lying and resting in prone position, or
in sitting position with legs in complete extension and supported backs with possible
access for probe [7].

In order to measure the cross-sectional area, thickness, width, muscle density and
pennation angle of rectus femoris muscle both Worsley and Scanlon performed scan
in two thirds distally from anterior superior iliac spine towards superior aspect of
patella [10, 15]. Worsley registered the scans for various contraction conditions (10,
20, 30, 50, 75% of Muscular Voluntary Contraction).In the case of vastus lateralis
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the scan was registered in the half of most prominent point of trochanter major from
the lateral condyle [15].

Scanlon proposed also a formula to calculate physiological cross-sectional area
basing on density measured as reciprocal of mean echo intensity in the muscle area,
cross-sectional area, fiber length and pennation angle [10]. Narici recommends to
calculate physiological cross section basing on volume estimated by MRI [7].

Measurements of anatomical cross section areas using ultrasonography described
Lima et al. [6]. Two scans for rectus femoris muscle (15cm above the patella and
in half of thigh) were registered crosswise with minimal pressing and the area of
manually limited region was calulcated.

Bénard recommended measurement of pennation angle both to the upper and
lower aponeurosis, by approximation of their directions to the second order polyno-
mial and the direction of visible fiber to the line [3]. Barber suggested to calculate
pennation angle to the upper aponeurosis to minimize error [2].

Narici et al. measured muscle in 3 regions (proximal, central and distal) applying
MRI and ultrasound and in various conditions—in rest and in contraction until the
MVC level [7]. For each region pennation angle, fiber length and muscle thickness
were measured.

An important aspect while measuring the muscles is also the position of joint.
Barber et al. performed measurements in three ankle positions (−15◦, 0◦, 15◦), con-
trolled by goniometer) applying 3D ultrasound system [2].

To summarize, the researchers are still looking for standards how to measure
structure and morphology with ultrasound imaging. Magnetic Resonance Imaging
is so far considered as the only objective technique and provides ability to analyse
substantial data for biomechanical modelling [1].

2 Materials and Methods

The aim of work was to characterize medial head of gastrocnemius muscles morpho-
logic parameters applying ultrasound imaging. The ultrasound measurements were
performed on 6 healthy subjects characterized in Table1.All probandswere informed
in detail about measurement procedure and signed the consent to participate in it.

During the tests the ultrasound EchoBlaster 128 system (Telemed, Lithuania) with
linear ultrasound probe (width 80mm, maximal frequency 10 MHz) was apllied.
Measurements were performed in subject lying prone position, on dominating right
lower limb, in three positions of ankle: 95◦, 110◦ and 130◦ controlled by Noraxon
mechanical goniometer. Proband’s knee was stabilized in the lying prone position.
The ultrasound imaging system was applied in order to register scans to evalu-
ate following parameters: pennation angle, fiber bundle length, muscle thickness,
anatomical cross-sectional area, mean echo intensity. In order to analyse anatomical
cross-sectional area and mean echo intensity three transverse scans were recorded on
themuscle belly in proximal, central and distal location. Afterwards three scans were
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Table 1 Probands data

Proband Height (m) Weight (kg) BMI Sex Daily activity

1 1.76 93 30.02 Man Significant

2 1.58 45 18.03 Woman Medium

3 1.67 75 26.89 Woman Small

4 1.87 92 26.31 Man Medium

5 1.87 86 24.59 Man Significant

6 1.62 63 24.01 Woman Significant

Fig. 1 Method of fiber bundle length, “upper” and “deeper aponeurosis” pennation angle evaluation

registered in the same position but after rotation about 90◦. On these three scans mus-
cle thickness, fiber bundle length, and pennation angle was evaluated. Measurements
were performed for each ankle position: 95◦, 110◦ and 130◦.

All analyses of ultrasound scans were performed using ImageJ software [11].
Images were calibrated basing on probe width (80mm), scanning depth (80mm) and
scan resolution (512× 512 pixels). Fiber bundle length (FBL)wasmeasured for fiber
bundle with optimally visible direction as a distance between points where the fiber
direction crosses deeper und upper aponeuroses. As the fiber bundle and aponeuroses
directions are determined, the “upper aponeurosis” pennation angle (uPA) was mea-
sured between bundle direction and upper aponeurosis, and “deeper aponeurosis”
pennation angle (dPA)—between bundle direction and lower aponeurosis (Fig. 1).
The pennation angle (PA) was calculated as mean value from “upper” and “deeper
aponeurosis” pennation angle.

The gastrocnemius muscle thickness (MT) was determined as the minor axis of
ellipse approximated to the section of muscle on longitudinal scan. The anatomical
cross-sectional area of gastrocnemius (ACSA) was determined as the area of figure
limited manually in ImageJ software. The gastrocnemius muscle mean echo intesity
(MEI) was measured basing on histogram of ACSA (Fig. 2).

The physiological cross-sectional area of gastrocnemius muscle (PCSA) was
calculated basing on anatomical cross-sectional area, pennation angle, fiber bun-
dle length and mean echo intensity. In the work of Scanlon et al. concerning rec-
tus femoris muscle, the authors suggested to use in the formula anatomical cross-
sectional area measured on scan in the half of thigh [10]. In this paper we compared
results for all three scans to evaluate the influence of scan location on the obtained
value.
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Fig. 2 Delineation of muscle contour and obtained echo intensity histogram

3 Results

The following pictures present the results of measurement of: fiber bundles length
(FBL) (Fig. 3), muscle thickness (MT) (Fig. 4), “upper” (uPA) and “deeper” aponeu-
rosis pennation angle (dPA) (Figs. 5, 6), pennation angle (PA) (Fig. 7), mean echo
intensity (MEI) (Fig. 8), anatomical cross-sectional area—ACSA (Fig. 9) and phys-
iological cross section area—PCSA (Fig. 10) on proximal, central and distal scan at
95◦, 110◦ and 130◦ in ankle joint.

Fig. 3 Fiber bundles length (at 95◦, 110◦, 130◦, proximal, central, distal scan)
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Fig. 4 Muscle thickness (at 95◦, 110◦, 130◦, proximal, central, distal scan)

Fig. 5 “Upper aponeurosis” pennation angle (at 95◦, 110◦, 130◦, proximal, central, distal scan)
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Fig. 6 “Deeper aponeurosis” pennation angle (at 95◦, 110◦, 130◦, proximal, central, distal scan)

Fig. 7 Pennation angle (at 95◦, 110◦, 130◦, proximal, central, distal scan)
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Fig. 8 Mean echo intensity measured at 95◦, 110◦, 130◦, proximal, central, distal scan

Fig. 9 ACSA measured at 95◦, 110◦, 130◦, proximal, central, distal scan
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Fig. 10 PCSA measured at 95◦, 110◦, 130◦, proximal, central, distal scan

Table 2 Mean values and
standard deviations of GCM
parameters

Parameter Mean SD

MEI (AU) 64.20 8.57

ACSA (cm2) 10.06 2.20

FBL (mm) 40.35 6.89

MT (mm) 17.65 1.80

uPA (◦) 23.73 4.00

dPA (◦) 26.45 3.77

PA (◦) 24.96 3.65

PCSA (cm2) 146.17 35.23

Mean values and standard deviations for all measured parameters of the medial
head of gastrocnemius muscle are presented in Table2.

4 Discussion

The paper describes investigation of the medial head of gastrocnemius muscle mor-
phology using ultrasound imaging. Obtained results of muscle morphological para-
metersmeasurementswere analysed and referred to obtained by the other researchers.

Themeasuredfiber bundle length equaled 40.3mm±6.9mm.Chowet al. reported
the fiber bundle length in various scans locations as (44 . . .50) (mm) (standard devia-
tion formeasurements performed in particular scan location equaled up to 10mm) [4].
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Chow et al. stated that the fiber bundle length should be lower for central scan posi-
tion and higher for proximal and distal [4]. In our measurements that relationship
was observed in at least one ankle position at four probands. Regarding the ankle
angle, Narici confirmed that the fiber bundle length should decrease with increasing
ankle angle [7]. In most of our results this relationship was also observed.

Both “upper aponeurosis” and “deeper aponeurosis” pennation angle demon-
strated some variations. “Upper aponeurosis” pennation angle equaled 23.73◦ ±
3.99◦. “Deeper aponeurosis” pennation angle equaled 26.45◦ ± 3.77◦. The values
are higher than results of Chow et al.: uPA (12 . . . 19) (◦) and dPA (18 . . . 22) (◦) [4].
Our results of averaged pennation angle measurements are close to obtained by Nar-
ici et al. (15 . . . 27) (◦) while measuring the pennation angle at different ankle posi-
tions (90 . . . 150) (◦) [7]. The mean pennation angle in our measurements equaled
(22 . . . 27) (◦) at three ankle positions 95◦, 110◦, 135◦. Narici proved that the penna-
tion angle should increase with increasing ankle angle [7]. In almost all our results
that relationship was also observed. An important observation is also that in almost
all cases the “deeper aponeurosis” pennation angle is higher than the “upper aponeu-
rosis” pennation angle. It confirms the conclusion stated by Chow et al. [4]. The same
author proved that the pennation angle measured on the middle scan should be higher
by 3◦ than on proximal and distal scan, where the values should be similar [4]. In
a part of our results this relationship was observed. All inconsistencies between our
results and results of other researchers were likely caused by uprecise recognition
of fiber direction or lower aponeurosis. The deviation of 2◦ was fairly possible. The
topic is described in detail further in this section.

The measured muscle thickness value depended on scanning location and ankle
joint position. The mean values of muscle thickness measured at particular probands
(15 . . .18) (mm) were slightly higher than obtained by Chow et al. [4] (12 . . .15)
(mm). The muscle thickness values obtained for proximal and distal scans positions
according to Chow et al. [4] should be lower than the one obtained for the central
scan position. That relationship was observed in a part of our results. In some cases
the results were also similar to measured on scans in other locations. In most of our
results themuscle thickness decreased with increasing ankle angle. Such relationship
is logically justified, because as the angle increases the muscle is extending and its
thickness gets reduced. The reason of any deviations in case of muscle thickness
evaluation might have been strongly related with method of ellipse adjustement to
the muscle area. That procedure can introduce substantial deviation up to 2mm. It
depends for example if the aponeuroses are classified as belonging to muscle region,
and the echo of aponeuroses may be thick in certain probe inclination.

The results of these three described parameters (fiber bundle length, penna-
tion angle and muscle thickness) measurements might have been burdened with
unprecisely recognized deeper aponeurosis. The deeper aponeurosis, where the gas-
trocnemius muscle contacts with the soleus muscle, in some cases is complicated to
delineate. That conclusion was also clarified at work of Bénard et al. [3]. The diver-
sity is also caused by limited resolution of image. It is possible that the frequency
was not enough adjusted to provide high quality visualization of deeper structures.
That may be an explanation for discrepancies. A critical factor was also problematic
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recognition of fiber bundle direction on certain scans. That may be caused by lim-
ited resolution, but also improper scan location while registering the fiber bundles
direction and length. Bénard emphasized that the scanning plane should be paral-
lel to fibers direction and measured direction and length of fiber bundles highly
depends on plane of scanning [3]. Higher than (−5 . . . 5) (◦) variation of scanning
plane inclination introduce up to 25% deviation in measured fiber bundle length [3].

The anatomical cross-sectional area measurement revealed strong dependence on
angle in the ankle joint. The parameter was increasing with the angle in the ankle
joint. The ACSA value was in 2/3 cases higher when measured on central scan than
measured on proximal and distal scan. Unfortunately we could not compare the
numerical results with other authors because these studies were performed on other
muscles (for example Lima measured ACSA of the rectus femoris muscle [6]).

The mean echo intensity value is a parameter inversely proportional to the muscle
density. The mean values of MEI at probands varied to a maximum of 15 AU (at
Proband 3: MEI equaled 70 AU, at Proband 1: MEI equaled 55 AU). The difference
betweenpatients are rational andmaybe results of differences in hydratation and local
concentration of collagen in tissue. The standard deviation of MEI measurement on
various scans and in various ankle positions at particular probands varied (2.5 . . .6.2)
(AU). The mean echo intensity measured by Scanlon et al. for rectus femoris muscle
equaled (66.5 . . .93.4) (AU) [10]. In fact the mean echo intensity varies for particular
muscles, however it seems that obtained values are likely justified.

The physiological cross-sectional area was increasing with the angle in the ankle
joint. Narici proved that the PCSA value should increase by 34.8% from relax to
contraction [7]. In our study the increase varied between scans locations and probands
significantly. The reason of that diversity is that the scans were not recorded in
exactly the same locations for each ankle position. Indeed an useful development
would be to regsiter the scans in exactly the same locations due to a tracking system
application. Another issue is that measured values of PCSA were overestimated
comparing to obtained byNarici et al. (40 . . . 60) (cm2) [7]. The reason was probable
misinterpretation ofACSAvalue, because remaining parameters, applied to calculate
the PCSA, were similar to obtained by other researchers.

To summarize, the study enabled definition of morphologic parameters of medial
head of gastrocnemius muscle. Most of parameters (except ACSA and PCSA) are
similar to obtained by other researchers. Performed investigation also proved that
the result of measurement highly depends on scan location and stabilized position
of ankle. Moreover ultrasonography demands high experience while recording scan
and its analysis. The researcher needs to find appropriate location of scan to be able
to evaluate themorphological parameter and perform repeatable measurements. That
conclusion does not diminish importance and advantages of ultrasound imaging in
biomechanical study. That noninvasive, easy available, non-expensive imaging has
a great potential, but the operator needs to be aware of diversity of results depending
on conditions of measurement and system settings.
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13. Świątek-Najwer, E.,Otto,K.,Krowicki, P.: 3Dbone shapemodelling basing ondataset recorded

by ultrasound free-hand navigated probe information technologies in biomedicine 4. Book
Series: Advances in Intelligent Systems and Computing, vol. 284, pp. 45–56 (2014)

14. Whittaker, J.L., Stokes, M.: Ultrasound imaging and muscle function. J. Orthop. Sports Phys.
Ther. 41(8), 572–580 (2011)

15. Worsley, P., Warner, M., Delaney, S.: The application of ultrasound imaging in the muscu-
loskeletal modeling process. In: 55th Annual Meeting of the Orthopaedic Research Society,
Las Vegas, USA, 22–25 Feb 2009, pp. 1501–1501 (2009)
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The Use of Doppler Effect for Tomographic
Tissue Imaging with Omnidirectional
Acoustic Data Acquisition

Tomasz Świetlik and Krzysztof J. Opieliński

Abstract The imaging of bloodflow in blood vessels is the classic use of theDoppler
effect in medicine. This method involves a transceiver ultrasonic probe which gen-
erates the acoustic signal in the form of a continuous wave which is reflected by
moving biological components and returns with changed frequency. This effect can
also be used to obtain the image of stationary tissue section, by moving the probe
around the object. Such an imaging method is called Doppler Tomography (DT), or
Continuous Wave Ultrasonic Tomography (CWUT). Currently, there is no compre-
hensive study of this method in the literature. This paper shows a simulation model
which allows the reconstruction of the image consisting of infinitely small objects
which evenly disperse the ultrasound wave. In order to assess the possibility of using
DT in medicine, the obtained images were analyzed based on the parameters input
to the reconstruction algorithm. Additionally, the exemplary waveform of a useful
signal recorded of the real object of a small diameter is included.

Keywords Doppler tomography · Computational model · Image reconstruction ·
Continuous wave ultrasonic tomography

1 Introduction

A well-known use of Doppler effect in medicine is the measurement and imaging
of blood flow velocity [11]. This method uses ultrasonic transceiver probe consists
with a two piezoelectric transducers. The wave with a frequency of fB generated
by the transmitter, upon the penetration into the tissue is reflected from red blood
cells moving in the blood vessel, and then returns with the change frequency of fR.
The difference between frequencies fB and fR is called the Doppler frequency fD.
The dependence between the Doppler frequency, transmitted frequency, received

T. Świetlik (B) · K.J. Opieliński
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frequency, and blood flow velocity v is shown in (1), where θ is the probe tilt angle
with respect to the blood vessel, and c is the velocity of propagation of ultrasonic
wave in the examined medium (flowing blood):

fR − fB = fD = 2 · fB · v · cos(θ)
c

. (1)

It is also possible to use the Doppler effect in an unconventional way for a dif-
ferent purpose, which is the tomographic imaging of tissue structure. The Doppler
tomography (DT) also uses a double transducer ultrasonic transceiver probe placed in
water, which generates a quasi-planar ultrasonic wave. However, in contrast to con-
ventional methods, the probe is moved around or along the examined object, which
is also placed in water. Due to the movement of the probe, the Doppler frequency
will be added to or subtracted from the frequency of signals reflected from still
inhomogeneities found in the object, according to the Doppler effect. This enables
imaging the inclusions which effectively scatter the ultrasound wave inside tissue.
There are two ways of DT data acquisition. In the first method, the probe moves
along the examined stationary object. It is called linear geometry. Another method
of DT data acquisition is circular geometry, in which the transducers move around
the imaged stationary tissue section [5]. Due to the higher spatial resolution of the
reconstructed image, the simplification of computer simulations and the simplicity
of the measuring system, circular DT geometry is used in this paper. Currently, there
is no comprehensive research on Doppler tomography in the literature, in particular,
it lacks simulations, which would allow the analysis of the possibilities of using this
method in medicine. To this end, this paper presents the method of DT measurement
simulation and the results of image reconstruction with an example measurement of
the actual signal required for imaging. The aim of the work is to test the visualization
of compact inhomogenities submerged in a water-like medium using the modern,
safe and non-invasive ultrasonic DT method. It allows to predict about applications
in medical diagnostics. As a long-term result it may be possible to elaborate a new
measurement device for in vivo imaging the interior of the human body (e.g. detection
of pathological lesions in female breasts, examination of the bone of limbs).

2 Doppler Tomography for Circular Geometry Method

2.1 Measurement Data and Acquisition

Double transducer ultrasonic transceiver probe moves around the object for the cir-
cular geometry in Doppler tomography. It should be noted, however, that the same
image will be obtained when the examined object rotates around its own axis, while
the probe remains stationary, due to the nature of the Doppler effect. In the latter
case, it is much easier to understand the concept of the DT method, and therefore it
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has been used in this paper. Of course, we should keep in mind that in order to be
able to use the device based on this method to study tissue in vivo, the probe should
rotate around the examined object.

Figure1a shows the acquisition of the data needed to reconstruct the object image
in Doppler tomography for circular geometry. It shows the section of tissue in which
there are two inclusions a and b which scatter the ultrasound wave well [5]. Note
that in the rotation, the velocity components in direction of wave propagation for
these two objects will be equal to, respectively, va and vb. Doppler frequency will
be added to or subtracted from the frequency of the wave reflected from inclusions
depending on the sense of said movement velocities according to the Doppler effect.
In this case, at an angle of rotation of θ, circular speed of rotation ωturn, transmission
frequency of the ultrasonic wave fB, and the propagation velocity of ultrasonic waves
in tissue c, the formula for Doppler frequency which is generated from the inclusion
located at a distance r from the center of rotation becomes:

fD = 2 · fB · ωturn · r · cos(θ)
c

. (2)

Formula (2) can be converted to a form which clearly shows the relationship
between the Doppler frequency generated by the inclusion, and the velocity compo-
nent of rotation speed in direction of wave propagation at a given angle of rotation.
This relationship is shown in the formula (3):

v = fD
2 · fB · c

cos(θ)
. (3)

So it should be considered how the velocity component of movement changes in
the area of image reconstruction. Two statements are true, which can describe the
value of v depending on the position of the rotating scatter at a constant rotation
angle. First, velocity components v have the same value (Fig. 1b) in the points on
vertical lines (along thewave propagation). This alsomeans that Doppler frequencies
generated by so arranged inclusions will be the same (3). The second true statement
is that as you move away from the center of rotation, the value v increases to the
maximum vmax (Fig. 1b).

Knowing the speed of rotation and the diameter of the reconstruction area, we
can easily determine the value vmax, which in turn (using the formula (3)) allows to
calculate of the maximum Doppler frequency fDmax .

The second step involves determining the so-called sinogram [3]. It is an array
with rows containing the applicable sums of amplitudes of Doppler frequencies,
while the columns change according to the angle of rotation at which the Doppler
signal is received. In order to fill such an array, we must first evenly separate sub-
bands of a predetermined width ΔfD across the whole range [−fDmax , fDmax ]. The
parameter of ΔfD is called Doppler bandwidth. For a given rotation angle, the sum
of amplitudes of the spectrum of Doppler frequencies derived from inhomogeneities
occurring in the respective vertical line of the reconstructed area should appear in a
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Fig. 1 An example of the acquisition of data necessary for image reconstruction in a circular
geometry for DT (a) and the distribution of velocity components of the rotation speed in the
direction of wave propagation in the image reconstruction area (b) [5]

given band. It is such information which is contained in Doppler signals. So, to get
the sinogram line at a given angle of rotation (so-called projection [3]), said signal
should be divided into Doppler bands in the range of [−fDmax , fDmax ] and write its
amplitudes to the appropriate array cells. Thus prepared sinogram can be used to
reconstruct an image in the similar way as in X-ray tomography.

2.2 Example of a Sinogram Creation

This section shows a simple example of how to create a sinogram inDT for the circular
geometry. To make the example simpler and more understandable, we assume that
we are dealing with imaging of objects which are infinitely small and scatter the
ultrasound wave identically in each direction. They will be called pin objects in
this paper. For each Doppler band in the sinogram, only the existence of a Doppler
frequency derived from a given rotating object at a given angle of rotation has been
recorded. This situation is shown in Fig. 2, which shows three pin objects placed
on a rotating platform. The platform is rotated at a speed of 3.6 s per rotation of the
corresponding ωturn = 1.745 rad/s, and its diameter is 10cm. Objects a, b, c are placed
at the distance of 1.5, 2.83, and 4cm from the center of rotation. The transmitted
wave frequency equal to 4.7MHz has been used in the calculation, the same as in the
measurement system shown inFig. 5. The value between successive angles of rotation
at which the Doppler signal was recorded is 7.2◦. It can be assumed that the recording
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Fig. 2 The layout of three
pin objects for which the
sinogram has been simulated

time of the signal by the probe has a negligible impact on image reconstruction both in
simulations and in actual measurements, because the velocity of ultrasound in water
is about 1500m/s, and the diameter of the imaged area is several centimeters. Figure3
shows the result of sinogram calculation. Note that the maximumDoppler frequency
is 510Hz on the sinogram (Fig. 3). Doppler bandwidth has been set at 20Hz, giving
a total of 51 bands (so-called tomographic rays of projection [3]. The colors which
determine the existence of a Doppler frequency correspond to the objects shown in
Fig. 2.

2.3 Image Reconstruction Algorithm

There are two methods for image reconstruction in Doppler tomography [5, 7]. The
first is a coherent method in which the Doppler signal is shown in the complex form
and includes the amplitude and phase. In the secondmethod, referred to as incoherent,
the said signal is real. In the incoherent method, well-known and fast algorithms used
in standard X-ray tomography (CT) may be adapted for image reconstruction. This
was the reason for choosing this method of DT image reconstruction in this paper.
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Fig. 3 Calculated example of the sinogram for three elements a, b, c shown in Fig. 2

Fig. 4 Incoherent image reconstruction scheme for DT

Figure4 shows the block scheme of incoherent image reconstruction for Doppler
tomography in a circular geometry.

The first step of image reconstruction is to record the demodulated signals
reflected, so those that contain only the Doppler frequencies sθ(t) (Doppler sig-
nal). Then, the spectrum of such a signal Sθ(t) is determined for different angles of
rotation θ and thus it creates tomographic projections. In the third step, the maximum
range of Doppler frequency changes is calculated and divided evenly into sub-ranges
(Doppler bands), inwhichDoppler spectrum amplitudes are recorded at a fixed angle.
This process is also called the determination of tomographic measurement rays in
the literature [3, 10]. The last step involves the reconstruction of the image using
one of the algorithms used in CT [3]. Filtered back projection (FBP) algorithm with
Ram-Lak filter [4, 10] is used for this purpose, being one of the fastest and most
accurate in this family.
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3 Recording of the Real Doppler Signal

3.1 Measurement System

In terms of obtaining real images of the objects it is most important to acquire a
good quality Doppler signal. This signal is the basis for calculating the sinogram,
which is then used to reconstruct an image. Pin objects can be used to investigate how
small are the heterogeneities which still produce a measurable Doppler signal, and
what are DT images of such objects. Measurement system shown in Fig. 5 has been
developed for the generation and recording of the signal from the rotating pin. An
ultrasonic blood flow detector is the most important device used for the construction
of the system.

It is due to this matter that the reflected signal recorded by the probe is amplified
and converted to a Doppler signal. Double transducer ultrasonic transceiver probe is
placed in a tankfilledwith distilledwater so as to receive only the signal reflected from
the rotating pin. The rotating platform, on which the test object is placed is connected
to a stepper motor. Power supply, controller motor, and function generator force the
rotation at a predetermined speed. By sending the TTL signal of the appropriate
frequency to the controller, we can determine the rate at which the platform rotates.
In this case, the frequency of 200Hz means one turn per second. The Doppler signal
is recorded by an oscilloscope data acquisition card installed in a computer.

Fig. 5 Measuring system for the recording of the Doppler signal generated by the rotating pin
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3.2 Example of Measurement

Doppler signal originating from three objects has been recorded. Two of them are
pins with a diameter of 3 and 1mm. The third test object was a filament with a very
small diameter of 0.1mm. Tests were performed at a speed of rotation of the platform
equal to 2 rotations per second, which is a sufficient value so that Doppler frequency
is at several hundred hertz for most angles of rotation. This enables to precisely
determine this value. The diameter of the rotation platform was 5cm, and the pins
were placed 1.6cm from the center of rotation. The frequency of the transmitted
wave was 4.7MHz. Figure6a shows the system in which the measurements have
been performed. Figure6b shows the results of Doppler signal measurement for a
pin with the diameter of 1mm at an angle of rotation equal to 285◦.

It shows clearly that the amplitude of the resulting signal varies in the vicinity of
8 Vpp. This is the case for all angles of rotation and for a pin with the diameter of
3mm, aswell.Whenmeasuring the filamentwith a diameter of 0.1mm, the amplitude
decreased and oscillated around 6 Vpp. Nevertheless, the quality of Doppler signal
was still very good in terms of signal-to-noise ratio. It follows that it is theoretically
possible to obtain an image of 3 and 1mm pins and the filament with the diameter
of 0.1mm.

Fig. 6 Measuring system for Doppler signal from the rotating pin (a), and the results of measure-
ments of the Doppler signal in time and frequency for the angle of rotation equal to 285◦ (b)
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4 DT Imaging of Scattering Objects Using Simulated Data

4.1 Parameters and Assumptions

Wedemonstrated that it is theoretically possible to obtain aDoppler signal from small
objects with a diameter of 3 and 1mm, or even 0.1mm. We shall now examine for
which parameters of the reconstruction algorithm we will obtain the image for such
objects. A computer simulation has been developed for this purpose. It assumed that
the imaged object is infinitely small and scatters the ultrasound wave identically in
each direction. This enables to analyze the blur of the point image caused only by the
algorithm parameters. In addition, it is possible to optimize these parameters with
the exception of errors related to the measurement process and wave propagation
phenomena such as diffraction, refraction, and attenuation.

It is assumed in the simulation that the imaged object is placed on a rotating
platform immersed in distilled water at 20 ◦C at coordinates x = 0, y = −2cm.
Additionally, the speed of rotation of the platform was set at 2 turns per second,
the transmission frequency of the ultrasonic wave at 4.7MHz, and the imaging area
diameter at 10cm. The Doppler frequency at a given angle of rotation for the pin
has been determined from the formula (2), and the velocity of propagation in dis-
tilled water—from the empirical formula [6], which in this case gave the result of
c = 1482.38m/s. When creating sinograms for FFT operations in the FBP image
reconstruction algorithm, the number of samples has been set at 512, and the quadra-
ture size of the grid of pixels of the reconstructed image is equal to an odd number
of measurement rays (Doppler bands) each time [10].

4.2 Effect of Number of Doppler Bands on DT Imaging

Based on the real measurements made at the measurement setup shown in Fig. 5, the
number of Doppler bands have been determined, for which one should examine the
effect on the quality of image reconstruction. This is necessary because too many
bands can significantly decrease the precision of Doppler frequency determination
and the number of angles is limited due to the recording time of the reflected signal.
The determined range starts from 51Doppler bands (so-calledmeasurement rays [3])
and ends at 501. The values changed every 50. The number of signal recording angles
during one turn was 400. Figure7 shows the results of image reconstruction for ten
numbers of Doppler bands in the range of 51–501. It may be noted that with the
increase in the number of bands, the resolution and dynamics of the image increases,
and the diameter of the pin cross-section image decreases.

The method of evaluating the quality of reconstructed images for the case of 301
Doppler bands is shown in Fig. 8. In Fig. 8a, the horizontal line shows the location
where values of individual pixels were recorded. In turn, Fig. 8b shows the chart of
normalized pixel values, where two key values are marked. The first of these is about
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Fig. 7 Image reconstruction for the number of Doppler bands in the range of 51 to 501

Fig. 8 The illustration of the recording method for pixel values in the image for the case of 301
bands (a), and the chart of pixel values in the reconstructed DT image for the case of 301 Doppler
bands (b)

0.7 and corresponds to the 3dB decrease, while the other is exactly 0.1, which is
the decrease of 10dB (noise cutoff level). This divides the chart into three types of
areas. The area marked 3 (the pixel value above 3dB) corresponds to the portion of
the image, in which a pin can be seen very clearly, and the number 2 (between 3 and
10dB) corresponds to the portion in which the image is blurred. The pin is almost
not visible in the area number 1 (below 10dB).

Figure9 shows the charts of diameters of areas of the pin that is well visible in
the reconstructed images (area 3) and the blur width of the pin image (area 2) for
all examined numbers of Doppler bands. Its clearly shows that the width of areas
decreases exponentially with the increasing number of bands. Values for the area
where the pin image is very good (area 3) range from approximately 3mm for 51 to
0.15mm for 501 Doppler bands.
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Fig. 9 The chart of widths of area 3 for the examined numbers of Doppler bands (a), and the chart
of widths of 2 (left and right) areas for the examined number of Doppler bands (b)

Since the pin diameter is infinitely small, this provides a view of how theoretically
small objects with what amount of blur can be imaged byDT in the circular geometry
using the filtered back projection algorithm [4] for a given number of Doppler bands.
TheRam-Lakfilterwas applied due to the linear characteristics of spatial frequencies.
It allows to obtain the sharpest tomographic images in the case of a low noise level
and with the exception of errors in the measurement data [1]. Therefore, this filter is
perfect for simulation data.More smoothingfilterswill be tested in future studieswith
a real measurement data (e.g. Hamming or stochastic filter), due to the potential to
significantly minimize the tomographic image distortions at the expense of blurring
[2, 8, 9].

5 Conclusions

Both the results of measurements and DT image reconstructions from simulated data
have shown that theoretically it is possible imaging the small inclusions contained in
tissue of the order of 3, 1 or even 0.1mm using the circular scanning. The maximum
spatial resolution of less than 1mm can be achieved already at 201 Doppler bands,
even for relatively low frequency of the transmitted ultrasonic wave (4.7MHz). This
is a theoretical value, which obviously will deteriorate in real conditions due to the
uncertainty of measurements, interference, noise, and phenomena accompanying the
propagation of the ultrasound wave in inhomogeneous medium, that is, diffraction
and refraction. However, it is always possible to reduce the object blur by using a
higher frequency of the ultrasonicwave.Keep inmind, however, that the consequence
will then reduce the wave penetration depth due to the increased attenuation.

Based on the preliminary research, we can predict that the Doppler tomography
could be applied when examining woman’s breasts tissue in vivo to detect cancer
lesions which reflect the ultrasound waves well. Another way to use this method may
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be the examination of the bone of limbs due to the circular geometry. It should also
be noted that it is a very safe method for obtaining a cross-section and 3D image of
tissue in vivo because of the use of ultrasonic waves. In addition, the device based on
this method could be relatively inexpensive because only one rotating probe is used
for the measurements.

The computer model of ultrasound Doppler tomography will developed with
further research in such a way that it will be possible to simulate the measurement
signals and taking into account the interference and the phenomena occurring in the
ultrasound wave propagation. The DT examination setup in circular geometry will
be developed in parallel, which will enable to examine the objects of increasingly
complex structure including the female breast phantom along with the inclusions
simulating neoplastic tissue.
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Analytical Statistical Approach
for Fan-Beam Scanners

Robert Cierniak

Abstract The main topic of this paper is strictly concerned with the 3D reconstruc-
tion algorithm for spiral cone-beam x-ray tomography. The approach proposed here
is based on a fully analytical formulation of the reconstruction problem. This method
can be classed as a statistical reconstruction method, which significantly improves
the quality of the subsequently reconstructed images, so allowing a decrease in the
x-ray dose absorbed by a patient during examination. In this paper, we proved that
this statistical approach, originally formulated for parallel beam geometry, can be
adapted for fan-beam geometry of scanner, with the direct use of projections, and
consequently for helical cone-beam scanners. Computer simulations have shown
that the reconstruction algorithm presented here outperforms conventional analyti-
cal methods with regard to the image quality obtained.

Keywords Image reconstruction from projections · X-ray computed tomography ·
Statistical reconstruction algorithm

1 Introduction

Currently, the most significant challenge in the field of medical computer tomogra-
phy is the development of image reconstruction algorithms from projections which
would enable the reduction of the impact of measurement noise on the quality of
tomography images. This kind of approach is intended to improve high resolution
image quality and, in consequence, reduce the dose of X-ray radiation while at the
same time preserving an appropriate level of quality in the tomography images. The
concept has found its application in the form of statistical reconstruction algorithms.
In these algorithms, the probabilistic conditions of the measurements made in tomo-
graphic devices are taken into consideration in such a way as to reduce to a minimum
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the impact of measurement noise on the reconstructed image obtained from those
measurements.

So far, there are only a few commercial solutions to this problem. The most
well-known are, for example: ASIR (Adaptive Statistical Iterative Reconstruction)
introduced by General Electric, IRIS (Iterative Reconstruction in Image Space) and
SAFIR (SinogramAffirmed IterativeReconstruction) constructed bySiemens,AIDR
3D (Adaptive Iterative Dose Reduction) promoted by Toshiba, and iDose developed
by Philips. The basis of these developments is the statistical analysis within the
image or the measurements obtained in tomographic scanners. Other producers, like
Hitachi, Samsung, Nanjing Foinoe, Shimadzu, Neusoft, Shenzhen ANKE, Shangai
and other Chinese companies, also have systems to reduce the radiation dose. How-
ever, there is no information in the world literature about their operating design.
Noise and tomographic image distortions are reduced by iterative signal processing.
The technical details of these systems are not revealed, but their practical application
has been confirmed in many publications that can be found in radiological journals,
e.g. [12].

A completely different approach, called MBIR (Model-Based Iterative Recon-
struction) by its authors, is presented in publications like [1, 13],where a probabilistic
model of the measurement signals is described analytically. An iterative reconstruc-
tion algorithm can be formulated on the basis of this. The reconstruction problem
in this approach was reformulated into an optimization problem, using a method
called ML (Maximum Likelihood). The objective in these solutions was devised
according to an algebraic scheme for formulating the reconstruction problem [14].
An algebraic scheme has been selected in this case for one very obvious reason—the
measurement noise can be modelled relatively easily, because each measurement is
considered separately. Nevertheless, as is well known, such a scheme adds significant
calculative complexity to the problem. The time for image reconstruction becomes
unacceptable from the practical point of view. For instance, if the image resolution
is assumed to be I × I pixels, the complexity of the algebraic problem is of the level
of I× I×number_of _measurements×number_of _cross− sections; a multiple of I
to the power of four in total. This means that despite using a computer which is fast
enough, one iteration may last up to one hour [9].

In order to reduce the calculation time to a minimum, a numerical approach has
been developed for solving this type of reconstruction algorithm, as described in
the article [15]. As a consequence, in 2013, this development had its debut under
the name Veo—CT Model-Based Iterative Reconstruction. It was presented as a
revolutionary solution. As a result of the conditions described above, the application
of this approach made it necessary to purchase a computer with a huge calculating
capacity. A potential user would therefore have to pay a lot of money. In addition,
the system uses a specific reconstruction problem model. Such a model is defined
by mathematicians as very ill-conditioned. There are many profound reasons for
that, one of which is the necessity of applying so called regularization. Without
this the image is distorted by noise. Although applying regularization prevents that,
unfortunately, it is associated with a loss of optimality, which is inconsistent with
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the objective in terms of the statistical conditions of the reconstruction problem.
Image smoothing takes place instead, which may lead to the loss of many important
elements from the images. These elements may be important for diagnostic purposes
and therefore it is important that they be retained. It must be said that there are many
similar solutions on the market, but they are still inadequate with respect to limiting
the radiation dose. Thus there is still room for improvement in such systems, and
there will be for a long time to come, because the ideal state, i.e. a zero dose absorbed
by the patient during a scan, is unachievable.

The difficultiesmentioned above connectedwith the use of an algebraicmethodol-
ogy can be limited by using an analytical strategy of reconstructed image processing.
In previous papers we have shown how to formulate the analytical reconstruction
problem consistent with the ML methodology for parallel scanner geometry [2, 3].
This strategy has been used for fan-beams [4], and finally for the spiral cone-beam
scanner [5]. However, an approach to the reformulation of the reconstruction problem
from parallel to real scanner geometries, called rebinning, was applied there. The
rebinning approach in the 3D spiral version involves a nutating slice CT image recon-
structionmethod described in the literature by its abbreviationASSR (Advanced Sin-
gle Slice Rebinning) [11]. Much more popular 3D reconstruction methods, which
are implemented in practice, are FDK (Feldkamp)-type algorithms [10] that the use
projections obtained from spiral cone-beam scanners directly (see e.g. [7, 8]). In this
paper, we present a mathematical derivation of a method for the direct (i.e. without
rebinning) adaptation of fan-beam projections to the statistical analytical reconstruc-
tion algorithm originally formulated by us. This solution is directly applicable to 3D
spiral cone-beam scanner geometry.

2 Adoption of the 2D Analytical Approximate
Reconstruction Problem to the Fan-Beam Projections

The 2D analytical approximate reconstruction problem was originally formulated
for parallel scanner geometry [2, 3]. This iterative approach to the reconstruction
problem can be considered as a model-based statistical method of image reconstruc-
tion [6].

µmin = argmin
µ

⎛

⎝n0
2

I∑

i=1

J∑

j=1

⎛

⎝
∑

ī

∑

j̄

μ∗ (
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and μ̃ (i, j) is an image obtained by way of a back-projection operation; int (Δs) is
an interpolation function used in the back-projection operation; every projection is
carried out after a rotation by Δα.

This concept can also form the starting point for the design of a 3D reconstruction
algorithm for spiral cone-beam scanner geometry. One of the principal reconstruction
methods devised for the cone-beam spiral scanner is the generalized FDK algorithm.
The FDK algorithm is a development of a conventional fan-beam reconstruction
approach with direct use of measurements performed in a fan-beam scanner. In the
traditional FDK approach, the fan-beam projections are filtered in two dimensions
and then back-projected in three dimensions. This methodology is adapted to our
original iterative model-based reconstruction concept.

However, before discussing the reconstruction in 3D, it is worth first returning to
the implementation of the direct fan-beam reconstructionmethod in 2D. In our further
discussions of the fan-beam system, we need to be able to express the trigonometric
relationships in polar coordinates, as shown in Fig. 1.

We can use this diagram to derive the following trigonometric relationships
between quantities in the parallel-beam system and those in the fan-beam system:

s = Rf · sin β, (3)

and
αp = αf + β, (4)

Fig. 1 Determination of the coordinates in the plane of a fan-beam projections geometry
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Fig. 2 Determination of the polar coordinates of a point in the plane of a fan–beam projection

where pp (s,αp) and pf
(
β,αf

)
are projections and their parameters, in parallel-beam

and fan-beam geometrics, respectively.
The diagram in Fig. 2 shows how to determine the parameters of points inside the

test cross-section during a fan-beam projection.
The following equations show relationships between selected parameters of a

point during the projection pp (s,αp):

r cos (αp − φ) − s = u̇ sin
(
β̇ − β

)
, (5)

β̇ = arctan

(
αf − φ

Rf + r sin (αp − φ)

)
, (6)

u̇2 = [
r cos (αp − φ)

]2 + [
Rf + r sin (αp − φ)

]2
. (7)

Taking into consideration the definition of the two-dimensional inverse Fourier trans-
form, and the frequential form of the relation between the original image of a
cross-section of an examined object represented by function μ (x, y) and the image
obtained after the back-projection operation μ̃ (x, y), we obtain:

μ̃ (x, y) =
∞∫

−∞

∞∫

−∞

1

|f |M (f1, f2) e
j2π(f1x+f2y)df1df2, (8)
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which, after converting to polar coordinates and using the projection slice theorem
(taking into account a full revolution of the projection system), takes the form:

μ̃ (x, y) = 1

2

π∫

−π

∞∫

−∞
P̄ (f ,αp) ej2πf (x cosαp+y sinαp)dfdαp. (9)

Then, after transferring the projections into the spatial domain, we have the formula:

μ̃ (x, y) = 1

2

π∫

−π

∞∫

−∞

∞∫

−∞
p̄p (s,αp) · ej2πf (x cosαp+y sinαp)e−j2πfsdsdfdαp. (10)

Arranging the right hand side of the above formula and changing the order of inte-
gration, we get:

μ̃ (x, y) = 1

2

∞∫

−∞

∞∫

−∞

π∫

−π

p̄p (s,αp) ej2πf (x cosαp+y sinαp−s)dαpdsdf . (11)

Next, after converting the attenuation function into polar coordinates, we obtain:

μ̃ (r cosφ, r sin φ) = 1

2

∞∫

−∞

∞∫

−∞

π∫

−π

p̄p (s,αp) ej2πf [r cos(α
p−φ)−s]dαpdsdf . (12)

Note here that the substitution x cosαp+y sinαp = r cos (αp − φ) refers to the point
(r,φ), to which the reconstruction process applies, and the variable s specifies the
location on the screen.

Of course, we should also take into account the application of the interpolation
function used during the back-projection operation, which should be placed appro-
priately (a frequency representation of this function) in the formula above to finally
obtain:

μ̆ (r cosφ, r sin φ) = 1

2

∞∫

−∞

∞∫

−∞

π∫

−π

INT (f ) pp (s,αp) ej2πf [r cos(α
p−φ)−s]dαpdsdf .

(13)
By using Eqs. (5), (6) and (7) in the above equation and at the same time changing the
limits of integration we obtain a relationship, which is fundamental for the fan-beam
image reconstruction method:

μ̆ (x, y) = Rf

2

∞∫

−∞

βm∫

−βm

2π−β∫

−β

INT (f ) pf
(
β,αf

)
cosβej2πf u̇ sin(β̇−β)dαf dβdf , (14)
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and further

μ̆ (x, y) = Rf

2

2π−βm∫

−βm

βm∫

−βm

pf
(
β,αf

)
cosβ

∞∫

−∞
INT (f ) ej2πf u̇ sin(β̇−β)dfdβdαf . (15)

Unfortunately, there is a serious drawback associated with the use of the fan-beam
reconstruction method formulated like this. It stems from the dependence of Eq. (15)
on the parameter u̇, which poses certain practical problems when carrying out the
calculations during the reconstruction process. It now becomes necessary to deter-
mine a different form of the interpolation function for every point of the object’s
cross-section. This is because u̇ represents the distance of the point (r,φ) from the
radiation source. Therefore, by changing the angle αf , we also change u̇ and conse-
quently we need to adjust the value of the interpolation function. We will take action
later to eliminate this undesirable situation. The appropriate adjustment is based on
a term in Eq. (15), which is reproduced here in a suitably amended form:

int (s) =
∞∫

−∞
INT (f ) ej2πf u̇ sin(β̇−β)df . (16)

In this equation, the integration is carried out with respect to the frequency f . The
next step will be to make a substitution for f , using the following expression:

f f = f · u̇ · sin β

Rf · β
. (17)

If at the same time we change the limits of integration, the convolving function will
be modified to:

intf (β) = Rf · β

u̇ · sin β

∞∫

−∞
INT

(
f f · f0
f f0

)
ej2πf

fRf βdf f , (18)

where

f f0 = f0 · u̇ · sin β

Rf · β
. (19)

Unfortunately, even here we encounter problems caused by the dependence of the
cut-off frequency f f0 on the parameter u̇. On the other hand, if we were to establish a
constant value for f f0 it wouldmean that the reconstruction process for the point (r,φ)

would have a different resolution (determined by the value of the cut-off frequency
f0) for every angle αf . However, if we put aside the assumption of uniform resolution
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for the resulting reconstructed image, then, by manipulating the values u̇ and f0, the
varying value of f f0 can be fixed as:

f f0 = f f0 = 1

Rf · Δβ
. (20)

Let us assume that we apply a linear interpolation function in formula (13), i.e. the
following form of this function:

intL (s) =
{

1
Δs

(
1 − |s|

Δs

)
for |s| ≤ Δs

0 for |s| ≥ Δs

, (21)

which is shown in Fig. 3a.
The frequency form of the interpolation function shown in Eq. (21) is given by

this formula:

INTL (f ) = sin2 (πfΔs)

(πfΔs)
2 , (22)

and is shown in Fig. 3b.
Taking into account in the formula (18) the proposed interpolation function given

by (22), we obtain the following relation

intfL (β) = Rf · β

u̇ · sin β

1

Δ′
s

∞∫

−∞
Δ′

s

sin2
(
πfΔ′

s

)
(
πfΔ′

s

)2 ej2πfRf βdf , (23)

Fig. 3 The linear interpolation function: a a form of the function from Eq. (21); b a frequency
spectrum of the interpolation function from Eq. (22)
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where

Δ′
s = f0

f f0
. (24)

It is easy to show that it gives

intfL (β) = Rf · β

u̇ · sin β

{
1
Δ′

s

(
1 − Rf |β|

Δ′
s

)
for |β| ≤ Δ′

s

0 for |β| ≥ Δ′
s

, (25)

and next, bearing in mind relations (20) and (24), it leads immediately to:

intfL (β) = β

u̇ · sin β

{
Δs
Δβ

(
1 − Δs|β|

Δβ

)
for |β| ≤ Δβ

Δs

0 for |β| ≥ Δβ

Δs

. (26)

Finally, if we assume that Δs = 1, it gives

intfL (β) = β

u̇ · sin β
intL (β) , (27)

where

intL (β) =
{

1
Δβ

(
1 − |β|

Δβ

)
for |β| ≤ Δβ

0 for |β| ≥ Δβ

. (28)

In consequence, returning to the formula (15), we obtain

μ̆ (x, y) =
2π∫

0

βm∫

−βm

pf
(
β,αf

) Rf cosβ

2u̇

Δβ

sinΔβ
intL (Δβ) dβdαf . (29)

Fortunately, we can linearize relation (29) by considering expressions inside the
integration, namely Δβ

sinΔβ
. In the case of linear interpolation we use only a line of

integrals from the neighborhood of a given pixel (x, y), thenΔβ ≤ Δβ , and sinΔβ �
Δβ. Additionally, it is possible to omit the term Rf cosβ

2u̇ taking into account the fact
that each projection value pf

(
β,αf

)
has its equivalent pf

(−β,αf + π − 2β
)
, as

shown in Fig. 4.
Because of thiswe can notice that the sumof this pair of projections is proportional

to u̇1+u̇2
4u̇1

+ u̇1+u̇2
4u̇2

= (u̇1+u̇2)
2

4u̇1u̇2
. This means that for u̇1 � u̇2 this factor is equal to 1,

and finally, we can write

μ̆ (x, y) �
2π∫

0

βm∫

−βm

pf
(
β,αf

)
intL (Δβ) dβdαf , (30)
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Fig. 4 Selecting
complementary projection
values

which is consistent with a form of the formula of the back-projection operation for
parallel beams. Therefore, formula (30) can be used directly to obtain a reference
image for the analytical statistical iterative reconstruction algorithm which was orig-
inally formulated for parallel beam scanner geometry (1) and (2).

3 Experimental Results

In our experiments, we used projections obtained from a C-arm scanner. Parameters:
SDD = 1025mm (Source-to-Detector Distance); Rf = 825mm (SOD (Source-
to-AOR Distance)); number of views per rotation � = 538; number of pixels in
detector panel 756; detector width 307.2mm. During the simulations, the size of the
processed image was fixed at I× J = 512× 512 pixels. The coefficients hΔi,Δj were
precomputed before we started the reconstruction process and were fixed for the sub-
sequent processing. We started the actual reconstruction procedure and performed a
back-projection operation to get a blurred image of the x-ray attenuation distribution
in a given cross-section of the investigated object. The image obtained in this way
was then subjected to a process of reconstruction (optimization) using an iterative
statistically-tailored procedure. The starting point of this procedure can be chosen
from any standard reconstruction method, for example an FBP reconstruction algo-
rithm. It is worth noting that our reconstruction procedure was performed without
any regularization regarding the objective function described by (1).

Aviewof the reconstructed image after 30000 iterations is presented in Fig. 5b. For
comparison, the image reconstructed using a standard FBP reconstruction method is
also presented (Fig. 5a).
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Fig. 5 View of the images
reconstructed image using
the standard FBP with
Shepp-Logan kernel (a);
reconstructed image using
the method described in
this paper after 30000
iterations (b)
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4 Conclusion

In this paper we have presented a fully feasible statistical reconstruction algorithm
for fan-beam projections. It has been proven that this statistical approach, originally
formulated for parallel beam geometry, can be adapted for fan-beam scanner geom-
etry, with the direct use of projections. Consequently, after only a few additional
transformations, the algorithm can be used for helical cone-beam scanners. Simu-
lations have been performed, which prove that our reconstruction method is very
fast (thanks to the use of FFT algorithms) and gives satisfactory results with sup-
pressed noise, without the introduction of any additional regularization term. It is
worth underlining that in the algorithm shown here, no additional geometrical cor-
rection of the projection lines has been used. The coefficients hΔi,Δj are precalculated
according to Eq. (4) before the start of the actual reconstruction procedure and are
the same for all pixels in the reconstructed image.
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3D Measurement of Geometrical Distortion
of Synchrotron-Based Perforated Polymer
with Matlab Algorithm

Michał Walczak

Abstract Nowadays, many fields of science, are basing on information provided
in form of photographs, projections or cross-sections. Especially medical diagnosis
became a process impossible to be conducted effectively and efficiently without
use of modern tools of analysis. While analyzing data, researcher thinks of what
he observes in terms of features of a sample, not artifacts that may be related with
the method used to acquire the data. Microtomography is one of techniques that
require specific experience and approach while analyzing data provided, because of
the variety of artifacts present on the image. The aim of the article is to measure
perforations of a sample, and compare the results to their actual shape.

Keywords Image processing · Algorithm · Microtomography

1 Introduction

X-ray Microcomputed Tomography is method basing on reconstruction of multiple
images, so called projections (Fig. 1), of sample placed under changing angle in
relation to the source of electromagnetic radiation and the detector of that radiation.
Absorption of X-ray radiation can be calculated with Lambert-Beer law (1) [4, 6] and
in traditional tomography this absorption process is a fundament of that technique.

l = l0 exp(−µx) (1)

Besides of absorption, electromagnetic radiation observed on detector is func-
tion of numerous features of X-rays, such as different absorption based on different
frequency of electromagnetic waves or deflection on edges of two different density
factions of sample. Considering all the flaws of equipment, like fluctuation of cur-
rent during scanning procedure, non-linear reaction of detectors, changing the source
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Fig. 1 One of the
projections used during
sample reconstruction

temperature during scanning procedure, or simple wear of that light source over the
period of use, onemay conclude, that images can be subject of many artifacts, objects
or features present on image, related to the technique itself, not to the sample [3].

Some of artifacts, however, can be used as an advantage of this technique, for
instance, phase contrast [1, 9], which is a technique of scanning basing on deflection
of X-rays, and enhancing edges of two different density factions of sample. Some
of artifacts can be suppressed or corrected, like so called Ring-Artifacts [5]. They
can be suppressed with shifting detector or white reference correction, and using a
monochromatic light source can exclude the beam hardening problem of absorption
of heterochromatic X-rays.

One of the artifacts present on images of measured sample (Fig. 3E) is the artifact
caused by the shift of the center of rotation, occurring in most of the cases, when
sample moves slightly during scanning procedure. Most of reconstruction software
should be capable of finding the center of rotation automatically, but if the sample
moved from center of rotation, for example, due to thermal expansion of sample or
mounting, it may be necessary to find the center of rotation manually. In this case,
it was necessary to perform several reconstructions of singular slice, and basing on
user experience choose the best value. After reconstructing several singular slices,
for optimal value of Center Shift parameter this “mustache” like artifact is the least
visible on the whole picture. For other values, artifacts present themselves more
significant on some parts of the image.

Main motives for this research were to perform measurements of perforations
dimensions changes on different depths of the perforations and evaluate deviations
created during scanning procedure. Author’s previous study has proven that not only
the perforation dimension shows distortion from the actual size, but also the very
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shape of perforation appears to be distorted. Since all the perforations should be
round (in y, z plane), algorithm previously designed and used for another study, as
a tested and reliable source of measurements was proposed [7] to evaluate shape
distortion.

2 Materials and Experiment

In this section the preparation of a sample, its scanning procedure and measurements
algorithm will be presented.

2.1 Sample Preparation

The sample called SU8 (Fig. 2) is made with polymer with thin layer of gold on plane
perpendicular to perforations. Perforations created with lithographic method based
on X-ray radiation obtained in synchrotron are so precise, that we can call them
ideal shape pattern [2], so all deformation visible should be related with imagining
method.

Dimensions of perforations were measured with electron microscope to confirm
precision of sample manufacturing. Sample consist of 9 perforations, but only the
smallest one will be used for study since geometrical distortion is mostly visible
within this perforation. Its actual size is 40 µm in diameter, which was confirmed by
measurement performed with electron microscope.

2.2 Scanning Procedure

Sample was scanned with microCT XRadia scanner in Henry Moseley X-ray Imag-
ining Facility, University of Manchester. Sample was mounted on a thin piece of

Fig. 2 Polymer perforated
with synchrotron radiation
(data visualisation)
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Table 1 Scanning parameters using X-Radia

Voltage
(kV)

Current
(µA)

Optical
magnifica-
tion

Pixel size
(µm)

Number of
projections
(N)

Angle of
rotation (◦)

Data type
(B)

40 250 19.401× 0.61 1701 180 16

wood being fixed with double sided glue tape, so that both sample and mount have
similar density in order to avoid significant attenuation differences and thus X-ray
beam distortion. Sample is tilted by few degrees so that thin layer of gold would
not be parallel to X-ray beam at all angles of rotation causing obstruction of X-rays.
Scanning parameters are shown in Table1. Projections were recorded over 180◦.

2.3 Data Processing and Measuring Algorithm

Projections were reconstructed with standard filtered back projection based algo-
rithm.White reference correctionwas applied. Center of rotationwas foundmanually
to ensure highest possible image quality and to minimalize potential artefacts.

Slices created thatwaywerefilteredwith 3Dmedianfilterwith 3× 3× 3 structural
element to decrease noise with lowest distortion of image. After filtering, the slices
were cut to decrease volume of data in order to speed up calculations and decrease
hardware requirements while post-processing of data. Segmentation of sample was
based on region growing technique similar with global threshold. No additional
segmentation process took place. At this point some impurities of sample are visible
(Fig. 3), but some of perforations remain clear and suitable for measurements.

Fig. 3 SU8 Segmented
slice. A perforation used for
measurements. B sample
damage. C sample
impurities. D geometrical
distortion due to scanning
artifact. E artifact caused by
shift of center of rotation
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Fig. 4 Sphere (white) being placed in one of the perforation (gray)

Measuring Algorithm was written in Matlab� and proposed for studies on
viviparous land snails [7]. Algorithm was designed to measure maximum sphere
that can be placed inside of a progressing cavity in complex 3D environment. Basing
on the assumption, that designed shape of perforation is round, measurements of
radius of maximum sphere should result in measuring dimension of the perforation.
Any deviation from this measurement should arise from algorithm accuracy and
image distortion only (Fig. 4).

During the process of measurement algorithm searches immediate surrounding
for points with maximum radius of sphere that could be situated in that place (Fig. 5).
Algorithm calculates the distance from the nearest object (edge of perforation) basing
on Euclidean distance. In a given number of iterations the algorithm moves back the
center of sphere away from the nearest edge of the sample, and calculates the sphere
radius again. This process is taking place till the center of sphere is placed the way
that the sphere has a maximum radius. Next step is calculating place for next sphere
basing on previous two calculated spheres. The algorithm was described in details
in another authors paper [7, 8].

Because of the nature of the algorithm, it is possible to measure another structures
for medical research purposes, such as blood vessels. Flow depends significantly
on cross sectional area of the vessel, so its measurements accuracy would depend
on 3D shape of that vessel. In the other hand, measuring of maximum sphere (or
series of spheres) possible to be placed inside the vain could bring valuable data for
angioplasty. Another application of the algorithm could be examination of patency
of urethra or bronchi on CT images.
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Fig. 5 Flow chart of the
measuring algorithm

3 Results

Total execution time of measuring and placing the spheres on a personal computer
took less than a minute. Implementation of measuring algorithm is presented in table
containing three coordinates of center of the sphere and radius of that sphere. From
that data, distance between spheres was calculated in order to measure progress of
measurement, and simplify sphere position in perforation which can be considered
as one dimensional structure.

Measured maximum sphere radius, its median and actual size are shown in Fig. 6.
Visualization of spheres calculated by the algorithm are presented in Fig. 7. Due
to small difference between spheres, visible structure can be seen as a canal-like
structure.Also, cross sectionof one sphere beingplaced in the perforation is presented
in Fig. 4.

Meanmeasured radius of sphere placed on the perforation is 18.15µm.The length
over which the measurement was performed is 420.13µm.
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Fig. 6 Measured radius of maximum sphere placed in side of the perforation

Fig. 7 Visualization of
measured maximum spheres
(red) placed inside of the
perforation

4 Discussion

The measurements were focused only on the smallest perforation (40µm diameter).
Since scanning resolution is 0.6µm we can expect representation of the structure
with good resolution and distortion from actual size not greater than 1.5%, but the
measured radius equals 18.15µm which is 90.75% of actual size. Analyzing of the
cross section of sphere placed in perforation (Fig. 4) may shed some light on cause of
distortion of calculated diameters. Edge of the perforation visibly shows distortion
from round shape of unknown origin. It is worth notifying that the pattern of sample
perforations shows axial symmetry so the deflection of electromagnetic wave could
cause visible shape distortion, but only if this distortion would share axial symmetry.
In this case the distortion seems to have a triangle shape, that could not been caused
by the deflection.
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Results show greatest difference between manufactured and measured dimension
of perforation at 72.74µm of measurement path. This discrepancy is caused by the
distortion in shape of perforation arisen during scanning procedure, visible on data,
not in the real sample itself. The distortion of radius visible at 72.74µmof perforation
depth is cause by the impurity of the sample. Since the algorithm measures the
diameter of maximum several times at various points of a perforation it is possible
to measure diameter even if the canal is partially damaged or impure.

The results have proven that the distortion of the sample is greater than the scan-
ning resolution itself. Besides of regular diameter of perforations the shape could
be analyzed the way the shape distortion have been visible. Also, the measuring
algorithm shows tolerance to canal impurity delivering the results despite partial
perforation narrowing.
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Improving Children Diagnostics by Efficient
Multi-label Classification Method

Kinga Glinka, Agnieszka Wosiak and Danuta Zakrzewska

Abstract Using intelligent computational methods may support children diagnos-
tics process. As in many cases patients are affected by multiple illnesses, multi-
perspective view on patient data is necessary to improve medical decision making. In
the paper, multi-label classification method—Labels Chain is considered. It performs
well when the number of attributes significantly exceeds the number of instances.
The effectiveness of the method is checked by experiments conducted on real data.
The obtained results are evaluated by using two metrics: Classification Accuracy and
Hamming Loss, and compared to the effects of the most popular techniques: Binary
Relevance and Label Power-set.

Keywords Children diagnostics · Problem transformation methods · Labels chain ·
Multi-label classification

1 Introduction

Medical progress and the equipment development make possible collecting the
increasing amount of patient data. Clinical records usually contain many parameters,
which can be used for diagnostics purpose. However, in many cases, using intelli-
gent computational methods is necessary to increase the process efficacy. A reliable
data classification is one of the technique which can help medical staff in disease
diagnosis, prevention and treatment.

Considering single-label classification problem may not be effective for medical
data as remarkably often patients are affected by multiple illnesses. Dealing with
the interaction of multiple comorbidities in a heterogeneous population of patients is
mentioned as the big challenge to overcome [1]. In that case, multi-label classification
technique may be helpful. In the medical informatics and data mining community
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[14] there has already been discussed, that classifying patients according to their
physiological values and laboratory tests may improve decision making process. We
propose to use the multi-label classification for improving children diagnostics.

Medical classification very often has to deal with relatively small number of
instances, which are usually described by many features and thus, specialized meth-
ods to deal with that kind of data are required. There exist universal techniques for
multi-label classification that can be used for any dataset. However, they do not
provide satisfactory accuracy in many cases, especially when sets of attributes are
relatively large in comparison to the number of instances [3].

In the paper, we consider application of the problem transformation method,
which performs well when the number of attributes significantly exceeds the number
of instances. The technique was firstly introduced in [3], where its performance was
examined by taking into account accuracy for two-label classification of datasets of
images and music. In the current research, the technique is used for multi-perspective
classification problem of children diagnostics, where cases are described by labels
from separate sets. The method is validated by the experiments done on real data.
The detailed statistical analysis was performed to compare the results with the ones
obtained by using separate single-label classification tasks as well as application of
the most commonly used problem transformation methods: Binary Relevance and
Label Power-set.

The remainder of the paper is organized as follows. In the next section, relevant
work is presented. Then, the proposed methodology is described. In the following
section, the experiments and their results are discussed. Finally, some concluding
remarks and future research are presented.

2 Relevant Research

There are two most commonly applied categories of multi-label classification. The
first approach, based on adaptation methods, extends specific algorithms to obtain
the classification results directly. Methods of the second category transform multi-
label classification problems into single-label tasks. Such approach allows to apply
well-known classification algorithms to multi-label classification problems.

There exist several transformation techniques [16]. The simplest approach con-
sists in changing the problem into single label classifications. These techniques are
very simple but the information on multi-label dataset is lost. As the most popu-
lar methods there should be mentioned Binary Relevance (BR) and Label Power-set
(LP) techniques. The first method transforms multi-label problem into several binary
classification tasks by using one-against-all strategy. The method produces the union
of the labels, which are obtained by binary classifiers. Main disadvantage of BR
technique consists in ignoring all the label correlations existing in a considered
dataset [16].
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LP creates new classes of all unique sets of labels which exist in the multi-
label training dataset. Thus, every complex multi-label task can be changed into
one single-label classification. LP method does not depend on a number or variety
of labels assigned to the instances. The main disadvantage of creating new labels is
that it may lead to datasets with a large number of classes and few instances which
represent them [16].

In medicine area multi-label classification mostly has been applied to document
classification. Zha et al. [20] consider free text clinical records categorization accord-
ing to their specified disease labels. They proposed application of two algorithms:
Sampled Classifier Chains and Ensemble of Sampled Classifier Chains, which intelli-
gently select labels to be treated as extra input, what allows to exploit disease relation
beneficial to classification. Experiments conducted on real datasets have shown the
advantage of the proposed approaches. In the paper [12], the authors study the role of
the feature selection, training data selection and probabilistic threshold optimization
in improving different multi-label classification approaches. They have explored dif-
ferent transformation techniques to extract ICD-9-CM diagnosis codes from clinical
narratives. The proposed method has been validated by using EMRs from two differ-
ent datasets. Medical document records are very often taken into account to evaluate
and compare different multi-label classification techniques (see example [9]).

Patient medical records were considered by Qu et al. [10], who introduced modifi-
cations of mult-label Bayesian classifier taking into account the dependency between
two labels as well as a set of labels. The authors validated the proposed methods on
real medical data of the pain medicine to predict effects of treatment plans.

3 Methodology

Cardiovascular and rheumatic diseases become a serious problem in developmen-
tal age population. Intra-uterine growth restriction (IUGR) is an important issue for
paediatricians, as it occurs in about 3–10 % of newborns. Since the 1990s, it has been
known that abnormalities during fetal growth may result in cardiovascular disease,
including hypertension in adulthood [18]. Furthermore, primary arterial hypertension
is diagnosed increasingly often and in patients at ever younger ages. Similarly, juve-
nile idiopathic arthritis (JIA) is the most common chronic rheumatological disease
of childhood [8].

Early diagnostics of diseases enables prevention of morbidity and mortality caused
by cardiovascular disorders in adulthood [19]. Therefore, finding an effective method
for medical diagnosis in children is an important issue and many efforts are made
to improve automated classification accuracy. Conventional approaches in medical
diagnostics usually deal with single classification, which means that patient’s data
are gathered and analysed to asses one particular disease. Assigning more than one
label may result in discovering also comorbidities and lead to improved and earlier
diagnosis.
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In the paper, two transformation methods based on separate single-label classifica-
tion tasks are examined: Independent Labels and Labels Chain. The first technique
executes all the classification tasks separately. The second one takes into account
consequential labels in each following classification step. Let us consider the set of
all the labels L and let K denotes a set of labels respective to the instance.

Independent Labels (IL) works similarly to Binary Relevance method, however,
instead of |L| binary classifiers |K| multiclass classifiers should be learnt, assuming
that the number of labels of each instance is known. IL is the approach where each
label constitutes a separate single-label task. Thus, when labels belong to separate
sets, single-class problems are considered. IL is competitive in time and computa-
tional complexity in the cases of the small number of labels per instance. However,
the algorithm ignores existing label correlations during classification process.

Labels Chain (LC) is the improvement of IL method, that uses mapping of relation-
ship between labels. LC algorithm also assumes the number of labels for instances to
be known. It requires to learn |K| multiclass classifiers, and consecutively uses result
labels as new attributes in the following classification process. Thus, the classifica-
tions chain is created (the idea has been used so far only for binary classifications
[11]). As classifications are not totally independent from themselves, such approach
enables providing better predictive accuracy. Detailed descriptions of the both of the
algorithms are presented in [3]. For the purpose of children diagnostics, IL is used
as indirect method, improved by LC approach.

As the first and less restrictive metric used for evaluating classification results,
Hamming Loss will be considered. It was proposed in [13] for evaluating the perfor-
mance of multi-label classification. It calculates the fraction of incorrectly classified
single labels to the total number of labels. As it is a loss function, the smaller value is
connected with the better effectiveness of the algorithm.Hamming Loss is defined as:

HL = 1

N

N∑

i=1

xor (Yi,F(xi))
|L| , (1)

where: xi are instances, i = 1..N , N is their total number in the test set, Yi denotes the
set of true labels and F(xi) is the set of predicted labels during classification process,
operation (Yi,F(xi)) gives the difference between these sets.

Classification Accuracy (also known as exact match) is much more strict evalua-
tion metric for multi-label classification, thus more suitable for medical diagnostics.
Contrarily to the Hamming Loss measure, it ignores partially correct sets of labels by
marking them as incorrect predictions, and requires all labels to be an exact match of
the true set of labels. Classification Accuracy for multi-label classification is defined
as [6]:

CA = 1

N

N∑

i=1

I (Yi = F(xi)) , (2)

where: I(true) = 1 and I(false) = 0.
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To verify experimental results, a detailed statistical analysis will be performed.
The Friedman test will be used with the corresponding post-hoc analysis. It was
proved to be suitable for comparison of many classifiers over multiple data sets [2].

4 Experiment Results and Discussion

To verify the proposed methodology, three different datasets have been considered,
namely JIA for juvenile idiopathic arthritis classification, IUGR for medical prob-
lems concerning infants being born as small for gestational age, and CTG for car-
diotocography examination. The JIA and IUGR datasets were collected from chil-
dren hospitalized in the University Hospital No 4, Department of Cardiology and
Rheumatology, Medical University of Lodz.

The JIA dataset is considered twice in the experiments. Firstly, JIA is denoted
as JIA#1 and consists of 50 instances with diagnosed juvenile idiopathic arthritis
characterized by 16 attributes. Peripheral blood samples were obtained by laboratory
tests, whereas parameters concerning synovial fluid were obtained during diagnostic
punction. Detailed procedure of juvenile idiopathic arthritis treatment can be found
in [15]. As a result, the dataset is defined using 16 attributes. Each case in JIA#1
is described by two label sets: L1 and L2. First label set L1 classifies JIA as one of
three types: oligoarticular JIA, polyarticular JIA and systemic JIA. Another label set
L2 refers to disease activity, that can be low, medium or high. Second JIA dataset—
denoted as JIA#2—is built by joining JIA#1 with a group of healthy children. JIA#2
consists of 67 cases and excludes one attribute, that has not been gathered for healthy
children (1.25-dihydroxyvitamin D3). One more label in each label set denoted as
‘none’ was included.

The IUGR dataset consists of instances represented by parameters of high blood
pressure in children born with intrauterine growth restriction (IUGR). The character-
istics includes perinatal history, risk factors for IUGR, family history of cardiovascu-
lar disease, nutritional status, echocardiography and blood pressure measurements.
Each sample is defined by 120 attributes. The full medical description of data was
presented in [18]. The whole dataset IUGR is considered twice building two separate
subsets labeled by different label sets. Thus, data was fully described and has no
missing values. First 50 instances are denoted as IUGR#1 with two label sets: L1

classifies children into symmetrical, rather symmetrical or asymmetrical types of
IUGR, L2 refers to nocturnal hypertension and determines whether the patient is a
dipper or non-dipper. The second IUGR#2—is described by two label sets: the first
label set L1 pertains the same as for IUGR#1, while the second label set L2 refers
to high blood pressure diagnostics and classifies samples as prehypertension and
hypertension.

The “CTG” dataset comes from UCI Machine Learning Repository [7]. It contains
the Fetal Heart Rate, measurements from cardiotocography, and the diagnosis group
classified by gynecologist. There are 21 attributes in the dataset, including 11 con-
tinuous, 9 discrete and 1 nominal scales. The details for the dataset were presented
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Table 1 Datasets characteristics

Dataset Instances Attributes Label set L1 Label set L2

JIA#1 50 16 3 3

JIA#2 67 15 4 4

IUGR#1 50 120 3 2

IUGR#2 24 120 3 2

CTG 650 21 3 10

in [5]. The number of observations covers 2126 cases in total. For the purpose of our
investigations, subsamples of 650 instances are built. Each specimen is described
by two labels derived from two separate classes. First label classifies cases as:
N—normal, S—suspect, and P—pathologic. The second label refers to fetal heart
rate (FHR) and takes values 1–10. The main characteristics of the considered datasets,
such as the number of data instances, attributes or labels are presented in Table 1.

The aim of the experiments was to examine the performance of the proposed
technique as supporting of children diagnostics. The experiments were conducted on
five datasets: JIA#1, JIA#2, IUGR#1, IUGR#2 and CTG. During experiments Clas-
sification Accuracy (CA) and Hamming Loss (HL) were calculated, and compared
for the considered IL and LC methods as well as distinct problem transformation
techniques of multi-label classification: popular BR and LP techniques.

For all the datasets the experiments were conducted twice: for training (2/3 of
all the instances) and test set (1/3 of instances), and also by using 10-fold cross-
validation. Tables 2, 3, 4, 5, and 6 present average values ofCA andHL, with standard
deviations from ten repeated classification processes for randomized instances. In
the case of LC method, two possible labels’ orders were considered and the best
values were taken into account from all single classifications.

All the examined techniques were conjunct with five single-label classifiers:
k-nearest neighbours kNN, naive Bayes NB, support vector machine SVM, multilayer
perceptron MLP and C4.5 decision tree [17]. The software implemented for experi-
ments was based on WEKA Open Source [4] with its default parameters.

The last step of experiments concerned statistical analysis of considered classifi-
cation techniques. All the classifiers over all the datasets were compared using the
Friedman test with post-hoc analysis.

Results for JIA#1 dataset are presented in Table 2 and Fig. 1. For all experiments
and classifiers the best values of the both CA and HL were obtained for LC method.
The higher result of CA, equal to 72 ± 13.98 %, and at the same time the smaller
value 10 ± 4.71 % of HL, were obtained by MLP classifier for divided dataset into
2/3 training and 1/3 test set. For 10-fold cross-validations the best value can be
noticed also for considered LC method and MLP classifier with effectiveness of
56.71 ± 3.71 %. The worst effects were reported for BR method with C4.5 classifier
(29.66 ± 18.63 % of CA) and SVM classifier (27.49 ± 0.50 % of HL), both for
experiments with 10-fold cross-validation.
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Table 2 JIA#1: Classification Accuracy (CA) (%) and Hamming Loss (HL) (%)

Binary
relevance

Label
power-set

Independent
labels

Lables chain

2/3 training set, 1/3 test set

kNN CA 43.75 ± 12.15 43.75 ± 12.15 43.75 ± 12.15 48.00 ± 16.87

HL 25.63 ± 5.65 25.63 ± 5.65 25.63 ± 5.65 20.67 ± 7.98

NB CA 33.13 ± 11.43 48.75 ± 11.71 50.00 ± 13.82 68.00 ± 16.87

HL 19.38 ± 3.52 20.83 ± 7.15 19.38 ± 4.40 12.00 ± 6.13

SVM CA 43.13 ± 16.26 50.00 ± 8.84 50.00 ± 8.84 66.00 ± 16.47

HL 26.46 ± 3.11 25.62 ± 4.82 25.62 ± 4.82 16.67 ± 11.00

MLP CA 46.88 ± 8.96 50.63 ± 15.15 61.25 ± 7.10 72.00 ± 13.98

HL 17.71 ± 3.51 20.00 ± 6.07 15.42 ± 3.83 10.00 ± 4.71

C4.5 CA 33.75 ± 7.34 53.13 ± 7.93 48.13 ± 9.79 64.00 ± 18.38

HL 18.34 ± 3.65 17.29 ± 4.06 19.79 ± 3.84 14.67 ± 8.20

10-fold cross validation

kNN CA 38.28 ± 2.29 38.28 ± 2.29 38.28 ± 2.29 39.89 ± 2.83

HL 26.12 ± 0.78 26.12 ± 0.78 26.12 ± 0.78 25.92 ± 0.98

NB CA 34.07 ± 2.62 44.29 ± 2.68 52.90 ± 4.07 53.90 ± 3.72

HL 18.80 ± 1.02 21.24 ± 1.02 17.30 ± 1.36 16.90 ± 1.20

SVM CA 43.48 ± 1.65 44.09 ± 0.28 44.09 ± 0.28 44.09 ± 0.28

HL 27.49 ± 0.50 27.32 ± 0.04 27.32 ± 0.04 27.32 ± 0.04

MLP CA 44.90 ± 5.09 47.49 ± 3.12 56.70 ± 5.29 56.71 ± 3.71

HL 17.27 ± 1.83 20.71 ± 1.40 15.70 ± 2.28 15.37 ± 0.97

C4.5 CA 29.66 ± 4.51 50.69 ± 4.14 48.88 ± 5.54 48.88 ± 5.54

HL 18.68 ± 1.40 18.31 ± 2.02 19.32 ± 2.67 19.25 ± 2.52
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Fig. 1 JIA#1: two series—2/3 test and 1/3 training set, and 10-fold cross-validation. aClassification
Accuracy (CA) (%). b Hamming Loss (HL) (%)
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Table 3 and Fig. 2 present results of experiments for JIA#2 dataset. Also this time,
in all the cases the best effectiveness of the classification process was observed
for LC technique without cross-validation, especially with C4.5 classifier—82.86 ±

Table 3 JIA#2: Classification Accuracy (CA) (%) and Hamming Loss (HL) (%)

Binary
relevance

Label
power-set

Independent
labels

Lables chain

2/3 training set, 1/3 test set

kNN CA 49.09 ± 6.36 49.09 ± 6.36 49.09 ± 6.36 54.29 ± 15.67

HL 18.07 ± 2.70 18.07 ± 2.70 18.07 ± 2.70 15.36 ± 6.08

NB CA 30.45 ± 12.31 57.73 ± 5.27 63.18 ± 6.23 68.57 ± 17.56

HL 15.85 ± 2.47 13.30 ± 2.28 11.36 ± 2.34 9.64 ± 5.85

SVM CA 0.00 ± 0.00 30.45 ± 7.74 33.64 ± 8.62 42.86 ± 17.82

HL 26.02 ± 2.30 30.00 ± 4.61 28.07 ± 3.43 25.00 ± 4.12

MLP CA 39.09 ± 9.63 50.45 ± 7.86 51.82 ± 8.08 71.43 ± 9.52

HL 16.53 ± 2.75 18.07 ± 4.20 15.91 ± 4.18 8.93 ± 3.47

C4.5 CA 49.55 ± 14.60 68.18 ± 7.42 64.09 ± 9.69 82.86 ± 13.13

HL 11.42 ± 3.02 9.09 ± 2.27 10.68 ± 2.95 5.00 ± 3.84

10-fold cross validation

kNN CA 50.45 ± 2.61 50.45 ± 2.61 50.45 ± 2.61 46.87 ± 2.56

HL 18.36 ± 1.15 18.36 ± 1.15 18.36 ± 1.15 19.52 ± 1.00

NB CA 41.49 ± 3.36 54.93 ± 2.09 61.19 ± 2.90 61.79 ± 2.46

HL 13.71 ± 0.94 14.22 ± 0.83 12.05 ± 1.09 12.02 ± 0.84

SVM CA 0.00 ± 0.00 32.84 ± 0.00 32.84 ± 0.00 32.84 ± 0.00

HL 25.47 ± 0.49 27.99 ± 0.00 27.99 ± 0.00 27.99 ± 0.00

MLP CA 41.34 ± 3.30 50.60 ± 2.28 49.10 ± 2.48 50.90 ± 1.92

HL 16.72 ± 1.11 17.35 ± 1.37 15.93 ± 0.58 15.37 ± 0.93

C4.5 CA 47.46 ± 3.13 62.84 ± 2.94 60.00 ± 3.90 60.75 ± 3.52

HL 12.76 ± 1.34 10.60 ± 0.94 11.49 ± 1.33 11.46 ± 1.19
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Fig. 2 JIA#2: two series—2/3 test and 1/3 training set, and 10-fold cross-validation. aClassification
Accuracy (CA) (%). b Hamming Loss (HL) (%)
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13.13 % of CA and 5.00 ± 3.84 % of HL values. For comparison, the lower value of
CA was even equal to 0.00 % (for BR method) and the higher one of HL—30.00 ±
4.61 % (for LP technique), both in conjunction with SVM classifier. This time the
worst results are comparable for two series of experiments, with and without 10-fold
cross-validation.

The results for the third dataset IUGR#1 are placed in Table 4 and Fig. 3. Simi-
larly to the previous dataset, the best results of both metrics were obtained for the
conjunction of LC method and C4.5 classifier, for divided dataset into training and
test sets—62.00 ± 27.41 % of CA and 19.20 ± 15.64 % of HL. The worst results can
be again noticed for Binary Relevance with SVM (CA equal to 17.50 ± 13.11 %)
and with NB (HL equal to 39.75 ± 6.40 %), also this time without cross-validation.
10-fold cross-validation allowed to obtain results of CA from about 17–50 % and HL
equals about 22–39 %.

Table 5 and Fig. 4 show results for the IUGR#2 dataset. Also in this case, LC
method gave the best results—70.00 ± 18.92 % of CA and 14.67 ± 9.84 % of HL,
both for NB classifier and no cross-validation. With 10-fold cross-validation the best

Table 4 IUGR#1: Classification Accuracy (CA) (%) and Hamming Loss (HL) (%)

Binary
relevance

Label
power-set

Independent
labels

Lables chain

2/3 training set, 1/3 test set

kNN CA 32.50 ± 9.22 32.50 ± 9.22 32.50 ± 9.22 50.00 ± 25.39

HL 32.75 ± 6.61 32.75 ± 6.61 32.75 ± 6.61 23.20 ± 12.19

NB CA 18.13 ± 11.95 25.00 ± 12.84 28.75 ± 14.19 40.00 ± 18.86

HL 39.75 ± 6.40 37.50 ± 7.73 39.00 ± 7.66 28.00 ± 10.83

SVM CA 17.50 ± 13.11 30.63 ± 10.40 30.63 ± 10.40 46.00 ± 18.97

HL 33.25 ± 2.06 31.25 ± 4.29 31.25 ± 4.29 24.00 ± 10.67

MLP CA 31.88 ± 9.52 41.88 ± 10.64 39.38 ± 10.64 54.00 ± 18.97

HL 30.00 ± 7.22 29.25 ± 6.78 30.50 ± 7.62 23.20 ± 10.96

C4.5 CA 28.13 ± 9.43 41.88 ± 16.42 49.38 ± 9.52 62.00 ± 27.41

HL 29.63 ± 5.65 25.25 ± 6.17 22.75 ± 5.20 19.20 ± 15.64

10-fold cross validation

kNN CA 26.20 ± 3.19 26.20 ± 3.19 26.20 ± 3.19 28.60 ± 2.99

HL 37.68 ± 1.43 37.68 ± 1.43 37.68 ± 1.43 36.72 ± 1.10

NB CA 17.00 ± 2.36 27.60 ± 3.98 27.40 ± 2.67 27.40 ± 2.67

HL 39.48 ± 1.92 34.56 ± 2.84 36.72 ± 2.11 36.56 ± 2.17

SVM CA 30.60 ± 3.27 32.00 ± 0.00 32.00 ± 0.00 32.00 ± 0.00

HL 31.80 ± 1.35 31.20 ± 0.00 31.20 ± 0.00 31.20 ± 0.00

MLP CA 32.40 ± 5.06 42.80 ± 3.29 40.40 ± 5.32 42.80 ± 3.91

HL 29.20 ± 2.10 29.36 ± 1.73 28.72 ± 2.98 27.36 ± 2.44

C4.5 CA 32.80 ± 3.79 42.60 ± 3.27 50.20 ± 3.58 50.20 ± 3.58

HL 25.64 ± 2.02 25.20 ± 1.57 22.16 ± 2.17 22.16 ± 2.17
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Fig. 3 IUGR#1: two series—2/3 test and 1/3 training set, and 10-fold cross-validation. a Classifi-
cation Accuracy (CA) (%). b Hamming Loss (HL) (%)

result of effectiveness was much lower, equals 37.91 ± 6.65 %. The worst results
of CA can be noticed for the conjunction of BR and SVM (15.00 ± 14.19 %), and
the higher value of HL was obtained for three methods: BR, LP and IL with kNN
classifier (equal to 46.00 ± 6.15 %), all with no cross-validation.

The last dataset CTG gave the most comparable results for the tested methods
(Table 6, Fig. 5). However, also in this case, LC method allowed to obtain the highest
value of CA—78.82 ± 1.62 % for C4.5 and experiments for divided dataset. Also
this time BR (with SVM classifier) proved to give the worst CA result, while the
higher value of HL can be noticed for the both LP and IL methods, for conjunction
with SVM classifier and with cross-validation.

Summing up the investigations, conducted experiments on all the datasets, gave
generally the best classification effectiveness for proposed LC technique. The dif-
ference between commonly used BR and LP algorithms, and the proposed method
is from about 1 % to even 50 %. What is more, experiments conducted for divided
datasets into training and test sets (proportion 2/3–1/3) and again with 10-fold cross-
validation present the potential of the proposed method in different classification
conditions.

Statistical analysis showed the advantage of LC method. The overall significance
level of differences for all mentioned classification techniques using the Friedman
test was below 0.01. The detailed post-hoc analysis was performed by comparing
absolute differences between average ranks of classifiers over all the considered
datasets. Values of differences between LC and the rest of classification approaches
for all classifiers were above the threshold of 0.05 significance level, what proves
that LC method outperformed the rest of the techniques.

Comparing IL and LC methods, one can conclude, that experiments showed the
advantage of using multi-label techniques for multi-perspective classification prob-
lems of children diagnostics, what indicates on the importance of mapping depen-
dencies between labels during classification process.
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Table 5 IUGR#2: Classification Accuracy (CA) (%) and Hamming Loss (HL) (%)

Binary
relevance

Label
power-set

Independent
labels

Lables chain

2/3 training set, 1/3 test set

kNN CA 18.75 ± 10.62 18.75 ± 10.62 18.75 ± 10.62 56.67 ± 27.44

HL 46.00 ± 6.15 46.00 ± 6.15 46.00 ± 6.15 22.67 ± 16.69

NB CA 33.75 ± 13.24 45.00 ± 13.44 46.25 ± 15.65 70.00 ± 18.92

HL 29.75 ± 8.45 30.00 ± 8.82 30.50 ± 9.56 14.67 ± 9.84

SVM CA 15.00 ± 14.19 25.00 ± 10.21 28.75 ± 8.44 50.00 ± 17.57

HL 37.50 ± 7.17 37.00 ± 10.59 34.00 ± 8.43 20.00 ± 7.03

MLP CA 18.75 ± 8.84 26.25 ± 10.94 23.75 ± 10.94 43.33 ± 16.10

HL 39.75 ± 6.61 40.50 ± 5.99 38.50 ± 6.69 29.33 ± 10.52

C4.5 CA 17.50 ± 12.08 35.00 ± 18.45 35.00 ± 11.49 66.67 ± 15.71

HL 33.75 ± 8.92 36.50 ± 11.32 29.50 ± 7.25 18.67 ± 9.33

10-fold cross validation

kNN CA 20.00 ± 4.30 20.00 ± 4.30 20.00 ± 4.30 22.08 ± 5.22

HL 45.83 ± 3.17 45.83 ± 3.17 45.83 ± 3.17 44.83 ± 2.15

NB CA 24.17 ± 3.83 39.17 ± 3.51 35.42 ± 4.05 35.42 ± 4.05

HL 34.25 ± 2.24 33.50 ± 2.00 37.00 ± 2.19 37.00 ± 2.19

SVM CA 20.42 ± 6.35 17.50 ± 6.46 29.17 ± 0.00 29.17 ± 0.00

HL 36.00 ± 2.11 39.50 ± 3.43 33.33 ± 0.00 33.33 ± 0.00

MLP CA 19.17 ± 4.48 25.83 ± 8.52 20.83 ± 5.20 22.92 ± 4.50

HL 37.33 ± 2.38 40.17 ± 5.90 38.50 ± 2.77 38.00 ± 2.33

C4.5 CA 27.50 ± 7.40 32.50 ± 8.52 37.92 ± 6.65 37.91 ± 6.65

HL 29.33 ± 4.33 35.00 ± 5.09 28.17 ± 3.81 28.17 ± 3.81
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Fig. 4 IUGR#2: two series—2/3 test and 1/3 training set, and 10-fold cross-validation. a Classifi-
cation Accuracy (CA) (%). b Hamming Loss (HL) (%)
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Table 6 CTG: Classification Accuracy (CA) (%) and Hamming Loss (HL) (%)

Binary
relevance

Label
power-set

Independent
labels

Lables chain

2/3 training set, 1/3 test set

kNN CA 68.18 ± 2.90 68.18 ± 2.90 68.18 ± 2.90 69.02 ± 6.23

HL 6.39 ± 0.75 7.97 ± 0.80 7.97 ± 0.80 7.30 ± 1.14

NB CA 24.67 ± 3.42 69.35 ± 2.88 63.60 ± 3.58 67.47 ± 4.48

HL 12.71 ± 0.83 8.35 ± 0.70 8.66 ± 0.69 7.84 ± 1.21

SVM CA 3.55 ± 0.74 33.13 ± 2.87 33.04 ± 3.01 37.75 ± 3.92

HL 10.64 ± 0.44 13.52 ± 0.68 13.52 ± 0.70 12.65 ± 0.93

MLP CA 62.20 ± 4.15 76.26 ± 3.71 73.46 ± 3.14 76.76 ± 3.47

HL 5.09 ± 0.35 6.71 ± 0.92 6.57 ± 0.62 5.75 ± 0.98

C4.5 CA 63.83 ± 2.50 77.15 ± 2.34 73.88 ± 3.43 78.03 ± 2.75

HL 4.88 ± 0.58 6.60 ± 0.57 6.64 ± 0.66 5.32 ± 0.78

10-fold cross validation

kNN CA 70.12 ± 2.05 70.12 ± 2.05 70.12 ± 2.05 69.43 ± 2.15

HL 6.08 ± 0.45 7.76 ± 0.53 7.76 ± 0.53 7.35 ± 0.49

NB CA 23.66 ± 3.43 69.63 ± 2.57 63.08 ± 2.92 63.85 ± 2.75

HL 13.13 ± 0.52 8.31 ± 0.60 8.80 ± 0.59 8.64 ± 0.66

SVM CA 5.43 ± 0.91 33.23 ± 1.09 33.11 ± 0.95 33.52 ± 1.03

HL 10.52 ± 0.26 13.58 ± 0.33 13.57 ± 0.33 13.48 ± 0.34

MLP CA 64.49 ± 1.66 77.17 ± 1.53 74.38 ± 1.66 75.38 ± 1.59

HL 4.84 ± 0.23 6.65 ± 0.32 6.52 ± 0.36 6.18 ± 0.36

C4.5 CA 66.71 ± 1.90 78.82 ± 1.62 76.45 ± 1.87 77.10 ± 1.78

HL 4.42 ± 0.26 6.45 ± 0.40 6.33 ± 0.46 5.87 ± 0.45
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Fig. 5 CTG: two series—2/3 test and 1/3 training set, and 10-fold cross-validation. a Classification
Accuracy (CA) (%). b Hamming Loss (HL) (%)
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5 Concluding Remarks

In the paper, improving children diagnostics by using multi-label classification is
considered. The application of the problem transformation method Labels Chain,
which performs well when the number of attributes significantly exceeds the number
of instances, is examined. The proposed methodology is evaluated by experiments
done on real patient records. Investigations showed the good performance of the LC
technique on the considered medical datasets taking into account two metrics: Clas-
sification Accuracy and Hamming Loss. Statistical analysis based on the Friedman
test with post-hoc analysis also proved the advantage of the proposed method. What
is more, experiment results showed that using multi-label classification can improve
multi-perspective classification of children diagnostics, while dependencies between
labels are mapped during classification process.

Future research will consist in further investigations of the problem transformation
methods for medical diagnostics purpose taking into account different evaluation
metrics as well as different kind of datasets. As the result building the tool which
will support doctors in diagnostics process will be planned.
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Building Intelligent Classifiers
for Doctor-Independent Parkinson’s Disease
Treatments

Artur Szymański, Stanisław Szlufik, Dariusz M. Koziorowski,
Piotr Habela and Andrzej W. Przybyszewski

Abstract In Parkinson’s disease (PD) neurodegenerative processes related to nerve
cell deaths have different time courses in individual patients, requiring individually
adjusted treatments to be performed under the supervision of an experienced neurol-
ogists. In this project, we have compared results of treatments performed by a neurol-
ogist with predictions of the data mining systems: WEKA and RSES (Rough Sets).
We have analyzed a PD patients database of 800 neurological records of 94 patients
from three different groups: (1) BMT—best medical treatment—patients only on
pharmacological treatment, (2) POP—postoperative patients that have received an
implanted DBS electrode before our study, (3) DBS—patients with stimulating elec-
trodes that were implanted during our study. We have divided the data into training
and testing sets with help of the machine learning improved classifiers based on
a Random Forest (WEKA) or on decomposition trees (RSES). These reached an
accuracy of 87% in LDOPA dosage estimation, 80% for UPDRS III and over 90%
for UPDS IV estimations. The precision of our individual patients symptoms and
medications dosage predictions should be sufficient to give neurologists objective
advice on optimal treatment for particular patients.
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1 Introduction

Neurodegenerative diseases (ND) as of today are not curable disorders. The second
most common ND after the Alzheimer Disease (AD) is PD. The best medical treat-
ment (BMT) is the most common PD treatment that effectively improves a majority
of the motor symptoms. In the certain cases, when the pharmacological treatment
has strong side effects (fluctuations related to on-off medications effects) patients
undergo the Deep Brain Stimulation (DBS) surgery. In our study, the DBS treatment
was achieved by the electric stimulation of the STN (subthalamic nucleus) that is a
part of the basal ganglia system affected in PD.

Both treatments been used for many years (DBS was invented in 1987), however
symptoms development processes are different between patients, as well patients
react differently to such treatments as BMT or DBS. Adjusting individually for
each patient different treatment is complicated, time consuming, needs expertise
knowledge of the neurology doctor and frequent patient visits in the clinic. In order
to improve individual PD treatment, we propose to create a model that can help to
assess those treatments settings with aid of the AI system.

There are many examples of the intelligent methods applications in diagnosis and
treatments for various diseases, among them for another ND:AD. In 2014 Padma and
Sukanesh [5] have usedwavelet statistical texture features to classifywhenAD starts.
Zhang et al. [11] created kernel support machine with 80% accuracy in classifying
of AD based on Magnetic Resonance Imaging. Based on their AI research, Zhang
andWang [10] have published work on classification of AD affected regions of brain
with the accuracy over 90%.

Our previousmodels of the computer-aided treatments are demonstrated in several
papers on machine learning applications in the various sets of measurements related
to PD [3, 8, 9]. In our previous work we have proposed a model that was based
on the Diffusion Tensor Imaging data combined with MRI in order to optimize the
DBS parameters and their effectiveness to improve patient’s symptoms (with help
of Rough Set Theory [8]). In the following paper [9] we have extended our model
with support of WEKA Random Forest implementation. We have also performed
simulations of the neuronal population model that results were in agreement with
the clinical DBS effects. Another approach was undertaken by Kubis et al. [3] to
facilitate usage of the eye movement measurements with help of the Fuzzy Rough
Set, which showed the importance of Eye Movement (EM) measurements, in the PD
diagnosis.

In this workwe have used neurological and EMdata to create intelligent classifiers
applied to the moderate size DB (database) of PD patients. It is an extension to our
previous work on creation of the computer assist models in order to help and make
more objective and doctor-independent diagnosis and treatment of PD.
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2 Methods

We have created database with the neurological examination results of PD patients.
All patients were divided into three groups with respect to their PD symptoms and
treatment. Those groups were:

• BMT—best medical treatment—patients treated only pharmacologically,
• POP—postoperative patients that have received an implanted DBS electrode
before our study,

• DBS—patients with stimulating electrodes that were implanted during our study.

Each record in our database represents results of neurological examination of
POP and DBS patients in four sessions designed as S1: MedOffDBSOff, S2: Med-
OffDBSOn, S3: MedOnDBSOff, S4: MedOnDBSOn. During the first session (S1)
the patient was off medications (L-Dopa) and DBS stimulators was OFF; in the sec-
ond session (S2) the patient was off medication, but the stimulator was ON; in the
third session (S3) the patient was after his/her doses of L-Dopa and the stimulator
was OFF, and in the fourth session (S4) the patient was onmedication with the stimu-
lator ON. In BMT patients had only two sessions S1: MedOff, S2: MedOn. Changes
in motor performance, behavioral dysfunction, cognitive impairment and functional
disability were evaluated in each session according to the UPDRS:

• UPDRS I—mentation, behavior and mood,
• UPDRS II—activities of daily living,
• UPDRS III—motor examination,
• UPDRS IV—complications of therapy.

Each record contains results of the patient’s neurological examination during
his/her following visits every several months. We have ordered all visits as a number
of months from the beginning of our project. In the case of the database (DB) of
patients divided into groups, the first testing was performed before the DBS surgery
(PREOP) and the following tests were performed postoperatively (POSTOP) after
DBS electrode implementation.

Our DB consists of the standard personal (age, gender, etc.) and the neurological
data with time of the examination relative to the DBS surgery.

In addition to the standard neurological data, we have also collected the eyemove-
ment measurements of PD patients (Fig. 1). The EM measurements were performed
by means of the saccadometer (Ober Consulting, Poland). This infrared device has
recorded only fast reflexive eye movements (saccades) and it calculated automati-
cally: latency, amplitude, duration and velocity of the eye saccades. The saccadome-
ter was attached to the patient’s head that help to record the eye movements not
disturbed by the patient’s head movements. During measurement patient was placed
in the front of solid object like a wall in proximity of around 60 cm. Procedure begins
with display of the red fixation marker in the center of the patient’s visual field. In
the next step, the fixation point disappears and a light spot appears on the left or
the right side in the patient’s visual field. Patient’s task is to fixate eyes on the red
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Fig. 1 Saccadic EM recording, red line representing pointer position, green and blue lines repre-
senting gaze position for right and left eye

marker, and follow light spot movements with a steady head. During each session,
patient performs multiple reflexive saccades registered by the saccadometer.

All EM parameters were recorded for each eye separately. Since our other mea-
surements were not related to any side of the body we have used attribute marked
with ALL keyword, describing average for both eyes for each measurement.

As our database contains missing values for which we have calculated the missing
value ratio that is represented by the first two digits of each attribute’s name and gives
percent of recordswithmissing values for thewhole data set. This ratiowas calculated
once and is relevant only for the whole data set.

We have analyzed our database with the followingAI tools:Waikato Environment
for Knowledge Analysis (WEKA) and Rough Set Exploration System (RSES).

Our database measurements were imported to WEKA through the flat file in
a string format, meaning all attributes were initially defined as string fields. This
approach allowed for easy data import into the attribute relation file format (ARFF) in
WEKA.The advantage of thismethodwas thatwe do not have toworry during import
process about exact data format, also about writing validation tools and punctuations
that can be system specific. Those issues could be dealt later by using the robust data
manipulation filters included in the WEKA.

As a first step we have performed attribute conversion to the native types using
attribute filters in WEKA, like ‘StringToNominal’ for attributes with limited defined
subset of the possible values. These attributes were for example DBS, BMT or
timing (visits dates) parameter (as explained above was strictly defined number of
months after the surgery). Other attributes were converted to the numbers using
‘StringToNumber’ filter in WEKA.
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After performing initial type conversion on all attributes, we have performed bin-
ning on certain attributes which we used further for classification using the discretize
filter from WEKA. This procedure helped us create ranges of values thus boosting
accuracy of the model. In this filter we have few options that can be set and influence
further results, those are:

• Number of bins,
• Use equal frequency,
• Automatically find number of bins.

After dataset preparation, we have applied two different machine-learning algo-
rithms: Random Forest from WEKA [6] implementation and Rough Set Theory
classifier using the decomposition tree classifier from RSES [1]. After initial classi-
fication, data have beenmigrated toRSES format using nativeARFF import function.
All classifiers based on machine learning algorithms were assessed through applica-
tion of the 4-fold cross validation method (Table 1).

Table 1 Excerpt from the decision table of our classifiers

00_PatientNumber 05/PD/BMT 05/PD/POP/ 49/PD/DBS/

2013 2009 2013

00_YearOfBirth 1965.0 1956.0 1956.0

00_Gender 0.0 1.0 1.0

00_GroupName BMT POP DBS

00_MonthsAfterDBS 18.0 0.0 0.0

LDOPA ‘(560–1120]’ ‘(1120–1680]’ ‘(1120–1680]’

02_DBS 0.0 0.0 0.0

02_BMT 1.0 0.0 0.0

44_UPDRS_I 0.0 0.0 5.0

45_UPDRS_II 3.0 13.0 28.0

02_UPDRS_III 10.0 27.0 37.0

44_UPDRS_IV 2.0 6.0 14.0

47_HYscale 1.0 2.5 4.0

Schwab and England 90.0 70.0 50.0

58_SaccadesLatencyMeanALL 229.0 249.0

58_SaccadesDurationALL 54.0 61.0

58_SaccadesAmplitudeALL 26.6 9.2

58_SaccadesPeakVelocityALL 948.0 313.0

It presents data for above mentioned attributes as example in three patients, from groups: BMT,
POP and DBS
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3 Results

As a first, we have built a classifier able to predict UPDRS subsection for each patient
based on the one-visit data. This approach is useful when we want to automatize
classification of patient’s symptoms based on the neurological tests and on the eye
movement measurements.

Those tests were run on all instances from the database, and we had used dis-
cretized filter to bin classification attribute into the five groups. Attributes that were
included in this model were:

• 00_PatientNumber
• 00_YearOfBirth
• 00_Gender
• 00_GroupName
• 00_MonthsAfterDBS
• 25_DiseaseDuration
• 28_LDopaDosage
• 02_DBS
• 02_BMT
• 58_SaccadesLatencyMeanALL
• 58_SaccadesDurationALL
• 58_SaccadesAmplitudeALL
• 58_SaccadesPeakVelocityALL

After extracting above attributes, we have divided our data into three groups and
performed classification for different UPDRS subscales. Best results were acquired
for UPDRS three and four:

UPDRS III:

• BMT: 80.83%
• POP: 55.89%
• DBS: 49.9%

UPDRS IV:

• BMT: 80.48%
• POP: 87.60%
• DBS: 94.07%

In the second approach, we have built classifiers for the medical treatment dosage
(the most common PD medical treatment is LDOPA). This information is useful in
in the systems for assisting with the medication dose adjustment for PD patients. We
have used following attribute set:

• 00_PatientNumber
• 00_YearOfBirth
• 00_Gender
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• 00_GroupName
• 00_MonthsAfterDBS
• 25_DiseaseDuration
• 02_DBS
• 02_BMT
• 44_UPDRS_I
• 45_UPDRS_II
• 02_UPDRS_III
• 44_UPDRS_IV
• 03_UPDRS_TOTAL
• 47_HYscale
• 47_SchwabEnglandScale
• 58_SaccadesLatencyMeanALL
• 58_SaccadesDurationALL
• 58_SaccadesAmplitudeALL
• 58_SaccadesPeakVelocityALL

In the third approach, we have dived patients into three groups, and LDOPA
dosage into five groups. We have obtained the following results for LDOPA dosage
classification:

• ALL: 87%
• BMT: 78%
• POP: 91%
• DBS: 93.6%

In Table2 we can see detailed accuracy matrix for ALL group:
There are true positives rates at the level of above 90% for all classes that gives a

good result because, as one can notice, in the confusion matrix (Table3) the number
of elements in different classes is not even.

Table 2 Table of the accuracy for five different LDOPA dosage classes; True Positives (TP)—
instances classified correctly as given class, False Positive (FP) rate—instances classified wrongly
as given class, precision—defined as TP/(TP + FP), recall—defined as TP/(TP + FN), F-measure – 2
* Precision * Recall/(Precision + Recall), ROC Area—showing measure how optimal our classifier
is (values closer to 1)

TP rate FP rate Precision Recall F-measure ROC Area Class

Weighted Avg. 0.95 0.033 0.905 0.95 0.927 0.94 ‘(-inf–560]’

0.958 0.045 0.902 0.958 0.929 0.971 ‘(560–1120]’

0.9 0 1 0.9 0.947 0.993 ‘(1120–1680]’

0.917 0 1 0.917 0.957 0.988 ‘(1680–2240]’

0.95 0.007 0.95 0.95 0.95 0.998 ‘(2240–inf)’

0.938 0.023 0.941 0.938 0.938 0.973
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Table 3 Confusion matrix presents number of the right (diagonal) and wrong (off-diagonal)
LDOPA dosage classifications

a b c d e <– Classified

38 1 0 0 1 a a = ‘(-inf–560]’

2 46 0 0 0 b b = ‘(560–1120]’

0 4 36 0 0 c c = ‘(1120–1680]’

1 0 0 11 0 d d = ‘(1680–2240]’

1 0 0 0 19 e e = ‘(2240–inf)’

For example: class a = (-inf–560) being correctly classified 38 times, and wrongly: two times
classified as b and one time as d and one time as e class

Wehave rerunprevious tests inRSESusing four fold validation anddecomposition
tree classifier with results as follows:

UPDRS III classifier:

• POP group, 52% accuracy, 25% coverage
• BMT group, 91% accuracy, 67.9% coverage
• DBS group, 62% accuracy, 36.9% coverage

UPDRS IV classifier:

• POP group, 46.7% accuracy, 23% coverage
• BMT group, 57.7% accuracy, 13.1% coverage
• DBS group, 77% accuracy, 25.4% coverage

LDOPA dose classifier:

• ALL groups, 86.9% accuracy, 30.2% coverage
• POP group, 85.2% accuracy, 39.6% coverage
• BMT group, 96.9% accuracy, 47.2% coverage
• DBS group, 93.2% accuracy, 39.4% coverage

RSES classifiers were effective especially when predicting LDOPA dosage, but
the coverage was still relatively low.

4 Discussion

There are many different approaches to computerize PD disease assessments. One
of those attempts has proposed to estimate UPDRS by a multimodal interface called
Virtual Touch Pad [4]. In his work, authors used camera recording of the standard fin-
ger tap and hand gestures (as in theUPDRS) tests and by classifying them into classes
approximate the UPDRS scale. In our work, results of the automatic eye movement
measurements, with help of other standard patients data like disease duration, med-
ication dosage, etc., were sufficient to provide resulting classes of UPDRS for a given
patient, with the accuracy reaching 90% for some groups of patients.
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Other studies [2, 7] have used the motion capture (MoCap) technology in order
to obtain higher accuracy and quantitative assessment of the motor dysfunctions in
PD patients. In [2] authors focused on predicting severity of motor symptoms in
Parkinson’s patients with DBS stimulation (on/off) and off-drugs. They have con-
ducted study on these subjects and succeeded in building classifier by means of
SVM for discriminating mild vs. severe symptoms with 90% mean accuracy. In [7]
authors have used theMoCap technology tomeasure walking parameters (changes in
max/min hip angles and their velocities) and on this basis predicted the UPDRS. The
UPDRS were divided into 6 classes and prediction was over 90% for patients in dif-
ferent sessions: with DBS (off/on) and medication (off/on). However, predictions of
the session number were only above 30% because effects of medication/DBS in indi-
vidual patients were strongly variable as registered by the gait trajectories changes
[7]. The MoCap measurements give precise and objective data, but this technique
is time consuming and requires specialized equipment. In our present study, we
have used a standard neurological data and the eye movement (EM) measurements.
The EM gave us additional objective information for classifiers that significantly
increased our predictions. As the sample group of PD patients in our research was
larger in comparison to other studies [2, 7] our actual results for a certain group of
patients (different medical procedures) gave better predictions.

5 Conslusions

We have successfully created several classifiers for predicting values such as UPDRS
III, IV or LDOPA dosage for the PD patients. It is important to highlight that this
type of classifiers could be extremely useful in computer aided PD diagnosis and
treatment.

As mentioned in the introduction, the treatment adjustment for a particular patient
is not only very time consuming but also depend heavily on the doctor experience.
Models that predict possible setup of PD treatment with accuracy over 90% are very
helpful and may determine future therapies. However, we did not get such accuracy
for all our groups and for all parameters. One major reason is that there is a large
variability of the disease duration, age, symptoms, etc. We probably need more data
in order to get more consistent subgroups. We have obtained good predictions for the
dosage of medication (LDOPA) in POP and DBS groups with accuracy level over
90%. It was 78% accuracy for the BMT (medication only) group, probably because
medication doses for different patients are strongly variable.

Our further work will include additional EM measurements (antisaccades or pur-
suit EM) to increase accuracy for all patient groups and to extend precision of the
classification e.g. stimulation current inDBS.Another approach is to use themachine
learning algorithms in order to find correlation between different attributes that may
demonstrate unknown functional connections opening up the possibilities of new
treatments for PD patients.
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Towards Pulse Wave Velocity Estimation
Using Specific ECG and PPG Algorithms

Stefan Borik and Branko Babusiak

Abstract The presented article details the design and evaluation of specific algo-
rithms used for pulse wave velocity estimation. We chose to analyze both the ECG
and PPG signals in order to estimate the time delay between the time when the blood
is ejected into the aorta and the time when the pulse wave arrives to the point where
the PPG probe is placed. Algorithms for the detection of R-waves in ECG signal and
detection of slope beginnings in PPG signal were used.

Keywords Pulse wave velocity · Electrocardiography · Photoplethysmography ·
Algorithms · Arterial disease

1 Introduction

Arterial systems can be diagnosed using various methods. Especially useful are low-
cost methods based on ECG or PPG signal acquisition and processing. Additionally,
electrocardiography (ECG) is often theonlymethod capable of detectingpathological
heart processes. Generally speaking, cardiovascular diseases refer to any disease that
affects the cardiovascular system, such as cardiac diseases, vascular diseases of the
brain and kidneys and peripheral arterial diseases [3]. ECG is based onmeasurements
of the electrical activity of the heart and plays an irreplaceable role in cardiology
and internal medicine. Photoplethysmography (PPG) is based on the application
of electromagnetic radiation from the visible spectrum to subcutaneous tissues and
evaluation of reflection thereof. The detected signal corresponds to blood volume
changes in the investigated area. PPG is widely used for evaluating the pulse wave
which propagates from the aorta to peripheral circulation [1]. Combination of both
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mentioned methods allows the evaluation of the pulse wave velocity, the so-called
golden standard in vascular system diagnostics, which can be useful to diagnose
possible pathological processes such as atherosclerosis [7].

2 Materials and Methods

2.1 Pulse Wave Velocity

Pulse wave velocity (PWV) is considered as the gold standard for the evaluation
of arterial system properties. When the left ventricle ejects blood into aorta, the
aorta diameter will change based on the heart activity and the pulse wave propagates
through the arterial tree towards periphery. Different approaches are possible when
detecting and measuring the pulse wave progress. By selecting two measurement
points, we can use two photoplethysmography probes [2]. Another method uses a
combination of impedance cardiography (ICG) [4] or impedance plethysmography
with electrocardiograph. However, we chose a method based on the combination of
ECG and PPG [5]. Combination of both mentioned signals enables the evaluation of
time parameters pertaining to the blood ejected into the aorta. This corresponds to
the R-peak of the QRS complex in the ECG record. Subsequently, PPG is used for
the detection of the propagating pulse wave, corresponding with the end point of the
arterial system whose parameters are evaluated. Calculation of the PWV is based on
the following equation:

PWV = d

tdelay
, (1)

where d is distance between aorta beginning and PPG sensor placement, tdelay is
pulse wave transition time (see Fig. 1).

2.2 Automatic R Wave Detection in ECG Signal

Detection of the R wave in the ECG signal is necessary for pulse wave velocity
estimation. The R wave is part of the QRS complex (Fig. 1). The QRS complex

Fig. 1 Estimation of time
delay between ECG and PPG



Towards Pulse Wave Velocity Estimation Using Specific … 281

Fig. 2 Algorithm for automatic R wave detection
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Fig. 3 Measured ECG

represents the rapid depolarization of the right and left ventricles. We employed an
algorithm based on Pan-Tompkins method [6]—the actual algorithm for automatic
R wave detection is shown in block diagram in Fig. 2.

A bandpass filter is used to emphasize the QRS complex. The main energy of the
QRS complex lies in the frequency range from 5 to 16Hz. A digital FIR filter was
used to attenuate frequencies outside the scope of the mentioned frequency range.
The transition band of the designed filter has a width of 2Hz and attenuation in the
stop band is equal to 80dB. The filter order depends on the sampling rate of the
ECG signal and can vary significantly because the detection algorithm is universal
for various ECG recordings. The measured (original) ECG is displayed in Figs. 3
and 4 shows the resulting signal after filtration.

A derivative unit is applied to the filtered signal to highlight differences in the
signal. The said unit calculates differences between adjacent elements of the signal
vector. The resulting signal is shown in Fig. 5.

The next operation transforms the signal shown in Fig. 5 into positive values—
however the resulting signal shown in Fig. 6 is raw and contains many peaks and
local extrema (maxima and minima). This type of signal is complicated for further
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Fig. 4 ECG signal after digital filtration
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Fig. 5 First derivative of the signal

analysis and smoothing must be applied to enable better localization of maxima
which correspond to the R wave of the ECG signal.

The signal is smoothed using a moving average filter and the said filter is
defined as:

y[i] = 1

M

M−1∑
j=1

x[i + j], (2)

where x[] is the input signal, y[] is the output signal, M is the number of points
(samples) used in the moving average.

The M parameter in Eq. (2) is also the length of the moving average window. The
length of the window is set to 80 ms because this time interval corresponds with
the duration of the QRS complex. The time of 80 ms will match with 80 samples
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Fig. 6 Squared signal
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Fig. 7 Resulting averaged signal

(M = 80) if the sampling rate is equal to 1kHz. The span for the moving average
windows is (M − 1). The signal generated by the moving average filter is displayed
in Fig. 7.

The local maxima of the signal in Fig. 7 are detected in every point where the
signal slope changes from ascending to descending. However, only certain local
maxima represent R wave peaks. False peaks are discarded if:

• they are lower than the defined threshold. The said threshold value is equal to the
average value of all local maxima;

• they precede or follow larger peaks by less than 200ms (elimination of very high
BPM);



284 S. Borik and B. Babusiak

Fig. 8 Successful detection of R wave in ECG signal

• they are within 360ms of a previous detection and if the peak value is not at least
half the value of previous peak (peak is assumed to be a T-wave).

Undetected R waves are avoiding by applying the following rule:

• If no R wave has been detected within 1.5 R-to-R intervals then the largest peak
is classified as R wave.

Detected peaks are indicated by red squares in the averaged signal and also in the
original ECG signal (Fig. 8). All R waves were successfully detected by proposed
algorithm and false R waves were not observed in the signal because the ECG was
measured under calm conditions.
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Fig. 9 Algorithm for automatic detection of slope beginnings in the PPG signal

Fig. 10 Measured PPG
signal
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Fig. 11 Second derivative of
the PPG signal
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2.3 Automatic Detection of PPG Slope Beginning

We also designed an algorithm for automatic detection of slope beginnings in the
PPG signal (Fig. 9).

The measured PPG signal (Fig. 10) can contain noise and therefore it should be
preprocessed. The first step of the proposed algorithm consists in the application of
a moving average filter with window length set to 10ms.

After the PPG signal filtering, the second derivative of PPG curve (SDPG) is
calculated (Fig. 11). From the physical point of view, the SDPG corresponds to
curvature of the PPG signal. The first detected maximum peak position corresponds
to a slope beginning in the PPG signal (Fig. 12).
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Fig. 12 Comparison of the
PPG and the SDPG
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Fig. 14 Detected and
marked SDPG peaks
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The SDPG peak extraction is performed in the next step—values lower than the
threshold are set to zero and the resulting signal is shown in Fig. 13.

Once we obtain the SDPG peaks intervals it is possible to estimate and mark
the peak positions (Fig. 14). Successfully detected SDPG peaks can be correlated
with the PPG signal. An example of successful detection and estimation is shown in
Fig. 15.

3 Results

Thedeveloped algorithmswere evaluated on signals acquired fromyoung andhealthy
subjects in both seated and relaxed positions. We used the BIOPACMP36 to acquire
the continuous 3-lead ECG and single point PPG using finger clip sensor. The pre-
viously described detection algorithms were implemented into a GUI application
(Fig. 16) for better signal visualization and manipulation. Detection algorithms can
be applied to ECG and PPG signals independently. The input data is loaded directly
fromMATLAB variable file generated by the BIOPACMP36 device. It is possible to
change the sampling rate and visible signal range by selecting the appropriate option
from the program menu. Figure16 shows sample results from the application—the
first plot displays the ECG signal and detected R—waves and the second plot shows

Fig. 16 GUI for automatic estimation of PWV
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Fig. 17 Signal artifacts causing QRS false detection

Fig. 18 Signal artifacts causing false detection of the PPG slope beginnings

the PPG signal with detected slope beginnings. The last graph contains information
about the PWV, whose mean value was estimated to be around 6.2m/s. PWV values
change over time due to respiration which in turn influences the blood pressure.

Algorithm reliability was tested on 9 subjects whose ECG and PPG signals were
acquired simultaneously. The QRS complex detection reliability varied from 35 to
100% (Fig. 19). The beginnings of PPG slopes were detected with a reliability rang-
ing from 65 to 100% (Fig. 19). False detections were caused due to the presence of
signal artifacts—this is especially obvious in signals acquired from subjects no. 4 and
no. 9 (primarily motion artifacts). Figures17 and 18 depict signal patterns which are
problematic for our automatic detection algorithm. The automated ECG processing
was also problematic for high amplitude T waves—these were erroneously detected
as R waves (Fig. 17). On the other hand, the algorithm for PPG slope beginnings
detection is sensitive to curvatures of the PPG signal. The occurrence of extra waves
in the PPG signal also influences the detection reliability (Fig. 18). False detections
are marked by black arrows in both figures. The mentioned errors can be eliminated
by applying operations in the Tools program menu (Fig. 16)—erroneously detected
R waves and PPG mins can be erased by selecting the Remove points operation and
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Fig. 19 Reliability of automatic algorithms

undetected R waves and PPG mins can be added via the Add points option. The
points are added and removed manually in an interactive manner using single mouse
click after selection of appropriate operation from the program menu.

4 Conclusion

This article focuses on the design and testing of algorithms for automatic detection of
Rwaves inECGsignal and slope beginnings in PPGsignal.We tested both algorithms
on ECG and PPG signals acquired from young and healthy subjects. Based on our
results we can conclude that both algorithms work properly, however further fine
tuning is necessary for subjects which are not in a seated or relaxed position (during
moving, exercise, etc.). Pulse wave velocity evaluation offers invaluable information
about the state of the arterial system. Future work will thus focus on investigation
of PWV from bigger patient group for the purpose of estimating arterial elasticity
of the selected arterial system part. On the other hand, it is also possible to combine
real-life measurements with electromechanical analogy model of arterial system to
determine certain standard (expected) arterial system parameters (elastic modulus of
arterial wall, blood viscosity or density) and confront these with data obtained from
measurements. This combination could ultimately improve results obtained from
conventional diagnostic methods such as ECG and PPG.
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Averaging of Time-Warped ECG Signals
for QT Interval Measurement

Tomasz Moroń

Abstract The paper investigates the method of averaging of time-warped signal
cycles when applied to ECG noise suppression for noise immune measurement of
the QT interval. First, a classical method is presented and then two modifications
aimed to raise its immunity to noise are applied. Then a few versions of the method,
obtained by application of themodifications proposed, are compared. Experiments on
signals from the so called QT database are performed. These experiments show that
while the original method is rather sensitive to noise, the modifications introduced
make it much more robust. Applied to ECG enhancement prior to the measurements
of the QT interval the modified method significantly improves the measurements
accuracy.

Keywords ECG · Dynamic time warping · Signal averaging

1 Introduction

Dynamic time warping (DTW) is a technique that uses dynamic programming [2] to
determine the best alignment of two time series and to provide ameasure of theirmor-
phological similarity. This similarity measure was developed for pattern recognition
problems, for example for recognition of words [17, 20], for ECG beats clustering,
sound classification and more generally for different biomedical time series clus-
tering. In this paper we focus on application of this method to noise suppression
for QT interval measurement. Analysis of biomedical signals is often possible only
when the quality of a processed signal is high.When the noise component frequency-
band overlaps the desired component, suppression of noise is particularly difficult
but when processed signals are of repetitive character, a relatively simple method of

T. Moroń (B)
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coherent averaging appears advantageous [19]. Since early years of computerized
electrocardiography this family of methods has successively been applied to ECG
signal filtering [18]. Very important is the use of this kind of methods in exercise
electrocardiography where to get high-quality signal we first have to perform sup-
pression of high level noise. The family of methods that use repetitive shape of the
signal to achieve noise suppression has long been modified and improved [1, 14].
With the progress in the analysis and interpretation of ECG, the methods forming an
average template of an ECG cycle but losing information on its variability from beat
to beat appear rather unacceptable, at least in some applications. To overcome this
limitation, different methods of ECG enhancement were proposed [4, 21] among
others the method of nonlinear state-space projections [22]. Its modifications [7, 8]
appeared successful in different applications to ECG processing [6, 9].

In [3] a modification of the averaging methods was proposed. It was developed
for evoked potentials enhancement. In this method, the operation of averaging is
preceded by nonlinear alignment (with the use of DTW) of the respective evoked
potentials. This method was applied to ECG processing [11]. However, it appeared
that dynamic time warping introduces unfavorable correlation among the noise com-
ponents of the ECG cycles that later undergo averaging. This way a very crucial
requirement of averaging (the lack of correlation among the noise components) is
violated and, as a result, averaging of time warped ECG signals is not very effective.
Therefore a modification was proposed [10, 11], aimed to limit these unfavorable
effects. In this modification the definition of the alignment costs is changed. In this
study a second modification is added to improve the method capabilities to suppress
noise.

In Sect. 2 the originalmethod of averaging of time-warped signals is described and
its modifications. In Sect. 3 investigations of the method performance when applied
to ECG noise suppression are performed, and the method influence on the precision
of the QT interval measurements is studied. Finally, conclusions are drawn in Sect. 4.

2 Methods

2.1 Dynamic Time-Warping

Lets consider two signals of possibly different length: v(n), n = 1, 2, . . . ,Nv and
u(n), n = 1, 2, . . . ,Nu. To perform their nonlinear alignment, we first calculate the
costs of aligning samples of the first with the samples of the second signal. These
costs are classically defined as:

di,j = (u(i) − v(j))2 . (1)

Each di,j corresponds to the alignment of u(i) and v(j). The warping path that mini-
mizes the total cost of the alignment is given as:
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Fig. 1 Graphical
representation (c) of the
allowed step directions
corresponding to usually
applied boundary, continuity
and monotonicity conditions,
and an example of a warping
path (b): (i, j)={(1, 1), (1,
2), (1, 3), (2, 4), (3, 5), (3, 6),
(4, 7), (5, 7), (6, 7), (7, 8), (8,
9), (8, 10), (8, 11), (9, 12),
(10, 13), (10, 14), (10, 15)}
relating two signals: u(n) (a)
and v(n) (d)

(a) (b)

(c) (d)

Q =
K∑

k=1

dik ,jk (2)

preserving the specified constraints (such as boundary, continuity and monotonicity
conditions [20]) is searched for. It can be foundwith the use of dynamic programming
[2].

In Fig. 1 we present an exemplary warping path relating two nonlinearly aligned
signals. We can notice that to achieve nonlinear alignment of both signals, some
elements of u(n) and v(n) had to occur more that ones in the warping path.

2.2 Averaging of Time Warped ECG Segments

In the first stage of ECG signal processing, we perform QRS complexes detec-
tion. This way we obtain so-called fiducial points rl, l = 1, 2, . . . ,L + 1, corre-
sponding to the central position within the respective detected L + 1 complexes.
Then the processed signal is cut into the following L time segments: xl(n) =
x(rl − Δ + n), n = 1, 2, . . . ,Nl where segments lengths are given byNl = rl+1 − rl,
l = 1, 2, . . . ,L. In the experiments parameter Δ is given a value corresponding to
a time interval of 100ms. The first cycle x1(n) is considered to be a first template
t1(n) and this template is nonlinearly aligned and averaged with further cycles. Each
time after the alignment operation has been completed, the template is updated. After
aligning l − 1th template with next lth cycle, the lth warping path is obtained con-
sisting of the successive pairs: (i(l)k , j(l)k )|k = 1, 2, . . . ,Kl where Kl is the length of
the new template that will be obtained according to (3).
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tl(k) = (l − 1)tl−1(i
(l)
k ) + xl(j

(l)
k )

l
, k = 1, 2, . . . ,Kl. (3)

In the course of averaging the successive cycles the template length increases. There-
fore the warping paths relating this template with the respective cycles are changing.
Thus each time the template is updated the paths must be updated as well [11]. After
the final Lth template has been constructed, the individual cycles are reconstructed
[11] and then they are used to replace the corresponding segments of the processed
ECG signals. In [10] the method of averaging was called as NonLinear Alignment
Averaging Filter (NLAAF). In this work it will be denoted as NLAAFCCNF where
CC stands for Classical Costs, and NF for Non Filtered signal; the meaning of these
terms will be explained in the next subsections.

2.3 Modification #1: Time Warping on Band-Pass Filtered
Signals

In [16] we proposed a simple way of signals decomposition based on a Moving
Average (MA) filter. The MA filter calculates the mean of the signal samples that
appear in a moving time window of the assumed length:

MAK(z) = 1

K

K−1∑

k=0

z−k = 1

K

1 − z−K

1 − z−1
. (4)

As we can see, the filter can be applied in either non-recursive or recursive way.
Particularly favorable is the latter, very fast solution. The filter can be applied to
perform low-pass filtering of ECG signals. It is also often used to form a high-pass
filter for baseline wander suppression (5).

HPK(z) = z−(K−1) − (MAK)2. (5)

According to the power spectral analysis of the ECG signal components performed
in [23], we select a proper value of parameter K to obtain an appropriate filter (for
this purpose). The cut-off frequency of such a filter should not exceed about 0.8Hz
to avoid suppression of diagnostically important components of the ECG signal
[25]. Unfortunately a filter with such a low cut-off frequency can not suppress the
very troublesome low frequency noise caused by patients movements. This type of
noise, called as electrode motion artifacts, can reach up to about 5Hz and overlaps
[23] the spectrum of the diagnostically important P and T waves. Therefore it is
extremely difficult to be dealt with. It can spoil the results of dynamic time-warping.
To prevent this type of noise, we apply band-pass filtering to suppress the low-
frequency electrode motion and also higher frequency noise. Again, we apply MA
to form a simple band-pass filter:
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Fig. 2 Moving average
based high-pass and
band-pass filtering of the
ECG signals. NF is a notch
filter for powerline
suppression

BPK,K1,K2(z) = (
z−(K−K2) · (MAK2(z))

2) − (
z−(K−K1) · (MAK1(z))

2) . (6)

The filter parameters satisfy the condition K>K1>K2; K1 and K2 determine the
left and the right cut-off frequencies of the filter, respectively. For larger K1 (and
fixed K2) the left cut-off frequency is smaller. For larger K2 (and fixed K1) the
right cut-off frequency is smaller. As we can see in Fig. 2, the filter can be applied
parallel with the high-pass filter suppressing the baseline wander. This waywe obtain
signal x(n) with powerline and baseline wander suppressed and a band-pass filtered
signal xB(n) with electrode motion artifacts suppressed as well. In the proposed
version of NLAAF, we perform dynamic time warping and averaging on a band-pass
filtered signal xB(n), and each time a warping path is constructed, we paralelly use
it align non-linearly and average the cycles of signal x(n). This way we prevent the
unfavorable/unfavourable influence of low frequency electrode motion artifacts on
the results of time warping, and still we obtain the average signal which contains all
relevant frequency components of the ECG. This version of the method is denoted as
NLAAFCCBF , where CC as before stands for Classical Costs, and BF for Band-pass
Filtered signal (on which DTW is performed).

2.4 Modification #2: Of the Alignment Costs

In [10] the following definition of the alignment costs was proposed:

d′
i,j = ∥∥x(i) − y(j)

∥∥ , (7)

where‖·‖denotes theEuclidean norm, and vectorsx(n) andy(n) are defined as follows:

x(n) = [x(n − v), x(n − v + 1), . . . , x(n), . . . , x(n + v)]T , (8)
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which means that they are composed of 2v + 1 successive signal samples (with the
nth sample being the central one). By such a redefinition of a cost matrix, we assure
that longer signal intervals are matched to each other instead of single samples of
warped signals. The method combining this modification with modification #1 is
denoted as NLAAFVCBF where VC stands for Vector norm based Costs and BF as
before for Band-pass Filtered signal (that undergoes DTW).

3 Numerical Experiments and Results

To test the methods developed 6 ECG signals from the QT database [12] of the
Physionet resources [17] were used. The signals were carefully inspected cycle by
cycle and 80s intervals of very high quality were chosen for the experiments. Since
the method proposed can be regarded as an extension of the very popular (in ECG
processing) method of time averaging, it can be applied to ECG signals of differ-
ent morphology, only if this morphology is repeatable. Therefore limitation of the
experiments to six signals does not limit the possible applications of this method. The
selected signals were used to simulate the desired ECG and they were contaminated
with the EMG noise from the MIT-BIH database [15]. Since the signals from the QT
database are sampled with the frequency of 250Hz and the noise record with 360Hz,
the former was re-sampled with the frequency of 250Hz (with the use of the interp
method in Matlab environment [5]).

3.1 Selection of the Methods Parameters

To choose the proper parameters, we investigated the methods abilities to suppress
noise. To this end to each signal simulating the desired ECG, we added muscle noise
(from the MIT-BIH database [15]) of the appropriate level to obtain signals of a few
assumed values of the signal-to-noise ratio (SNR). Since measurements of the QT
interval are possible only for rather good quality signals, we selected the values of
5, 10 and 15 dB for the experiments. Each signal was processed with the use of
the investigated methods and the results obtained were evaluated with the following
noise reduction factor (NRF):

NRF =
√√√√(

N∑

i=1

n(i)2)/(
N∑

i=1

nr(i)2), (9)

where n(i) is the noise added to the desired signal, nr(i) is the residual noise remain-
ing in the filtered signal (it is the difference between the filtered signal, obtained after
averaging and reconstruction of individual ECG segments, and its desired compo-
nent).
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In Figs. 3 and 4 we presented the influence of the band-pass filter parameters
K1 and K2 on the mean NRF obtained by the NLAAFCCBF method (which per-
forms DTW on a band-pass filtered signals). As a criterion for selection of the best
parameters, we used the mean NRF obtained for two levels of noise, correspond-
ing to SNR of 10 and 15dB. As we can see, K1 = 32 (Fig. 3) and K2 = 8 (Fig. 4).
The parameters are presented in Table1. Similarly we selected parameter v of the
NLAAFCCBF method. For this parameter, we presented in Table1 the value τv , which
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Fig. 3 The influence of parameter K1 (deciding on the left cut-off frequency of the band-pass
filter) on the mean NRF obtained by the NLAAFCCBF method. In each subplot, different curves
correspond to different values of parameter K2. Vertical line shows the chosen value of parameter
K1 (for which the largest mean NRF was obtained in SNR of 10 and 15dB)
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Fig. 4 The influence of parameter K2 (deciding on the right cut-off frequency of the band-pass
filter) on the mean NRF obtained by the NLAAFCCBF method. In each subplot, different curves
correspond to different values of parameter K1. Vertical line shows the chosen value of parameter
K2 (for which the largest mean NRF was obtained in SNR of 10 and 15dB)
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Table 1 The mean NRF obtained by the compared methods in SNR of 10 and 15dB

Method K1 K2 V (ms) NRF

NLAAFCCNF 1.147

NLAAFCCBF 32 8 1.795

NLAAFVCNF 400 1.770

NLAAFVCBF 40 10 400 2.027

corresponds to the time length of vectors defined by (8), used during calculations
of the modified alignment costs. Analogically, we selected all these parameters of
the NLAAFVCBF method, combining both modifications of the method. In the table,
we have also presented the mean noise reduction factor obtained by these methods
in SNR of 10 and 15dB. As we can see, both modifications applied individually
increased its value significantly and applied together allowed even better improve-
ment of theNLAAFmethod ability to suppress noise. Thus themost effective version
of the method (NLAAFVCBF) will be compared in the next section to the original
one (NLAAFCCNF) with regards to their influence on the precision of the QT interval
measurement.

3.2 Investigations of the Methods Influence on the Precision
of the QT Interval Measurement

A QT interval is defined as a time elapsing between the beginning of a Q wave
and the end of the T wave in the ECG signal. Since it is most often easier to locate
precisely the peak of the Twave, this position is sometimes used as an offset of theQT
interval. Thus the precision of the QT interval measurement depends on the precision
of localization of these characteristic positions. In [24] thorough investigations of
different factors that influence the precision of the QT interval measurements were
performed. It was shown that it was advantageous to perform re-sampling with the
frequency of 1000Hz of the signals originally stored with the sampling frequency of
250Hz. A similar approach was applied in [6] and it was also applied in this study.
Therefore the signals used in the previous subsection were prepared in this way. Then
they were processed with the use of the NLAAFCCNF and NLAAFVCBF methods and
finally the measurements were performed on the desired signals, the noisy ones and
on the signals enhanced by the two methods. The measurements were performed
with the use of the method developed by Laguna et al. [13] and adapted in [6] to the
sampling frequency of 1000Hz (originally the Laguna’s method was developed for
250Hz). Parameters K1 and K2 selected in the previous subsection were multiplied
by 4 to be adjusted to the increased sampling frequency (and similarly parameter K
of the high-pass filter).
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Exemplary results of the QT limits localization are presented in Fig. 5. As we
can see, the measurements of the T wave peak and end in the noisy signal contained
large errors. Application of the original NLAAFCCNF method helped to preclude so
large errors, still localization of the T wave end was not accurate. Application of the
modified NLAAFVCBF method allowed to improve the measurements much better.

On the basis of such measurements, we calculated the root mean squared error
(RMSE) of the Q, Tpeak and Tend determination. The results are presented in Figs. 6
and 7. The RMSE errors presented in Fig. 7 were obtained after trimming large errors
(such as in Fig. 5b) to 30ms for Tpeak and Tend , and to 10ms for Q. This operation
was aimed to diminish the influence of large errors, which can relatively easily be
detected and rejected during real measurements, on the RMSEs obtained.

As we can see both in Figs. 6 and 7 application of the original NLAAFccnf method
allowed to diminish errors of the T wave peak and T wave end determination but was
less effective in detection of the Q wave beginning. But introduction of the two mod-
ifications proposed highly improved the results. All errors decreased significantly. If
we compare Fig. 6 with Fig. 7, we can discern that for this method the RMSE errors
are the same. It means that after application of this method no large measurement
errors occurred. Thus we can conclude that this method makes the measurements
not only more accurate but also more robust against high energy noise artifacts.
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Fig. 5 Results of localization of: a Qwave onset (Q), a Twave peak (Tpeak) and a Twave end (Tend )
in the desired signal (solid lines) and in the noisy (SNR=5dB) and the filtered signals (dashed
lines). Arrows indicate the measurement errors. a Desired component. b Noisy signal. c Filtered
signal (for NLAAFccnf). d Filtered signal (for NLAAFvcbf)
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Fig. 6 The average deviation of the detected position of elements of ECG depending on the level
of interference for noisy signal and signal after filtration by NLAAFccnf (K1 = 32, K2 = 8) and
NLAAFvcbf (K1 = 30, K2 = 10, V = 400). a Q. b T-peak. c T-end
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Fig. 7 The average deviation of the detected position of elements of ECG depending on the level
of interference for noisy signal and signal after filtration by NLAAFccnf and NLAAFvcbf taking into
account the elimination of big errors. a Q. b T-peak. c T-end

4 Conclusion

In the paper we have shown how themethod developed for evoked potentials process-
ing can be adjusted to the enhancement of the ECG signals. Although the original
version of this method can not suppress the ECG noise very effectively, introduc-
tion of modifications of the procedure of time warping significantly improves its
capabilities. When applied to ECG processing prior to the measurements of the QT
interval limits, the method significantly improved the results. It highly increased the
measurements accuracy andmade themmuchmore robust against high energy noise.
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Localization of Epileptic Foci Using EEG
Brain Mapping

Michaela Snajdarova and Branko Babusiak

Abstract The method for localization of epileptic foci is described in this paper.
The source of epileptic seizure is localized from multi-channel electroencephalo-
gram (EEG). There are many spectral methods for analysis of EEG signal and brain
mapping is one of them. The brain mapping is used for visualisation of brain activ-
ity over the scalp. The mapping of time delay between channels can be applied for
localization of epileptic foci. This type of mapping was implemented into developed
application with intention to localize source of epileptic seizure. The software also
provides detection of epileptic graphoelements and displays location of the epilep-
tic focus in two or three-dimensional space. The method described in this paper is
verified on real data with epilepsy.

Keywords Brain mapping · Electroencephalogram · EEG · Epileptic focus ·
Epilepsy

1 Introduction

Epilepsy is the most widespread disease of the brain diagnosed by EEG. Epilepsy
is reflected in the form of repeatedly uncontrolled, sudden changes of brain activ-
ity called seizures. From a clinical point of view, epilepsy is defined as a fault of
consciousness, behavior, motoric disorder or sensitive functions, or the different fre-
quencies of these changes. Epileptic seizure is physiologically sudden and transient
cerebral cortical activity. This disorder is uncontrollably accompanied by electric dis-
charge in the graymatter of the brain. Electric discharge takes a few seconds, minutes
or exceptionally hours. The patient can be absolutely without health problems in the
time between seizures [8].
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The best and most accurate method of epileptic foci localization is using Func-
tional Magnetic Resonance (fMRI). The MRI scan shows which part of brain is
affected by epileptic seizures and what happens to brain activity during seizure. This
method is quite expensive and the analysis of EEG is an appropriate alternative for
localization of epilepsy. Electroencephalography is the neurophysiologic measure-
ment of the electrical activity of the brain by recording from electrodes placed on the
scalp. The resulting record is known as electroencephalogram (EEG) and represents
an electrical signal from a large number of neurons. The electrode over the source of
epilepsy captures epileptic signal earliest, the other electrodes captures seizure with
some delay. It is very difficult to determine position of the origin of epilepsy from
time-domain EEG because of fast spreading of epilepsy which results in very small
time delays between EEG channels. The specific time delay brain mapping is used
for localization of epileptic foci.

This paper deals with the new implementation of the time delay analysis between
EEG leads using the topographic mapping. The proposed algorithm is able to detect
the epileptic seizures and subsequently to determine area of the epileptic focus.
The aim of our work was the origin localization of the seizures with standard EEG
examination without support of additional methods e.g. fMRI.

2 Localization of Epileptic Focus in the EEG

2.1 EEG Data Format

Measured EEG data are stored in standard file format, the European Data Format
(EDF). EDF storesmultichannel data, allowing different sample rates for each signal.
Developed software offers viewing nineteen channels of EEG.Records of EEGsignal
were digitalized at 256 samples/s with 12-bit resolution (Fig. 1). The international
electrode placement system “10-20” was used in our records. A notch filter was used
to remove artefact caused by electrical power line frequency.

2.2 Localization Method

There are multiple approaches to detect area of epileptic focus e.g. [5]. Our method
which computes zone of epileptic focus was based on ideas by Brazier [1] and
Gotman [2] further developed by e.g. [3]. The algorithm we used in our work is
depicted in Fig. 2 and consists of following parts. The algorithm computes the phase
of cross-spectrum between the two channels at all frequencies. The cross-spectrum
is defined as Fourier transform of cross-correlation function Rxy between signal
channels x and y:

Gxy( f ) = FT {Rxy(l)}. (1)
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Fig. 1 EEG signal loaded in the application
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Fig. 2 Example of computations for channel F7:Fz

The spectrum is computed from signal in time interval with presence of epileptic
seizurewhich is selected by detector. The automatic detector of epileptic seizureswas
described in previous co-author’s work [8]. The values of electrodes in the middle
line were considered as reference. Cross-spectrum is calculated between reference
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electrode signal and the signal from the electrode in lateral line with reference elec-
trode. By the help of the coherence function, it was discovered which frequencies
were present in both channels. The values of the coherence function are between
〈0, 1〉. The zero value indicates no linear dependency between the two channels at
specific frequency and the value of 1 indicates a perfect linear dependency. The limit
of the coherence was estimated according to Otnes and Enochson. The degree of
similarity of two signals has to be close to 1. In the next step the phase spectrum was
modified because the phase shift can be estimated only at the existing frequencies in
both signals. The values of the phase spectrum at frequencies which are not present
in both channels according to low value of coherence function will be ignored. A
regression line is calculated from modified phase spectrum by using method of the
mean least-squares. An intercept point of the regression line and the value of phase
spectrum is considered to be a time delay for each channel [4, 6, 7, 9].

A group delay τ (ω) between two channels is defined as derivation of the phase
spectrum τ according to the frequency f [6]:

τ (ω) = − dφ

dω
. (2)

The relative delay Δt between two channels is determined by the following equa-
tion [6]:

Δt = Δφ

360 · (Δ f )
. (3)

The high value ofΔt represents a big phase shift between the correlated channels.
The biggest positive value of time difference Δt of electrode is considered to be new
reference electrode in next iteration and another electrodes are assumed to anticipate
this electrode. The whole procedure is subsequently repeated. The Spectral Power
Density (PSD) usingWelch‘s method with a half-overlapping Hanning window type
was calculated. There were used values of time differences at the most significant
frequency in PSD. If the system shifts phase at certain frequency in negative sense
the phase differenceΔφ has the negative value what indicates signal delay compared
to the reference electrode. Otherwise the positive value indicates phase overtaking.
Then the biggest positive value of time difference indicates the electrode which is
the closest to the epileptic focus because the phase difference on this position is
most significant. This information is shown as graphical representation of the brain
mapping in two and three-dimensional space. Described approach is illustrated in
Fig. 3. The method of brain mapping (BM) shows the brain activity of individual
parts of cortex which is measured by multiple electrodes on the scalp. The values
in the areas without electrodes are computed by iterative linear interpolation. The
numerical values of scalp points are encrypted into colour respecting defined colour
range. The standard range passes from blue to red, where blue colour represents the
lowest activity and red colour stands for highest activity. The BM can be conceived
as a higher form of neuroimaging.
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Fig. 3 The fundamentals of mapping brain activity using time delay in EEG records with epileptic
seizure

3 Testing of the Proposed Algorithm

3.1 Verification of Method on Simulated Example

Our algorithm was verified by two different types of signals—simulated and real
EEG. First of them consists of 19 harmonic signals y1–y19. These signals are mixture
of harmonic waves with frequencies f1– f5 in range 1–5Hz, amplitude A of 1V and
phase ψX which characterise a time shift of channel X . The signals are created
according to the following equations:

y1 = A (2π f1t + ψ1) + A (2π f2t + ψ1) + · · · + A (2π f5t + ψ1)

y2 = A (2π f1t + ψ2) + A (2π f2t + ψ2) + · · · + A (2π f5t + ψ2)

. . .

. . .

y19 = A (2π f1t + ψ19) + A (2π f2t + ψ19) + · · · + A (2π f5t + ψ19)

(4)
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Fig. 4 The values of time delay in both steps for each channel

Fig. 5 Time differences observed at the beginning of epileptic seizure

In our experiment, we assumed the epileptic focus in position close to the electrode
C3 (channel 9). In this position the phase of harmonic signal ψ9 = 0. In Fig. 4 are
noticed values of time delay for all electrodes.

At first, the middle electrodes are considered as a reference electrodes (left side of
Fig. 4). The second step is shown on the right where the red rectangle (C3 electrode)
characterizes the maximum time delay concerning new reference electrode (Fp1
electrode—blue rectangle from previous step). The position of signal source (ψ = 0)
was successfully localized at C3 position.

3.2 Verification of Method on Real EEG Data

The second verification of proposed method was performed on the real data with
epileptic seizure in EEG records of six patients with localization-related epilepsy. It
is obvious from Fig. 5 that the electrode C3 captured the epileptic seizure first.
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Fig. 6 Welch power spectral density of epileptic seizure

Fig. 7 Localization of
epileptic focus

The most significant frequency was determined according to Welch Power Spec-
tral Density at 3Hz in segment with presence of seizure, as is illustrated in Fig. 6.

The result of our experiment is shownby two and three dimensional brainmapping
visualisation technique. The result verified position of epileptic focus near to the
electrode C3 (Fig. 7).

4 Conclusion

We created detector for automatic localization of epileptic seizures [8] and epileptic
foci localization in MATLAB programming language. Both tools were implemented
in application with graphical user interface. The application is designed for files in
standard EDF format. Reliability of the algorithm depends on morphology and dura-
tion of epileptic seizure. The successful detection of the epileptic foci is possible
only when epileptic seizure is observed in EEG record. Computing the phase of the
cross-spectrum strongly depends on the determination of the start and the end of
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epileptic seizures. Maximum resolution of the time shifts between channels is given
by the sampling frequency, e.g. 3.9ms for sampling rate of 256Hz. Developed soft-
ware is able to determine which electrode notices seizure earliest in record also when
it is not possible by human eye. Localization of epileptic foci based on topographic
mapping is powerful alternative method to another published methods e.g. method
based on Low-resolution Electromagnetic Tomography (LORETA) published by [5].
Further BM techniques as Functional Magnetic Resonance (fMRI), a brain Positron
Emission Tomography (PET) measure such properties as blood flow or metabolism.
These functional brain imaging methods can be used as additional diagnosis of the
epileptic zone localization.
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The First Experience with the Use
of Noise-Assisted Empirical Mode
Decomposition Algorithm in the Processing
of Multi-channel Electrogastrography Signals

Dariusz Komorowski

Abstract The electrogastrographic examination (EGG) is a non invasivemethod for
the investigation of the myoelectrical stomach activities that is performed with the
electrodes placed on the skin of the patient’s abdomen. The main aim of EGG exam-
ination is the assessment of gastric slow wave propagation. Observation and mea-
surement of the wave parameters changes (e.g. amplitude and frequency) facilitates
diagnosing certain abnormalities and disorders associated with the impaired gastric
activity. Such abnormalities are usually difficult to detect with the traditional diag-
nostic methods. One of themain tasks of this study is to extract the gastric slowwave,
occurring naturally in the EGG signals, from the raw multi-channel EGG signal. In
the presented work, in order to extract slow waves frommulti-channel EGG, a modi-
fied method of the Multivariate Empirical Mode Decomposition (MEMD) called the
Noise-Assisted Empirical Mode Decomposition (NA-MEMD) is proposed to apply.
The use of NA-MEMD algorithm and Hilbert-Huang spectrum (HHS) seems to be
the appropriate method for analysing non-linear and non-stationary signals and so is
the multi-channel EGG.

Keywords Electrogastrography · Noise assisted empirical mode decomposition ·
Slow wave

1 Introduction

Like in a heart, the phenomenon of myoelectrical activity occurs in the stomach,
and can be measured by cutaneous electrodes placed on the patient’s abdominal
skin. The method was first described by [1]; it concerned a single-channel EGG
examination [1]. Until the 90s of the twentieth century the EGG study was not very
popular due to the technical difficulties regarding the lack of appropriate recording
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equipment and computer systems for the EGG analysis. The development of this
research method took place in 1993, when Chen and his colleagues presented the
basic assumptions of one andmulti-channel cutaneous EGG [3–5]. In 2003 EGGwas
considered as amethod that helps distinguishhealthypeople from thosewith impaired
gastric myoelectrical activity [21]. Due to its non-invasiveness and relatively small
inconvenience, the method is increasingly used in paediatrics [26, 28]. Myocyte
cells of the stomach generate three types of potential: membrane potential, slow
waves and action potentials (spikes). Membrane potentials are the least interesting,
as they exist in all living cells in the human body. Their function is to maintain the
desired tonicity, and this is achieved by treatment with sodium-potassium pump.
The basic bioelectrical activity of the stomach is determined by slow wave, which
is generated by the gastric non-muscular cells called the Interstitial Cells of Cajal
(ICC). Such cells are located between the circular and longitudinal muscle layers of
corpus and antrum (the middle of the greater curvature) [7]. The rhythm of peristalsis
generated by slow waves is referred as the basic electrical rhythm (BER) and has
the frequency of about 0.05Hz (3 cycle/min, cpm) for healthy humans. The BER
itself does not cause contractions yet, but determines their frequency, as contractions
occur when the depolarization associated with BER reaches the threshold and there
appear spikes. Instead, BER is responsible for the frequency, speed and direction
of peristaltic wave [15]. Single or multi-channel EGG signal is acquired from the
disposable electrodes arranged on the surface of a patient’s abdomen. It is assumed,
that the frequency for the standard EGG signal is from 0.015 to 0.15Hz. EGG signal
amplitude is about 100–400µV. The typical EGG examination takes about 2h and
consists of three stages: the first one generally lasts no longer than 30min and is
defined as the stage before a meal (pre-prandial), the second part takes about 5–15
min, including time when a person eats a standardized meal. The third part of the
study, after themeal is digested, takes about 90–120min and it is called a postprandial
stage. The basic analysis of EGG involves determining the frequency of slow waves
and classification of its rhythm. The determined frequency is called the dominant
frequency (DF). DF values are calculated for some pre-prandial and postprandial
parts. The part of the study during a meal is not analysed due to the very high level
of disturbances in the EGG records. Normally, the frequency of the slow waves is
determined by the short-time fast Fourier transform (STFFT) or using non-parametric
methods (e.g. AR, ARMA). To calculate the spectra, according to the method used,
the segments of 60–256s length are used. When testing EGG, according to general
medical standard administration, the frequency is given in cpm. Based on the DF
values of slow waves, the classification of rhythm is performed for each individual
pre-prandial and postprandial part. Additionally, the postprandial part is usually
divided into 30min parts. The rhythm is classified as: bradygastria DF (0–2cpm),
normogastria DF 〈2–4cpm〉 and tachygastria DF 〈4–9cpm〉 [21, 31]. On the basis of
the rhythm classification, the percentage index of normogastria (NI) is determined.
This index is expressed as the amount of DF values in the range of normal rhythm
to the total amount of the DF values. The NI has adequate diagnostic significance.
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Fig. 1 The example of 1min segment of EGG signal (left), its spectrum (right) with marked DF
(small red circle)

The EGG examination also facilitates the determination of other parameters (the
detailed description and application can be found in [19]). The example of 1min
length EGG signal, its spectrum and method of determining the value of DF are
shown in Fig. 1.

In the presented work, in order to extract slow waves from multi-channel EGG, a
modified method of the Multivariate Empirical Mode Decomposition is proposed to
extract slow waves from multi-channel EGG. The use of NA-MEMD algorithm and
Hilbert-Huang spectrum seems to be the appropriate method for analysing non-linear
and non-stationary signals and so is the multi-channel EGG.

2 Method

The signals (time series), used in the presented study, were recorded using a proto-
type wireless four-channel biological amplifier of EGG signals [14]. The resolution
of analog/digital (A/D) converters used in the amplifier was 24 bits, and sampling
frequency was set to 250Hz/channel. During the signal recording process, the C3
standard electrodes places were applied [19]. The time of examination was from 120
to 150 min. The recorded signals were filtered by means of anti-aliasing low-pass
digital fourth-order Butterworth filter with the cutoff frequency set to 2.5Hz. The
filtering process was conducted in both the forward and reverse directions to ensure
zero-phase [20]. Further signals were resampled with the new sampling frequency
equal 5Hz. Then, in order to extract EGG signals, the filtering process by using con-
ventional zero-phase digital band-pass filter (0.015–0.15Hz) was performed. The
empirical mode decomposition (EMD) was introduced by Dr. Norden Huang in the
mid 90s as an effective tool for adaptive local time-frequency decomposition. The
EMD is used to obtain the intrinsic mode functions (IMFs) from the non-linear and
non-stationary time series signal [11, 12]. Since then, the EMD has been success-
fully applied in various fields of engineering sciences, such as: themechanics of fluid,
geophysical surveys and also the study of biomedical signal. The EMD substantially
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differs from the other methods of signal analysis e.g.: the Fourier transform or the
wavelet transform that lacks the predetermined basis functions. In the case of the
Fourier transform, it is a combination of sine and cosine functions, and in the case of
the wavelet transform—various types of wavelets [16]. The existence of the known
basis functions makes these traditional methods work well for linear and stationary
signals, while the EMD method derives from the assumption that any signal con-
sists of finite number of IMF, representing an embedded characteristic oscillation
on separated time scale. The IMFs enables capturing certain physical characteristics
of non-linear and non-stationary signals [32]. The considerations of the traditional
EMD method are described in literature e.g. [6, 13, 29]. Because of the limita-
tions of the standard EMD, in the scientific literature quite a lot of improvements
of classical EMD are presented, e.g. Ensemble Empirical Mode Decomposition
(EEMD). This method involves adding white Gaussian noise (WGN) to the original
signal [30]. Some changes were also suggested in the operation of the EMD algo-
rithm for analysing multi-channel signals. This new algorithm is called Multivari-
ate Empirical Mode Decomposition (MEMD) and described in the [22–24]. In this
study, to analyse multi-channel EGG signals, the latest version of MEMD algorithm
(NA-MEMD) was used. This method involves creating additional signals containing
different distributions of the white Gaussian noise, adding them as independent chan-
nels to the existing multi-channel signal and then performing the MEMD algorithm
[18, 25]. The description of the applied method is presented below. The purpose
of MEMD is the decomposition of the n-dimensional signal x(t) into the sum of
the n-dimensional intrinsic mode functions xm(t) (n-dimensional IMFs) and local
median, so-called residuum r(t) (also the n-dimensional),which may be either the
average and constant trend. We can present it as an equation:

x(t) =
n∑

m=1

xm(t) + r(t), x, xm ∈ Rn. (1)

The main idea of the MEMD algorithm is to estimate the n-dimensional local
mean. It is performed by creation the multiple real-valued projections of the original
signal. Then, the extremes obtained from all such single-dimensional projections are
interpolated componentwise to obtain multi-dimensional signal envelopes [25]. The
detailed description of this algorithm is presented in [18, 22, 25]. Quote [18], the
short explanation of the MEMD algorithm is presented below.

2.1 Instruction of the MEMD Algorithm

1. Create V-point Hammersley sequence that will be used for uniformly sampling a
(n-1) dimensional sphere.

2. Calculate the projections qθv(t) of the signal x(t) along all directions of the vector
dθv for v = 1, . . . , V, this will allow to obtain a set of projections {qθv(t)}Vv=1.
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3. Find the time instants {t iθv}Vv=1 corresponding to the maxima of set of projections{qθv(t)}Vv=1.
4. Make interpolation

[
t iθv, x(t

i
θv)

]
to obtain the multivariate signal envelope

{eθv(t)}Vv=1.
5. Calculate the mean of the V multidimensional space of envelopes.

m(t) = 1

V

V∑

v=1

eθv(t). (2)

6. Extract the detail d(t) = x(t) − m(t).
7. Check the stopping criterion for multivariate IMF. If d(t) satisfies the criteria to

stop it, use this procedure for x(t) − d(t), otherwise use the d(t).

The stop condition (criterion) for multivariate IMF is similar to the condition
proposedbyHuang [13] for one-dimensionalEMDmethod.The condition of equality
between the number of extremes and the zero crossings is not prescribed here, because
of the inability to define the extremes of the multi-dimensional signals properly [17].
In this study the NA-MEMD algorithm, which is a modified version of MEMD, was
used for multi-channel EGG signal decomposition.

2.2 Instruction of NA-MEMD Algorithm [6, 24]

1. Check if the input signal satisfies the criteria of an IMF if it does not, go to the
next step, otherwise exit the algorithm.

2. Create an additional k-channel, (k ≥ 1) signal of the same length as the one of
the input, containing uncorrelated white Gaussian noise.

3. Add the signal noise created in the previous step to the n-dimensional input signal
(n ≥ 1), so as to obtain the new (n + k) dimensional input signal.

4. Apply the MEMD algorithm to the signal created in the previous step.
5. Remove components for a channel containing noise from the obtained results;

leave only those that match the original n-dimensional input signal.

As a result of the processing signal by means of the NA-MEMD algorithm, the
signal decomposition is transformed into individual IMF. The interpretation of the
resulting components is a quite serious problem. Since our aim is to isolate the
slow wave, the physical properties of this wave are known, i.e. the typical range
of frequency. To choose an “appropriate” IMF, in this paper a frequency criterion
is prepossessed. This criterion is based on the calculation for each taken IMF (for
each EGG signal channel), defined for this purpose as the instantaneous normogastria
index (INI). The value of this ratio determines the percentage of amount instantaneous
frequency components between 2 and 4 cpm (0.033–0.66Hz) to all amount values
of the instantaneous frequency of the processed IMF. The value of this ratio is the
highest for the chosen IMF. The values of instantaneous frequencies were calculated
according to Hilbert-Huang transform (HHT) [12].
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2.3 Hilbert-Huang Transform, Instantaneous Frequency

The HHT transform is created as a result of IMF and Hilbert transform (HT) [10,
12]. The Hilbert transform of any arbitrary time series signal x(t) of class LP can be
expressed by the following formula:

y(t) = 1

π
P

∫ +∞

−∞
x(τ )

t − τ
dτ , (3)

where P indicates the Cauchy principal value of the integral. According to this
definition, the x(t) and y(t) functions create the complex conjugate pair, thus the
analytic signal z(t) can be expressed as:

z(t) = x(t) + iy(t) = a(t)eiθ(t), (4)

where i2 = −1, and

a(t) = (x2(t) + y2(t))1/2, θ(t) = arctan

(
y(t)

x(t)

)
, (5)

In the equations presented above a determinates the instantaneous amplitude, and
θ represents the instantaneous phase. The instantaneous frequency can be derived
from:

ω = dθ

dt
. (6)

In this case, both the amplitude and frequency are functions of time and can
be expressed as a function of time and frequency H(ω, t). The Eq. (6) allows only
calculating the main values of the phase. This causes a phase discontinuity, which
period is equal to 2π, so that the frequency calculation is performed by using the
following equation that derives directly from the Eq. (6).

ω(t) = x(t)y′(t) − x ′(t)y(t)
x2(t) + y2(t)

, (7)

where prime ′ means the differentiation with respect to time. In practice, to avoid
these differentiations and decrease time processing, the continuous frequency ω(t)
can be approximated using one of the following formulae:

ω(t) = 1

T
arctan

(
x(t)y(t + T ) − x(t + T )y(t)

x(t)x(t + T ) + y(t)y(t + T )

)
, (8)

ω(t) = 1

T
arctan

(
x(t − T )y(t + T ) − x(t + T )y(t − T )

x(t − T )x(t + T ) + y(t − T )y(t + T )

)
, (9)
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ω(t) = 1

T
arctan

(
x(t)y(t + T ) − x(t + T )y(t)

(x(t) + x(t + T ))2 + (y(t) + y(t + T ))2

)
, (10)

where T is the sample period of time series signal [2].

3 Results

The results, obtained with the method described in this work are presented on the
example of analysis of the real four-channel EGG signal. The EGG test was made for
a light meal (400 ml of cold water). The presented results were obtained using the
NA-AMD algorithm with one channel of WGN added. The NA-MEMD decom-
position was made with V = 40 directions of projections. The Calculations were
performed for two different values of noise to signal (N/S) ratio. The correspond-
ing values were 0.1 and 0.2 respectively. In order to provide the required values
of N/S, the EGG signal was standardized (carried out separately for each of the 4
channels) by dividing the values of the signal (samples) by the standard deviation
(STD) of EGG signal. Because of the standard (conventional) method of analysis
of the EGG, the examination is divided into about 30min parts: pre-prandial (which
usually takes about 30 min) and postprandial (2 or 3 parts of 30min each). In the
presented study the analysis of EGG signal was also made for separate 30min stages.
The calculations were carried out in Matlab using MEMD function implemented by
Rehman and Mandic [22] and downloaded from [9]. The Hilbert-Huang spectra pre-
sented below were calculated using the function HHSPECTRUM, TOIMAGE and,
DISPHHS written by Flandrin and Rilling [8, 27]. The example of decomposition
of the one (A1) channel of 30-min time series 4-channel EGG signal (pre-prandial
part) with NA-MEMD algorithm is shown in Fig. 2. The calculated values of the
coefficients INI (%) for each IMF (Top 10) of 4-channel EGG (pre-prandial) for two
values of N/S: 0.1 and 0.2 are shown respectively, in Tables1 and 2.

The Hilbert-Huang spectra of the chosen IMFs (with the highest INI index) of
four-channel EGG signal (pre-prandial part) are shown in Fig. 3. The spectra were
obtained by NA-MEMD method with one added channel of WGN with N/S ratio
equal 0.1.

Figure4 presents the IMFs of each 4-channel EGG leads, selected on the basis of
the criteria described above (max INI).

The classical spectra of “the best” IMFs (obtained by the Fourier transform) are
presented in Fig. 5a–d. These spectra and results of HHT, presented in the Fig. 3,
clearly show that the local energy of IMFs components is distributed mainly at the
range of the characteristic slow wave frequency (0.05Hz; 3cpm).

The following figures show the selected (with the highest values of INI) IMFs
for the postprandial stages of the four-channel EGG examination. The results were
obtained for the same realization of WGN, but for the different N/S amounting to
0.1 (Fig. 6) and 0.2 (Fig. 7) respectively. These results show that decomposition EGG
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Fig. 2 The example of decomposition into IMFs of one (A1) channel 30-min time series of the
4-channel EGG signal (pre-prandial part), (with NA-MEMD method and N/S = 0.1)
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Table 1 The values of INI (%) for the first 10 IMFs of four-channel EGG signal (pre-prandial),
(N/S = 0.1)

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10

A1 2.69 1.60 1.42 1.01 11.97 83.02 28.30 0.08 0.00 0.24

A2 2.33 1.31 1.43 0.80 11.19 85.93 17.01 0.64 0.00 0.03

A3 2.52 1.63 1.57 0.72 13.69 91.96 24.06 1.43 0.21 0.39

A4 2.63 1.85 1.73 0.98 11.43 90.72 19.54 2.48 0.02 0.20

Table 2 The values of INI (%) for the first 10 IMFs of four-channel EGG signal (pre-prandial),
(N/S = 0.2)

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10

A1 2.57 2.12 1.71 0.59 5.30 78.63 46.14 0.10 0.67 0.07

A2 2.69 1.13 1.50 0.71 4.86 82.79 44.78 1.10 1.13 0.02

A3 2.70 1.78 1.49 0.84 5.56 90.08 47.10 1.75 0.29 0.67

A4 3.08 1.27 1.89 0.57 4.93 86.74 42.97 1.88 0.14 0.26
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Fig. 3 The HHS of “the best” IMFs of the 4-channel EGG signals (pre-prandial part)

into IMFs by the means of NA-MEMDmethod is sensitive for N/S ratio and requires
further investigation.

The Fig. 8 also presents the correlation between the IMFs of different EGG chan-
nels (leads), for example between A1 and A2, and A1 and A3. These diagrams of the
correlation coefficients seem to be interestingmaterial for further analysis of coupled
and uncoupled slow waves, that may also occur in the EGG signal [4].
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Fig. 4 “The best” (with the highest values of INI) IMFs of each channel (A1–A4) of the 4-channel
EGG. The results were obtained for the pre-prandial part (N/S = 0.1)

0 0.050.10.150.20.250.30.350.40.45
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
o
w
e
r

frequency (Hz)
0 0.050.10.150.20.250.30.350.40.45

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
o
w
e
r

frequency (Hz)

0 0.050.10.150.20.250.30.350.40.45
0

0.1

0.2

0.3

0.4

0.5

0.6

P
o
w
e
r

frequency (Hz)
0 0.050.10.150.20.250.30.350.40.45

0

0.1

0.2

0.3

0.4

0.5

0.6

P
o
w
e
r

frequency (Hz)

(a) (b)

(c) (d)

Fig. 5 The examples of Fourier spectra of “the best” IMFs of four-channel EGG (A1–A4)
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Fig. 6 “The best” (with the highest values of INI) IMFs of each channel (A1–A4) of the 4-channel
EGG. The results were obtained for the postprandial part (N/S = 0.1)
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Fig. 7 “The best” (with the highest values of INI) IMFs of each channel (A1–A4) of the 4-channel
EGG. The results were obtained for the postprandial part (N/S = 0.2)
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Fig. 8 The graphical representation of the correlation rations between the IMFs of selected chan-
nels, A1–A2 (left) and A1–A3 (right)

4 Conclusion

The preliminary results of analysis of four-channel EGG signals, obtained by both
NA-MEMD and HHT methods, indicate relatively high potential for adaptively
decomposing non-stationary and non-linear multi-channel EGG signals. After a
series of experiments using the NA-MEMD algorithm for processing four-channel
EGG signals, examples of which are presented in this work, it was found that the
proposed algorithm works suitably for analysing EGG signals. The obtained results
are promising (extraction of the slow wave component (0.05Hz) works properly),
however, they require further comparative analysis with the results of conventional
methods used in the analysis of EGG signals. Such verification and comparison
between healthy patients and those who suffer from stomach disorders may also lead
to finding the criteria or parameters that would help diagnose certain diseases of the
digestive system. The proposed method of analysis EGG is very interesting and per-
spective, which should be the basis for further research. There are several possible
directions of such research, and they determine its effectiveness. These include, inter
alia: evaluation of the influence of parameters changes in NA-MEMD algorithm (the
number of projection directions, the number of additional channels of noise, the val-
ues of N/S ratio) on the obtained results. The study of the interrelationship between
the IMFs, for example diagrams of correlation coefficients, seems to be interesting
for further analyse of coupling and uncoupling between slow waves, which is crucial
for gastric emptying. In the future, it would be advisable to confront the results of the
analysis EGG by means of NA-MEMD method with clinical research and medical
specialist’s opinion. The applied algorithm should be also optimized in terms of its
computational speed to reduce the processing time.
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troenterologiczny 2008 (In Polish)

8. http://perso.ens-lyon.fr/patrick.flandrin/emd.html
9. http://www.commsp.ee.ic.ac.uk/~mandic/research/emd.htm
10. Huang, N.E., Wu, Z.: A review on Hilbert-Huang transform: method and its applications to

geophysical studies. Rev. Geophys. 46 (2008). doi:10.1029/2007RG000228A
11. Huang, N.E., Long, S.R., Shen, Z.: The Mechanism for Frequency Downshift in Nonlinear

Wave Evolution. Academic Press Inc. Published by Elsevier Ltd. (1996)
12. Huang, N.E., Shen, Z., Long, S.R., Wu, M.C., Shih, H.H., Zheng, Q., Yen, N.-C., Tung, C.C.,

Liu, H.H.: The empirical mode decomposition and the hilbert spectrum for nonlinear and
nonstationary time series analysis. Proc. R. Soc. London, Ser. A 454, 903–995 (1998)

13. Huang, N.E., Wu, M.-L.C., Long, S.R., Shen, S.S.P., Qu, W., Gloersen, P., Fan, K.L.: A con-
fidence limit for the empirical mode decomposition and Hilbert spectral analysis. Proc. Roy.
Soc. Lon. A 459(2037), 2317–2345 (2003)

14. Komorowski, D., Pietraszek, S., Grzechca, D.: The wireless system for EGG signal acquisition.
In: 19th IEEE International Conference on Electronics, Circuits and Systems. ICECS 2012,
Seville, Spain, 9–12 Dec 2012

15. Konturek, S.J. (eds.): Fizjologia czlowieka: podrecznik dla studentowmedycyny (HumanPhys-
iology: textbook), Elsevier Urban and Partner, Wroclaw wyd. 1, 2007 (In Polish)

16. Mallat, S.G.: A theory for multiresolution signal decomposition: the wavelet representation.
IEEE Trans. Pattern Anal. Mach. Intell. 11(7) (1989)

17. Mandic,D.P.,Goh,V.S.L.: ComplexValuedNonlinearAdaptive Filters:Noncircularity,Widely
Linear and Neural Models. Wiley, Hoboken (2009)

18. Mandic, D.P., Rehman, N.U., Wu, Z., Huang, N.E.: Empirical Mode Decomposition-Based
Time-Frequency Analysis of Multivariate Signals, Digital Object Identifier. doi:10.1109/MSP.
2013.2267931. Date of publication: 15 Oct 2013

19. Medtronic A/S: Polygram NetTM Reference Manual. Skovlunde (2002) (Denmark)
20. Oppenheim, Alan V., Schafer, Ronald W., Buck, John R.: Discrete-Time Signal Processing,

2nd edn. Prentice Hall, Upper Saddle River (1999)
21. Parkman, H.P., Hasler, W.L., Barnett, J.L., Eaker, E.Y.: Electrogastrography: a document pre-

pared by the gastric section of the american motility society clinical GI motility testing task
force. Neurogastroenterol. Motil. 15, 89–102 (2003)

22. Rehman, N.U., Mandic, D.P.: Multivariate empirical mode decomposition. Proc. Roy. Soc.
Lon. A 466(2117), 1291–1302 (2010)

23. Rehman, N.U.,Mandic, D.P.: Empiricalmode decomposition for trivariate signals. IEEETrans.
Signal Process. 59(5), 2421–2426 (2011)

24. Rehman, N., Mandic, D.P.: Filterbank property of multivariate EMD. IEEE Trans. Signal
Process. 59(5), 2421–2426 (2011)

http://perso.ens-lyon.fr/patrick.flandrin/emd.html
http://www.commsp.ee.ic.ac.uk/~mandic/research/emd.htm
http://dx.doi.org/10.1029/2007RG000228A
http://dx.doi.org/10.1109/MSP.2013.2267931
http://dx.doi.org/10.1109/MSP.2013.2267931


324 D. Komorowski

25. Rehman, N., Park, C., Huang, N.E., Mandic, D.P.: EMD via MEMD: multivariate
noise-aided computation of standard EMD. Adv. Adapt. Data Anal. 5, 1350007 (2013).
doi:(10.1142/S1793536913500076)

26. Riezzo G., Russo F., Indrio F.: Electrogastrography in adults and children: the strength, pitfalls,
and clinical significance of the cutaneous recording of the gastric electrical activity. BioMed
Res. Int. 2013, Article ID 282757, 14 pp (2013). doi:10.1155/2013/282757

27. Rilling,G., Flandrin, P.,Goncalves, P.:On empiricalmode decomposition and its algorithms. In:
Proceedings of the 6th IEEE/EURASIP Workshop on Nonlinear Signal and Image Processing
(NSIP ’03), Grado, Italy (2003)

28. Stroj, L., Krusiec-Swidergol, B., Kasicka-Jonderko, A., Jonderko, K., Blonska-Fajfrowska, B.:
Application of electrogastrography in paediatrics I. Definition of normal ranges of parameters
of an electrogastrogram in Polish children (in Polish). Wiad. Lek. 60, 517–524 (2007)

29. Wang, G., Chen, X., Qiao, F.-L., Wu, Z., Huang, N.E.: On intrinsic mode function. Adv. Adapt.
Data Anal. 2(3), 277–293 (2010)

30. Wu, Z., Huang, N.E.: Ensemble empirical mode decomposition: a noise-assisted data analysis
method. Adv. Adapt. Data Anal. 1(1), 1–41 (2009)

31. Yin, J., Chen, J.D.Z.: Electrogastrography: Methodology. Validation and Applications. J. Neu-
rogastroenterol. Motil. 19, 5–17 (2013)

32. Zeiler, A., Faltermeier, R., Keck, I.R., Tome, A.M., Puntonet, C.G., Lang, E.W.: Empirical
mode decomposition—an introduction. In: The 2010 International Joint Conference on Neural
Networks (IJCNN), pp. 1,8, 18–23 July 2010

http://dx.doi.org/10.1155/2013/282757


Assessment of Slow Wave Propagation
in Different Phases of Food Stimulation
in the Multichannel Electrogastrographic
Signal (EGG)

Barbara T. Mika and Ewaryst J. Tkacz

Abstract The electrogastrogram (EGG), a cutaneous recording of electrical activity
in the stomach is a mixture of 3 cycle per minute (3cpm) gastric pacesetter potential
known as slow wave, electrical activity from other organs and noise. Proper slow
wave propagation is responsible for gastric peristaltic contractions, which are the
basis for emptying of solids from stomach. Delay in the stomach emptying leads
to some gastric disorders such as bloating, vomiting or nausea. To assess the slow
wave propagation it is necessary to obtain slowwave in each channel of multichannel
EGGs. In this paper combinedmethods: IndependentComponentAnalysis (ICA) and
adaptive filtering in the cosine transformdomainwas proposed to gain a purifiedEGG
signal fromeach channel. Time shift betweenEGGsignals fromvarious channelswas
estimated by means of cross covariance analysis performed after adaptive filtering of
each channel with reference signal obtained from blind sources separation by ICA
algorithm. The effectiveness of that proposed methods was at first validated for the
synthetic data and after was applied for human EGG, recorded before and after food
stimulation.

Keywords Electrogastrography · Slow wave · Propagation

1 Introduction

Electrogastrography is a body surface, noninvasive measurement of electrical stom-
ach activity. It can be acquired by attaching electrodes on the abdominal skin over
the stomach. For the first time one channel EGG data was obtained in 1922 by
Walter Alvarez [1] and during the long decades, analysis of the EGG signal was
concentrated on the one channel recordings. With the introduction of multichannel
electrogastrography in the second half of the twentieth century the EGG has become

B.T. Mika (B) · E.J. Tkacz
Faculty of Biomedical Engineering, Department of Biosensors and Processing
of Biomedical Signals, Silesian University of Technology, Zabrze, Poland
e-mail: b.mika@polsl.pl

© Springer International Publishing Switzerland 2016
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an attractive tool for physiological and pathophysiological studies of the stomach.
Computer simulation studies have suggested, that detection of slowwave propagation
formmultichannel EGGs is possible [3, 4, 11]. Gastric peristaltic wave that migrates
from proximal to distal stomach are a basis for emptying stomach contents [9]. From
the pacemaker area of stomach, located on the greater curvature between the fun-
dus and corpus, spontaneous electrical depolarization and repolarization generates
the myoelectrical excitation. The main component of gastric myoelectrical activity,
called gastric slow wave has a frequency about 3cpm (0.05Hz). Slow waves orig-
inate in the pacemaker region and propagate circumferentially and distally toward
the pylorus. For gastric peristalsis to spread as a mechanical wave, gastric slow wave
must propagate through the gastric musculature.

The tunica muscularis of stomach is built of three layers of muscles: longitudinal,
circular and oblique. However they are not able to awake electrical excitation. Par-
ticular network of cells named the Interstitial Cells of Cajal (ICC) are responsible
for myoelectrical rhythmicity, recorded as the gastric pacesetter potentials [12, 15].

Proper slow wave propagation is a basic mechanism, which both controls and
integrates gastric wall motility. The proximal corpus region generates the slow wave
with the greatest frequency 3cpm, so there is a time, for slow wave to propagate and
initiate slow waves, in the other regions of stomach, before they generate their own
event [9]. This phenomenon is called coupling. If the time required for slow wave
propagation is too short for corpus pacemaker to entrain the distal pacemakers, there
is the breakdown in the stomach frequency gradient. In these uncoupled cases the
motility disorders occur and the spread of peristaltic contractions could be inhibited,
causing delay in gastric emptying and such symptoms as nausea, bloating, vomiting
or abdominal discomfort [9].

The aim of this paper is to examine the effectiveness of combining Independent
Component Analysis (ICA), adaptive filtering and the cross-covariance for identify-
ing the slow waves propagation. Parameters depict EGG properties mostly based on
spectral analysis, where information about slow waves spread and coupling are lost,
so this paper propose the new combination of known methods for assessing slow
wave propagation in synthetic and human data.

2 Methods

2.1 Independent Component Analysis

Independent Component Analysis (ICA) is a powerful method for the blind source
separation (BSS) [5–7, 14]. In this paper ICA algorithm was applied for multichan-
nel EGG recording to obtain the reference signal for adaptive filtering. EGG data
are a mixture consisting of gastric myoelectrical activity of stomach, the electrical
activity of the adjacent organs and a various kind of noise or artifacts. All these sig-
nals may be considered to be independent because of their different biological origin
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(as they are generated by different sources). Let’s assume that n obtained by mul-
tichannel electrogastrography EGG signals X1(t),X2(t),X3(t), . . . ,Xn(t) are linear
combinations of n unknown mutually, statistically, independent source components:
S1(t), S2(t), S3(t), . . . , Sn(t), such as electrical activity of stomach, heart, respiration
or random noise.

If X = [X1(t),X2(t), . . . ,Xn(t)]T and S = [S1(t), S2(t), . . . , Sn(t)]T then X =
A · S, where A is unknown non-singular mixing matrix. The task of ICA algorithm
is to extract the source signals Si(t) where i = 1, 2 . . . n, only from their mixed
measure X , by estimating matrix E = A−1 so as S = E · X . Each of vector X and
S could be regarded as a random variable. The ICA method consists of two tasks:
proper construction of so called contrast function and an optimization algorithm.
The contrast function is a quantitativemeasure of stochastic independence of random
variables Si i.e. extracted source signals.

In this study the Matlab implementation of FastICA algorithm proposed by
Hyvärinen and Oja [7], has been successfully applied for both simulated and human
EGG data.

2.2 Adaptive Filtering

Adaptive noise cancellation from each channel of EGG data was performed, in the
discrete cosine transform (DCT) domain, by the means of filter proposed by Liang
[2, 10] with a reference signal derived by ICA algorithm from 4-channel EGG data.
Let’s vector D = EGGk = [d1, d2, . . . dT ] denote EGG signals from k-channel of
multichannel EGG recording of T samples. Adaptive filtering was based on the least
mean square (LMS) algorithm to update the filter weights [3, 16]. If the mean square

error 1
T−N

∑T−N
j=1 e2j for ej = dj − yj, between yj the filter output and dj the primary

input, reached the minimum, then the output signal Y = [y1, y2, ...yT−N ] is the best,
in terms of least square error, estimate of the primary input signal D = EGGk (N is
the order of adaptive filter i.e. the number of filter weights).

Let’s Fj = [fj, fj+1, . . . , fj+N−1] is the reference signal obtained by ICA algorithm
and j = 1, 2, . . . ,T − N + 1, where T denote the number of EGGk samples and N
is the order of adaptive filter (the number of filter weights).

Let’s vector Zj = [zj(1), zj(2), . . . , zj(N)], will be the discrete cosine transform
of vector Fj, (DCT(Fj) = Zj), and Wj = [wj(1), wj(2), . . . , wj(N)], will be vector
of filter weights. Output of adaptive filter yj could be expressed by the formula:

yj = Zj · WT
j , (1)

wherein the filter weights change according the formula:

wj+1(n) = wj(n) + μ

1
N

N∑
n=1

∣∣zj(n)
∣∣2
ej(n)zj(n), (2)
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for j = 1, . . . ,N − 1, wj(n) is n-th filter weight for the j moment and μ is the coef-
ficient controlling the speed of convergence [2, 10].

The order of adaptive filter, used in this work has been set to N = 8 and the coef-
ficient controlling the rate of convergence, has been experimentally fixed value to
μ = 0.00375. The adaptive filtering performed in the time domain, bymeans of LMS
algorithm, is usually slow convergent. The convergence in this case, depends on the
rate of λmin

λmax
, where λmin,λmax are the smallest and the largest eigenvalue of auto-

correlation matrix of input signal. As the orthogonal transformation of input signal,
decrease the range of eigenvalues of autocorrelation matrix, (which is proofed in the
next section), it speeds up the convergence of LMS algorithm, at the same time [13].
In this paper the Discrete Cosine Transform (DCT) was chosen for transformation
of the input signal [2, 10, 13].

Transform Domain Adaptive Filter Let’s assume, that the Discrete Cosine Trans-
form (DCT), chosen for the linear orthogonal transform is represented by it’s orthog-
onal coefficients matrix P, so if Y = DCT(X) then Y = PX ∧ P− orthogonal i.e.
PT = P−1. Let’s denote E

{
YYT

} = B and E
{
XXT

} = A.

Lemma 1 For any vector X = [x1, x2, ...xn]T , of which norm is equal one ‖X‖ = 1
and any symmetric matrix A, there is the true relationship λmin ≤ XTAX ≤ λmax,
whereλmin andλmax are respectively the largest and the smallest eigenvalue of matrix
A [8].

Theorem 1 The spread of eigenvalues of matrix B is less than, or equal to, the
spread of eigenvalues of matrix A.

Proof If
B = E

{
YYT

}=E
{
PX(PX)T

} =E
{
PXXTPT

} = PE
{
XXT

}
PT = PAPT then

B = PAPT . Let’s w with ‖w‖ = 1 will be an eigenvector of matrix B for eigenvalue
λB. If w is an eigenvector of matrix B then Bw = λBw ⇔ wTBw = wTλBw ⇔
wTBw = λBw

Tw ⇔ wTBw = λB ‖w‖2 ⇔ wTBw = λB.
Let’s take vector PTw ∈ Rnx1 and P−orthogonal (PT = P−1) under consideration

so
∥∥PTw

∥∥2 = (PTw)T (PTw) = wTPPTw = wTw = ‖w‖2 = 1.
If A is the symmetric matrix and

∥∥PTw
∥∥ = 1 then according to the Lemma 1

(PTw)TA(PTw) ∈ [λmin,λmax] where λmin,λmax are the smallest and the largest
eigenvalueof symmetricmatrixA (λmin,λmax ∈ IR) so (PTw)TA(PTw) ∈ [λmin,λmax]
⇔ (wTP)A(PTw) ∈ [λmin,λmax] ⇔wT (PAPT )w ∈ [λmin,λmax] ⇔ wTBw ∈ [λmin,

λmax] ⇔ λB ∈ [λmin,λmax]. �

2.3 Cross-Covariance

In order to determine the time shift, between signals from two various channels of
EGG data, cross-covariance analysis was applied. In the first step, the signals from
each channel were resampled and divided into 20s parts, representing one cycle of
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slow wave. In the second step, the following analysis was performed for each 20s
of EGG data. Iteratively, 20 scalar products were calculated, for two 20s data from
fixed two channels. After each iteration, first of two signals, was shifted one sample
forward or backward, so each calculated dot product, was denoted by numbers of
shifted samples. The largest value of scalar product means, the largest similarity of
two 20s signals and simultaneously, the number of shifted samples denotes, the time
shift, of these investigated parts of signals. The same procedures was performed for
all 20 s fragments of signals from two fixed channels. The number of samples, obtain
for the largest scalar product, means the time lag, between each two 20s time series,
from individual channels [4]. Finally, average value for all of the 20s pieces of tested
signals, were found to be the time shift of these signals. Signal segmentation into
20s pieces, gives the opportunity to observe gastric slow wave propagation.

3 Results

To test the efficiency of proposed method, two kinds of the synthetic data were
designed for validation study and therefore the method was applied for 4-channel
EGG human data. The first group of synthetic data was based on the fact, that slow
wave could be simulated, by the sine function while the second group was con-
structed, using the real one channel EGG signal, recorded from a healthy person.

3.1 Simulation Results—Synthetic Data First Type

Let’s assume, that the pure EGGsignal, could be represented by the sine functionwith
the frequency 3cpm (0.05Hz). To simulate the slow wave propagation, from corpus
to pylorus, four source signalswere taken into consideration: S1(t) = sin(2π · 0.05t)
i.e. 3 cpm (0.05Hz) slow wave, S2(t) = sin(2π · 0.05t + π

2 ) 3 cpm slow wave with
the phase shifted by vector [−π

2 , 0], it is about 5 s respectively to S1, S3(t) = sin(2π ·
0.05t + π) also 3cpm slowwave shifted by vector [−π, 0] i.e. about 10 s respectively
to S1 and S4(t) as random noise. The simulated 4-channel EGG data (denoted as a
vector X ) was obtained by using the linear transform of vector S = [S1, S2, S3, S4]
with the mixing matrix A.

X = AS ⇐⇒

⎡

⎢⎢⎣

X1

X2

X3

X4

⎤

⎥⎥⎦

︸ ︷︷ ︸
EGG

=

⎛

⎜⎜⎝

1 0 0 1.6
0.1 1 0 1.4
0.1 0.1 1 1.8
0 0 0.2 1.1

⎞

⎟⎟⎠

︸ ︷︷ ︸
A

·

⎡

⎢⎢⎣

S1
S2
S3
S4

⎤

⎥⎥⎦

︸ ︷︷ ︸
S

(3)
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Fig. 1 On the left, there are the source signals S1, S2, S3, S4, on the right, simulated 4-channel
EGG with their power spectral density function (PSD) next to

In Fig. 1, on the left hand, there are unknown source signals S1, S2, S3, S4 with
encoded propagation of slow wave, which is the desired information, on the right
hand, there are simulated 4-channel EGG. The power spectral density function (PSD)
for each signal was calculated, as a product of squared absolute value of the Discrete
Fourier Transform (DFT) of analyzed signal and the Hamming window function,
divided by the energy of the window. The frequency of source signals according to
the assumption are 3cpm (0.05Hz).

As the time shift could be changed or even lost in the EGG recording Fig. 2 (on
right), it is difficult to detect slow wave propagation from raw, multichannel EGG.
Somemethods, which are able to recover the phase shift of source signals are needed.
In order to assess the phase shift in the source signal from their recorded mixtures, in
the first step the ICA algorithm was applied and two independent components ICA1

and ICA2 with frequency 3cpm and phase shift about 5 s, were extracted from the
EGG data Fig. 3.

They were next used as reference signal 1 for adaptive filtering to enhance EGG
signal in each channel. The filter order was 8 and the coefficient controlling the rate
of convergence was experimentally established on μ = 0.00375.

Fig. 2 The figure on the left, shows graphical representation of phase shift in the each 20 [s] of 10
[min] recording, between source signals: S2 − S1, S3 − S2 5 s; S3 − S1 10 s. The figure on the right,
presents the time shift for EGG data
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Fig. 3 Independent components: ICA1, ICA2, ICA3 obtained after applying the ICA method with
their PSD function next to

Fig. 4 On the left, the result of adaptive filtering for reference signal 1= ICA1, on the right, the
result of adaptive filtering for reference signal 2 obtained after PCA & ICA

Both ICA1 and ICA2 give a good result in adaptive filtering (Fig. 4 result for
ICA1 is on the left side). In the next step the data dimension was reduced by the
means of Principle Component Analysis (PCA) algorithm. The smallest eigenvalues
of (EGG)(EGG)T matrix, indicating the noise amount in the multichannel EGG
were omitted and a new reference signal denoted reference signal 2 was obtained
after ICA application. The result of adaptive filtering with the reference signal 2 is
shown in Fig. 4 on the right. Figure5 presents the recovered phase shift after adaptive
filtering with reference signal 1 and 2 between channels 3-2 & 3-1. As the phase
shift is recovered, the slow wave propagation could be identified.
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Fig. 5 The phase shift for: source signals; EGG data before adaptive filtering; EGG data after
adaptive filtering with reference signal 1, regained by ICA and reference signal 2, obtained after
PCA & ICA. On the left, the results for channels 3-2, on the right, for channel 3-1

3.2 Simulation Results—Synthetic Data Second Type

The second type of experimental data was created using a one channel real EGG
signal. 10min of one channel EGG signal with frequency 0.05Hz (3cpm), obtained
from a healthy person was used, as the source signal S1. In order to simulate the slow
wave propagation, the S2 signal of the same lengthwas cut, from the sameone channel
EGG data, but shifted of 20 samples = 5s respectively to signal S1. In the same way,
the third source signal S3 was constructed, so the time lag, between the signal S1 and
S3 was 10s. As in the first type synthetic data, the S4 source signal was a random
noise, with the noise to signal ratio (the inverse of SNR), NSR = std(S4)/std(S1)
respectively 6%, 17% and 70%. The presence of slow wave was concentrate in the
first 3 channels and by means of mixing matrix A (the same as in the first type) the
simulated 4 channel EGG (Fig. 6) was obtained for NSR ∈ {6%, 17%, 70%}.

Fig. 6 On the left, there are the source signals S1, S2, S3, S4, on the right, simulated 4-channel
EGG (NSR = 70%) with their (PSD) function next to
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Fig. 7 The left figure, shows graphical representation of phase shift in the each 20 [s] of 10 [min]
recording, between source signals: S2 − S1, S3 − S2 i.e. 5 s; S3 − S1 10 s. The right figure, presents
the time shift for EGG data

Fig. 8 Independent components: ICA1, ICA2, ICA3, ICA4 gained after applying ICA with their
PSD function next to. ICA1 served as reference signal 1 for adaptive filtering

Figure7, on the left, presents the graphical representation of phased shift for
source signals: 5 s for S2 − S1, S3 − S2; 10 s for S3 − S1 and on the right, for created
EGG data. The results gained for the synthetic data of second type were presented
in the Figs. 8, 9 and 10.

4 Human EGG Data Analysis

To assess the slow wave propagation, in the human case, the analysis was performed,
for 4 channel EGG data from healthy volunteers. Three phases of EGG registration
has been taken under consideration, one before and two after, food stimulation. Each
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Fig. 9 The result of adaptive filtering, on the left, for reference signal 1 = ICA1, on the right, for
reference signal 2 gained after PCA & ICA application

Fig. 10 The phase shift for source signals and EGG data, before and after adaptive filtering with
reference signal 1 obtained by ICA and reference signal 2 gained after PCA & ICA, on the left, for
channels 3-2, on the right for channels 3-1

phase, included 30min registration of EGG signal with sampling frequency 4Hz.
Phase I, contained 30min recording in a preprandial state, phase II, included 30min
registration of EGG signal directly after consuming 400 ml fruit yogurt containing
370 Kcal and phase III, concerned the following 30min of registration, after 5min
break. EGG signal recording has been performed with standard four channel biosig-
nal amplifier within the range of 0.9 ÷ 9cpm (0.015 ÷ 0.15Hz) with abdominal
electrodes placement.

As it has been mentioned the EGG signal includes in addition to the basic nor-
mogastric rhythm 2–4cpm (0.033–0.066Hz), some pathological rhythms, covering
the frequency range from 0.5cpm up to 9cpm (8–150mHz): bradygastric rhythm
[0.5,2) cpm ([10, 33)mHz), tachygastria rhythm (4, 9] cpm ([66, 150)mHz) and
arrhythmia, without established range of frequency rhythm [12].
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It is considered, [12] that for the healthy subjects the normogastric rhythm (2–
4cpm), covers up to 70% of the whole periodicity of EGG signal. In order to,
possess pure EGG components, for assessment of slow wave propagation, for each
phase and each channel of EGG, the percentage of normogastric rhythm has been
analyzed, before and after, adaptive filtering.

In the first step, of examination procedure, the application of ICAwas applied, for
4-channel EGG signal to extract source signals (independent components). After-
wards, the integral of power spectral density function (PSD), in the limits for fre-
quency of particular, earlier defined: brady, normo and tachygastric rhythm, was cal-
culated for each obtained source signal. The independent component with the biggest
normogastric rhythm contribution was used, as the reference signal for adaptive fil-
tering. Therefore, adaptive filtering performed in the (DCT) transform domain was
the basic preprocessing stage, improving quite complicated signal quality. Addition-
ally the percentage of normogastric rhythm in the reference signal has been analyzed
and the results before and after, adaptive filtering was compared.

For the phase I, two references signals were taken into consideration ICA4 and
ICA1. The second one was obtained after data dimension reduction by rejection
of two the smallest eigenvalues of matrix A = (EGG)T (EGG) in the Principal
Component Analysis (PCA) (Fig. 12). In the second case the quality of received
EGG signal was better i.e. the amount of normogastric rhythm was higher. For such
prepared 4-channel EGG signal the slow wave propagation between first and fourth
channel was assessed.

4.1 Phase I—Before Food Stimulation

Tables1, 2 and 3 contain the results of estimated level of normogastric rhythm in
individual channels of EGG signal in the first phase i.e. before food stimulation.
Figures11, 12, 13 and 14 present obtained results.

Table 1 Values of area under the plot of PSD function for individual channel of 4-channel EGG
(Fig. 11) before food stimulation

EGG pb pn pt pb+n+t Brady Normo Tachy

1. 0.0006 0.0023 0.0005 0.0033 18.18% 69.70% 15.15%

2. 0.0012 0.0021 0.0005 0.0038 31.58% 55.26% 13.16%

3. 0.0016 0.0021 0.0005 0.0042 38.18% 50.00% 11.90%

4. 0.0004 0.0014 0.0002 0.0020 20.00% 70.00% 10.00%

x 0.0010 0.0020 0.0004 0.0033 26.96% 61.24% 12.55%

σ 0.0006 0.0004 0.0002 0.0010 9.50 10.17 2.16

pb, pn, pt , denote respectively areas under the plot of PSD functions, for the range of frequency:
brady, normo and tachygastric rhythm. Brady, normo, tachy, present percentage of brady, normo
and tachygstric rhythm in each channel of EGG (x-mean, σ-standard deviation)
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Table 2 Values of area under the plot of PSD function for the range of frequency: brady, normo
and tachygastric rhythm of reference signals ICA4 and ICA1 (Fig. 12) obtained after rejection of
two smallest eigenvalues of matrix A = (EGG)T (EGG) in the PCA analysis (Fig. 12)

ICA pb pn pt pb+n+t Brady (%) Normo (%) Tachy (%)

ICA4 0.0006 0.0023 0.0004 0.0034 17.65 67.65 11.76

ICA1 0.0004 0.0015 0.0002 0.0021 19.05 71.43 9.52

Table 3 Values of area under the plot of PSD function for individual channels (Fig. 13 on the right)
of 4-channel EGG, after adaptive filtering (Fig. 13 on the left) with reference signal ICA1 (Fig. 12)
obtained by ICA algorithm after rejection of two the smallest eigenvalues

EGG pb pn pt pb+n+t Brady Normo Tachy

1. 0.0005 0.0016 0.0003 0.0024 20.83% 66.67% 12.50%

2. 0.0004 0.0012 0.0004 0.0021 19.05% 57.14% 19.05%

3. 0.0005 0.0017 0.0006 0.0028 17.86% 60.71% 21.43%

4. 0.0004 0.0013 0.0002 0.0019 21.05% 68.42% 10.53%

x 0.0005 0.0015 0.0004 0.0023 19.70% 63.24% 15.88%

σ 0.0001 0.0002 0.0002 0.0004 1.52 5.23 5.19

Fig. 11 On the left 4-channel EGG recording (phase before food stimulation). On the right plots of
power spectral density function (PSD) for individual channels of 4-channel EGG signal (Table 1)

4.2 The Results for Two Postprandial Phases

The same procedurewas applied for two next phases after food stimulation. Figure15
presents obtained results.
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Fig. 12 On the left, the result of PCAanalysis forEGGsignal (fromFig. 11) presents the eigenvalues
of matrixA = (EGG)(EGG)T (phase before food stimulation). On the right, there is the reference
signal ICA1 (Table2) for adaptive filtering obtained by ICA algorithm after rejection of two smallest
eigenvalues

Fig. 13 The result of adaptive filtering with reference signal ICA1 (Fig. 12) for 4-channel EGG
(Fig. 11) after rejection of two smallest eigenvalues of matrix A = (EGG)(EGG)T . On the right,
plots of PSD function for individual channels of EGG data, regained after adaptive filtering with
reference signal ICA1 (Fig. 12, Table2)

Fig. 14 Graphical representation of slow wave propagation for channel (1 & 4) of EGG data,
before (Fig. 11) and after (Fig. 13), adaptive filtering with reference signal ICA1 (Fig. 12). Slow
wave propagation time is approximately 10s
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Fig. 15 Slow wave propagation, between channel (1&4) of EGG data, before and after adaptive
filtering with reference signal obtained by ICA method, for the first and second phase after food
stimulation. Slow wave propagation time is about 8 s, for the first phase and 9s, for the final phase

4.3 Conclusions

Adaptive filtering with reference signal obtained by the ICAmethod applied for both
simulated and real EGG data successfully reduced continuous noise in each channel
of EGG. As ICA algorithm does not change the phase shift in the recovered signals
the slow wave propagation could be examined using better quality of EGG signal.
In this study the time for slow wave propagation (for healthy persons) between first
and fourth channel was about 9.71 s in preprandial state and slightly decrease to
8.19 s in first postprandial state and increase 8.82 in the second postprandial state.
The presented methods give opportunity to observe propagation of slow wave from
antrum to pylorus present in the source signals,which could disappears inmixture raw
EGG data. Some additional calculations and comparisons for real EGGmultichannel
recordings from diseased versus healthy person should be the subject of extensive
study.
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Preprocessing Methods in Nuclear Magnetic
Resonance Spectroscopy
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Maria Sokol and Andrzej Polanski

Abstract Magnetic resonance spectroscopy is currently used in chemistry and medi-
cine as a diagnostic tool. Due to many imperfections that are present during measure-
ment the signal has to be corrected by so called preprocessing methods or techniques.
Some of them are performed by a scanner, but it is still necessary to improve the
quality of the numerical signal. This paper presents a description of the most impor-
tant preprocessing techniques which are applied by most current software and is an
extension of the most currently reviews presented on this topic.

Keywords NMR · MRS · Nuclear magnetic resonance · Magnetic resonance
spectroscopy · Preprocessing techniques

1 Introduction

Proton magnetic resonance spectroscopy (1H MRS) is a kind of analytic spec-
troscopy like 1H nuclear magnetic resonance (NMR), which provides information
about chemical composition in vivo studies [4]. Due to the nature of measurement
in a living organism, the technique of in vivo 1H MRS requires precise supporting
programming, which is used at every stage of the analysis, in signal processing, and
interpretation of results. In order to use the spectrum for the diagnosis, additional
techniques have to be introduced to improve their quality, which are called pre-
processing methods or techniques. The main preprocessing techniques may include
filtering, phase shift correction, removal of unwanted components and correction of
the signals with a dominant baseline.
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The preprocessing techniques are partially applied on the side of a scanner, how-
ever the signal requires numerical quality enhancement. In terms of MRS, preprocess-
ing can be performed either on the free induction decay (FID) side, in the time
domain, or on the spectrum in the frequency domain. The methods of preprocessing
were described accurately in many papers, books [15, 17], and were the subject of
a few PhD theses [24, 27]. Particular preprocessing techniques and new methods
were also presented in separate articles [7, 25, 26, 38]. In comparison to the works
mentioned the authors of this work present a more comprehensive review which
should give the reader information concerning what kind of preprocessing method
should be applied depending on the reason of problem. Additionally, the methods
for determination of chemical shift, relaxation correction and standardization and
scaling, not included in the previous articles, are also enclosed. In the preprocessing
stage the method of reiteration of HSVD was used [32, 33]. All resulting figures are
presented in the form of absorption spectrum where the signal intensities are given
in arbitrary units and the signal chemical shifts are expressed in ppm.

2 Preprocessing Techniques

2.1 Reading Data from Scanner

A common format for saving FID signals digitally has not been yet introduced
and therefore the manufacturers of NMR scanners use their own file formats which
usually vary. That is why the software being designed as a tool for analysis of NMR
spectra has to deal with many different types of data. File reading always starts with
the part containing the patient information and the parameters stored in the header.
Then, the software has to read binary data representing the NMR signal in a complex
form.

Philips Scanners In the Philips NMR scanners each MRS spectrum is stored in the
form of two files: SPAR, in which spectrum acquisition parameters are stored as
plain text and SDAT that contains a complex number FID signal in the binary form.
Such a standard facilitates reading, because the text data which is to be processed
and the binary data are read separately [23].

Siemens Scanners Standard data storage has been reduced to a single file with
the extension .RDA. The file contains text with data acquisition parameters of the
spectrum, as well as binary data, in which the FID signal is stored in the form of
a complex number. The .RDA file will always start with the text section, which is
marked as “Begin of header >>> <<<” at the beginning and “End of header >>>

<<<”, which is located at the end of the text section. The remaining part of the file
is filled with binary data [13].

GE Scanners A scanner manufactured by GE Medical records the NMR spectrum
in two files. File with the extension .7 stores the signal in a binary form, while the
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file .7.shf contains text data, such as the parameters of the spectrum acquisition.
Therefore, the reading procedure consists of two separate steps [12]. Along with
the mentioned manufacturers there are several other companies, that produce NMR
scanners. m. al. Toshiba Medical Systems [34], Bruker [2] and Varian [37].

2.2 Signal Filtration

A MR signal is affected by a random noise that results in artifacts, a low signal to
noise ratio (SNR) coefficient, unwanted components and limited resolution. In order
to minimize such undesirable effects the spectrum may be multiplied by a function
of a precise shape, or its counterpart in the time domain may be filtered. This filtering
process is also often called apodization or windowing. There are many filters and
noise reduction methods available to be applied to the spectra. Filtration leads to a
signal correction, but in most cases, one filter or method can be used depending on
the degree of distortion. In such an approach there is also some risk that too much
filtering might lead to the removal of the necessary information contained in the
signal [9, 15, 17].

Apodization A measured NMR signal is loaded with a random function, which
causes that every point of the FID to be distorted. It is assumed that the resulting
NMR signal noise is a white Gaussian noise with a mean of zero, and a standard
deviation of fixed value. Noise present in the FID is then transformed with a FT into
the spectrum. In this case, the first method of improving signal quality chooses the
appropriate acquisition time, or the total time of data sampling. The acquisition time
is determined by multiplying the interval between the samples, called dwell time,
and the number of samples N. The solution to the problem is to match an exact time
of acquisition or to perform an appropriate cut-off of FID [15, 17].

Matching Filter The choice of filter depends mainly on the cause of the noise.
The best fit for a filter is obtained by adopting a function where the attenuation
coefficient is equal to the FID signal. This condition is met for a FID containing a
single component. Unfortunately, due to NMR signal complexity, one factor may not
be optimal for all components in the spectrum [15, 17].

Savitzky-Golay Filter One of the most popular filters used in digital analysis is
a filter proposed in 1964 by Savitzky and Golay [28]. Its main advantage is the
possibility of using the digital data, and smoothing the signals in such way that SNR
increases. Filtration is based on local least-squares polynomial approximation, and
involves fitting a polynomial to a set of input samples and then evaluating the resulting
polynomial at a single point within the approximation interval. Such an approach is
equivalent to discrete convolution with a fixed impulse response. The resulting signal
is smoothed. The authors published the convolution coefficients for different subsets
of polynomials and sizes [28]. The effects of the filter to the absorption spectrum are
shown in Fig. 1.
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Fig. 1 Application of Savitzky Golay filter on the left side, and two other filters: HSVD and Cadzow
on real spectrum, shown on right side

HSVD and Cadzow Filtering In these filtering techniques the HSVD method (or
its modified version) may be used as introduced in [32, 33]. The main advantage of
SVD is that the singular values of the diagonal matrix are arranged in descending
order.

This means that the first singular values contain all the values corresponding to
particular components and metabolites, and at the end the signal noise can be found.
This means that SVD decomposition should first determine the correct number of FID
components, and then remove the remaining values from the corresponding columns
and rows to give a signal. It should be noticed that this method is not precise and
is very sensitive to mistakes in the selection of a proper number of components—in
case of a mistake a relevant part of the signal will be deleted. SVD decomposition
was developed—basing upon Cadzow’s work published in 1988—into a new method
that removes noise from the signal [35].

2.3 Zero Filling

In the process of data acquisition, the FID signal is sampled by the converter and the
number of samples is fixed. Hence if the score is not sufficient to reflect the signal,
then further analysis might be unsuccessful. Before performing a Fourier transform,
the MRS signal may be improved by adding values of zero, called zero filling, at
the end of the FID [15]. Due to limitations of the fast Fourier transform, zero-filling
must meet one basic assumption: after adding zeros to the FID signal a number of
points must correspond to a power of 2. However, additional zeros in the signal only
results in a visual improvement in spectral resolution. Thus, supplementing zeros
only affects the improvement of resolution of the digital result, but does not add any
new information to the spectrum.
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Fig. 2 Eddy currents correction (left) and influence of removal of water on real part of spectrum
(right)

2.4 Eddy Currents Correction

Another artifact is caused by eddy currents, which are generated during the measure-
ment process due to rapid and frequent changes of magnetic fields. The eddy currents
introduce additional time-dependent magnetic fields, which influence the magneti-
zation vector. For some scanners, a hardware correction for the eddy currents is
implemented which improves signal quality, but in most cases software techniques
are necessary to eliminate this problem on the application side. One of the best
known approaches for such correction is to use a reference FID signal before (stated
as ref) and after water suppression (stated as act). It is assumed that the FID signal
acquired without water suppression is vitiated by eddy current effects. The correction
involves taking the amplitude of FID (Aact), and subtracting from the phase of the
signal acquired with water suppression (φact), the phase of the signal without water
suppression (φref ) according to (1). Eddy currents mainly influence the phase shift
and consequently the processing of MRS spectra [15]. The method allowing for the
correction of eddy currents was proposed by Uwe Klose in 1990, Fig. 2 [19].

FIDcor = Aactei(φact−φref ) (1)

2.5 Removal of Unwanted Signals in FID

Removing unwanted components of the FID signal is sometimes necessary to
improve data quality. It also leads to reduction of signal complexity, and conse-
quently, improves the accuracy of signal parameters. A good example of such com-
ponent that affects the spectral quality is water signal. The average content of water in
the adult human body is about 60 %. Water is present in virtually every human tissue
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and its concentration is much higher than that of other metabolites. For this reason,
water suppression is an essential part of each NMR metabolic measurement. The data
acquired with and without water suppression are stored in separate files or separate
places in one file. However, due to scanner imperfection and the specific nature of
water, even the spectra obtained with water suppression additionally require removal
of the water signal. One way to remove a residual water signal is by constructing
a software water filter, as low or high pass, using the resonance frequency of water
protons [15].

Another approach is to model a residual water signal, using available methods,
and to remove it from the NMR data. This can be done using the described HSVD
method [3, 32, 33, 36]. First, the signal is modeled and the matrix product resulting
from the decomposition SVD is obtained. Water, even in the residual signal, will
be the dominant part—its component is first and its removal will consist of the
rejection of the main singular values of the matrix from the beginning of the SVD.
Alternatively, all components of the FID and their parameters are determined, and
then the components existing in the expected range of the water signal are removed.
A similar technique can be used to remove any metabolite signal available in the
spectrum—this approach enables further quantitative analysis. The impact of the
residual water signal removal from the absorption spectrum, and calibrated for an
artifact caused by this removal, is shown in Fig. 2.

2.6 Phase Correction

In an ideal, theoretical case, acquisition of the FID signal is performed immediately
upon removal of the external magnetic field, at a time t = 0. In a real situation there
is a slight interval between switching off the external fields and the starting point
of signal detection. This means that the starting point of the signal, described by a
function of the cosine, of the real part of the spectrum MRS, does not coincide with
the time t = 0—this shift introduces a phase shift. Zero order phase correction is
independent of the frequency and is carried out by calculating a linear combination
of the real- and imaginary parts of the FID. The main problem in this case is to find a
single angle that will improve the spectrum. Correction operations can be performed
manually by an operator, or automatically, which requires appropriate algorithms
to be implemented. Figure 3 shows how the phase shift influences the absorption
spectrum for different values of the angle [17, 41].

Manual Correction Manual correction requires direct operator intervention. In this
case, the user manually adjusts phase shift basing upon his or her experience. Spectral
phasing may be performed in the time domain or frequency domain; however, it is
easier in the frequency domain. In order to change the phase shift in the FID signal,
which is described by componentREFID real and an imaginary IMFID, at an angle that
is φcor , one can use the Euler formulas and corrected signal written in the form (2).
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Fig. 3 Influence of phase shift on spectrum (left) and DISPA (right)

REcor = cos(φcor)REFID − sin(φcor)IMFID

IMcor = sin(φcor)REFID + cos(φcor)IMFID (2)

Automatic Correction The earlier methodology is relatively simple, because the
same tool only requires operator intervention and relies on their experience. When
analyzing several spectra such an approach is acceptable, but in the case of analyzing
dozens of spectra, human intervention will be time consuming. A possible solution
is to apply automatic correction algorithms that estimate the phase error by using dif-
ferent optimization or minimization methods [1]. One of the first solutions consisted
of an analytical dispersion versus absorption (DISPA) method for automatic phasing
of the Fourier transform [14]. The proposed method uses a graph of relationships
between parts of the dispersion, and the absorption of each point of the signal, in
order to analyze the shape and phase of the spectrum lines (Fig. 3).

The classic DISPA method perfectly solves the problem of phase error for discrete
spectral lines, however, in the case of in vivo spectroscopic data the lines are broad
and overlap, which makes phasing more difficult. The modified method is based on
the eDISPA algorithm [6]. This method creates the DISPA graphs for several signals
in the spectrum and based on these graphs a two component function can be derived
for the correction phase, which determines the maximum correct value of the phase
adjustment. Another algorithm that solves the problem of automatic phase correction
is associated with the concept of entropy [5].

2.7 Baseline Correction

The spectrum consists of the sharp peaks superimposed upon broad and slowly vary-
ing background called the baseline. The baseline often stems from various sources,
such as the sample itself or from experimental or operator reasons. In the case of
in vivo NMR, one of the main sources of distortion is short relaxation times of
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the spins from macromolecules and lipids—much shorter than the relaxation times
of low molecular weight metabolites. The signals due to macromolecules and lipids
decay rapidly in the time domain and contribute signals with broad features in the fre-
quency domain. Baseline distortions may also be caused by the residual water signal.
Another important cause for baseline distortions in 1H NMR spectra is corruption of
the first few data points in FID. These corrupted data points add low frequency mod-
ulations in the Fourier-transformed spectrum, and thus form the distorted baseline.
The distorted baseline is a serious problem and needs to be corrected. The correction
procedure involves background subtraction from the recorded spectrum, thus making
the baseline flat [15].

Several correction methods exist that include removal of a portion of the broad
FID components. An example of such an approach is modeling the signal using the
HSVD method [32, 33]. In this case, the selected component with the highest value
for the attenuation coefficient is removed from FID. Other methods use a suitable fil-
ter or simply remove the first few FID points, which could potentially be responsible
for the baseline distortion. A common approach to baseline correction is to recognize
several spectral points as potential baseline points, and then to perform a numerical
combination of these points. The most common modification of this method is win-
dowing. Figure 4 shows the effect of baseline correction to the absorption spectrum.
There are also other baseline correction methods, which use different mathematical
algorithms [21]. These may include the asymmetric least squares method (ALS),
which uses a least squares algorithm, and adds a restriction to the second deriva-
tive used to smooth the line [8]. Modification of the windowing analysis may be a
local median method [10], which is based on medians local search within a speci-
fied window and smoothing points using Gauss weights. Alternatively, an iterative
adjustment of the polynomial [11] can be used.
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in the same scanner from the phantom solution—27 plots are overlapped without any corrections
in chemical shift showing some visible displacement (right)
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2.8 Determination of Chemical Shift

In nuclear magnetic resonance spectroscopy, the chemical shift is the resonant fre-
quency of a nucleus relative to a standard in a magnetic field. In proton spectroscopy
the chemical shift is dictated by neighboring protons within the molecule. Therefore,
metabolites can be characterized by their unique set of 1H chemical shifts. In MRS in
vivo spectroscopy for the creatine signal—a singlet often plays the role of an internal
standard. SpelAlign [39] matches peaks by moving portions of the spectrum. This is
done by adding or removing points in the spectrum. Other algorithms for matching
peaks in the NMR spectra, such as fuzzy warping [42], Bayesian alignment [18] and
the FFT peak alignment [40] apply a predetermined pattern, which is translated into
a set of spectra.

There has also been the development of the Progressive Consensus Alignment
of NMR Spectra (PCANS) algorithm [31]. Through the progressive integration of
many pairwise comparisons, this approach generates a single consensus spectrum
as an output that is then used to adjust the chemical shift positions of the peaks
from the original input spectra to their final aligned positions. This solution even
allows for analysis of noisy spectra with peaks that vary in height and width. This
approach starts from identification of the metabolite peaks. The result is a set of peak
profiles that are described by peak positions, heights and widths. Figure 4 shows 27
absorption spectra acquired from the same phantom metabolite solution. Spectral
referencing is absolutely necessary because inaccurate chemical shift may cause a
mistake in metabolite identification.

2.9 Relaxation Correction

Relaxation affects the integral intensities of the NMR peaks if the spectra are not
acquired under fully relaxed conditions. All signals of interest must have relaxed
completely before each pulse, and if this condition is not met, the next pulse produces
signals of lower intensities—thus their relative areas will be incorrect. In the case
of 1H MRS in vivo, fulfilling the fully relaxed conditions is practically impossible.
First, the T1 and T2 times of the metabolites are usually not known. Second, even if
T1 and T2 are known, employing pulse sequence parameters—such as echo time TE
and repetition time TR—which are appropriate for obtaining unsuppressed spectra,
would markedly increase the time of medical examination. That is why there is a need
to correct the spectral lines taking into account longitudinal and transverse relaxation
effects [16, 22]. Currently used methods of relaxation correction of 1H MRS in vivo
spectra are based on determination of the correction factor for relatively long, 135 ms,
and short, 10 ms, TE. For shorter TEs the spectra are dominated by rapidly relaxing
compounds, often incorporated into the baseline, whereas in the case of longer TEs
the baseline is flat; however the calculation of the absolute concentrations metabolites
is difficult [29]. In clinical use both types of sequences are often combined, mainly for
spectral identification purposes. Calculation of metabolite concentrations is possible



350 M. Staniszewski et al.

with the employment of short TE and long TR values—however it is always a chal-
lenge. The best results of absolute concentrations are obtained for sequences with a
short TE and the longest TR possible [20].

2.10 Methods for Standardization and Scaling

In order to perform the quantitative analyses of the spectra, the scaling and nor-
malization procedures are required first. The scaling method is based on sensitivity
correction factors for the transmitter and the receiver [30]. This is called an absolute
quantification standard technique or simply a phantom method. Sensitivity factors
are derived from measurements and saved as individual parameters for a particular
spectrum. The (fcor) factor is given in the formula:

fcor = 100.005(TG−65)2(6− R1
2 )+(30−R2)fcalib

1

V
, (3)

where TG is the sensitivity of the transmitter, R1 and R2 are the sensitivities of the
digital and analog receivers, respectively, (fcalib) is the calibration coefficient, and V
is a voxel volume. The other method normalizes the spectra using the water signal—
calculated from the unsuppressed spectra. With knowledge of the water molar con-
centration in the phantom, the relative concentrations of different metabolites may
be obtained [30].

3 Conclusions

This paper focused on preprocessing NMR data, steps in analysis and showing the
possibilities of methods based on HSVD decomposition. These methods can be
successfully used to remove unwanted signal components for NMR signal filtering
or in performing phase correction. Processing workflow for 1H MRS in vivo spectra
was presented with descriptions of use with various methods. Examples are provided,
along with a literature review and comparisons to other works. This paper is extended
to include knowledge about reading data, as well as including techniques that were
not present in previous reviews, such as methods for determination of chemical shift,
relaxation correction, and standardization and scaling. The purpose of our work is
to stress the need for the use of appropriate correction procedures in preprocessing
of NMR signals. The authors plan to uniform the presented methods and test them
on real spectral data.
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Electrical Activity of Uterus as Reliable
Information on Contractions During
Pregnancy and Labour

Krzysztof Horoba, Janusz Jezewski, Tomasz Kupka, Adam Matonia,
Robert Czabanski and Dawid Roj

Abstract In this paper an evaluation of analysis of uterine electrical signals as an
alternative method to tocography for contractile activity monitoring is presented. A
set of dedicated indiceswas defined to estimate the inconsistency of the number, loca-
tion and other descriptive parameters of the corresponding contractions detected in
simultaneously recorded mechanical and electrical activity signals. Research mate-
rial comprised 57 recordings from three groups of pregnant women being: in the
first uncomplicated pregnancy, with symptoms of the threatening preterm labour,
and during the first period of the physiological labour. The highest consistency as for
the number and location of contractions was noted for recordings acquired during
labour. Obtained results show synchronization between the mechanical and electri-
cal activity, which varies in different stages of pregnancy and labour, and which is
stronger when the birth term approaches.

Keywords Uterine contractile activity · Electrohysterography · Tocography

1 Introduction

Monitoring of uterine contractile activity is an integral part of fetal monitoring which
is a routine procedure performed during pregnancy and labour. It is aimed at assess-
ment of fetal state which is accomplished through analysis of the fetal heart rate
variability on the background of information on the contractile uterine activity [4,
15, 26]. Additionally, contractile activity monitoring enables to supervise a labour
progress [3, 8, 25]. External tocography is the most common method being applied
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in fetal monitors [11]. Strain-gauge transducer with elastic strap is attached to mater-
nal abdomen to measure a strength exerted by the uterine muscle through abdominal
wall. Recorded signal is provided in a form of tocogram (Toco), which is analysed
visually or automatically in computer-aided fetal monitoring systems in order to
detect contractions and determine their amplitude and timing parameters [5]. Infor-
mation on uterine contractile activity can be obtained also by recording the electrical
activity of uterine muscle using electrodes attached to maternal abdomen [17, 29].
This approach called the electrohysterography (EHG) has been investigated to eval-
uate its usability in clinical practice [7, 23]. Additionally, a growing interest in preg-
nancymonitoring at home has led to a need for simple and user friendlymeasurement
instrumentation [27]. Such instrumentation could be based on recording only the bio-
electrical signals from abdominal electrodes: the fetal electrocardiogram to obtain
information on the fetal heart rate, and electrohysterogram to provide information on
the uterine activity [28]. However, as far as the tocography is the method widely used
in clinical practice for many years, the electrohysterography needs to be evaluated as
an alternative tool. In this paper we presented an original comparative methodology
to accomplish this evaluation by defining a set of indices to compare the common
time-domain properties of contractions detected in both mechanical and electrical
signals. Original criteria to assume the two contractions—detected in tocogram and
electrohysterogram—as the corresponding contractions were established. We also
considered additional information on electrical excitation propagating through the
uterine muscle that could be obtained exclusively from the electrical uterine activity
signal.

2 Methodology

Simultaneous acquisition of mechanical (Toco) and electrical (EHG) uterine activ-
ity was carried out with a help of two fetal monitoring systems: MONAKO and
KOMPOREL. The first one is a computer-aided system for fetal monitoring with
automated analysis of fetal heart rate and uterine contractions. These signals are
provided by a fetal monitor (Philips FM20), which is connected through an interface
unit. The prime task of the second system is to record the fetal electrocardiogram
from maternal abdomen, that enables determination of the fetal heart rate and analy-
sis of fetal QRS morphology [13, 14]. However, the same measurement technique
lets us to use this unit to record the EHG signal as well.

Each measurement channel of the bioelectrical recorder has the following set-
tings: bandwidth –0.05 to 150 Hz, gain –2500 V/V, and the sampling frequency
–500 Hz. During monitoring session, the Ag/AgCl electrodes were attached to the
skin in the vertical median axis of the abdomen as it was shown in Fig. 1 distance
between the electrodes constituting the differential channels was set at 5 cm. Three
channels were used to record abdominal signals that enabled a selection of a good
quality electrohysterogram. The first EHG1 signal was calculated as V1–V2, the
second signal EHG2 as V2–V3, and the third EHG3 as V4–V0. The best EHG signal
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to Toco socket of fetal monitor

Electrical signals

Fig. 1 Placement of electrodes and strain gauge transducer for simultaneous monitoring of the
electrical and mechanical activity of uterine muscle through abdominal wall

was selected visually considering evident uterine activity to be compared with the
mechanical activity signal. Since the frequency range of the acquired abdominal
signals was limited by low-pass filtering to EHG frequency band equal to 5 Hz, the
signals were downsampled to 20Hz before further analysis.

The research material was collected in the Obstetrical Clinic of Silesian Medical
University in Katowice, during routine monitoring sessions. It comprised the record-
ings (EHG and Toco signals simultaneously acquired) of total duration of 2575 min
(average 45 min) acquired from 57 pregnant women. The patients were divided into
three groups: Group I with 26 patients being in the first uncomplicated pregnancy,
Group II with 18 women with symptoms of the threatening preterm labour, and
Group III with 13 patients during the first period of physiological labour.

2.1 Contractions Detection

Due to a different nature of EHG and Toco signals the different methods have to be
applied to obtain the contraction curve from these signals (Fig. 2a) [10]. Envelope
of the EHG signal, which follows the change of electrical excitation amplitude dur-
ing contractions (Fig. 2), is constituted from RMS values calculated in window of
1-minwidth and 3-s step. In turn, the Toco signal undergoes only low-pass filtering to
remove interference coming frommother’s body and breathingmovements. Contrac-
tile episode is represented as an increase of the contraction curve above the so called
basal tone. In the mechanical signal the basal tone represents some resting strength
exerted by the uterinemuscle on the strain gauge transducer when contractions do not
occur, while in the electrical signal it refers to the resting bioelectrical activity of the
uterus [16, 24]. Basal tone is constituted from themodal values of histogramobtained
from the signal samples in each consecutive window of 4-min width and 1-min step.
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Fig. 2 Mechanical and electrical uterine activity signal with four contractions detected (a). Ampli-
tude and timing contraction details together with criteria defining the corresponding episodes (b):
the EHG onset before the Toco peak and the EHG peak within the contraction duration in Toco

Detection level is added to the basal tone that enables to recognize the candidate
episodes whenever the contraction curve crosses the detection level. For the Toco
signal, whose amplitude ranges from 0 to 100 arbitrary units, the detection level is
set at 10 units above the basal tone. In case of EHG, whose amplitude range depends
on the individual patient as well as measurement conditions, it is set dynamically by
adding to the basal tone the value equal to 0.25 of the EHG envelope range within the
consecutive 4-min window during the basal tone determination. Detected candidate
episode is classified as contraction if it lasts longer then minimum duration and its
amplitude exceeds the established minimum value (Fig. 2b). The minimum duration
was established at 30 s, whereas theminimum amplitude, just like the threshold level,
depends on the signal type. For the Toco signal the minimum amplitude has been set
at 20 units above the basal tone, while for EHG it has been set as double distance
between the basal tone and the detection level for each window being applied.

2.2 Inconsistency Estimation

In order to compare the contractions detected as a result of the analysis of both Toco
and EHG signals, a set of indices to estimate the inconsistency of the number, loca-
tion and the parameters describing these episodes were defined. Estimation of the
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contractions inconsistency requires establishing the conditions to assume the two
contractions—detected in mechanical and electrical signals—as the corresponding
contractions. The conditionswere determined basing on a phenomena being the back-
ground for electrical and mechanical uterine activity as well as on relation between
both signals [2, 6]. Electrical excitation of myometrium cells is a source, while a
mechanical contraction is a result, which starts after the cell reaches the depolar-
ization phase [9, 18]. Hence, it should be expected that electrical activity precedes
the mechanical contraction and the maximum of the electrical activity should occur
in the rising phase of the contraction [20]. On the other hand, excitation propaga-
tion in the uterus is undetermined and the time needed for the excitation to reach
the measurement area of electrodes may vary [19]. Finally, we assumed that two
contractions—detected in mechanical and electrical signals—were considered as the
same episode, when the EHG contraction reaches its maximumwithin the duration of
the corresponding episode in tocogram and the onset of the EHG contraction occurs
before the peak of Toco contraction (Fig. 2b). These conditions were verified empir-
ically for a set of signals. Inconsistency indices were defined to take the minimum
value of zero when the contraction parameters being compared are completely con-
sistent. When estimating the inconsistency of one of the following parameter types:
number, location, duration (relative measure), amplitude and area, the corresponding
index reaches the maximum value of 1 for full inconsistency between the EHG and
TOCO contractions. For the rest parameters describing the contraction in time: the
onset time, rise time and duration, the corresponding inconsistency is quantified by
the absolute differences between a given parameter determined for Toco contractions
and corresponding episodes in EHG signal.

Number and Location When considering the numbers of contractions detected in
both signals the proposed index NI takes a minimum value of zero if these numbers
are equal, whichmeans a full consistency as for the number of contractions. As for the
contraction locations, the LI index quantifies what part of all detected contractions
is constituted by the corresponding contractions. The full consistency (LI = 0) is
reached if each Toco contraction corresponds to the single EHG contraction and vice
versa.

NI = |NT − NE |
max(NT ,NE)

, (1)

LI = 1 − 2

NT + NE
NC, (2)

where: NT and NE are the number of contractions detected in Toco and EHG signal
respectively, and NC is the number of corresponding contractions.

Onset Time Taking into account that electrical excitation in EHG channel should
precede the contraction recorded by Toco transducer, and due to a fixed position of
Toco transducer in relation to the EHG electrodes during patient’s monitoring, the
Toco contraction is expected to start after some constant time since the correspond-
ing electrical activity starts. This time shift Δ can be estimated as the mean value
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calculated over the differences between the onset time of Toco contraction—OT and
the corresponding episode in EHG signal—OE :

Δ = 1

NC

Nc∑

i=1

(OTi − OEi) [s] , (3)

where: NC is the number of corresponding contractions, OTi and OEi are the onset
times of the i-th corresponding contraction in Toco and EHG signal, respectively.

Positive value of the shift Δ means that electrical excitation represented by con-
traction detected in EHG preceded the mechanical response in Toco signal. Since
this shift originates from the physiological relationship between the electrical and
mechanical activity, the onset time of Toco contractions is corrected with this shift.
Thus, the inconsistency index referring to the onset time is defined as the root-mean-
square error (RMSE):

OI =
√√√√ 1

NC

Nc∑

i=1

[OEi − (OTi − Δ)]2 [s] , (4)

where: NC is the number of corresponding contractions, OTi and OEi are the onset
times of the i-th corresponding contraction in Toco and EHG signal, respectively, and
Δ is the constant shift between the mechanical contraction and electrical excitation.

Rise Time Inconsistency between the rise time of Toco contraction—RT and the
corresponding episode in the EHG signal—RE is based on the absolute difference
between these values, and for all corresponding contractions the inconsistency index
is calculated as follows:

RI = 1

NC

Nc∑

i=1

|RTi − REi| [s] , (5)

where:NC is the number of corresponding contractions, RTi and REi are the rise times
of the i-th corresponding contraction in Toco and EHG signal, respectively.

Duration Inconsistency between duration of Toco contractions—DT and the cor-
responding episode in EHG signal—DE is estimated by two indices relying on the
absolute difference between these values. For all corresponding contractions these
two indices are calculated as follows:

DI = 1

NC

Nc∑

i=1

|DTi − DEi| [s] , (6)

DIR = 1

NC

Nc∑

i=1

|DTi − DEi|
max(DTi,DEi)

, (7)
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where:NC is the number of corresponding contractions,DTi andDEi are the durations
of the i-th corresponding contraction in Toco and EHG signal, respectively.

The DIR index, being the relative measure, takes the following boundary values:
DIR = DIRmin = 0 when DTi = DEi for 1 ≤ i ≤ NC,

DIR −→ DIRmax = 1 when DTi � DEi or DTi � DEi for 1 ≤ i ≤ NC .

Amplitude Since the amplitude of the corresponding contractions in Toco and EHG
signals is represented in different scales and units, the inconsistency index AI has
been based on linear correlation coefficient. In order to keep the same meaning
as for other inconsistency indices (0—full consistency, 1—full inconsistency), and
assuming that negative correlation and lack of correlation means full inconsistency,
the index is defined as follows.

AI =
{
1 − rA for rA > 0,

1 for rA ≤ 0,
(8)

where: rA is the correlation coefficient between two sets: {AT1,AT2, . . . ,ATNc} and
{AE1,AE2, . . . ,AENc}, AT and AE are the amplitudes of corresponding contractions
in Toco and EHG signal respectively, and NC is the number of corresponding con-
tractions.

Area The area under curve of the corresponding contractions in Toco and EHG
signals is represented in different scales and units. Thus, the area inconsistency
index UI has been defined on the same way as for the contraction amplitudes:

UI =
{
1 − rU for rU > 0,

1 for rU ≤ 0,
(9)

where: rU is the correlation coefficient between two sets: {UT1,UT2, . . . ,UTNc} and
{UE1,UE2, . . . ,UENc},UT andUE are the areas of corresponding contractions inToco
and EHG signal respectively, and NC is the number of corresponding contractions.

Contraction Shape Inconsistency between the shapes of corresponding contractions
has been quantified basing on the cross correlation function Rxy. In our study the
cross correlation function took the positive values only, thus the contraction shape
inconsistency index SI, taking into account that value of onemeans full inconsistency,
has been defined as:

SI = 1

NC

Nc∑

i=1

(
1 − max

(
Rxy (τi)

))
, τi ∈ 〈−DTi,+DTi〉 , (10)

where: τi is the lag time for the i-th corresponding contraction in Toco and EHG
signals (the lag time is changed according to the duration of Toco contraction DTi),
and NC is the number of corresponding contractions.



360 K. Horoba et al.

2.3 Uterine Electrical Activity Description

Besides the information on uterine contractions which corresponds to mechanical
activity expressed by Toco signal, monitoring of electrical activity can provide infor-
mation on electrical excitation propagating across the uterus [12, 22]. This type of
potentially clinically useful information is manifested in the electrohysterogram by
the action potential spikes within the bursts corresponding to contractions [1, 21].
It can be quantified by several spectral parameters as well as contraction intensity.
The consecutive single burst segment is extracted from the EHG signal basing on
information about the onset time and duration of contraction detected in the EHG
envelope, and then the power spectrum density (PSD) is determined. The additional
parameters, which can be obtained only from the signals of uterine electrical activity,
underwent the analysis considering their correlation with the classical parameters of
contractions in Toco signal: onset time OT , rise time RT , duration DT , amplitude AT

and area UT .
Contraction powerP is calculated as a sumof amplitudes of frequency components

of PSD multiplied by the frequency resolution:

P =
H∑

i=L

(
pi · fS

N

)
, (11)

where: pi is the amplitude of i-th PSD component, H and L are the PSD component
numbers corresponding to the upper and lower limit of the EHG frequency band
respectively, fS is the sampling frequency, and N is the number of samples within the
contractile segment.

Maximumpower frequencyFmax indicates the component in PSDof themaximum
power (amplitude):

Fmax = k · fS
N

, pk = max (p1 . . . pM) , (12)

where: k is the k-th PSD component of maximum amplitude, fS is the sampling
frequency, N is the number of samples, M is the number of frequency components
in PSD (for the single-sided PSD the M = N/2), and pk is the amplitude of the k-th
PSD component.

Median frequency Fmed represents the component frequency which splits the PSD
into two parts of the same power:

Fmed = j · fS
N

,

j∑

i=1

pi =
M∑

i=j

pi, (13)
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where: j is the j-th PSD component, fS is the sampling frequency, N is the number
of samples, M is the number of frequency components in PSD (for the single-sided
PSD the M = N/2), and pi is the amplitude of the i-th PSD component.

Contraction intensity refers to number of spikes within the burst in EHG cor-
responding to the uterine contractile activity. Action potential spike has a form of
biphasic wave, which consists of two deflections in negative and positive direction.
After smoothing by the moving average in the fifteen-sample window, the numbers
of positive and negative peaks are determined within the burst. Only these peaks are
considered as valid whose width is greater than 2 s, and amplitude exceeds 25%
of the contraction amplitude AE . The average value of positive and negative peaks
recalculated into 1-min interval is assumed as the intensity of the contraction I:

I = AP+ + AP−

2

60

DE
, (14)

where: AP+ and AP− are the number of positive and negative peaks respectively,
detected in the contractile segment of duration DE in seconds.

3 Result

In Group I the number of contractions detected in Toco was 224, while in EHG
we recognized 372 contractions. Using the established criteria we found 122 corre-
sponding contractions in that group. In other groups those numbers were as follows:
Group II (178, 247, 134), Group III (164, 202, 108) respectively. In all groups the
number of contractions detected in the EHG signals is higher than the number of con-
tractions obtained from the Toco signals. This may prove the higher sensitivity of the
bioelectrical method, though these numbers are also affected by a different approach
to determination of the basal tone as well as the minimum values applied in the
contraction detection conditions. For particular recordings the number and location
inconsistency indices were calculated, and the inconsistencies of other parameters
were estimated for the corresponding contractions. Mean values, standard deviations
and the range of all indices determined for all the three groups of the signals are listed
in Table1.

The highest consistency of both the number of all contractions detected and the
number of corresponding contractions was noted for Group III, which comprises
the signals acquired during physiological deliveries. Both NI and LI index reached
the lowest values of 0.20 and 0.35, respectively. It should be noted that the index
value of zero means a full consistency, while one a full inconsistency. Such results
can be considered as being expected, due to the fact that Group III comprises the
signals with evident and strong contractile activity. In the signals collected in earlier
weeks of pregnancy (Group I and Group II) the obtained inconsistency is higher.
Inconsistency of the onset times is very similar in all groups, where OI takes a value
of 21, 22 and 19s, respectively. Slightly higher inconsistency was noted for the rise
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Table 1 Statistical analysis of the indices describing the inconsistency of contraction parameters
in all groups of recordings

Inconsist. Group I Group II Group III

Index Mean ± SD Min Max Mean ± SD Min Max Mean ± SD Min Max

NI 0.39 ± 0.23 0.08 0.89 0.33 ± 0.28 0.00 0.79 0.20 ± 0.19 0.00 0.58

LI 0.55 ± 0.23 0.14 0.93 0.42 ± 0.26 0.00 0.88 0.35 ± 0.22 0.00 0.78

Δ [s] 7 ± 18 –38 32 10 ± 30 –36 91 17 ± 18 –5 54

OI [s] 21 ± 16 0 54 22 ± 18 0 59 19 ± 12 0 39

RI [s] 24 ± 12 7 52 28 ± 18 4 86 26 ± 13 10 56

DI [s] 37 ± 19 2 69 45 ± 24 12 97 34 ± 16 10 74

DIR 0.37 ± 0.15 0.06 0.64 0.46 ± 0.2 0.17 1.00 0.37 ± 0.16 0.07 0.76

AI 0.68 ± 0.27 0.00 1.00 0.63 ± 0.32 0.00 1.00 0.72 ± 0.24 0.39 1.00

UI 0.61 ± 0.32 0.00 1.00 0.72 ± 0.28 0.00 1.00 0.66 ± 0.33 0.01 1.00

SI 0.61 ± 0.08 0.39 0.74 0.65 ± 0.09 0.48 0.83 0.61 ± 0.07 0.49 0.73

OI DI RI OI DI RIOI DI RI OI DI RIOI DI RI

Group

I II III

-40

-20
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Fig. 3 Descriptive statistics of the inconsistency obtained for particular group of patients and
concerning parameters of contractions detected in EHG and Toco signals: the time–domain para-
meters comprising the shift between the mechanical and electrical activity—Δ, onset time—OI ,
duration—DI , and rise time—RI , as well as the number—NI, location—LI, relative duration—DIR,
amplitude—AI, area—UI and shape—SI (B)

time of corresponding contractions that has been expressed by RI equal to 24, 28,
and 26s. Positive value of the shift Δ confirmed that electrical activity expressed as
bursts in EHG precedes the mechanical response observed in Toco signal. Among
the timing parameters of contraction the highest inconsistency was obtained for
contraction duration, with the highest value of absolute difference DI = 45s in the
Group II. On average, the inconsistency of duration was equal to 0.37 for Group I
and III, whereas for Group II comprising the records with symptoms of threatening
labour, that inconsistency was higher –0.46. Taking into account the obtained values
of AI, UI and SI, we can notice that the inconsistency of amplitude, area and shape
is very high in all groups. In other words there is very weak linear relationship
between these parameters of the corresponding contractions being detected in signal
of mechanical and electrical uterine activity.
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Table 2 Correlation coefficients determined between the parameters describing the bursts of action
potential spikes (intensity I, power P, median frequency Fmed , maximum power frequency Fmax)
and the parameters describing corresponding mechanical contractions (onset timeOT , durationDT ,
rise time RT , amplitude AT and area UT )

Group I

OT DT RT AT UT

I –0.056 –0.060 –0.054 –0.056 –0.060

P –0.066 0.389 –0.065 –0.066 0.389

Fmed 0.170 –0.133 0.167 0.170 –0.133

Fmax 0.010 –0.181 0.006 0.010 –0.181

Group II

OT DT RT AT UT

I –0.074 0.052 –0.072 –0.074 0.052

P –0.054 –0.005 –0.056 –0.054 –0.005

Fmed –0.005 –0.173 –0.010 –0.005 –0.173

Fmax –0.038 –0.178 –0.043 –0.038 –0.178

Group III

OT DT RT AT UT

I 0.183 –0.035 0.181 0.183 –0.035

P –0.085 0.010 –0.085 –0.085 0.010

Fmed 0.121 0.055 0.118 0.121 0.055

Fmax –0.085 0.028 –0.087 –0.085 0.028

We noted a high dispersion for all inconsistency indices for the recordings in par-
ticular groups, that is expressed by high SD as well as the minimum and maximum
values as presented in Fig. 3. The lowest dispersion was obtained for the recordings
in Group III comprising the uterine activity signals acquired from the patients during
the first period of physiological labour which showed an evident contractile activity.
Among the inconsistency indices the lowest dispersion was observed for the con-
traction shape index SI. Correlation coefficients that have been determined between
the parameters describing the burst of action potential spikes and the parameters of
corresponding mechanical contractions are listed in Table2. We can notice a low or
very low relationship between the EHG action potentials and contraction in Toco
signals. It was observed in all groups of recordings.

4 Conclusion

Both visual and automated analysis of EHG signals confirmed that it is possible to
record a good quality signal of bioelectrical activity of the uterine muscle through the
maternal abdominal wall. Higher number of contractions detected in the EHG signals
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than in tocograms may indicate a higher sensitivity of the bioelectrical approach.
However, we should take into account a significant impact of different algorithms
for determining the basal tone as well as the limitation of automated threshold-based
detection of contractions. The signal segment is classified as a contraction, if both
the amplitude and duration of the transient increase above the basal tone exceed the
fixed minimum values. Thus, there may be a situation when the contraction is not
recognized because its parameters will be slightly smaller than the minimum values,
while another one with very similar characteristics but exceeding these values is
detected.

Obtained results concerning the number of contractions detected in both types of
signals and a number of corresponding episodes show that synchronization between
the mechanical and electrical activity varies in different stages of pregnancy and
labour, and it becomes stronger as the birth term is approaching. Comparison of the
parameters of corresponding contractions detected in Toco and EHG signals pro-
vided slightly worse results than we could have expected. Undoubtedly, limitations
of the external tocography have affected the results obtained. Strain gauge transducer
covers very small area above the uterine muscle, thus the real strength of contrac-
tions can be determined only approximately. It resulted in a very high inconsistency
concerning both amplitudes and areas of corresponding contractions. Both methods
measure the activity of the same uterine muscle, but of different type—electrical and
mechanical, and what’s more both methods use an indirect approach—the signals
are acquired through the maternal abdominal wall. Without any doubt such approach
affects the signals acquired and thus the inconsistency between them. Lack of corre-
lation that have been noticed between the parameters describing the burst of action
potential spikes and corresponding mechanical contractions may lead to conclusion
that additional information can be obtained from the analysis of action potentials in
electrohysterogram.

Taking into account the usability of the electrohysterography for classical fetal
monitoring during pregnancy and for controlling the labour progress, this method
may be considered as an alternative approach to tocography. Satisfying consistency
of the number and location enables to associate the uterine contractions with decel-
erations recognized in fetal heart rate signal. Such situation when the fetus responds
to contraction with a lowering its heart rate, is considered as a sign of fetal distress.
Electrohysterogram provides not only the classical description of contractions based
on amplitude and timing parameters, but it enables to determine a number of addi-
tional parameters associated with higher frequency components of the EHG signal
that describe the physiological properties of the uterus. Evaluation of usefulness of
this additional information in clinical practice, for example to early detection of
symptoms of the threatening preterm labour, is the subject of many research studies
being currently conducted.
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Computer-Aided Evaluation of Sibilants
in Preschool Children Sigmatism Diagnosis

Zuzanna Miodońska, Michał Kręcichwost and Agata Szymańska

Abstract In this study an approach to the analysis of sibilant sounds is presented.
Themethod includes the use of the signal spectral measures: amplitudes and frequen-
cies of the fricative formants and the normalized spectral moments. Mel-Frequency
Cepstral Coefficients are included in the feature vector as well. The feature sets have
been classified using the Support VectorMachinewith linear kernel. The experiments
have been performed on the speech corpus containing 5 selected words pronounced
by 60 preschool children with proper pronunciation or with natural pathologies. The
best obtained accuracy of the classification is 94.48%. The method could be used in
a computer-assisted sigmatism diagnosis or therapy system.

Keywords Computer-aided pronunciation evaluation · Sibilants · Sigmatism
diagnosis

1 Introduction

Computer-aided speech therapy and diagnosis systems become nowadays more and
more appreciated by therapists and patients. However, computerized (automatic or
semi-automatic) diagnosis of speech disorders, based on the voice recordings, is still
not popular due to a small number of efficient tools for pathological speech signal
processing.

Sigmatism, also knownas lisping, is a speechdisorder inwhich sibilant consonants
(s, z, c, dz; sz, ż, cz, dż; ś, ź, ć, dź) are misarticulated. Depending on the articulators
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position, several types of sigmatism can be distinguished. Each of them results in
misarticulation of all or only a group of beforementioned phones.

Sigmatism is a very common disorder in children. Specific phoneme series occur
consecutively with maturation, e.g. rustling series consonants (sz, ż, cz, dż) appear
usually in fourth or fifth year of age [5] and are among the phonemes which appear
last. Their pronunciation is difficult and often requires a speech therapy. A computer
system able to detect and classify non-normative pronunciation of these sounds could
help the speech therapists in the diagnosis and may become a useful home therapy
tool.

1.1 Computer-Aided Sigmatism Diagnosis in Literature

Systemsdedicated to pronunciation error detection are designedbymany researchers.
However, they are usually dedicated to people learning a foreign language [13, 20,
23, 24, 29, 32, 34], not speech therapy patients. Such solutions are called Computer-
Assisted Language Learning (CALL) systems. Most of these systems are designed
to detect a small number of selected systematic errors, usually the most common
mispronunciations specific for second language learners. Some methods use only
acoustic data (e.g. Goodness of Pronunciation algorithm [23, 31, 34] or Likeli-
hood Ratio method [8, 16, 34]). Other employ additional phonological information
[29, 32].

Pronunciation error detection methods often involve algorithms based on Hidden
Markov Models (HMM) [13, 16, 21, 29, 34] or other probabilistic models. Most
commonly used signal features are theMel-FrequencyCepstral Coefficients (MFCC)
[2, 8, 12, 14–16, 18, 21, 22] and their first and second-order time derivatives (Delta
and Delta-Delta MFCC) [12, 14, 16]. At the same time, many mispronunciation
detection studies focus on testing and development of new feature types [9, 28, 33].

The use of speech signal analysis in computer-assisted logopaedic tools is still not
very common. Moreover, these solutions are usually aimed at adults. The processing
of children speech signal requires different approaches, as their characteristics do
not match feature values typical for adults. There are techniques intended to adapt
children speech signal for typical analysis methods [10]. However, according to our
knowledge the efficiency of such transformations has not been proven yet.

There are only few studies concerning systems dedicated to complex sigmatism
diagnosis. Benselam et al. [1] proposed a computer aided pathological speech therapy
application aimed at sigmatism in the Arabic language. The described method uses
MFCC for modeling and HMMcombined with GausianMixtureModels (GMM) for
speech segmentation. The phoneme evaluation is performed by an Artificial Neural
Network (ANN). Another approach employs MFCC to construct a Gausian Mixture
Model (GMM) [26]. The GMM’s features (weights, mean vectors and diagonal
elements of the covariance matrices of Gausian densities) are subsequently used as
the speech signal models and classified using a Support Vector Machine (SVM) with
polynomial kernel. Both studies focus on evaluation of only 2 or 3 selected sibilants
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and both methods have been tested on speech corpora containing the recordings of
adults or teenagers. Works concerning the evaluation of sibilants in children can
hardly be found.

More studies dealingwith sibilant acoustic features are limited to their recognition
(without correctness evaluation). Extracted features are associated mostly with the
noise, which is observable in all sibilants. The most popular measures are amplitudes
and frequencies of the fricative formants (formants appearing above 3kHz) [7, 17,
25], the minimal frequency of the noise [17], differences in the energy levels in
different frequency bands [7] and spectral moments [11, 19] as well as measures
related to them—kurtosis and skewness [7]. Many of these features have not been
proposed in the field of sigmatism detection yet.

The aim of the project is to develop a method for automatic evaluation of sibi-
lants to be employed in the sigmatism diagnosis. This study focuses on the correct
and incorrect realizations of a fricative phoneme [Z] (ż), which is one of the most
commonly mispronounced sounds among Polish children with sigmatism.

Ourmain contribution is the implementation of a classifier using spectralmeasures
specific for sibilant sounds. To the best of our knowledge, these measures have not
been used in the sigmatism diagnosis. The study is based on the speech corpus
containing solely speech signal of children with proper pronunciation or with natural
pathologies.

The paper is organized as follows. Section2 provides a presentation of the pro-
posed methods and the speech corpus. Section3 presents the conducted experiments
and the evaluation of the obtained results. The conclusions are discussed in Sect. 4.

2 Materials and Methods

2.1 Data Collection

In the study5words containing a fricative consonant [Z] havebeen chosenby a speech
therapist (Table1). In three words this phoneme is a first sound, whereas in the other
two [Z] is in the middle, surrounded by vowels. The transcription of the dictionary is
provided according to the extended SAMPA standard (Speech Assessment Methods
Phonetic Alphabet) [6].

A group of 60 children at the age of 5 and 6 years has been selected. Each child has
repeated the words after the speech therapist. Totally, 300 word instances have been
recorded. Due to the background noise or careless pronunciation some utterances
had to be excluded. The expert’s classification has discarded another set of data that
reflected the transitional pronunciation habits in children who were undergoing a
speech therapy before. Finally, 50 recordings with correct realization of [Z] and 95
sigmatism occurrences were included in the speech corpus.

Audio recordings were made at the sampling rate of 44.1kHz and the resolution
of 16 bit.
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Table 1 The words included in the speech database with the SAMPA phonetic transcription

Word Pronunciation

strażak [’straZak]

róża [’ruZa]

żona [’Zona]

żarty [’ZartI]

żyrafa [’ZIrafa]

Fig. 1 The general workflow for the proposed method

2.2 General Workflow

The general workflow for the proposed method of evaluation of a phoneme is pre-
sented in Fig. 1.

First, the registered waveforms are preprocessed. Then, the sibilant part of each
utterance is segmented. Next, the features are extracted. Finally, the classification of
segments is conducted and verifiedwith their logopaedic evaluation. The consecutive
steps are described below.

2.3 Signal Preprocessing

At the beginning of the preprocessing, the region of interest (the part of the signal
containing the analyzed fricative) is manually segmented from each recording. Then,
it is annotated as correct or incorrect based on the speech therapists’ opinions. Only
this piece of the recording is used in further analysis.

Next, the signal is normalized according to the formula:

x′(n) = x(n) − x̄

max |x(n) − x̄| , (1)

where x(n) is the nth sample of the signal, x̄ is the mean of the signal, and x′(n) is
the nth sample of the resulting signal.
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Subsequently, preemphasis is performed according to the formula:

x′′(n) = x′(n) − 0.975 · x′(n − 1). (2)

Finally, the signal is divided into 10 ms frames with 5 ms overlap.

2.4 Feature Extraction

Selected frames are subjected to a feature extraction phase, which contains 4 steps.
First, frequencies and amplitudes of 3 fricative formants (FF) are calculated.

Three highest peaks of the spectrum envelope in the band above 3kHz are chosen.
A minimal distance between the peaks is set to 850Hz to prevent from finding
false peaks. Frequencies and amplitudes of the formants are median-filtered within
a segment in order to remove outliers.

Then, the first four normalized spectral moments (SM) are extracted. Calculation
of moments is performed using the power spectral density (PSD) [27]. A spectral
moment of mth order is defined as:

M(m) =
∞∑

k=0

|G(k)| ∗ [fk]m, (3)

where G(k) is the power spectral density for the kth frequency band and fk is the
middle frequency of this band. A normalised mth spectral moment can be calculated
as the quotient of the mth moment and the 0th moment:

Mnorm(m) = M(m)

M(0)
. (4)

Next, 13MFCC (including energy as the 0thMFCC) are calculated. The procedure
of their extraction is widely described in the literature [2, 8, 12, 14–16, 18, 21, 22].

Finally, the evaluation of the proposed features is performed. Fisher linear dis-
criminant analysis [30] (FLDA) is used to reduce the dimensionality of the features
and maintain those which separate the two classes (pathology/normative) best.

2.5 Classification

The phoneme evaluation can be regarded as a binary classification problem. Accord-
ing to some of the beforementioned studies, we use SVM as a classification tool.

SVM constructs a hyperplane separating examples of two different classes using
the training data. The separation is achieved with the largest margin between the
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Fig. 2 The classification procedure

hyperplane and the nearest point of the training data [3]. In this study the SVM with
linear kernel is employed. The Sequential Minimal Optimization method is used for
finding the hyperplane.

A general classification procedure is presented in Fig. 2. An evaluated phoneme
segment is modeled by a matrix of feature sets extracted for every 10ms frame. As
SVM cannot classify matrices, every frame needs to be classified independently. A
classification of the segment is performed on the basis of the partial results.

During the first step, the feature vectors for all training segments are used for
SVM training. Next, frames of the test segment are classified. The segment is then
annotated according to the majority rule:

• if most of the frames are classified as pathology, the segment is marked as pathol-
ogy,

• if most of the frames are classified as normative, the segment is marked as norma-
tive,

• if the number of the frames classified as normative and pathology is the same, the
segment is assumed to be normative.

3 Experiments and Results

3.1 Testing Procedure

Leave-one-out cross-validation [4] has been used to define the accuracy of the clas-
sification. The scheme training on 144 utterances, testing on 1 utterance has been
performed 145 times (for each segment once). Type I and type II errors have been
counted, considering pathology as a positive result of the classification. Accuracy,
sensitivity and specificity of the method have been calculated. This testing procedure
has been repeated 10 times and the obtained efficiencymeasures have been averaged.
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The classification of individual frames (not segments) has been performed aswell.
It has been used for evaluation of the relations between partial classification results
and final segment classification.

3.2 Results and Discussion

The Full Feature Set (FFS) described in Sect. 2.4 contains 23 measures. As a result
of FLDA, a feature vector containing 18 measures has been selected. Four MFCC
and the frequency of the 3rd fricative formant have been excluded at this stage. The
remaining parameter set is presented in Table2 and is denoted as the Reduced Feature
Set (RFS).

Table3 presents the results obtained for individual frames classification. Table4
shows the results for segments classification.

Apart from FFS and RFS, the feature sets including single types of parameters
(only FF, only SM or only MFCC) have been tested. The purpose was to verify the
usefulness of these features in the sigmatismdetection. The accuracy exceeds 84.83%
and 91.03% for FF and MFCC respectively. The efficiency and the sensitivity of the
classification based on SM is significantly lower. However, the obtained accuracy
appears promising and SM has been included in the further experiments.

The results obtained for the complex feature sets (FFS and RFS) are more sat-
isfactory than those for single feature types. Therefore, it can be presumed that the

Table 2 The features included in Full Feature Set (FFS) and Reduced Feature Set (RFS)

Features

FFS FF1 FF2 FF3 FFL1 FFL2 FFL3 SM1 SM2

RFS FF1 FF2 FFL1 FFL2 FFL3 SM1 SM2

FFS SM3 SM4 MFCC0 MFCC1 MFCC2 MFCC3 MFCC4 MFCC5

RFS SM3 SM4 MFCC0 MFCC1 MFCC2 MFCC3 MFCC4 MFCC5

FFS MFCC6 MFCC7 MFCC8 MFCC9 MFCC10 MFCC11 MFCC12

RFS MFCC9 MFCC10 MFCC12

FFn—the frequency of the nth fricative formant, FFLn—the level (amplitude) of the nth fricative
formant, SMn—the nth normalized spectral moment,MFCCn—the nth MFCC

Table 3 The results obtained for different feature sets in frames classification

Feature set Accuracy (%) Sensitivity Specificity

MFCC 88.97 0.88 0.90

FF 84.83 0.82 0.90

SM 72.41 0.61 0.96

FFS 94.48 0.93 0.96

RFS 95.17 0.91 0.98



374 Z. Miodońska et al.

Table 4 The results obtained for different feature sets in segments classification

Feature set Accuracy (%) Sensitivity Specificity

MFCC 91.03 0.89 0.94

FF 89.65 0.84 0.99

SM 77.93 0.67 0.98

FFS 92.41 0.91 0.96

RFS 94.48 0.91 0.98

Table 5 The comparison of the obtained results and the results reported in literature

Study Feature set Classifier Accuracy (%)

Here RFS SVM 94.48

Benselam and Bencherif [1] MFCC ANN 89.00

Valentini-Botinhao et al. [26] MFCC/GMM SVM 86.00

proposed feature types are complementary. For both feature sets the frames classi-
fication has been more successful than the segments classification. This may result
from the assumption of the phoneme correctness in the case of the same number
of frames classified as correct and incorrect. Still, the sensitivity above 0.9 may be
considered sufficient at this stage of the method development.

Eventually, the best results for segment classification have been obtained for RFS.
This outcome has been compared with the results reported in literature (Table5).
Both cited studies have been based on MFCC and their modifications. In our tests
the classification accuracy when using only MFCC has reached the level of 88.97%
for frames and 91.03% for segments, which is close to the reported values. The
experiments conducted within this study have shown, that the efficiency gain may
be obtained by extending the feature vector by adding the fricative formants and the
spectral moments.

4 Conclusion

In this paper an approach for the analysis of sibilant sounds has been presented. The
study has been concentrated on the evaluation of the phoneme [Z] (ż) realizations. The
proposedmethod uses the signal spectral measures that, to the best of our knowledge,
have not been suggested for sigmatism diagnosis: amplitudes and frequencies of the
fricative formants and the normalized spectral moments of the 1st–4th order. MFCC,
which model the envelope of the spectrum, have been included in the feature vector
as well. Fisher linear discriminant analysis has been performed on the proposed
parameter set. Subsequently, the full and reduced feature sets have been classified
using SVM with linear kernel. The best results have been obtained for the feature
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set after the reduction. The accuracy reaches 94.48%, with sensitivity 0.91 and
specificity 0.98.

The experiments have been performed on the corpus of speech of 60 preschool
children with proper pronunciation or with natural pathologies. The recorded dictio-
nary have included 5 words containing the analyzed sibilant. The corpus has been
verified and annotated by two speech therapy experts. The obtained results of clas-
sification suggest, that the proposed method could be used in a computer-assisted
sigmatism diagnosis or a therapy system. As we have not used data with simulated
disorders nor adults recordings, we have proven that the method is appropriate for
children speech.

It can be assumed, that other spectral features associated with noise may also be
relevant in the process of sibilants evaluation. These features, i.a. kurtosis or spectral
energy in different frequency bands are planned to be tested within the next stages
of the project development. The experiments considering other sibilant phones will
also be conducted in the near future.
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Acoustic Mask for Air Flow Distribution
Analysis in Speech Therapy

Michał Kręcichwost, Zuzanna Miodońska, Joanna Trzaskalik,
Julia Pyttel and Dominik Spinczyk

Abstract Quantitative analysis of lateral sigmatism is a challenge for contemporary
speech therapy. In the paper a prototype of an acquisition device for voice and
lateral air flow registration is described. The proposed acoustic mask enables for
registration of signal from 7 microphones placed in different positions in the area
around the mouth. Tests considering air flows directed centrally and laterally have
been conducted. Artificially generated air streams and lateral speech utterances have
been considered. Energy distribution analysis has been performed to distinguish the
direction of the interferences. The results confirm that the acoustic maskmay be used
in diagnosis and speech therapy of lateral sigmatism.

Keywords Computer-aided pronunciation evaluation · Sibilants · Sigmatism
diagnosis

1 Introduction

Contemporary speech therapy procedures are often assisted with software or elec-
tronic tools. Computers provide interactive exercises, multimedia stimulus and
remote therapyopportunities.However, they canbe alsoused in logopaedic diagnosis.

Lateral sigmatism (also known as lisping) is a pronunciation disorder, which is
found among children. It occurs when sibilant sounds (s, z, c, dz; sz, ż, cz, dż; ś, ź,
ć, dź) are misarticulated because of inappropriate tongue position [1]. In normative
realizations of these sounds the air flows from the mouth as a concentrated beam. In
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the described type of sigmatism the tip of the tongue touches gums or teeth. As a
result, partial occlusion and distraction of the air stream occur. Such phenomenon is
called dexter (right-side), sinister (left-side) or bilateral laterality, depending on the
flow direction.

Lateral lisp diagnosis is a demanding task, as the position of articulators is difficult
to be visually assessed [15]. The problem is even more complex because of many
different (sometimes conflicting) linguistic descriptions of this disorder [1, 16–18].
An exact information about the direction of the air stream and the place of tongue-
teeth contact is a key factor for an efficient therapy. Therefore, tools for speech
diagnosis assistance may be appreciated by therapists and patients.

In recent years, the acoustic analysis of the speech signal has been employed
for a variety of speech therapy tasks. Most of the studies are dedicated to mispro-
nunciations detection [5, 13]. Projects concerning the evaluation of specific sounds
are designed as well [10]. Among them, solutions for sigmatism diagnosis can be
found [3, 4, 21]. There are many works concerning the acoustic features distinctive
for different sibilant sounds [8, 12, 14, 19]. However, according to our knowledge
no works focused specifically on lateral sigmatism have been conducted.

In the above-mentioned studies the speech registration has been conducted using
single microphones. There are also projects which focus on the development of
methods based on more complex measurement equipment, like microphone matri-
ces [11]. They allow for multi-channel voice registration and generation of the map
of acoustic pressures. However, they require that the speaker stays still during the
recording, which makes the measurements hardly reproducible and is especially
inconvenient for children. Devices for acquisition of signals other than speech, like
electromyographs [2, 9] or electropalatographs [20], are also employed for articu-
lators movement analysis. However, they require the use of electrodes. Therefore,
they are more invasive than voice recorders.

The general aim of the overall project is (1) to design and implement a multi-
channel speech acquisition device, (2) to develop a tool for computer-assisted diag-
nosis of lateral sigmatism, (3) to provide an acoustic description of articulation con-
ditions in lateral sigmatism. In this paper we describe the first stage of the project,
which is the development of a prototype of the acquisition equipment.

Our main contribution is the design and implementation of a prototype of an
acoustic mask dedicated to spatial voice registration. The construction employs the
idea of microphone matrices, yet eliminates their main drawbacks. As the mask
is mounted on speaker’s head, it allows for bigger freedom of movement and
reproducible measurements. Moreover, the matrix is semi-cylindrical (not plane as
usually). Therefore, the registration of the lateral air flow may be conducted more
precisely.

The paper is organized as follows. Section2 presents the preliminary study mea-
surement station. Conducted experiments and the evaluation of the obtained results
are described in Sect. 3. The conclusions are presented in Sect. 4.
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2 Acoustic Mask

2.1 Methods

A measurement equipment dedicated to lateral sigmatism diagnosis should satisfy
several assumptions. First, it should allow for the analysis of the distribution of the
air flow coming from the mouth. Then, it should provide repeatable measurement
conditions. Next, apart from air detection it should allow for the speech analysis.
Therefore, the tool should employ high-quality microphones.

The core of the described prototype is the acoustic mask. It is composed of 3 parts
(Fig. 1). Themiddle part contains a grid, which allows for installation ofmicrophones
in different geometric configurations. The electronic elements responsible for signal
amplifying and transmission are placed in the upper part of the device. There are also
7 shielded outputs prepared for connection of sensors. These sensors aremicrophones
by default, but they can be replaced with pressure sensors or others. The lower part
of the mask provides stability and maintain the shape of the net. The adjustable
fastener stabilizes the mask on the head of a subject. Repeatability of the positioning
of the mask on the patient’s head is provided by a suitable grid marker, which should
coincide with the patient’s philtrum.

A set of seven microphones placed on a semi-cylindrical grid allows for registra-
tion of the phenomenon of lateral air flow. The configuration of microphones may be
easily changed. This feature is particularly important during the prototyping phase.
Figure2 presents several microphone arrangements which have been considered. In
each of them the central microphone in front of the mouth has been used in order to
provide a reference signal. The configuration presented in Fig. 3 has been chosen for
tests.

Fig. 1 The acoustic mask
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Fig. 2 Different microphone configurations

Fig. 3 The microphone
configuration employed for
the tests

The prototype consists of seven microphones POM-3044P-R [7]. This type of
microphones does not require high voltage polarity as standard condenser micro-
phones. They have an omnidirectional characteristic. Its frequency range covers the
entire range of audible frequencies (20Hz–20kHz), and is completely stable from
300 to 8000Hz. Because of a very weak output signal, seven-channel audio amplifier
has been designed. Analog-to-digital signal is provided by a 16-bit 8-channel A/D
converter USB-1608FS [6] equipped with a USB interface. It allows for 8 channel
simultaneous recordings of the audio signal with a maximum sampling rate of 96
kHz while maintaining the timing, good quality and low latency in the transmitted
signal.

Figure4 presents a concept of application of the mask in speech therapy. A patient
wears the mask and pronounces diagnostic word sequences. The speech signal is
being registered in 7 channels and sent to the computerworkstation.After the process-
ing, the spatial energy of the patient’s speech is visualized and presented to the speech
therapist.
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Fig. 4 Application of the acoustic mask in speech therapy

2.2 Evaluation Methods

The prototype has been tested considering the possibility of determining the direction
of the air flow. The synthetic source of acoustic pressure has been used in order
to provide repeatable conditions. Each registration has been performed using all 7
channels.

The signal analysis phase contains 3 steps. First, 10 ms frames are extracted and
Hamming window is employed. Then, a quantitative analysis of the recorded signal
is performed based on the frame energy defined as:

Em =
n∑

k=0

xk
2, (1)

where Em is the energy of the mth frame, xk is the amplitude of a single sample and
n is the number of samples in a processed frame.

Finally, the obtained energy values are normalized in order to allow comparison
of signal energy in different channels:

Enormm =
Em −min

m
(Em)

max
m

(Em)−min
m

(Em)
, (2)

where Em is the energy of the mth frame and Enormm is the normalized energy of the
mth frame.
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Fig. 5 Side profile of a measuring station

3 Experiments and Results

3.1 Experiment Setup

Two types of experiments have been performed. First, an acoustic pressure signal
directed centrally and laterally has beenmeasured. In the second experiment a speech
signal analysis, that distinguishes a normal and three types of lateral pronunciation
(bilateral, dexter and sinister), has been carried out. In both experiments the acoustic
data has been collected by all 7 microphones.

The first experiment has been performed using the measuring station (Fig. 5). The
station consists of the acoustic mask and a point source of the sound pressure. The
point source of acoustic pressure has been placed in different positions in relation to
the central microphone. This was to simulate the improper flow of the air during the
incorrect articulation of sounds. The acoustic signal have been registered 20 times
at each configuration. The acquired data has been analysed and evaluation measures
have been calculated.

The second experiment has been carried out on the speech data representing
the normative pronunciation and three types of lateral sigmatism. In each group 18
utterances have been recorded using the acoustic mask.
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Fig. 6 Normalized energy plots with the air flow directed centrally for consecutive frames (micro-
phones positions: L—left, C—center, R—right, T—top, B—bottom). The vertical axis represent
normalized energy values. The horizontal axis represent the consecutive time frames

3.2 Results

The time plots (Figs. 6 and 7) present normalized energies calculated for consecutive
frames in specific channels in the first experiment. Energy values for each recording
are represented by individual lines. For centrally directed interference, the signal can
hardly be noticed on channels other than the central one (Fig. 6).

Lateral air flows can be noticed as high levels of energy registered by left
(Fig. 7a–c) or right (Fig. 7d–f) central microphones, respectively. Top (Fig. 7a, d)
or bottom (Fig. 7c, f) interferences are observed on corresponding channels, but also
on central ones. High signal energy can be observed for the central microphone,
regardless of the direction of the interference. This suggests, that in every case the
significant part of the signal energy is accumulated in the central pathway, yet later-
ality causes a visible division of energy between the channels.

The mean energies registered for each channel during different interferences have
been presented in Table1. The average energy over all the channels has been cal-
culated (0.2004). The values above this threshold have been bolded, to mark the
channels, where significant parts of the air flow have been registered.

The distribution of energy for speech dataset (the second experiment) between
the central (C), left-central (LC) and right-central (RC) microphones is presented
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Fig. 7 Normalized energy plots with the air flow directed laterally for consecutive frames (micro-
phones positions: L—left, C—center, R—right, T—top, B—bottom). The consecutive plots rep-
resent interferences directed to different parts of the microphone grid: a to the left-top part, b to
the left-center part, c to the left-bottom part, d to the right-top part, e to the right-center part, f to
the right-bottom part. The vertical axes represent normalized energy values. The horizontal axes
represent the consecutive time frames
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Fig. 8 Distribution of normalized energies on 3 central microphones depending on the direction
of air flow during normative and pathological speech

in Fig. 8. For normative pronunciation case the median of normalized energy of the
center microphone is several times greater than that of the side microphones. In the
case of bilateral sigmatism the median values are at the same level for central and
lateralmicrophones. For simulation of sinister and dexter sigmatism themedian value
for left and right microphone channels increase to a level comparable to normative
signal level for central microphone channel. At the same time, a decrease of energy
values for the center channel is observed.

The proposed design of the mask allows for analysis of the distribution of air flow
energy on different channels. Thereby, the direction of the lateral interference may
be distinguished.

4 Conclusion

In the paper a design and implementation of the acoustic mask has been presented.
The concept of measuring station has been described as well. The obtained results
confirm that the proposed design of the mask allows the spatial acquisition of speech
signals. It is also possible to observe the changes of signal energy in cases of lat-
eral and central air flow. Therefore, this mask may be employed for registration of
pronunciation with improper flow of air e.g., lateral sigmatism.

The next stage of the project development will engage actual speech therapy
patients, as the construction of the mask has to be tested on non-simulated speech
data. These experiments are expected to provide acoustic criteria relevant for lateral
sigmatism diagnosis.

Acknowledgments Theworkhas beenpartiallyfinancedbyPolishMinistry ofScience andSilesian
University of Technology statutory financial support for young researchers BKM-508/RAu-3/2016.



Acoustic Mask for Air Flow Distribution Analysis in Speech Therapy 387

References

1. Antos, D., Demel, G., Styczek, I.: Jak usuwac seplenienie i inne wady wymowy (How to
remove sigmatism and other speech disorders). Panstwowe Zaklady Wydawnictw Szkolnych,
Warszawa (1978). (in Polish)

2. Bell-Berti, F.: An electromyographic study of velopharyngeal function in speech. J. Speech
Hear. Res. (1976)

3. Benselam, Z.A., Guerti, M., Bencherif, M.: Arabic speech pathology therapy computer-aided
system. J. Comput. Sci. 3(9) (2007)

4. Botinhao, C., Noeth, E., Hornegger, J., Maier, A.: Speech classification for sigmatism in chil-
dren. 1 (2009)
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Longitudinal Voice Study (LoVoiS)
Methodology and Preliminary
Research Results

Marcin D. Bugdol, Monika N. Bugdol, Anna M. Lipowicz,
Andrzej W. Mitas, Maria J. Bieńkowska,
Agata M. Wijata and Dariusz Danel

Abstract The paper describes an approach to the kids and youth pubertal evaluation
using voice signal. The results of preliminary study conducted on a group of 109
children (58 boys and 51 girls aged 10–18 years) has been presented. The analysis of
the voice fundamental frequency proves that this parameter strongly depends on the
age (for boys) and on the time of the first menarche (for girls). Such a method for girls
and boys maturation assessment is very important for, among others, anthropologist
in their studies on social inequalities and observing secular trends.

Keywords Pubertal · Voice analysis · Statistical analysis

1 Introduction

Despite decades of research conducted by anthropologists and paediatricians, puberty
still requires further explanations. Due to its high sensitivity to environmental factors,
the timing and tempo of maturation are useful tools to assess the living conditions
in the society and to study the social inequality and intergenerational changes. The
primary measure of the timing and rate of sexual maturation, which is used in epi-
demiological studies, is the age of menarche. Parallel research on male pubertal
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timing is much more difficult because of the lack of equivalent marker of mas-
culine pubertal development. Because the course of puberty varies significantly in
both sexes (compared with females, males reach puberty later and develop divergent
sexual characteristics) another markers of male development are needed.

The traditional methods used for research on boys include the age of peak height
velocity, testicular volume, Tanner stages of genital and pubic hair development [5,
8] or endocrine biomarkers [4]. Unfortunately, none of these methods satisfy the
user friendly criterion. Isolated measurements of body height do not allow to detect
the age of peak height velocity, using the Tanner scale is troublesome (and nowa-
days unpractical to carry out in large group of people). Measuring the hormonal
biomarkers, on the one hand, is expensive and on the other hand it requires the entire
logistically complicated procedure (extraction of material, transport to the laboratory
and conducting analyses), which in the case of field research faces many difficulties.

Therefore, there is a need to establish a method that will be noninvasive, but
precise. It should easy and fast assess, without discomfort of the tested person and
researcher, the pubertal stage of male. It is assumed that the analysis of the voice,
which in boys change more markedly than in girls, could become such a tool. This
need comes, among others, from the necessity of continuous monitoring of the entire
population of children and adolescents (including both sexes), to study the intergen-
erational changes and to detect the underlying causes of social inequalities. This issue
becomes important, especially while the results of epidemiological studies indicates
that the rapid growth of obesity among children and youth is one of the hypothetical
causes of an acceleration in maturation among girls [3].

Acoustic data which characterize the human voice and the voice break (mutation)
have the advantage that their collecting do not involve highly qualified staff, and
measuring equipment is widely available. Measurement techniques, depending on
the objective function may be grouped into:

1. techniques oriented to determine the frequency bands for a high volume of dif-
ferent acoustic data generated for a long period of time,

2. techniques oriented to study individual sounds generated under specified measur-
ing conditions.

In the first case, because of the possibility of spontaneous disorder measurement
conditions, allowing potential errors in measurement, the appropriate length of the
signal should be provided, which results in averaging these errors. In the second case,
when provided repeatable measurement conditions, data should be extracted from
the signal through the designation (e.g. indication) in the measuring window a single
period (or several periods) of the analysed sound. In the case of continuous sample
(case 1) the Fourier transform is a basic mathematical apparatus. In the case of precise
sample for a periodic waveform analysis is carried out with Fourier series. In both
cases, the analysis of the properties is conducted in the frequency domain; the first
refers to the frequency range and accordingly formants ranges and in the second the
fundamental frequency and its harmonics. The main difficulty of measuring implies
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method error, related in case 1 to specifying the minimum recording time in different
life situations, and in case 2 to the calculation of recording window [10, 12]. Both
measurement approaches are exposed in the cited literature on the subject.

In order to examine the changes in the voice during puberty, it is necessary to
register the sound samples with stable parameters at the free articulation of sounds.
Adolescents participating in the study, especially aware of its purpose, may try to
modulate their voice in order to achieve “better” results. Moreover, the awareness
of being recorded may result in subject’s anxiety (stress) and therefore undesirable
changes in the speech signal. It is important to perform the sound recording in a
way that prevents any voice modulation of the examined person and eliminating the
stress of an unusual situation. The description of the various studies aimed at assess-
ing voice changes during puberty that takes into account the described limitations,
has been presented in the literature. The researchers recorded the voice of children
and adolescents during introduction [8], reading famous passages [8, 14] singing
scale and the song “Happy Birthday” [8], counting backwards [13, 14], naming the
presented images [9], chanting sentences [7] or singing certain sounds (survey of
boys singing in the choir) [13]. Defining the test sound set is basically impossible;
unless the length of registration is assumed which makes the self-auto-correction
imperfections of individual audio samples possible.

The most often parameter calculated in the studies concerning maturity of voice
is its fundamental frequency. This value was used in works [2, 7, 8, 10, 13, 14].
In their studies Hodges-Simeon et al. [9] in addition to fundamental frequency they
also induced the frequency and energy distribution of the first four formants. Further
appointed parameters are: the frequency range of voice adopted by the speaker and
the sound pressure level, which was applied in [7].

Common use of fundamental frequency is caused by its directly connection with
the voice maturing and puberty. Study of Danish choir boys on the basis of data
from 1994 to 2003 indicate median age at voice break of 14.0 years. The voice break
assessed by conductor was a pubertal marker [11]. In [8] comparison between boy’s
Tanner stages (clinical classification of the stages of puberty) and voice parame-
ters was described. There were abrupt changes in speaking and singing fundamental
frequencies between Tanner stages G3 and G4. Sex differences in fundamental fre-
quencies were described by Hodges-Simeon et al. [9]. Their study shows that female
F0 decreases linearly throughout development, whilst male F0 changes are charac-
terized by sharp drop around age 12–13.

Another problem in such type of research is the proper definition of the studies
repetition period and selection of the subject group. The studies about voice changes
at puberty require a collection of data from individuals of different age. Such a set
may be obtained by examination of the large group of children including people
before and after the mutation [7, 9]. Another approach is to register the voice in the
same individuals multiple times with a certain interval. This approach has been used
by Harries et al. [8]. Their study involved 26 boys aged 13–14 who were examined
five times every three months. Thurman examined a larger group [13]. His study
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involved 86 boys aged 12–15 years, who sang in the choir. They were examined 27
times at monthly intervals. Studies conducted for over 10 years have been described
by Juul et al. [11]. 463 boys singing in the choir were evaluated by the conductor in
terms of mutations every week during this period.

The aim of this paper is to present results of preliminary study concerning the
possibility for assessing the pubertal stages based on voice changes. To the best of
our knowledge, such studies are rather scarce and are not yet conducted in Poland.

2 Materials and Methods

2.1 Voice Registration Procedure

The following measurement procedure has been realized: prior to the test the idea
of the experiment was presented to the participant. Upon entering the room the
subject sat in a comfortable position in the front of the computer station for sound
recording. The task of the person was to proceed according to instructions, which
were presented on the computer screen: introduction, articulation for 3 s at a constant
level the vowels (a, e, i, o, u) viewed on the computer screen (this stage was repeated
three times), performing a computational task and reading a long text. All sentences
and calculations were spoken aloud while maintaining the natural tone of the speech.
The voice registration procedure has been presented in Fig. 1.

For each person 18 separate recordings have been obtained: three recordings
of each vowel (15 in total), first name and last name, differentiated longer text and
computational problem (3 recordings). The data have been recorded in 16 bits quality
with 44100 Hz sampling rate and saved in WAVE audio format.

This study included 109 children (58 boys and 51 girls aged 10–18 years) and
almost all of them will enrolled in next sessions. The parents’ written authorization
for performing the measurements cycle of children and youth with recordings of voice
samples has been obtained prior to the experiments. The parents have completed a
questionnaire on socio-economic status of the family and child’s lifestyle considering
his/her diet and physical activity and, for the girls, time of the first menarche.

2.2 Voice Analysis

In this research it has been focused on analysing only the vowels recordings as they
contain the most stable voice signal (in terms of frequency and amplitude). The
pre-processing step of speech analysis consisted only of removing the silent parts
at the beginning and at the end of the signal. Next, the fundamental frequency has
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Fig. 1 The algorithm of
voice registration

Vowels
(a, e, i, o, u)

Mathematical
task

Name and
surname

Start

Stop

Text
reading

been calculated for every vowel using autocorrelation function [1]. Because three
recordings of each phone were available, it has been decided to calculated median
value as the parameter that will be the most representative for this vowel for a person.

3 Results

Due to the fact, that only one measurement of the three year cycle registration has been
carried out so far, it is impossible to evaluate the boys’ pubertal stage and therefore
to evaluate the voice parameters that will describe this process. Such information
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was available for the girls—it is the time of the first menarche. So the analysis of
the voice fundamental frequency for females can be performed with regard to this
parameter.

The fundamental frequencies of the girls’ voices before and after menarche are
statistically different for the groups at the level of significance α = 0.05, compared
using the Student’s t-test for independent samples. In both groups the analysed vari-
ables were normally distributed and had equal variances. As expected, voice para-
meters, represented by the mean fundamental frequency, are lower after menarche
(p-value between 0.01 and 0.05).

Figures 2, 3 and 4 show the voice fundamental frequency of the examined children
and their age. Data is presented separately for girls and boys for the vowels A, E, I
approximated by a polynomial of degree 2 [6]. The dependency exhibits a decreasing
tendency (it is true also for vowels O and U).
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In Fig. 5 means and their 0.95 confidence intervals for the fundamental frequencies
for vowels A, E, I, O and U are presented. Each subfigure contains a comparison of
data obtained for girls before and after menarche. It can be noticed, that the mean
fundamental frequency is significantly higher for girls before menarche, which has
been proven using the Student’s t-test (Table 1).

4 Conclusions

In the paper the methodology and preliminary results of girls and boys pubertal eval-
uation using voice parameters has been described. The fundamental frequency has
been extracted for each recorded vowel and an analysis has been carried out that
proves that this parameter is changing in the function of youth’s age, for both males
and females. Also the comparison of mean values of fundamental frequencies for
pre-menarcheal and post-menarcheal girls had shown that this method is fitted for
assessing the pubertal stage of girls. So it could be assumed that similar adaptation
will be obtained for boys. The proposed method has a significant advantages com-
pared to the current approaches; it is non-invasive, low-cost and very fast. The next
planned measurement sessions, which are going to last at least three years (in each
half-year), will provide more data that will allow the phase of puberty in boys to be
determined. So it will possible to create a model that determine the boys’ maturity
degree just on a single voice recordings what is the ultimate goal of this research.
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Fig. 5 Comparison of means and 0.95 confidence intervals of fundamental frequency for girls
before and after menarche for the vowel a A, b E, c I, d O, e U

Table 1 The average values of girls’ voices parameters

Parameter Mean Parameter change (%)

Before menarche After menarche

Vowel A frequency 248.1127 229.3955 −7.5

Vowel E frequency 245.4972 229.1243 −6.7

Vowel I frequency 248.1793 231.4417 −6.7

Vowel O frequency 247.0075 228.3837 −7.5

Vowel U frequency 249.1335 231.1036 −7.2
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Pre and Post Menarche—Girls’ Bodies
Parameters Comparison

Anna M. Lipowicz, Andrzej W. Mitas, Marcin D. Bugdol,
Monika N. Bugdol, Maria J. Bieńkowska, Agata M. Wijata
and Dariusz Danel

Abstract The article presents changes in body composition in adolescent girls.
A review of availablemeasurement techniques is preceded by an analysis of the phys-
iology of puberty, whose social significance is very high, especially in the present
stage of development of civilization. Measurement techniques are classified depend-
ing on the used equipment, with attention to the bioelectrical impedance. Girls aged
9.3 to 18.6 y. from schools in Cieszyn were analysed. On the basis of their status
of maturation they were divided into two groups: before menarche and after menar-
che. The comparison of body composition of pre– and post–menarcheal girls had
shown the change in all body components. However, increased weight associated
with the development and maturation is mainly the result of the growth of fatness,
which was reflected in both the anthropometric parameters (waist, hip circumfer-
ences, skinfolds) and BIA analysis.

Keywords Girls · Bioelectric impedance analysis · BIA · Body parameters · Body
composition · Maturation · Menarche

1 Puberty and Body Composition

Due do the increasing problem of a growing number of overweight and obese people
there is an increased interest in the topic of changes in the human body composition.
This applies particularly to children and young people, whom the frequency of people
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with excess body weight increases (in some European countries) every year up to
2% [24].

One of the critical periods relevant to shape the adult level of body adiposity and
health status is a puberty. On the one hand, those children who have a higher body
weight, mature earlier than slim children; on the other hand, obese child has a greater
risk of being obese adults in the future. The timing of maturation may have a long-
term effect on fatness, differences in fatness between early and late maturers were
still evident at 30years of age, with 26% of early maturers being obese compared to
15% of late maturers [10].

It is proposed, that menarche occurs when the teenager’s body reaches the critical
amount of body fat, which is necessary for pregnancy and lactation. Girls who gather
the necessary amount of fat earlier, menstruate faster and faster are ready for repro-
duction [9]. It cannot be excluded that not only the total amount of fat tissue but also
its distribution, especially in the lower parts of the body, plays the role in triggering
the first menstruation. This is confirmed by the changes in distribution indicators
during girls’ adolescence, when the amount of body fat in the hips and buttocks is
correlated with the age of menarche [16]. In addition, girls experiencing early menar-
che had greater abdominal subcutaneous fat than those experiencing menarche later,
regardless of total body fatness.

2 Methods of Body Composition Measurements

Determining the body composition (including the body fat) is carried out using
a variety of measurement techniques: anthropometric measurements, bioelectric
impedance analysis (BIA), dual-energy X-ray absorptiometry (DEXA), magnetic
resonance imaging (MRI), computed tomography (CT), ultrasonography (USG) and
isotopic methods [5, 8, 12, 13, 21]. The most commonly used technique is bio-
electrical impedance analysis, which is characterized by good availability and ease
of measurement. BIA is noninvasive method, which allows to gain reliable infor-
mation about human body composition [17] on the basis of difference in electri-
cal conductivity of a determined frequency and low intensity (≤1 mA) in water
and fat compartments [12]. During examination, measurement of overall electrical
impedance of the body is performed with a set of surface electrodes combined with
data analysis system. This impedance is a derivative of resistance (active electrical
resistance, R) and reactance (capacitive resistance Xc) [17, 22].

Analysis of registered data and results are based on electrical properties of
the human body and basic physics [17]. Resistance (R) of unified object is pro-
portional to its length and resistivity and inversely proportional to its cross sec-
tional area. Impedance (Z ) is a function of resistance (R) and reactance (Xc),
which is inversely proportional to current frequency and electrical capacity of the
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system [17]. Impedance formula has two different forms for serial (1) and parallel
connection (2) [17]:

Z =
√
R2 + X2

c , (1)

Z =
(√

1

R2
+ 1

X2
c

)−1

, (2)

For a known resistance, height, body weight, age and sex parameters describing
the composition of the human body may be determined [6, 8, 17]: Total BodyWater
(TBW), Intracellular Body Water (ICW), Extracellular Body Water (ECW), Body
Cell Mass (BCM), Body Fat Mass (BFM), Fat Free Mass (FFM), Body Fat Dis-
tribution (BFD), Percent Body Fat (%BF), Skeletal Muscle Mass (SMM), Protein,
Minerals, Body Mass Index (BMI), Target Weight, Basal Metabolic Rate (BMR),
Waist-Hip Ratio (WHR), Visceral Fat Level (VFL). These parameters allow the
assessment of body composition. It may be the basis for diagnosing irregularities
and determining nutrition plan.

Numerous studies have reported changes in body composition during growth
from pre–pubertal to post-pubertal periods. These changes concern not only the
most frequently used FM (Fat Mass) and Percent Body Fat (%BF), but also Total
BodyWater (TBW), Minerals, Protein, Fat Free Mass (FFM), Skeletal Muscle Mass
(SMM). The aim of the cross-sectional study was to describe differences in body
composition between girls before and after menarche, with particular reference to
body segments.

3 Materials and Methods

The study involved 47 girls aged from 9.3 to 18.6years living in Cieszyn, Upper
Silesia, Poland. On the basis of their status of maturation they had been divided into
two groups: before menarche and after menarche. For all girls the body height (to the
nearest 1 mm; anthropometer) and weight (to the nearest 0.1kg; standard weight)
had been measured. Next measurements of body circumferences (waist (WC), hips
(HC), with an accuracy of 0.5cm; tape tailor), thickness skinfolds (on the shoulder
(TS), under the scapula (SS) and on the abdomen (AS) with an accuracy of 1mm;
caliper) had been done. All measurements had been made by one person.

Body composition was evaluated by use of bioimpedance analyzer (InBody 340
produced by Biospace). There was obtained the data of Total Body Water (TBW),
Minerals, Protein, Body Fat Mass (BFM), Fat Free Mass (FFM), Skeletal Muscle
Mass (SMM), Percent Body Fat (%BF) taking into account individual body seg-
ments.
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The two groups had been compared using:

1. Student’s t-test for independent samples [11]—if the compared groups were nor-
mally distributed (Lilliefors test [18]), had equal variances (Brown-Forsythe test
[2]) and had similar cardinalities;

2. Welch’s t-test [23]—if the assumption of equal variances was not fulfilled, but
the two other above-mentioned assumptions were satisfied;

3. Mann-Whitney U test [4]—in the remaining cases.

4 Results of the Preliminary Study

The Table1 contains the average characteristics of the statistics (mean, maximum,
minimum and SD values) and the amount of change for the variables describing
the structure and composition of girls’ bodies in the two groups (before and after
menarche). Pre–menarcheal girls were mean aged 11.8years (min. 9.3, max. 18.0)
and menstruating girls—aged 14.8years (min. 11.2, max. 18.6). Menarcheal girls
were higher (approximately 8.6%), heavier (approximately 40%) and had higher
BMI (19.3%) compared to pre–menarcheal girls. These girls have also more sub-
cutaneous adipose tissue. From the three measured skinfolds, the largest increase
had been recorded in the subscapular skinfold (on average by 102%, from 7.2 to
14.5mm) and abdominal skinfold (average of about 60%, from 15.6 to 24.8mm).
At the same time waist and hip circumference had increased by 14 and 17%, WHR
increased by 5.5% with an average of 0.79 to 0.83.

Comparing body composition, girls menstruating had not only signifcantly higher
amount of adipose tissue in kg (Body Fat Mass, 82.6%) and Percent Body Fat (more
by 28.3%), but also had about 28%moreTotal BodyWater, about 28%more Proteins
and 33%Minerals. Comparison of the amount of muscle mass indicated an increase
in Skeletal Muscle Mass by about 32% in girls after menarche.

Analysis of changes in the body segments indicated that the biggest increase in
body fat (BFM) has appeared on the trunk (about 120%) and in the arms (78.9–
80.6%). In the case of the lower limbs, Body Fat Mass increased by 63%. There was
a smaller increase in Fat Free Mass and thus essentially muscle mass: about 30% in
the trunk, about 42.4–43.9% increase in shoulder’s muscle mass and 38% increased
musculature of the legs.

5 Discussion

The comparison of body composition of pre– and post–menarcheal girls had shown
the change in all body components (Fig. 1). However, increased weight associated
with the development and maturation is mainly the result of the growth of fat
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Fig. 1 Parameters change of girls’ bodies composition

tissue, which was reflected in both the anthropometric parameters like waist and hip
circumferences, and the thickness of skinfolds and BIA analysis.

The body composition during adolescence is an issue which human biologists are
interested in. On the one hand the amount of body fat and its distribution is closely
related to initiate the process of girls’ maturation; on the other hand adolescence is
known as a critical period for obesity development [3].

From the epidemiological point of view, it is important to indicate groups of
peoplewith higher risk of development of overweight and obesity as soon as possible.
Excessive weight during pre–pubertal period, sharp gain of adiposity in the period of
adolescence may be a risk factor for the development of many disease complications
of obesity in adulthood.

In particular, it is known that obesity is a very important risk factor in the etiology
of diseases of the cardiovascular system (hypertension, atherosclerosis, coronary
artery disease, stroke) and certain metabolic diseases (diabetes type II), and therefore
greatly increases the risk of premature death. From this point of view study of the
connection between excess adiposity and risk of cardiovascular disease conducted
in a 14-year-old youth of Lower Silesia seem to be interesting [15]. The results
indicate that obese boys (BMI greater than 90 percentile) have a 2–5 times greater
risk of elevated blood pressure, blood lipid and lipoprotein, compared to their peers
with normal relative weight. The results of an analysis of these indicators are even
more striking—obese boys have more than 16 times higher risk of raised values
of three or more of the above parameters compared to their lean peers. Obese girls
were burdened with more than 7 times, which generally is considered to be a risk
developing cardiovascular disease in later life [15].

The nature of health problems observed in obese subjects is also dependent on the
type of fat distribution in the body [14]. Visceral adiposity is (regardless of the degree
of adiposity general) one of the main reasons for developing high blood pressure [1],
coronary artery disease, heart failure and other cardiovascular diseases [7].
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Fig. 2 The relationship between body fat mass (kg) and waist circumference (cm) in pre– and
postmenarcheal girls

During puberty phenomenon of fat redistribution is observed, which involves
a reduction in the level of fatness around the limbs and increase fat in the lower
parts of the body. Our results of girls’ body composition during puberty had con-
firmed a significant increase (about 120%), in the amount of adipose tissue around
the abdomen in postpubertal girls (see also Fig. 2) but at the same time increase
in the amount of fat accumulated on the upper limbs (about 80%) and the legs was
observed (about 60%).

Significant increase of fat in abdominal area of the postmenarchal girls is in line
with the global trend of rising incidence of overweight and obesity, especially related
to the androidal type of fat distribution [19, 20]. These changes for children and youth
in XXI century in Poland are so alarming that should be continuously monitored,
using all availablemethods, especially those of non-invasive and provide information
not only about the level of adiposity general, but also about the level of adiposity of
individual body segments and type of distribution of body fat.

6 Conclusions

Research methods of the assessment of changes in the human body are at the center
of interest of anthropologists. Obtained results are metrological basis for the steady
growth of knowledge about the dynamics of changes in the characteristics of human
development in the constantly varying environmental and cultural conditions.

The material presents selected research methods for the measurement of physi-
ological properties of a man. Due to the need to use these techniques in population
studies, particularly in relation to children and adolescents, the main problem is the
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friendliness of a techniques. Measurements must be non-invasive and not burden-
some. Used research methods, characterized in the article, have these qualities, but
taken individually have a relatively large measurement error. Their combined use
provides self-correction of errors in further research, because the lack of distinctions
in the one case is compensated by changes in the value of several other parameters.

Presented a package of research does not exhaust all the available or possible
measurements of basic parameters of human; it is a recognized set of reference,
and the detailed discussion in the science and medical equipment areas is essential
in terms of illustrative and cognitive, worthy of separate study, also because of the
extensivness and specificity of parameters and available measurement techniques.
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Impact of Music on the Effectiveness
of Performing Mathematical-Logical Tasks

Andrzej W. Mitas, Anna M. Lipowicz, Agata M. Wijata
and Maria J. Bieńkowska

Abstract The article is the result of studies on the effects ofmusic on human charac-
teristics, with particular emphasis on the effectiveness of the performance of math-
ematical and logical operations. The material describes briefly some problems in
the field of music therapy and presents results of a pilot study concerning possible
improving of the intellectual work efficiency. A group of students who was faced
with performance-related stress (standardized psychological tests and mathematical
tasks) under music (Mozart and Beethoven) and no music condition was examined.
Analyses showed that there was no significant difference in time of solving the
tasks in silent and Mozart’s music condition. Also, time of performing exercises
was longer during Beethoven stimulation than during silent condition. It may be
concluded that commonly applied Mozart’s work does not always give the expected
results and the other work can have stronger (but not necessarily better) effect on
human being.

Keywords Mozart effect · Music impact · Work effectiveness · Mathematical
and logical operations

1 Introduction

Music is commonly used in medicine for many centuries ranging from ancient
Greece. However, only in recent years, discoveries in medicine and psychology,
supported by equipment biocybernetic led to a new study on the impact of music
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Faculty of Biomedical Engineering, Department of Informatics and Medical Equipment,
Silesian University of Technology, Zabrze, Poland
e-mail: Andrzej.Mitas@polsl.pl

A.M. Lipowicz
Department of Anthropology, Wroclaw University of Environmental
and Life Sciences, Wrocław, Poland

© Springer International Publishing Switzerland 2016
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on human psychophysical condition and the interpretation of the observed phenom-
ena [1, 17, 18, 24, 25].

Evaluation of the influence of music therapy on human mental system can be
done on several ways. Traditionally questionnaires are applied to recognize direct,
although the subjective feelings of the patient (a number of standardized tools like
e.g. Personal Feeling Survey which asses tension, mood andmental clarity) [16]. On
the other hand objective condition of the patient can be tested using the biomedical
equipment.

Objective evaluation of the impact of music on the physical condition of human
maybe carried outwithmeasurements of parameters characterizing biomedical phys-
iological state of the subject. One of these is the electrical activity of the brain (EEG),
which enables the observation of brain stimulation usingmusic [5]. The heart rate also
slows under the impact of music, which may indicate a relaxed state of the respon-
dents [29] and also decreases the power spectral density calculated from EMG [12].
Properly chosenmusic also reduces skin conductance (GSR) [26] and increases heart
rate variability (HRV) [2]. The influence of music on human condition also may be
assessed by measuring the concentration of certain biomarkers in the blood or saliva.
For example, the concentration of immunoglobulin A in saliva decreases under the
impact of relaxation music, after being increase as a result of the stressful tasks [19].
Furthermore, it was observed that music inhibits cortisol in saliva during a stressful
situation [14].

Over the years, there were repeated attempts to study themusic impact on improv-
ing efficiency at working and learning. Jausovec had analysed [9] influence of
Mozart’s music on brain activity during the learning process and demonstrated
that Mozart’s music, by activating task-relevant brain areas, enhances the learning
of spatio-temporal rotation tasks. Simultaneously, the observed EEG patterns indi-
cated beneficial effect of Mozart music exactly, non music in general context [9].
Also, research conducted in Estonia showed positive changes in the evaluation of
public school studentswho listened to classicalmusic in the educational process [13].
Similarly, students achieved significantly higher scores in tests after the lecturewhere
at the same time listened to classical music (Mozart, Vivaldi, Bach, Tchaikovsky,
Beethoven, Strauss) [3]. In spite of studies that have showed the importance of music
to improve efficiency of short-term memory, especially during test examining cogni-
tive tasks, learning and spatio-temporal abilities, so called the Mozart effect not yet
been demonstrated or explained the mechanisms of the action of music. Therefore,
the investigation of the impact of music on learning results should be continued using
available equipment and knowledge as well as examining the impact of acoustic
stimuli to very specific abilities [3]. In the light of this expectation the aim of this
pilot study was to determine the effect of music on the effectiveness of performing
mathematical-logical tasks.
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2 Materials and Methods

The study group had consisted of thirty individuals (16 men and 14 women) aged
from 20 to 25years, students of Silesian University of Technology, Zabrze, Poland.
The eligibility criteria had included: no diagnosed defect of hearing or vision acuity,
or having a vision defect effectively corrected by glasses or contact lenses. Also they
were free from overt diseases.

2.1 Selection of Sound Stimuli

Selected sound stimuli were music of two composers from the same cultural back-
ground: Mozart and Beethoven. Analysis of the impact of music on the human in any
case is not simple, because music is a sound wave which amplitude varies in time and
space. In most studies, more important for the selection of music for the experiment
is a level of musical culture, characteristic for the cultural group (e.g. the world of
culture of the East or the West), than actual impact on the psychosomatic system
of man. Usually selected songs belong to so called music standards (popular and
widely recognized). Each music of this type is characterized by a large number of
parameters—degrees of freedom (such as rhythm, melody, harmony, etc.). It is diffi-
cult to determine a priori which of these elements of music is determinant of changes
in human body [27].

The problem of selection of music stimuli is the subject of much reflections and
experiments. The superficial knowledge of music history usually indicates us (when
testing the effect of music on human) to choose music, which are limited catalog
of popular pieces. The lack of an obvious reference to the elements of music is the
result of the variability of behavioral responses only to the same mode (major or
minor). Author’s experience suggests tendency to select a specific mode depending
on the personality. For serene person Sonata for Two Pianos in D Major, K. 448
Allegro con spirito by Wolfgang Amadeus Mozart is exciting, because the defin-
ition contains (spiritual—con spirito) allegro sonata, which is part of the fast and
dynamic, due to the horizontal density of sounds. This piece, which expression and
virtuosity stimulates the listener, can not certainly be classified as a sedative. Fre-
quent thematic expositions, elevated mood and dynamics of the many fragments of a
classical term definitively determine the dynamic pulse of the song, which was writ-
ten by quite young (25years old) composer barely holding their romantic emotions
in the classical boundaries. Therefore, the first chosen stimulus was Sonata for Two
Pianos in D Major, K. 448 Allegro con spirito by Wolfgang Amadeus Mozart. It is
commonly used in experiments, which are intended to demonstrate the influence of
music on human being (the Mozart effect) [9, 10].

However, for a human of introverted disposition (or melancholy mood) piece
by Mozart may be downright annoying, for example due to mode, especially in
the key of D, which is elementary in the context of tonal lying in diameter tonal.
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Metro-rhythmic element of this sonata is, nota bene, comparable to the widely used
form described in the research work of Beethoven—Egmont Overture.

The choice of work Egmont, Op. 84 by Beethoven is primarily due to its strong
emotionality. Overture was composed as an illustrativemusic to the works of Goethe,
therefore the fundamental interpretation of this work should be searched in this out-
standing poetry. This overture has several music plans: the growing up, or rather
accumulation of emotion, through diatonic sequences to the top of the piano scale,
which are periodically followed by brilliant passages to the lowest sounds, which
release tenseness and cause affection and emotion. A F-minor tonality in thismusic is
obviously very dramatic (as in a later Chopin’s concert), however, a F-major phrase,
though rare, create in the overture Egmont the background of joyous expectation
for happy ending, which will crown an existential despair. The same sound stimu-
lus was used by Jackson [8]. Instead of mentioned piece of Beethoven one could
suggest a well-known (unfortunately fragmentary) Piano Sonata, Op. 23, from the
initial (strictly classical) period of the author, but the limitation to exploited the first
part would be rather completely incompatible with a piece of Mozart and research
objective, stimulate higher (nervous?) reaction. It was not until the end (unusually)
allegro sonata inflames emotions listener. Complementarity stimulation is therefore
a prerequisite for the study and requires careful analysis of the formal.

The idea of the experiment presented in this work was a reference to the so
called Mozart effect, which is associated with the music of this composer (in par-
ticular, by people who know the directory selected a few pieces, too often used in
the media, because even the ease of performing and more popularity). Using a little
younger, but historically consistent Beethoven is merely a verification of the hypoth-
esis of the uniqueness of European classical music (completely detached frommusic
world). Research has however caused, how to choose appropriate music elements
that strongly influence the listener, regardless of the level of knowledge and personal
musical culture.

2.2 Procedure for Experiment

Participants had solved four tasks under three conditions: during two different music
stimuli and during silence (three phases).

Tasks were divided into two groups:

• Raven’s Progressive Matrices (RPM): Standard Progressive Matrices (SPM) [21]
and Colored Progressive Matrices (CPM) [20];

• two arithmetic operations.

Two types of the Raven’s Progressive Matrices (RPM) were used in the follow-
ing order: Standard Progressive Matrices and Colored Progressive Matrices. RPM
is test of nonverbal reasoning with some visual-spatial elements typically used in
educational settings as standardized tool [6]. RPM is also used in studying the effect
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Fig. 1 The algorithm of
experiment

of music on the human being [6]. The arithmetic tasks had consisted of two mathe-
matical operations which difficulty should not be problematic for students after the
basic course in mathematics at the university.

According to the above, experiment had consisted of 3 phases (Fig. 1):

• Phase I: silence;
• Phase II: Egmont, Op. 84, by Ludwig van Beethoven [8];
• Phase III: Sonata for Two Pianos in DMajor, K. 448 Allegro con spirito,Wolfgang
Amadeus Mozart [9, 10].

The application has been implemented for the study of time solving the tasks
during acoustic stimulation. In order to standardize the measurement conditions, a
fixed sequence of phases and tasks assigned to themwas adopted (Fig. 1). The design
of the test stand is presented in Fig. 2.

2.3 Testing Procedure

The participant of the experiment had sat in a comfortable position, allowing free
access to the mouse, monitor and speakers. The participant had encouraged to adjust
the volume to a comfortable level, which was clearly audible but not disturbed. The
subject had been only informed about the application but the measured parameters
were withhold from him. His task had been to do the tests in the shortest possible
time.
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Fig. 2 Test stand schematic

Each participant’s response time had been measured from the moment when the
task had been displayed until the participant had given the answer. The correctness
of given answers had been recorded at the same time. The user had introduced a
data regarding the age, sex and occupation. Participant had pressed Start and taken
five deep and relaxing breaths with closed eyes. The participant had started the first
phase: after 30 s of silence task 1 had been displayed, which was Standard Progres-
sive Matrices and then Colored Progressive Matrices (task 2). The next two tasks
were simple arithmetic operations (tasks 3 and 4). Each task had been implemented
in the form of a test with four answers. Participant had chosen the answer by pressing
the appropriate button. In the phases II and III music stimulation had lasted 4min
before the presentation of the task 1 and during solving all the tasks (tasks 1–4).
Performing the last of the tasks in each phase meant the completion of that phase
and muting the sound file for phases II and III.

Verification of normal distribution of recorded data was performed using the
Kolmogorov-Smirnov with Lillefors’s amendment and the Shapiro-Wilk tests. Veri-
fication of differentiating influence of phase of the experiment on time solving tasks
was carried out using dependent t-test for paired samples. Verification of influence
of the music for solving tasks including the impact of gender was conducted using
Kruskal-Wallis one-way analysis of variance and Dunn’s post hoc method.

3 Results

In the experiment values corresponding to the times-solving task, and success or fail-
ure in addiction used the sound stimuli (phase II and III) had been recorded. In the
analysis 360 dual values corresponding to time of solving the problem and the cor-
rectness of the answer had been used. Expressing formal description had obtained:
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Table 1 Mean time of solving tasks in phases in seconds

Task 1 Task 2 Task 3 Task 4 Mean SD Min Max

Phase I 5.99 6.06 9.32 5.88 6.81 6.14 1.64 49.22

Phase II 10.03 8.61 9.64 4.86 8.28 9.47 1.12 54.62

Phase III 8.95 8.91 6.75 3.75 7.09 8.68 1.35 64.51

n1 + n2 + · · · + ni = 30[subjects] · 3[phases] · 4[tasks] = 360, (1)

where:
ni is the number of the subject, who solved 12 tasks in three phases.

Average times of solving task in subsequent phases are placed in Table1. The aver-
age time of solving problem in phase I was 6.81 s, in phase II 8.28 s, and in
phase III 7.09 s. The minimum value was 1.12 s and the maximum value of 64.51 s.

The lowest average time of solving task had been recorded for the task 2 (CPM)
of each of the phases. The reason for this could be the motivation associated with the
desire to completion of the experiment. Average time of solving mathematical prob-
lems had been shorter during listening to Mozart piece, which could be the result
of a favorable stimulus. The average times for CPM in phase II and III had been
longer than SPM as opposed to the phase I. It is possible that stimulation of sound
made difficulties with the perception and processing of more colors.

Figure3 presents the average duration of solving tasks in the various phases reg-
istered for each of the study participants, arranged in descending order separately
for both sexes. In each phase, men had solved a set of deductive and mathematical
tasks significantly slower as compared with women.

To check whether records were normally distributed the Kolmogorov-Smirnov
with Lillefors’s amendment and Shapiro-Wilk tests were performed. They had
obtained p-value <0.05: recorded times of solving tasks were not normally dis-
tributed. Conducted Kolmogorov-Smirnov test with Lillefors’s amendment and
the Shapiro-Wilk test for individual subjects had taken the p-values >0.05, which
allows the conclusion that the times recorded of solving tasks for individuals had a
normal distribution.

To verified whether times of solving tasks in conditions of silence and acoustic
stimulation did not differ from each other the t-test for dependent samples was used.
For the adopted level of significance α = 0.05, there were no statistically significant
differences for Phase I and Phase III (Table2). A statistically significant difference
was observed when Phase I and Phase II, Phase II and Phase III were compared
(Table2). The task solving during track of Beethoven stimulation was significantly
longer as compared to the other two phases of the study.

To investigate whether times of solving mathematical and logical tasks signifi-
cantly differed depending on the phase of the experiment Kruskal-Wallis two-way
analysis of variance was performed, where the independent variables were the phase
of the experiment and gender. The Kruskal-Wallis test had demonstrated statistically
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Fig. 3 Mean times of
solving problems for men
and women in individual
phases

Table 2 Dependent t-test for
paired samples—p-value

Phase I Phase II Phase III

Phase I – 0.0354 0.6846

Phase II 0.0354 – 0.0349

Phase III 0.6846 0.0349 –

significant differences between the sexes for Phase II. In the Phases I and III, times
of solving for men and women were similar and statistically non-significant. Also
test post-hoc Dunn had demonstrated statistically significant differences in times
of solving tasks between sexes for Phase II. Statistically significant differences did
not occur in the case of Phases I and III.

Number of wrong answers given during solving mathematical and logical tasks
had also been calculated. Wrong answers had accounted for 6% of all answers given
during the study. The greatest number of errors had been observed in Phase II (with
music by Beethoven)—accounted for approx. 44% of all incorrect answers.
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4 Discussion

In this study we have shown that the results from the tests solving and deductive
mathematical tasks depend on the type of acoustic stimulus and sex of respon-
dents (Fig. 4). Women significantly faster solved all the tasks, regardless of the type
of sound stimulus. On the other hand the arithmetic and logic operation time during
stimulation of piece by Beethoven was significantly longer than the task in condi-
tions of silence and stimulation of Mozart’s piece. At the same time the respondents
during listening to music by Beethoven committed the most errors.

Slightly longer, but not statistically significant, the time to solve problems for men
in the phase of the silencemight result from the fact that area of the brain that acitivates
in response to stress varies amongmen andwomen.Authors found that different parts
of the brain activate with different spatial and temporal profiles for men and women
when they are faced with performance-related stress [28]. So, in the case of women,
centers in the brain, which are responsible for solving problems and stress response,
are stimulated independent. Therefore it could be postulated that for women musical
disturbances duringmathematical tasks could not influence on results. Irritation of the
process of problem solving under stress due to the stimulation the same region of the
brain at the same timemight occur inmen. In the studies [11, 15] authors analyzed sex
differences in stress reactivity primarily relied onmeasuring physiological responses
to acute stressors in laboratory settings, including activities of the hypothalamic-
pituitary- adrenal (HPA) axis (e.g. cortisol) and/or sympathetic nervous system (e.g.
heart rate and blood pressure). In adult men, greater acute HPA and autonomic
responses were observed as compared to adult women using standard psychosocial
stressors such as public speaking and arithmetic tasks, whichmay explain the slightly
longer time to solve tasks by men in the pilot study.

In the interpretation of the results may be helpful socio-biological theories and
memetics (the science of dual inheritance theory, DIT). These references enable
to understand evolutionary ground including influence of music on learning and
memory. It should be remembered that all senses of living organisms, especially
hearing and sight, irrespective of species, have the same function: to provide infor-
mation about the surrounding environment, e.g. about a life-threatening dangers [7].

Fig. 4 Times of solving problems for men and women in individual phases; level of significance
∗ p-values <0.05
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In the current world the importance of evolutionary (biological) sounds coming to ear
ceases their importance, the sounds no longer carry the essential information about
the threat to life (besides the risks associated with an oncoming car). They still cause
deeply biological specific reactions in the brain which leads to stimulation of the
hypothalamic—pituitary—adrenal axis and the autonomic nervous system. Secreted
hormones (e.g. cortisol, epinephrine) cause increasing of heart rate and respiratory
rate, increased blood pressure, sweating the skin.

Music, however, is more or less predicted rhythmic patterns that species Homo
created from the beginning of its existence. It can be assumed that these were prob-
ably e.g. beating into hollow wood or singing, which became complicated and were
enriched by more and more complicated in their build.

With combining the evolutionary significance of sound stimuli and the develop-
ment of music it may be hypothesized that the primary role of music was not only
the desire to express emotions of the creator and to experience pleasure, but also
to inform about the level of safety in the surrounding environment: music rhythm
as predictable in the structure and composition gave, both in prehistoric times, and
gives now a feeling that the environment is safe and nothing threatens the lives of
listeners [23]. In contrast, the music which is too monotonous or repetitive, carries
very little essence and may bore listeners more or less. On the other hand, it was
observed that music overcomplicated with a long-phrased, unpredictable, violent,
with a high degree of saturation, both in amplitude and density of sound in time (e.g.
the overture Egmont by Beethoven, used in the second phase of the experiment) may
be perceived as unpleasant and disturbing [4, 22]. Such music enhances our excita-
tion, causes negative emotions and may be subconsciously regarded as a potential
indicator of a dangerous environment. It is confirmed by Schäfer et al. [23] who
had investigated if music, as a form of auditory information, can trigger the expe-
rience of safety and showed that there is an optimal, subjectively preferred degree
of information density of musical sounds, at which safety-related information can
be processed optimally, and the preferred tempo decreased for increasingly complex
rhythms. They had underlined that people still prefer music not too predictable and
not too variable [23].

The results of the experiment do not entitle also easily ascertain so calledMozart
effect in the measurement conditions (type of music, sampling and others) because
the time taskswhile listening to themusic of this composer did not differ significantly
from time performing the same tasks in silence.

To summarize the results of the study on the impact ofmusic on humans, especially
in the context of Mozart effect, it is worth to pay attention to some important ele-
ments of the non-deterministic character. Influence of music on the psychosomatic
organism of human should be considered as a multidimensional random variable.
The analysis must take into account the variability of the physical characteristics
of music: the construction of formal accumulation of sounds in vertical and hori-
zontal diastematic and characteristics of articulation that result from methods for its
preparation.Accordingly to the sentence—primumnon nocere—itmust be taken into
account that the inter-individual variability of reaction to stimuli, depends for exam-
ple on gender, age, or social and educational conditions. It is reasonable to presume
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that a level of musical culture (patient and therapist), which determines the approval
of a sound set by the recipient of a certain type of personality and sensitivity has
a‘particular role in music therapy.

Reflections about the influence of music should be performed at the border
of so many areas, including health, education and culture. Therapeutic, which is
assumed positive dimension of music, may be seen in the context of its impact on
reception, perception and deductive human capabilities. However keep in mind that
this effect may be negative, as demonstrated in this paper on the example of influ-
ence of violent music on the effectiveness of mathematical and logical tasks or even
dangerous. Additional sound stimuli for people with latent form of mental deficits,
may be not only unpleasant but downright harmful.

This paper is an attempt to determine the effect ofmusic on human psychophysical
condition, supplemented authorial analysis of the anthropological perspective. Eval-
uating the efficiency of solving simple operations, requiring the obvious involvement
of the mind, in the presence of sound stimulation, provide a link with experiments
designed to observe the effect of music on short-term memory. Instead about the
Mozart effect would rather discuss in terms of the functioning of long-term memory,
as well as the efficient use stored information [9].

The arbitrary selection of music that have been used in the experiment, requires a
separate comment. Presented in the literatureMozart effect is sometimes transposed
on effect terms of the music of Mozart. The reason for this discrepancy in definition
is the impact of music on certain parameters: metro-rhythmic, harmonic, melodic
and agogic (also taking into account other elements of music). Generally, it is not
a case of particular composer. The discussion on the selection of specific pieces
from extremely rich catalog of creativity of the most famous composers should be
more focused on the selection of the elements of music, exposed in these pieces than
on concrete recognized the work, because assessments of music critics sometimes
overshoot the social level of applause.
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Model of Attenuation of Sound Stimuli
in Prenatal Music Therapy

Maria J. Bieńkowska, Andrzej W. Mitas and Anna M. Lipowicz

Abstract Studies on the process of acoustic stimulation in prenatal period require
to assess the beneficial condition for child development, as well as characteristic
sounds which could negatively affect the development of auditory system, brain or
even entire body. It can be provided with the simplified model of sound attenuation
in the uterus, which can be represented by first order passive low pass filter. On the
basis of total harmonic distortion analysis for a single sound, a proposal indicating
the sound reduction in the intrauterine environment is formulated. It is hypothesised
that the sound stimuli in the uterus is not the same sound as the music in the source.

Keywords Music therapy · Prenatal development · Sound attenuation

1 Introduction

Fetal environment, woman’s and other mammal’s uterus, is an unique, perfect place
to live for immature, dynamically developing young organism. The inner condition
has evolved in such a way, that it created an optimal safe place, which is isolated from
harmful external stimuli, which could therefore damage or lead to death of the fetus.
This fluid environment is characterized by almost constant temperature. The fetus
has a source of supply of oxygen and nutrients provided by the mother’s blood and
passed through placenta, fetal waste products are also eliminated. The characteristic
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feature is also fetus’ isolation from external environment by attenuation of stimuli
quantity that reach inside the uterus. Taking into account the contemporary world,
the anxiety may rise, because the noisy habitat of mothers, connected with excessive
number of stimuli e.g. sound stimuli, can have harmful impact on future generation’s
development.

Pregnant women usually feel fetus’ movements in reaction to loud noises or
rhythmical sounds [11, 12]. We can assume that if fetus reacts to such a stimuli, it
must receive them. Therefore, we have to be sure that the stimuli which reach fetus
wouldn’t be harmful for its health and development.

The studies indicate that music, or more specifically, certain sounds, have got an
impact on the fetus’ state. As described in [1] listening to music during pregnancy is
creating neurons connections that transport thoughts and information. It is supposed
to improve newborn’s intelligence which is incorrectly linked to a Mozart’s effect.
The phenomena of theMozart’s effect had been defined in 1991 byTomatis, and it had
been researched in 1993 by Frances Rauscher et al. who observed the improvement
in test results by people listening to this compositor’s pieces while solving the task.
The improvement however, was only temporary and it could also be achieved in
groups listening to other composers. Nevertheless, Mozart’s music is so various in
form, articulation, dynamics, agogics or metro–rhythmics that it is hard to tell that
the impact on human is homogenous.

Intrauterine environment, in which the fetus is developed, unlike the external one,
has got little stimuli, and basic sounds that reach the fetus are coming from mother’s
body. They track down from cardiovascular, digestive, and respiratory system activ-
ity. Also some of the sounds are generated by mother’s movement. Other stimuli are
received from the outside (traffic, human voices, tv, music, etc.). However, no matter
what music would be applied, we should not define such a stimulation as music
(at least from the child point of view), because sound stimuli which reach the fetus
does not have these features, which make music from sequence of sounds. The prob-
lem of aesthetic equivalence of music both external and fetal environment, should be
resolved before the discussion about creationism triggered by aesthetic experiences
will start.

A wealth of new research has indicated that sounds produced by maternal body
consist mainly of low frequency components. The lowest frequency reaches the level
of 60dB (some sources indicate up to 90dB [11]), which for higher components is
decreased to 40dB [3, 12]. Such stimuli from internal fetal environment can drown
out external sounds (e.g. speech). The above–mentioned situation takes place when
the level of sounds derived from maternal digestive, respiratory and cardiovascular
systems excesses (in certain frequency bands) the level of external noises by at least
10dB [11].

The development of the auditory cortex is strictly dependent on the acoustic stim-
uli, also fetal hearing system needs appropriate stimulation for its proper growth
[13]. The research conducted on animals has shown, that diversified acoustic envi-
ronments affect on the tempo of the auditory cortical development [8]. On the other
hand, exposure for excessive noises has negative impact, for example, on vocal abil-
ities or spatial orientation of birds. In humans, lack of early auditory stimulation can
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lead to complete loss of functionality in brain’s hearing area [9]. Simultaneously,
the lack of stimuli on each stage of ontogenesis (also prenatal period) can lead to
abnormalities in entire organism’s development and also to fluctuation in cognitive
and social processes.

Therefore, the research on the process of acoustic stimulation in prenatal period
requires the assessment of the beneficial condition for child’s development, as well as
the characteristic sounds which could negatively affect the development of auditory
system, brain or even entire body. The child, who is exposed on listening to intensive
low frequency sounds in prenatal period, can get retarded in future or has problem
in language abilities [13].

2 Research Objectives and Tasks

Knowledge about behavior of human, who is stimulated with sound, is still insuffi-
cient. It is due to the large number of degrees of freedomwhile creating the sound set
process (also in the form of music), differences in sound generation (e.g. humidity
which determines woodwinds instrument tuning), sound transfer (e.g. obese individ-
ual with relatively low muscle mass on the transmission path of the acoustic wave),
current listener’s disposition (e.g. sobriety, efficiency and cleanliness of the ear canal)
and his music culture (the topic is quite disputable after many years of eliminating
art and music at Polish schools of any degree).

In these circumstances, installation of a belt with built–in speakers in order to
deliver the sound beats to the child in the womb is at least ambiguous. The piece of
information about the remainings of the generated music (which selectively reach
the fetus) is dependent on such factors like the thickness of maternal abdominal
wall, the level of adiposity, or supposed fetus’ musical sensitivity. The topic of
child’s aesthetic during prenatal development cannot be treated marginally if we
hypothesize about superiority of classical music (especially of the one composer) to
the other artistic products. Considerations about this superiority without a context
(which provides knowledge in history of art and mother’s music culture), may be
caused by the fact that Mozart is the most famous composer in Europe. Authors are
surprised that attention is concentrated on just a few pieces which are mostly played.
Unpopular compositions are ignored, what should therefore result in ranking of the
pieces characterized by special predispositions.

What is worth considering is the hypothesis that music which is stripped of details
is no longer amusicwhichwe like. Itmight be comparedwith awomen froma journal
cover, who is not convincing, because of being made hairless by the influence of the
computer programme (or in the case of promoting baldness she has her hair added
by a computer).



424 M.J. Bieńkowska et al.

First of all we should determinewhich part of the acoustic wave, which is hearable
in maternal environment, can reach the fetus in uterus.1

The aim of this study was to determine characteristics of pregnant women’s
abdominal walls attenuation. Electrotechnical model, which was used for analysis,
allows to designate frequency characteristics for sounds received in female’s body.
On this basis, the physical status of some musical pieces from the point of view of
human susceptibility to changes (and their values) of certain musical parameters can
be specifiedwith categories ofmusical degree of freedom (rhythm,melody, harmony,
dynamics, agogics etc.). Such formulated task is especially important in the context
of danger avoidance which is connected with the impact of uncontrolled stimuli.

Apart from anything, a priori exaltation of any composer as an author of the most
influential sounds is unjustified in the context of the possible parent’s origin from
the particular music culture, where European inaccurate musical scale is unknown.
This exaltation would cause less chance of intellectual development for the residents
of the Far East countries with their traditional musical scale. Fortunately, this is
contradictory with the list of the authors’ names of the most cited journals which are
indexed in the Journal Citation Reports.

3 Sound Attenuation Modeling

Creating a model of sound attenuation on the path to hearing system of fetus requires
several assumptions. The measurement of sound intensity in fetal environment is
difficult from the technical, ethical andmedical point of view. Reliable data is derived
from living organism, in which work of digestive, cardiovascular and respiratory
system is not disrupted. The input of a measuring device is extremely difficult in
such condition, and what is more, any interference in fetal environment can lead to
serious objections of doctors, ethics and ecologists. Therefore, such measurements
are conducted mainly on animal models, usually on ewe. Ewes are considered as a
reliable model for researchers focusing on the attenuation of the abdominal wall [2].

When hydrophone is placed in amniotic fluid or cochlear microphone is placed
in the inner ear, a summary data of sound, which passed through several barriers, is
received. It should be remembered that sounds coming from external environment
have to pass through several barriers of different density. The first one is the air
between the sound source and themother’s abdomen.The level of the sounddecreases
proportionally to the square distance from the source. Therefore, a silent soundwhich
has a source far from mother’s abdomen will be received with very small amplitude.
We should remember that a loud sound, which ensure high amplitude level near
the abdomen wall, is not a good solution. Such a sound can cause auditory damage
or bad mood to the mother. Acoustic wave after passing the distance between the

1Team of authors refers to placing loudspeakers near to the fetus [19] with a reserve, because such
kind of invasion should be preceded by unreal comparative studies of prenatal development of the
same child with and without music stimulation.
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source and themother and (optionally) passing through clothesmeets the barrier of an
abdominal wall. It consists of several layers of various thickness and properties (skin,
subcutaneous tissue, adipose tissue, muscle tissue of various type and structure, the
placenta and the uterine wall). Another medium is the amniotic fluid which directly
surrounds the fetus. After passing through all that barriers, the sound reaches fetal
auditory system through ear canal (filled with amniotic fluid), bone conduction, or
both at the same time [11, 12].

Moreover, the attenuation model should consider the gestational age, because the
barriers on the sounds path change their parameters (e.g. abdominal wall’s thickness
is changing during pregnancy) and the auditory system develops in time. Addition-
ally, while analysing attenuation, we should consider sound’s features, such as its
frequency and level at the source.

Development of fetal hearing. Sufficiently efficient hearing system that allows
the fetus to hear is developed with the beginning of the third trimester of pregnancy
[3]. During the remaining period of pregnancy sounds can influence the behavior
of the fetus and further development of his/her nervous system. However, the fetus
hears a narrower range than the adult, and his/her hearing develops gradually [12].
Gerhardt et al. had proved in their work [12] that the frequency of 500Hz is inaudible
to the fetus who is younger than 19 weeks of gestation. In 27 gestation week a fetus
acquires the ability to hear lower sounds (200–500Hz). After 30weeks of pregnancy
the fetus begins to hear high frequencies (1–3kHz). This study had shown a gradual
increase in the range and sensibility of hearing in the period from 19 to 37weeks of
fetal development.

Frequency. According to the law ofmass density, high frequencies are more atten-
uated than the low [22]. This was confirmed in a series of studies on the suppression
of sounds in utero [3, 11, 12, 21]. One of a few measurements using hydrophone
placed in the woman’s uterus had shown attenuation of 3.7dB for 125Hz to 4kHz at
10dB [21]. Another source [12], based on the studies conducted on sheep, had given
the attenuation at low frequencies (below 200 Hz) at the level of less than 5dB (in
some cases even enhancement was noticed) increased to 20dB for 4kHz. Gerhardt
et al. had suggested that the range of 125Hz–2kHz abdominal attenuation can be
modeled with low–pass filter at rate 6 dB per octave. Similar range of attenuation
values had been presented in [11]. The authors had pointed to the attenuation of 5
dB for sounds up to 500Hz and 20–30 dB for higher frequencies.

Sound level at source. There are some reports indicating that higher sound level
in the source does not induce higher sound level in the uterus. It was suggested
that sounds with higher intensity are more attenuate than those with lower intensity.
This hypothesis was verified in [18]. Stimulation of the intrauterine environment
model with sound 10 dB louder than the original (100dB) did not induce increase of
attenuation. Attempts to establish the minimal sound level which could be hearable
in the uterus were described in [11, 12]. According to Gerhardt et al. observations,
the fetus is able to detect low–frequency components of speech only if their level in
the external environment exceeds 60dB [12]. In the another paper, Gerhardt et al.
noticed that the fetus can hear sounds just as loud as a newborn child, if the sound
level in the source will be about 35dB higher for the fetus’ stimulation [11].
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In literature, there are presented some simplified models of sound attenuation in
intrauterine environment. Among them is a diagram of attenuation level for each
sound frequency [12]. This model presents a sound level measured inside the ewe’s
uterus, and the attenuation level recorded by a hydrophone and a cochlear micro-
phone. The hydrophone was placed in the uterus between the mother’s abdominal
wall and the fetal head. The cochlear microphone (CM) was implanted in the envi-
rons of the inner ear. The attenuation on the way to this structure was determined
by comparing the values recorded with the same microphone implanted in a new-
born sheep. Model presented by Gerhardt et al. allows only for assessment of the
frequency impact on attenuation values. Antonets et al. [6] had developed the device
for non–invasive measurement of sound attenuation in a mother’s womb. The appa-
ratus consists of a soft sealed capsule filled with 150ml of water and the hydrophone.
For the tests a model of the uterus was prepared; it consisted of polyethylene cap-
sule filled with 5 liters of water. Effects of sound frequency on attenuation level was
assessed. Another physical model consists of a simple spherical ball filled with water
[18]. In this model not only the influence of frequency level but also the position of
the sound receiving device (position of the fetus in the uterus) and the size of the
model (size of the mother’s abdomen) were assessed.

None of available models take into account all variables related to hearing in
maternal uterus, hence the need to create such amodel is quite urgent. Physical model
allows to observations of phenomena during sound transmission through layers of
different density. Whereas mathematical model is not limited and allow to consider
all of the variables. None of them cannot be approved as a better one, therefore
physical model should be used to validate the mathematical model.

4 Sounds Analysis

According to many reports, the attenuation increases with the increase of sound
frequency and it can amount 15–45dB for frequency 2000Hz. These differences
result from various measurement methods. Lower attenuation levels were achieved
for measurements in amniotic fluid, whereas maximum levels relate to data from the
fetal inner ear. Changes in acoustic wave during its way from the amniotic fluid are
difficult to observe and describe. Fetal hearing may occur both by bone conduction
and by traditional way—an outer ear. Also according to the authors of [11], bone
conduction is the dominant pathway for hearing in water environment, where the
fetus lives. In the study [11] there was indicated that induction of the same response
in the inner ear only by the outer ear (the remaining part of the head was covered
with a soundproof helmet) needs more signal energy in the source than in the case
where the whole head is exposed (the bone conduction is not disabled). Therefore,
this paper considers the values of the sound attenuation in the amniotic fluid. This
phenomenon is easier to measure and it is widely described in literature.
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In experiments [4, 10] conducted by the use of the hydrophone which recorded
the sound level in the sheep’s uterus, there was indicated that low frequency sounds
(250–300Hz) were hardly attenuated and the attenuation increased with the rate of
5–6dB per octave reaching the value of 20dB for 4kHz. There is no unequivocal
data for attenuation of higher frequencies.

Because of the lack of detailed data about sheep’s sizes, and the small number of
such experiments at all, it is not possible to create an attenuation model taking into
account abdominal wall’s thickness or changes in fetal hearing system. We can only
hypothesize about generalized model of attenuation, which is focused on a holistic
body treatment.

According to above–mentioned data the simplified model of sound attenuation
in the uterus can be represented by first order passive low pass filter (LPF). Filters
are characterized by its cutoff frequency which corresponds with attenuation of the
input by 3 dB, and by rate of frequency rolloff [23]. Filter’s properties for this use
should include cutoff frequency 375Hz and attenuation of higher frequencies with
the slope 6dB per octave (amplitude is reduced by a half every time the frequency
doubles).

Fourier analysis of the recordedpiano soundswas carried out usingMATLAB.The
resulting spectrum was multiplied by an attenuation factor which was determined by
the characteristics of the LPF. It was established that sounds with a frequency below
375Hz are in 3dB bandwidth. The cutoff frequency was connected with the factor
0.7, for frequency 500Hz it was 0.5 etc. The analysis was conducted for frequencies
lower than 4kHz, because of the lack of consistent data for higher sound frequencies.
In the next step, the total harmonic distortion (THD, (1)) for original and attenuated
harmonics were designated:

THD = U1
−1

√√√√
n∑

k=2

U 2
k , (1)

where:
U1—voltage of first harmonic,
Uk—voltage of k harmonic.

The algorithm of a sound analysis is presented in the Fig. 1.
In the Fig. 2 the amplitude spectra of the exemplary attenuated and original sounds

are presented. We can notice that in this case all harmonics are attenuated at some
level.

The sounds which occur in the nature are complex, reach with harmonic frequen-
cies and sound to the ear naturally. Single tones tend to be artificial and are unpleasant
to the ear. In order to determine the harmonic content of the original and heard in
the womb sounds, total harmonic distortion was calculated for harmonics before and
after attenuation. THD values for selected frequencies are presented in Table1.

Total harmonic distortion in the case of sounds shows the richness of its timbre—
the higher the THD the higher harmonic content in the sound. The data in the Table1
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Fig. 1 The algorithm of
sounds analysis

Fig. 2 Magnitude spectrum
of attenuated (yellow) and
original (green) sounds

illustrate a serious loss in higher harmonics in the sound that was treated with low
pass filter.

On the basis of total harmonic distortion analysis for a single sound, a proposal
indicating the sound reduction can be formulated. In the case of digital sound we
carefully choose a bandwidth which is conditioned by Nyquist–Shannon sampling
theorem. Fixing the sample rate at 44100Hz is considered obvious, because it deter-
mines no distortion in sound transmission of human hearing range. In the analysed
example, the quality of sound measured by harmonic content is much worse than in
the case ofmusic transmissionwith amobile phone (maximum sample rate 6800Hz).
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Table 1 THD for selected frequencies

Sound (Hz) Original THD Attenuated THD Ratio

138 1.8168 1.0207 0.5679

165 1.9214 1.1803 0.6143

222 1.2150 0.5653 0.4670

276 1.1018 0.3859 0.3502

347 0.8631 0.4187 0.4851

464 0.3699 0.1810 0.4892

551 2.1414 1.0543 0.4923

648 1.3485 0.5160 0.4888

817 0.8518 0.4250 0.4887

980 0.1313 0.0593 0.4516

5 Conclusions

There is a need to perform a set of studies which would allow to assess the impact of
different parameters (such as abdominal wall’s thickness, amount of amniotic fluid
or changes in fetal hearing system) on sound attenuation. Such data would enable the
researchers to create more accurate model of attenuation and to assess differences in
sound, which are audible for fetuses, considering his/her development and mother’s
body composition. However, contemporary studies and proposed simplified model
enable us to notice that the sound heard in the uterus is not the same music as we
know.

There is no convincing evidence of the distinctive reception and especially per-
ception of music elements. For historical reasons we can distinguish a minor third
and a major third. There is no structural reasons that this interval may be superior
(in physical context) to another one. Such superiority can be observed in the case of
fifth clean, especially in Pythagorean tuning, where the fundamental frequency of
the fifth is equal 1.5 of fundamental frequency of the basic sound.

Music (the set of sounds) reaches to fetal environment in the impaired form, there-
fore its structure, composition, and character are changed. For a child (fetus, neonate)
this stimulus is not music in our understanding, because the child does not connect
with these sounds in any historical conditioned experience. It is possible that particu-
lar impact on the child is characterized by a sound at all, but considering the number
of degrees of freedom of the acoustic wave, it should be determined which of the
feature that describe music has a dominant impact. Otherwise, musical stimulation in
the prenatal period is completely accidental treatment that is independent of reaction
type of unborn child. If we tentatively assume a possibility of autism, such musical
intervenience can only harm the child, and therefore, mouth movements considered
to be a symptom of hearing [19] can be only the fetal’s cry for help.
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It was mentioned in the Chap.1 that one of the tasks for the research on the
acoustic stimulation in prenatal period is to determine the characteristics of sounds
that can negatively affect the development of auditory system, brain or even entire
body. Acoustic conditions in Neonatal Intensive Care Units (NICU), which take care
of prematures, are good references for these considerations. Preterm babies stay in
NICU for few weeks or months. The acoustic environment of this place is full of
alarms,mechanical noise and voices that could be harmful for the auditory systemand
the brain [7]. The fetus in the utero is protected by maternal abdominal walls which
attenuate the hazardous sounds of everyday life. Such an auditory nursery ends when
the child arrives to NICU that is rich in different sounds, including high frequencies
[17]. In this new environment child can defend against the light with closed eyes, but
cannot defend against the noise. Acoustic overstimulation can lead to abnormalities
in child’s growth and development and it can increase the risk of auditory, language
and cognitive abnormalities. Preterm infants are exposed especially, because it is a
critical period for still not finished neuronal development, when they are not any
more protected by mother’s tissues [20].

Exposure to sound has both positive and negative effects on developing preterm
baby, therefore there are some recommendations for safe sound level in the NICU.
Some of them are that tapping or writing on the tops of incubators and hoods are
forbidden, NICU personnel and visitors should wear soft shoes. There are also indi-
cations for the sound level—it should not exceed 45 dB [5]. What is important,
this recommendations are concentrated only on permissible sound level, ignoring
the problem of harmful frequencies, which are inaudible for the fetus in the womb
but they are present in NICU [16]. Unfortunately, current reports indicate that gen-
eral recommendations are not respected and the acceptable sound levels are often
exceeded [15].

Analysis of the mathematical model and performed studies form the basis for the
conclusion that acoustic stimuli, which are commonly used with regulated (often
excessive) intensity for the child in the prenatal period, are significantly different
than the music which is the source of these stimuli. Therefore the hypothesis that
such music has an impact on child’s intellectual development cannot be confirmed. It
is suggested to continue the studies on low frequency components impact. It is worth
noticing (not demanding a special proof) dispersible impact of metro–rhythmical
stimuli on human psychomotor activities.2 Accepting the sound volume and its dis-
tance from the noise (in maternal womb) as an efficiency criterion of acoustic stimuli
impact, the sound level (especially in high frequencies) should be selectively incre-
mented. This is a modification which is unacceptable for the mother and her environ-
ment, therefore it is not a subject of interest. Separation of the mother’s senses from
the sound stimuli is nothing more than turning off the only mechanism for volume
control which the fetus uses in not indirect but natural way.

2Possibility of organizedmarching, tapping in the even rhythmor pronouncing consecutive numbers
is seriously disrupted if we receive obtrusive and loud rhythmic odd sound at the same time.

http://dx.doi.org/10.1007/978-3-319-39796-2_1
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The Study Group of Neonatal Intensive Care Unit Sound and the Expert Panel
convened by the Center for Physical and Developmental Environment of the High–
Risk Infant on the basis of over 4000 works on auditory development of human and
animal published recommendations for hearing protection of fetuses and neonates
[14]:

1. Women should avoid prolonged exposure to low-frequency (<250 Hz ) sound
level above 65 dB during pregnancy.

2. Earphones or other devices for sound production should not be used directly
attached to the pregnant women’s abdomen.

3. The voice of the mother during normal daily activities, along with the sounds
produced by her body and those present in her usual surroundings, is sufficient
for normal fetal auditory development. The fetus does not require supplemental
stimulation. Programs to supplement the fetal auditory experience cannot be
recommended.

4. Infant intensive care units should incorporate a system of regular noise assess-
ment.
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432 M.J. Bieńkowska et al.

11. Gerhardt, K.J., Abrams, R.M.: Fetal hearing: characterization of the stimulus and response.
Semin. Perinatol. 20(1), 11–20 (1996)

12. Gerhardt, K.J., Abrams, R.M.: Fetal exposures to sound and vibroacoustic stimulation. J. Peri-
natol.: Off. J. California Perinatal Assoc. 20, 21–30 (2000)

13. Graven, S.N., Browne, J.V.: Auditory development in the fetus and infant. Newborn Infant
Nurs. Rev. 8(4), 187–193 (2008). http://dx.doi.org/10.1053/j.nainr.2008.10.010

14. Graven, S.N.: Sound and the developing infant in the NICU: conclusions and recommendations
for care. J. Perinatol.: Off. J. California Perinatal Assoc. 20, 88–93 (2000)

15. Krueger, C., Horesh, E., Crossland, B.A.: Safe Sound Exposure in the Fetus and Preterm Infant.
JOGNN. J. Obstet. Gynecol. Neonatal Nurs. 41, 166–170 (2012)

16. Lahav, A.: Questionable sound exposure outside of the womb: frequency analysis of environ-
mental noise in the neonatal intensive care unit. Acta Paediatr. 104(1), 14–19 (2015). http://
dx.doi.org/10.1111/apa.12816

17. Lahav, A., Skoe, E.: An acoustic gap between the NICU andwomb: a potential risk for compro-
mised neuroplasticity of the auditory system in preterm infants. Front. Neurosci. 8(December),
1–8 (2014). http://journal.frontiersin.org/article/10.3389/fnins.2014.00381/abstract

18. Lecanuet, J.P., Gautheron, B., Locatelli, A., Schaal, B., Jacquet, A.Y., Busnel, M.C.: What
sounds reach fetuses: biological and nonbiological modeling of the transmission of pure tones.
Dev. Psychobiol. 33(3), 203–219 (1998)

19. López-Teijón, M., García-Faura, A., Prats-Galino, A.: Fetal facial expression in response to
intravaginal music emission. Ultrasound, 1–8 (2015). http://ult.sagepub.com/content/early/
2015/09/29/1742271X15609367.abstract

20. Mcmahon, E., Wintermark, P., Lahav, A.: Auditory brain development in premature infants:
the importance of early experience. Ann. New York Acad. Sci. 1252, 17–24 (2012)

21. Richards, D.S., Frentzen, B., Gerhardt, K.J., McCann, M.E.: A.R.: sound levels in the human
uterus. Obstetr. Gynecol. 80(2), 186–190 (1992)

22. Yang, Z., Dai, H.M., Chan, N.H., Ma, G.C., Sheng, P.: Acoustic metamaterial panels for sound
attenuation in the 50–1000 Hz regime. Appl. Phys. Lett. 96(4), 041906 (2010). http://scitation.
aip.org/content/aip/journal/apl/96/4/10.1063/1.3299007

23. Zumbahlen,H.: Analog filters. In: Zumbahlen,H., et al. (eds.) Linear Circuit DesignHandbook,
Chap. 8, pp. 581–679. Newnes, Burlington (2008). http://www.sciencedirect.com/science/
article/pii/B9780750687034000080

http://dx.doi.org/10.1053/j.nainr.2008.10.010
http://dx.doi.org/10.1111/apa.12816
http://dx.doi.org/10.1111/apa.12816
http://journal.frontiersin.org/article/10.3389/fnins.2014.00381/abstract
http://ult.sagepub.com/content/early/2015/09/29/1742271X15609367.abstract
http://ult.sagepub.com/content/early/2015/09/29/1742271X15609367.abstract
http://scitation.aip.org/content/aip/journal/apl/96/4/10.1063/1.3299007
http://scitation.aip.org/content/aip/journal/apl/96/4/10.1063/1.3299007
http://www.sciencedirect.com/science/article/pii/B9780750687034000080
http://www.sciencedirect.com/science/article/pii/B9780750687034000080


Arterial Blood Gases Forecast Optimization
by Artificial Neural Network Method

Wiesław Wajs, Piotr Wais, Marcin Ochab and Hubert Wojtowicz

Abstract Arterial blood gas sampling represents the gold standard method for
acquiring patients’ acid-base status. It is proposed that blood gas values could be
measured using arterialized earlobe blood samples. Pulse oximetry plus transcuta-
neous carbon dioxide measurement is an alternative method of obtaining similar
information as well. Since dynamics of biochemical changes occurring in the blood
is an individual feature which changes during the healing process authors proposed
forecast models developed using artificial neural networks. The networks are trained
with data vectors containing short term (72h) history windows of four blood gasom-
etry parameters. Several different optimization algorithms are used in the training
phase to create a set of models fromwhich the best prediction model is then selected.

Keywords Arterial blood gas · Forecast · Artificial neural networks

1 Introduction

An arterial blood gas (ABG) is a blood test that is performed using blood from an
artery. Measurement of arterial blood gas tensions is routinely used to assess gas
exchange in patients with acute and chronic respiratory disorders. Arterial blood
gas sampling represents the gold standard method for acquiring patients’ acid-base
status [13]. It is proposed that blood gas values could be measured using arterialized
earlobe blood samples. Pulse oximetry plus transcutaneous carbon dioxide measure-
ment is an alternative method of obtaining similar information as well. An ABG is a
test that measures the arterial oxygen tension PaCO2, carbon dioxide tension PaCO2,
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and acidity pH. The ABG is one of the most common tests performed on patients
in intensive care units (ICUs). The test is used to determine the pH of the blood,
the partial pressure of carbon dioxide and oxygen, and the bicarbonate level. Many
blood gas analyzers will also report concentrations of lactate, hemoglobin, several
electrolytes, oxyhemoglobin, carboxyhemoglobin and methemoglobin. ABG testing
is mainly used in pulmonology and critical care medicine to determine gas exchange
which reflect gas exchange across the alveolar-capillarymembrane. ABG testing also
has a variety of applications in other areas ofmedicine. Themachine used for analysis
aspirates this blood from the syringe andmeasures the pH and the partial pressures of
oxygen and carbon dioxide. The bicarbonate concentration is also calculated. These
results are usually available for interpretation within fiveminutes. Twomethods have
been used in medicine in the management of blood gases of patients in hypothermia:
pH-stat method and α-stat method. pH-stat: The pH and other ABG results are mea-
sured at the patient’s actual temperature. The goal is to maintain a pH of 7.40 and
the arterial carbon dioxide tension PaCO2 at 5.3kPa (40mmHg) at the actual patient
temperature. It is necessary to add CO2 to the oxygenator to accomplish this goal. α-
stat: The pH and other ABG results are measured at 37 ◦C, despite the patient’s actual
temperature. The goal is to maintain the arterial carbon dioxide tension at 5.3kPa
(40mmHg) and the pH at 7.40 when measured at 37 ◦C. Both the pH-stat and α-stat
strategies have theoretical disadvantages. α-stat method is the method of choice for
optimalmyocardial function. The pH-statmethodmay result in loss of autoregulation
in the brain, coupling of the cerebral blood flow with the metabolic rate in the brain.
By increasing the cerebral blood flowbeyond themetabolic requirements, the pH-stat
method may lead to cerebral microembolisation and intracranial hypertension [8]. A
1mmHg change in PaCO2 above or below 40mmHg results in 0.008 unit change in
pH in the opposite direction. The PaCO2 will decrease by about 1 mmHg for every
1mEq/L reduction in HCO−

3 below 24mEq/L. A change in [HCO−
3 ] of 10mEq/L

will result in a change in pH of approximately 0.15 pH units in the same direction.
These are typical reference ranges, although various analyzers and laboratories may
employ different ranges. The pH or H+ indicates if a patient is acidemic (pH <

7.35; H+ >45) or alkalemic (pH > 7.45; H+ < 35). A low PaCO2 indicates that the
patient is not oxygenating properly, and is hypoxemic. Note that a low PaCO2 is not
required for the patient to have hypoxia. At a PaO2 of less than 60mmHg, supple-
mental oxygen should be administered. At a PaO2 of less than 26mmHg, the patient
is at risk of death and must be oxygenated immediately. The carbon dioxide partial
pressure (PaCO2) is an indicator of CO2 production and elimination: for a constant
metabolic rate, the PaCO2 is determined entirely by its elimination through venti-
lation [8]. A high PaCO2 (respiratory acidosis, alternatively hypercapnia) indicates
underventilation (or, more rarely, a hypermetabolic disorder), a low PaCO2 (res-
piratory alkalosis, alternatively hypocapnia) hyper- or overventilation. The HCO−

3
ion indicates whether a metabolic problem is present such as ketoacidosis. A low
HCO−

3 indicates metabolic acidosis, a high HCO−
3 indicates metabolic alkalosis. As
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this value, when given with blood gas results, is often calculated by the analyzer,
correlation should be checked with total CO2 levels as directly measured. The base
excess is used for the assessment of the metabolic component of acid-base disor-
ders, and indicates whether the patient has metabolic acidosis or metabolic alkalosis.
Contrasted with the bicarbonate levels, the base excess is a calculated value intended
to completely isolate the non-respiratory portion of the pH change. This is the
total amount of CO2, and is the sum of [HCO−

3 ] and CO2 by the formula: tCO2 =
[HCO−

3 ] + αPaCO2, where α = 0.226mM/kPa, [HCO−
3 ] is expressed in millimolar

concentration (mM) (mmol/l) and PaCO2 is expressed in kPa. Contamination of the
sample with room air will result in abnormally low carbon dioxide and possibly
elevated oxygen levels, and a concurrent elevation in pH. Delaying analysis, without
chilling the sample, may result in inaccurately low oxygen and high carbon dioxide
levels as a result of ongoing cellular respiration. The normal range for pH is 7.35–
7.45. As the pH decreases (<7.35), it implies acidosis, while if the pH increases
(>7.45) it implies alkalosis. In the context of arterial blood gases, the most common
occurrence will be that of respiratory acidosis. Carbon dioxide is dissolved in the
blood as carbonic acid, a weak acid; however, in large concentrations, it can affect
the pH drastically. Whenever there is poor pulmonary ventilation, the carbon dioxide
levels in the blood are expected to rise. This leads to a rise of carbonic acid, leading
to a decrease in pH. The first buffer of pHwill be the plasma proteins, since these can
accept some H+ ions to try and maintain homeostasis. As carbon dioxide concentra-
tions continue to increase (PaCO2 > 45mmHg), a condition known as respiratory
acidosis occurs. The body tries to maintain homeostasis by increasing the respiratory
rate, a condition known as tachypneoa. This allows much more carbon dioxide to
escape the body through the lungs, thus increasing the pH by having less carbonic
acid. If a patient is in a critical setting and intubated, one must increase the number of
breaths mechanically. On the other hand, respiratory alkalosis (PaCO2 < 35mmHg)
occurs when there is too little carbon dioxide in the blood. This may be due to hyper-
ventilation or else excessive breaths given via a mechanical ventilator in a critical
care setting. The action to be taken is to calm the patient and try to reduce the number
of breaths being taken to normalise the pH. The respiratory pathway tries to com-
pensate for the change in pH in a matter of 2–4 h. If this is not enough, the metabolic
pathway takes place. Under normal conditions, the Henderson-Hasselbalch equation
will give the blood pH.

pH = 6.1 + log10

(
HCO−

3

0.03 ∗ PaCO2

)
, (1)

where: 6.1 is the acid dissociation constant of carbonic acid (H2CO3) at normal body
temperature, [HCO−

3 ] is the concentration of bicarbonate in the blood in mEq/L and
PaCO2 is the partial pressure of carbon dioxide in the arterial blood. The kidney
and the liver are two main organs responsible for the metabolic homeostasis of pH.
Bicarbonate is a base that helps to accept excess hydrogen ions whenever there is
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acidaemia. However, this mechanism is slower than the respiratory pathway and
may take from a few hours to 3days to take effect. In acidaemia, the bicarbonate
levels rise, so that they can neutralize the excess acid, while the contrary happens
when there is alkalaemia. Thus when an arterial blood gas test reveals, for example,
an elevated bicarbonate, the problem has been present for a couple of days, and
metabolic compensation took place over a blood acedemia problem. It is much easier
to correct acute pH derangements by adjusting respiration.Metabolic compensations
take place at a much later stage. However, in a critical setting, a patient with a normal
pH, a high CO2, and a high bicarbonate means that, although there is a high carbon
dioxide level, there is metabolic compensation. As a result one must be careful as
to not artificially adjust breaths to lower the carbon dioxide. In such case, lowering
the carbon dioxide abruptly means that the bicarbonate will be in excess and will
cause a metabolic alkalosis. In such a case, carbon dioxide levels should be slowly
diminished.

2 Data

Thanks to the Neonatal Intensive Care Unit of The Department of Pediatrics at the
Jagiellonian University Medical College we were able to analyze extremely prema-
ture infants historical data. For the research the following arterial blood gasometry
parameters have been selected: pH, pO2, pCO2, HCO3. These parameters describe
the acid-base balance and pulmonary gas exchange, which are acidity, oxygen partial
pressure, carbon dioxide partial pressure and bicarbonate ions content in the blood,
respectively. Oxygen partial pressure is strictly correlated with the degree of respira-
tory fitness. To obtain uninterrupted sequence of measurements we have chosen only
data with 12h intervals between measurements. Presented preliminary results were
performed on one patient with birth weight of 860g observed during first 25days of
life. During the whole period the values stayed in ranges:

• pH: 7–7.45,
• pO2: 34–140mmHg,
• pCO2: 19–104mmHg,
• HCO3: 13–26mEq/L.

Variations of blood gasometry parameters’ values over time are characterized by
considerable dynamism. Figure1 shows dynamics of blood gasometry parameters.
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Fig. 1 Dynamics of blood gasometry parameters
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3 Artificial Neural Network

Themodels are developed usingmultilayer artificial neural networks (ANNs), trained
using the several algorithms. A network can have several layers. Each layer has a
weight matrix W . The network shown below has R = 4 inputs, S1 = 2 neurons in
the first layer and S2 = 1 neuron in the second layer.

R =

⎡

⎢⎢⎣

r11 r12 r13 r14
r21 r22 r23 r24
r31 r32 r33 r34
r41 r42 r43 r44

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

pHt−3 pHt−2 pHt−1 pHt
PaO2t−3 PaO2t−2 PaO2t−1 PaO2t
PaCO2t−3 PaCO2t−2 PaCO2t−1 PaCO2t
HCO3t−3 HCO3t−2 HCO3t−1 HCO3t

⎤

⎥⎥⎦

(2)
The neuron output is given below.

A = [
a1 a2 a3 a4

] = [
pHt−2 pHt−1 pHt pHt+1

]
(3)

The layers of a multilayer network play different roles. A layer that produces the
network output is called an output layer. Multiple layer networks are quite powerful.
A two layer network, where both layers are comprised of neurons with sigmoidal
activation functions, can be trained to approximate any function.

We calculate an error e as the difference between the output vector s and a desired
target vector pHt−2, pht−1, pHt , pHt+1 in the form:

e = 0.5
(
(pHt−2 − s1)2 + (pHt−1 − s2)2 + (pHt − s3)2 + (pHt+1 − s4)2

)
. (4)

The gradient of error is defined as:

G =

⎡

⎢⎢⎢⎢⎢⎢⎣

g1 = ∂e
∂w1

g2 = ∂e
∂w2

.

.

.

g10 = ∂e
∂w10

⎤

⎥⎥⎥⎥⎥⎥⎦

4 Levenberg-Marquardt Method

The Levenberg-Marquardt method [9, 12] addresses nonlinear least squares curve
fitting problems. The Levenberg-Marquardt method is a standard technique used to
solve nonlinear least squares problems. Least squares problems arise when fitting a
parameterized function to a set of measured data points by minimizing the sum of
squares of errors between data points and the function [11]. Nonlinear least squares
problems arise when the function is not linear in parameters. Nonlinear least squares
methods involve an iterative improvement to parameter values in order to reduce the
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sum of squares of errors between the function and measured data points [15]. The
Levenberg-Marquardt curve-fitting method is actually a combinationof two mini-
mization methods: the gradient descent method and the Gauss-Newton method. In
the gradient descent method, the sum of squared errors is reduced by updating para-
meters in the steepest-descent direction. In the Gauss-Newton method, the sum of
squared errors is reduced by assuming the least squares function is locally quadratic,
and finding the minimum of the quadratic. The Levenberg-Marquardt method acts
more like a gradient-descent method when parameters are far from their optimal
values, and acts more like the Gauss-Newton method when parameters are close to
their optimal values. The Levenberg-Marquardt algorithm adaptively varies para-
meter updates between the gradient descent update and the Gauss-Newton update.
where small values of the algorithmic parameter λ result in a Gauss-Newton update
and large values of λ result in a gradient descent update. The parameter λ is initial-
ized to be large so that first updates are small steps in the steepest-descent direction.
If an iteration happens to result in a worse approximation, λ is increased. As the
solution improves, λ is decreased, the Levenberg-Marquardt method approaches the
Gauss-Newton method, and the solution typically accelerates to the local minimum.
Marquardt’s suggested update relationship makes the effect of particular values of
λ less problem-specific, and is used in the Levenberg-Marquardt algorithm imple-
mented in the Matlab function. The data points are denoted by:

(Yi , X1i , X2i , . . . , Xmi ) i = 1, 2, . . . , n. (5)

The problem is to compute those estimates of parameters, which will minimize:

Φ =
i=n∑

i=1

(Yi − Y ∗
i )2, (6)

where Y ∗
i is the value of y predicted by:

E(y) = f (x1, x2, . . . , xm;β1,β2, . . . ,βk), (7)

where x1, x2, . . . , xm are independent variables, β1,β2, . . . ,βk are the population
values of k parameters, and E(y) is the expected value of the dependent variable y,
at the i th data point.

Levenberg-Marquardt method defines the strategy as follows: Let ν > 1. Let λr−1

denote the value of λ from the previous iteration. Initially let λ0 = 10−2. Compute
Φ(λr−1) and Φ(λr−1/ν), if (λr−1) is already negligible by comparison with 1.0 to
the number of significant figures carried, then do test 2 or test 3 immediately without
computing Φ(λr−1/ν), and ignore comparisons involving Φ(λr−1/ν).

1. If Φ(λr−1/ν) ≤ Φr , let λr = λr−1/ν.
2. If Φ(λr−1/ν) > Φr , and Φ(λr−1) ≤ Φ(λr ), let λr = λr−1.
3. If Φ(λr−1/ν) > Φr , and Φ(λr−1) > Φ(λr ), increase λ by successive multipli-

cation by ν until some smallest w, Φ(λr−1νw) ≤ Φr . Let λr = λr−1νw.
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5 Backpropagation Method

Backpropagation, an abbreviation for backward propagation of errors, is a common
method of training artificial neural networks used in conjunction with an optimiza-
tion method such as gradient descent [1]. The method calculates the gradient of a
loss function with respect to all the weights in the network. The gradient is fed to
the optimization method which in turn uses it to update the weights, in an attempt
to minimize the loss function. Backpropagation requires a known, desired output
for each input value in order to calculate the loss function gradient. It is therefore
usually considered to be a supervised learning method, although it is also used in
some unsupervised networks such as autoencoders. It is a generalization of the delta
rule to multilayerd feedforward networks, made possible by using the chain rule
to iteratively compute gradients for each layer. Backpropagation requires that the
activation function used by the artificial neurons be differentiable. The back prop-
agation (BP) neural network algorithm is a multilayer feedforward network trained
according to error back propagation algorithm and is one of the most widely applied
neural network models. BP network can be used to learn and store a great deal of
mapping relations of input-output model, and no need to disclose in advance the
mathematical equation that describes these mapping relations. Its learning rule is to
adopt the steepest descent method in which the back propagation is used to regulate
the weight value and threshold value of the network to achieve the minimum sum
of square error. The operations of backpropagation neural networks can be divided
into two steps: feedforward and backpropagation. In the feedforward step, an input
pattern is applied to the input layer and its effect propagates, layer by layer, through
the network until an output is produced. The network’s actual output value is then
compared to the expected output, and an error signal is computed for each of the
output nodes. Since all the hidden nodes have, to some degree, contributed to the
errors evident in the output layer, the output error signals are transmitted backwards
from the output layer to each node in the hidden layer that immediately contributed
to the output layer. This process is then repeated, layer by layer, until each node in
the network has received an error signal that describes its relative contribution to the
overall error. Once the error signal for each node has been determined, the errors
are then used by the nodes to update the values for each connection weights until
the network converges to a state that allows all the training patterns to be encoded.
The Backpropagation algorithm looks for the minimum value of the error function in
weight space using a technique called the delta rule or gradient descent. The weights
that minimize the error function are then considered to be a solution to the learning
problem. The network behaviour is analogous to a human that is shown a set of data
and is asked to classify them into predefined classes. Like a human, it will come
up with theories about how the samples fit into the classes. These are then tested
against the correct outputs to see how accurate the guesses of the network are. Rad-
ical changes in the latest theory are indicated by large changes in the weights, and
small changes may be seen as minor adjustments to the theory. There are also issues
regarding generalizing a neural network. Issues to consider are problems associated
with under-training and over-training data. Under-training can occur when the neural
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network is not complex enough to detect a pattern in a complicated data set. This
is usually the result of networks with so few hidden nodes that it cannot accurately
represent the solution, therefore under-fitting the data.

6 Gradient Descent Method

The steepest descent method is a general minimization method which updates para-
meter values in the downhill direction, which is opposite to the gradient of the objec-
tive function. The gradient descent method converges well for problems with simple
objective functions. For problems with thousands of parameters, gradient descent
methods are sometimes the only viable method [7].

7 Davidon–Fletcher–Powell Method

The Davidon-Fletcher-Powell method or DFP is named after William C. Davidon,
Roger Fletcher and Michael J.D. Powell. The method finds the solution to the secant
equation that is closest to the current estimate and satisfies the curvature condi-
tion [3–6]. It was the first quasi-Newton method to generalize the secant method to a
multidimensional problem. The basic idea behind the DFP method is a construction
of a series of matrices denoted as Dk , which are approximations of inverse matrices
containing second derivatives of target functions or hessians. The substitution of H−1

matrix is convenient due to the high computation complexity required for determin-
ing its exact form. The approximated matrices are calculated based on knowledge
of changes of the objective function gradient in previous iterations of the method.
Every iteration of the method relies on the fact that with a given point xk , a direction
is generated:

dk = −Dk∇ f (xk)

then, in result of minimization in this direct a point xk+1 is obtained. In the first iter-
ation matrix D = I is used, where I is a unit matrix. In next iterations approximated
matrices are calculated using a following equation:

Dk = Dk−1 + sksTk
r Tk sk

− Dk rk r Tk Dk

rTk Dk rk
,

where:

rk = ∇ f (xk) − ∇ f (xk−1)

sk = xk − xk−1.
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A new value of the function is given by a following equation:

f (xk+1) = f (xk + step · dk).

The procedure finishes if a solution is found, which fulfils particular stopping
criteria:

√
(zTk zk) < eps,

where:

zk = −Dk∇ f (xk).

8 Results

Each patient is characterized with his own personal dynamics of biochemical
processes in the arterial blood.Moreover for everypatient the aforementioneddynam-
ics is changing during the healing process. Therefore it is extremely hard to build
a proper model which could reliably forecast future ABG parameters basing on a
large set of historical data. To solve this problem we propose using ANN model
working in a real time loop, which is retrained in every time step using only last 72h
of historical data. Each time the new model is developed using two-layer artificial
neural network, with the fixed structure comprising of 2 neurons in the first layer and
a 1 neuron in the second layer (Fig. 2). Each time we define the learning data as (2)
for inputs, and (3) for desired outputs values; arrays values are normalized to [−1, 1]
range. Since we used a sigmoid as the activation function on both layers the network
can be trained to approximate any function. The experiments we performed with this
simple structure proved that it is capable of learning the data and accurately predict
future values of blood gasometry [10, 14]. For the neural network consisting of three

Fig. 2 Artificial neural network structure
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Table 1 Statistical results of simulation

NN structure pH PaCO2 PaO2 HCO3

5-3-1 75.9 90.9 68.6 86.9

5-5-1 79.3 90.0 67.6 87.7

5-10-1 79.9 91.0 67.1 86.2

5-15-1 80.8 89.6 68.5 88.2

Table 2 Optimization results

Method Mean error for test (%) Mean time of calculation (s)

Levenberg-Marquardt 10 0.43

Back-Propagation 15 0.02

Gradient descent 7 0.35

Davidon Fletcher Powell 6 0.17

layers the obtained results do not differ significantly from the results obtained for
the neural network consisting of two layers. Table1 contains experimental results for
different three-layered network architectures. Numerical values describe percentages
of satisfactory prediction results obtained in the course of statistical research for the
following parameters: pH, PaCO2, PaO2, HCO3.

For the defined artificial neural network architecture the computations were car-
ried out in order to determinewi weights’ values. The computations were carried out
using four optimization methods: Levenberga-Marquardt, Gradient descent, Back-
propagation andDavidon-Fletcher-Powell. As stop conditionwe proposed either 100
learning epochs or the learning error value lower than 10−7. Table2 contains results
for different optimization methods. Davidon-Fletcher-Powell method achieves the
smallest value of mean error of the testing phase. Backpropagation method achieves
the smallest value of mean time of calculations.

In the testing phase we use:

V =

⎡

⎢⎢⎣

pHt
PaO2t
PaCO2t
HCO3t

⎤

⎥⎥⎦ (8)

vector as the input to the already trained network to obtain the forecast of pHt+1

value after next 12h on the output. The process is repeated every 12h, when new
measured data arrives. As a measure of forecast error we propose:

e = | pHt+1 − pH∗
t+1 |

max(pH) − min(pH)
, (9)

where pHt+1 is the expected value, H∗
t+1 is the predicted value and pH are all the

values during 25days.
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9 Summary

The prediction of blood gasometry parameters’ values is a hard and complex issue.
The approach proposed in this work allows continuous prediction of chosen blood
gasometry parameters during the course of hospitalization and refinement of opti-
mization methods used for the prediction of chosen parameters. In the work the
architecture of two-layered neural network models was selected over the architec-
ture of three-layered neural network models basing on the results of computations.
The obtained model of two-layered neural network structure achieved better gener-
alization properties in the testing phase. Selection of the simpler structure allowed to
decrease computational complexity of optimization algorithms for the chosen group
of methods.
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Coughing Record Analysis Using Matlab
Signal Processing Toolbox

Lukas Behun and Milan Smetana

Abstract Coughing is well-known and theoretically described process. It can be
described as a pathological phenomenon, because it is secondary phenomenon of
many diseases. Mathematical analysis as well as its detection (quantification and
classification) is solved for many years. This article deals with analysis of the vari-
ous coughing sound recordings. Three different coughing types are analyzed under
the same conditions. Matlab signal processing toolbox is used for this purpose. The-
oretical background as well as obtained results are presented and discussed in the
paper.

Keywords Cough · Analysis · Signal proccessing

1 Introduction

Cough is the defense mechanism of the respiratory tract. It is caused by mechan-
ical or chemical excitation of the cough receptors in the epithelial mucosa of the
larynx, trachea and bronchioles. Receptors are primary concentrated in the places,
where respiratory irritation coughing reflex is triggered. It consists of a deep initial
inspirium, usually by nose, followed by expiratory muscles active contraction. The
final stage involves thoracic and abdominal muscles. The glottis is closed during
expiratory muscles work-regime. It is possible to distinguish between compressive
and expulsive phase. Compressive phase consist of the increase of intrapulmonary
pressure. When a maximum intrapulmonary pressure is reached, glottis is quickly
opened and a compressive phase is continuously followed by expulsive one. Due
to the large pressure gradient between alveoli and atmosphere, the air flows at rela-
tively high speed outside of the lung. This turbulent air flow is carrying the antigens
to upper parts of the respiratory tract and the mouth [3].
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Fig. 1 Vector field of the
turbulent and laminar
flow [4]

A cough is represented by the sudden exclusion of air, from the respiratory tract.
This process is characterized by the typical sound phenomenon: it consists of airflow
through the respiratory tract. Here, due to the numerous roughness, splitting and
reduction of the surface, laminar flow becomes turbulent (Fig. 1). It can be seen that
the chaotic motion of the particles is presented and this is defined by the Raynold’s
number (R). This turbulent flow is the main reason to generation for a very specific
sound, which occurs only during coughing [2, 3].

R = ρ d v

η
(1)

Coughing record signal is the stochastic, non-stationary signal. It is very hard to
predict such type of signal, because of its characteristics (random variables, non-
stationary, variable character at the same person during the day etc.). This means
that the statistical parameters are function of time and may vary in very complex
way [1].

2 Experimental Set-Up

All the coughing audio recordings were performed at the department of pulmonary
diseases, JFMED UNIBA. Patients suffered of various respiratory diseases. All the
recordings were obtained in the hospital rooms. The recording device (classical elec-
tret microphone) was located on the surface of the sternum area, for each patient. The
microphone was covered by the housing, to be the surrounded noises were elimi-
nated. Technical parameters of the recordings: sampling frequency of f = 11.025kHz,
resolution of 16-bits, length of the samples vary for every inspected patient. Every
coughing sound record was separated into the several recordings, to be the useful
sounds extracted. This was performed mainly to differentiation another presented
sounds, such like: speech, sneezing and the noise caused by touching of the micro-
phone by patient. The recordings were divided into two groups: one group consists
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of the dry coughing and the second one of mixed coughing. This division was per-
formed by clinician specialist with many years of medical praxis, on the field of
pulmonary diseases.

Themain aim of this study is to identify presence of coughing in the general sound
recordings. Final algorithm is based on the comparing of the signals. Due to this fact,
it was necessary to create the database of the voluntary coughing recordings, under
defined conditions—different from the mentioned above. These audio recordings
were created at the laboratory of the department. The recording device consists of
the microphone connected to the sound card of the computer. The classical electret
microphone was located in the sternum section, without any cover. Parameters of
the recording were set to the same as for previous case. It was supposed that the
surrounded environment has no influence to the real shape of the signal and its
frequency spectrum.

3 Coughing Records Signal Processing
Methods—Theoretical Background

Audio recordings were analyzed by the selected mathematical operations, in the time
domain as well as in the frequency domain. The analysis results were compared and
based on the specific extracted features, classified into the given groups. Followed
analysis were performed: time-domain analysis, wavelet transform (WT) and power
spectral density (PSD). These results are presented and discussed in this paper.

3.1 Time Domain Analysis

This method was used to detection of the 2nd coughing sound, which gives the
information about the dry coughing. A time domain signals were compared each
other while the voluntary sound (raw signal) and real patient sound were taken into
the account. Presence of the 2nd coughing signal in the record was recognized.

3.2 Wavelet Transform

Wavelet transformation is one of the most popular of the time-frequency-
transformations. Wavelet series is a representation of a square-integrale (real- or
complex-valued) function by a certain orthonormal series generated by a wavelet.
The fundamental idea of wavelet transforms is that the transformation should allow
only changes in time extension, but not shape. This is affected by choosing suitable
basis functions that allow for this. Changes in the time extension are expected to
conform to the corresponding analysis frequency of the basis function. Based on the
uncertainty principle of signal processing,
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Useful as a wavelet function must have specific properties for signal processing.
These features include [1, 5]:

(a) condition of total energy

∫ ∞

−∞
ψ(t)2dt < ∞, (2)

(b) condition of feasibility

∫ ∞

−∞
ψ(ω)2

ω
dω < ∞, (3)

(c) condition of zero median

∫ ∞

−∞
ψ(t)dt = 0. (4)

Selection of the appropriate parent wave depends on the particular application.
A very important fact is the relation of the waveform with the characteristic part
of the analyzed signal. Selection and functionality of the wave depends mainly on
their properties. Three types of the waves can be defined [1]: (a) complex waves
(can detect oscillations and give information about amplitude and phase), (b) anti-
symmetric waves (suitable for detection of gradient changes), (c) symmetric waves
(has no effect on the phase shifting).

3.2.1 Continuous Wavelet Transform, CWT

CWT is a time-frequency representation of the signal with continuous or discrete
time values. In comparison with the STFT (Short-Time Fourier Transform) method,
the main difference is that it is not necessary to perform of Fourier Transform. Thus,
no negative frequencies are presented in the resulting spectrum. The window-width
is changing for individual spectral components, as they are calculated. Continuity
of the CWT is not represented by the processed signal, despite of the fact that it
calculates with discrete time signal. Transformation coefficients can be given for all
the values of the interval (smin, smax ) as well as for all the displacements b, where
wave is moving along the entire signal. Mathematical expression of the CWT can be
given using next formula [1, 6]:

xm(s, b) = 1√
s

∫ ∞

−∞
x(t)ψ∗

(
t − b

s

)
dt, (5)

where ψ(t) is so called mother wavelet and the value range on given interval
(−∞,∞). Value of b is changed in the interval < 0,∞).
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3.3 Power Spectral Density (PSD) Calculation

The PSD term is used when stochastic signals are processed, instead of the spectrum
term. PSD describes power density distribution of the signal depending on frequency.
Two different approaches may be used to calculate the PSD: (a) using Discrete
Fourier Transform (direct and indirect) (b) parametric (the signal is described by the
set parameters).

Periodogram: the periodogram after Schuster, known as P(f, N), can be calculated
using Fourier Transform as [1, 6]:

P( f, N ) = 1

N

∣∣∣∣∣

N−1∑

n=0

xne
− j2 f nπ

N

∣∣∣∣∣

2

. (6)

Then, estimation of the PSD of the analyzed signal xn can be expressed in the form:

PSD( f ) = lim
N→∞ P( f, N ). (7)

Calculated PSD estimation has following properties: it may be interpreted only for
signals with definite length, it is not biased, and its dispersion does not decrease with
increasing length of the signal. These facts give information about inadequacy of
simple periodogramas a tool for estimation and analyzing of the spectrum.Therefore,
a modified or weighted periodogram can be defined [1, 5, 6]:

P( f, N ) =
1
N

∣∣∣
∑N−1

n=0 wnxne
− j f n2π

N

∣∣∣
2

1
N

∑N−1
n=0 |wn|2

. (8)

4 Experimental Results

Coughing sound records are non-stationary signals. These signals can be analyzed
usingWT, PSD andmany other approaches. These math transformations can charac-
terize various signals, based on their specification,which cannot be observed from the
un-processed signals at all. Obtained experimental results performed on the cough-
ing record sounds are described in this section. Three different types of the coughing
process were analyzed: voluntary, dry and mixed coughing record. Mixed cough is
defined as a dry cough, but with occasionally presence of expectoration of themucus.

4.1 Time Domain Analysis

The real shapeof the three recorded signals is displayed inFig. 2. It canbe seen that the
differences between individual waveforms are clearly visible. Dry coughing process
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Fig. 2 Experimental results—comparison of the signals in the time domain

is characteristic due to the 2nd cough sound, in the interval within t = 181; 226 ms
(n = 2000; 2500 samples). This specific feature is the main characteristic point of this
type of coughing. This secondary maximum is not presented at other coughing types.
Simple shape signal analysis can now give information about separation between dry
and other coughing types.

4.2 Wavelet Transform Signal Analysis

The result of this mathematical operation is so called scalogram, which is percent-
age ratio of the power of the individual coefficients. Due to this fact, it gives unique
information about the processed signals. On the other hand, evaluation of such infor-
mation is quite difficult. As a reference mother wave was chosen Symlet wave, from
the MATLAB software library.

Scalogram obtained for the voluntary coughing is shown at Fig. 3. Its specific
characteristics are caused by this fact: first loud sound (opening of the glottis), is
followed by the slow changes, what is represented by the lower frequencies. This
phenomenon is represented by the higher values of the signal. Further, faster changing
of the coughing signal is presented, which corresponds to the higher frequencies of
the Scalogram. This means that the component of the signal is very similar to the
mother wave. The details are disappearing after the first cough sound. Low-range
values, where the signal is similar to the mother wavelet, are clearly defined for this
type of cough.
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Fig. 3 Scalogram of the analyzed voluntary coughing process
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Fig. 4 Scalogram of the analyzed dry coughing process

Analyzing the dry coughing Scalogram (Fig. 4), it can be seen a low similarity
to the voluntary coughing. This is caused by the fact, that the first dry cough sound
is followed by the higher frequencies. In contrast, the voluntary cough is changing
relatively slowly. Main difference against other cough types is the presence of the
2nd sound, in the analyzed signal. Identification of this sound type is based on the
similarity of this sound phenomenon with the mother-wave.



452 L. Behun and M. Smetana

500 1000 1500 2000 2500 3000

−0.2
0

0.2
Analyzed Signal

Scalogram − Mixed cough

n[−]

S
ca

le
s 

s

500 1000 1500 2000 2500 3000
 1
 5
 9

13
17
21
25
29
33
37
41
45
49
53
57
61

0.005

0.01

0.015

0.02

Fig. 5 Scalogram of the analyzed mixed coughing process
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Fig. 6 Experimental results—PSD based calculations of coughing process

Scalogram of the mixed cough (Fig. 5) is specific mainly due to the distribution
of the energy of the low-frequency coefficients, during the all record. It consists of
mainly slowly-changing details. Part scalogram for the first cough sound is similar
to other types of cough. However, it is different just the fact that it contains the said
slow varying detail, that is, low frequencies at which the mother wavelet strongly
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correlated to a given portion of the signal. Scalogram also identifies the 2nd cough
sound, but the coefficient values are relatively low. All the CWT coefficients have
lower values, which also can be taken as typical for the mixed cough.

4.3 PSD Based Coughing Signal Analysis

The result of the PSD based calculation is presented in this section, Fig. 6. Based
on the results, it can be seen that the energy, as the function of time, is unequally
distributed over the frequency range. Moreover, the amplitudes of the signals are
also different, each other. It can be concluded that the global extremes of the time
domain coughing signals correspond to their calculated PSD waveforms.

5 Conclusion

Coughing record detection and mainly its analysis is very important problem, solved
for last decades. Objectification of the coughing process is also complex task, which
did not be successfully solved yet. This article dealt with coughing record analysis,
while three different coughing types were taken into the account. Selected mathe-
matical methods were used to analyze the coughing record signal. The main aim was
to separate individual signal types, from the medical point of view. Time-domain
as well as he frequency domain analysis was presented. In total, recordings from
ten patients with pulmonary disease were analyzed. It means that approximately one
thousand coughing sound recording were analyzed as well. Based on the results, it
can be concluded: the dry cough can be clearly separated from the mixed and volun-
tary coughing. Further, power spectral density calculation gives advance information
about the analyzed signals, to be separated. Although, the main problem of cough
process detection and analysis, lie in huge variability of the coughing signals. This
one changes not only during the day between individual patients, even in one patient.
Further work of the authors will focus to obtain more complex information about
cough type, in the coughing record.
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Integrated System for Clinical Decision
Support in Emergency Stroke Care
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and Antoni Sobkowicz

Abstract In this work we present a system for decision support in emergency stroke
care developed as a part of integrated health-care environment. Presented system
consists of four interconnected modules, each responsible for supporting medical
staff in making correct decision at each step of emergency stroke care: Extra Rapid
Transport module, Neurological Diagnosis module, Ischemic Stroke Confirmation
module and Thrombolytic Therapy module. Initial experiments were reported with
concluded clinical remarks.

Keywords Clinical decision support · Computerized emergency systems · Stroke
diagnosis

1 Introduction

Acute stroke diagnosis and treatment are the problems which scientists from various
branches have been struggling for years. Despite the fact that methods of all these
disciplines are constantly improved, stroke still remains one of the major causes of
death and long-term disability. According to the time is brain paradigm all stages of
patient care fromoccurrence of stroke symptoms to appropriate treatment application
should be performed as fast as possible because every second without treatment
means loss of brain cells [18].
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More than 80% of all strokes are ischemic strokes, which occur as a result of acute
reduction of blood flow through brain arteries due to their occlusion [1]. The only
FDA approved treatment in case of acute ischemic stroke (AIS) is thrombolysis. The
thrombolytic drugs dissolve clot in vessel and restore a blood flow in the stroke area.

Intravenous thrombolysis with rtPA (recombinant tissue plasminogen activator)
for acute ischaemic stroke has been proved to be effective when given within three
hours of onset of stroke symptoms but the sooner application means the better effects
[4, 22]. Thrombolysis, however, in some cases may cause some serious side effects
like symptomatic intracranial haemorrhage (SICH) [11]. Therefore, decision about
thrombolytic drug administration requires a rapid consideration balancing benefits
and risks of therapy for a particular patient. The judgment should be based on all avail-
able patient’s data including results of physical examination (neurologic evaluation
by one of the formal stroke scales like NIHSS is recommended), laboratory tests and
brain imaging [4]. In the American Heart Association guidelines is also mentioned
that brain imaging and interpretation is essential part of rapid diagnosis. In case of
suspicion of stroke, it is recommended to perform brain imaging with the computed
tomography (CT) or themagnetic resonance (MR).Non-contrast CT (NCCT) ismore
commonly used because of its advantages of beingwidely available, fast, inexpensive
and relatively easy to interpret. It also allows exclusion of parenchymal haemorrhage
which is major contraindication for the thrombolytic treatment [4, 7]. Important lim-
itation of NCCT is poor visibility of ischemia during the first hours from the stroke
symptoms onset. Signs of AIS are often indistinct and having a high intra- and inter
observer variability [7]. Usage of quantitative scores like Alberta Stroke Program
Early CT Score (ASPECTS) may help in image interpretation [4, 12].

The difficulty in stroke diagnosis and decision making lies in performing analysis
of large amount of data of various types under time pressure and in severe conditions
of emergency department. There is an obvious need for all kinds of tools that can
support neurologist in decision making process. Clinical Decision Support (CDS)
is rapidly growing area of research in Health Information Technology and what is
important, using CDS system can generally improve process which it supports [5].

In this paper we described such system in early stage of development. It is based
on clinical guidelines, neurologists experience and overall information about patient
including demographic data, risk factors, laboratory tests results, medical history,
stroke scales and brain imaging. System supports also NCCT-based diagnosis and
integrates image interpretation with formalized neurological symptoms and a phys-
ical examination outcome.

2 Related Work

Recently a series of tools (including CDS) have been developed to assist physicians
in various fields of stroke care. IStroke is [21] a tool that provides rapid screening
of relevant medical history in respect of the thrombolytic therapy contraindications.
Pilot study showed that extraction of important information from patients record
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may be a valid element of CDS system. In [2, 9] COMPuterised decision Aid for
Stroke thrombolysiS (COMPASS) was described. COMPASS calculates prediction
for acute stroke outcomes (i.e. bleeding, death or extent of disability) depending on
the thrombolytic drug application. Prediction is based on patients’ individual charac-
teristics. It takes into consideration results of brain imaging but does not provide aid
in the stage of image interpretation. A computer aided diagnosis (CAD) system for
NCCT images analysis has been presented in [19]. This is the first end-to-end auto-
matic ASPECTS scoring system using a novel method of contralateral comparison.
It supplies information about early ischemic changes on NCCT images which should
facilitate decision about using the thrombolytic treatment. The system provides good
accuracy with 90.2% area under ROC curve (AUC). Important limitation is the fact
that it analyzes only image data and therefore it does not consider other clinical infor-
mation about the patient. In [10] the role of brain imaging in a context of recently
positive clinical trials has been reviewed. In conclusions authors emphasized that
although imaging remains crucial for treatment decisions, it has to be interpreted
and synthesized with clinical information.

The decision-making is considered to be an evidence-based practice [6, 16]. It
requires tools that link the best available evidence and clinical practice. This type
of management plans are called clinical pathways. They provide recommendations,
processes and timing of actions needed to achieve the objectives of care with optimal
efficiency. Electronic Stroke CarePath [6] has been developed for management of
ischemic stroke patients. It uses Health Information Technology for integration of
standardized pathways into clinical workflows and collection of patient-reported
information. It has been reported that implementation of the Electronic Stroke
CarePath is associated with the improved outcomes after ischemic stroke. Should
not be forgotten that using clinical pathways and guidelines entails reduction of pre-
hospital and in-hospital delays which is essential for such a time sensitive therapy as
thrombolysis is.

3 System Description

Proposed stroke care decision support system was based on a simplified clinical
workflowof prehospital and in-hospital carewithmodeled guidelines of clue decision
modules. The workflow was characterized by short description of decisive modules
as follows. The modules were defined by logical and arithmetic operations applied to
respective accessible input data and clinical activity characterized with accumulated
pathways, guidelines and decision diagrams, processed, experimentally consulted
and verified by interdisciplinary team of neurologists, radiologists, paramedics and
medical engineers. Estimated output factors intended to support clinical decisions in a
sequence of mutually dependent emergency activities optimized with criterion of the
most effective thrombolysis regularized by strict time limits, credibility, complete-
ness and coherence of gathered information. Serial order of the four decision-aiding
modules reflects accumulated in parallel case-knowledge and increasing the weight,
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Fig. 1 Block diagram of system design

consistency and consequence of decisionmaking. The representative schemes includ-
ing decisive modules, input and output data streams and supplementary CAD tools
were presented in Figs. 3, 4, 5 and 6, together with briefly characterized implemented
interfaces and general concept of the realized system.

3.1 System Design

For an instance the direct toCT (DtoCT) protocol used in several British hospitalswas
successful in reducing pathway delays [6]. System is divided into five interconnected
parts (Fig. 1). The server application that stores and retrieves patient data and four
front-end interfaces which are responsible for data input and calculations for each
step of stroke emergency care described in details in [15]. Front-end modules are
ordered in a sequence as follows:

• ERT, responsible for Extra Rapid Transport module,
• ND, responsible for Neurological Diagnosis module,
• ISC, responsible for Ischemic Stroke Confirmation module,
• TT, responsible for Thrombolytic Therapy module.

Each module is depended on the output of the previous ones, accumulating new
information and thus increasing accuracy of subsequent decisions.
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3.2 Server Software

Server software itself is divided into twoparts—patient data storage part and auxiliary
data manipulation part. The software itself is written as a Python REST server with
a SQL database and provides basic CRUD operations.

Data Storage Part (DS) is responsible for providing convenient and effective way
of data manipulation needed for the CAD engine. The storage is implemented as the
separate server application with the REST service as the public available API. The
application is developed in the Python environment and consists of the relational
database wrapped with the CRUD operations in the REST API service. Database
structure is simple and contains only a single table in which patient analysis data is
bound to the patient’s ID.

AuxiliaryDataManipulationPart (ADM) is responsible formanipulating data before
sending to front-ends. It is connected to CAD systems described in [15]—Stroke
Bricks and Stroke Monitor.

3.2.1 CAD Systems

Stroke Monitor (SM) [14] is a computer tool supporting acute ischemic stroke diag-
nosis. Emergency noncontrast, routine CT scans are enhanced to increase visibility of
hypodensity changes in hyperacute ischemic stroke cases. The processing algorithm
of SM is based on multiscale image data processing, denoising, lesion pattern iden-
tification and description, and final extraction optimized by visualization procedure.
Combining the effects of standard CT scans review with SM assistance may lead to
a better diagnosis of stroke. Stroke Monitor provide a new semantic-visualization
system of empowered hypodensity symptoms, realized according to elaborated and
optimized four different forms ofmultiscale processing, localizes suggested ischemic
areas in the source brain image space. Observation of suggestive ischemic density
changes occurrence combinedwith correlation analysis of their localization related to
clinical manifestation, made image content assessment and interpretationmore accu-
rate and simple. A good example of different semantic-visualization forms (semantic
maps) of SM were presented in Fig. 2.

Stroke Bricks (StBr) [13] is a topographic division of brain tissue into the regions
associated with specific clinical symptoms of ischemic stroke. It was inspired by
the idea of APSECTS regions, used in quantitative evaluation of early ischemic
changes within the middle cerebral artery territory on non-contrast computed tomog-
raphy (NCCT). StBr, as opposed to ASPECTS, takes into consideration whole brain
including both the anterior and posterior circulation. The relationship between the
observed symptoms and the expected impairment of brain (expressed in StBr regions)
was proposed in our solution. StBr conception allows to define the expected location
and extent of ischemia, thus to reliably confirm ischemic stroke diagnosis in order
to improve the accuracy of therapeutic decision for reperfusion therapy with both
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Fig. 2 The effects of SM assistance for stroke diagnosis (from upper-left): view of CT scan (early
CT), enhanced visibility of diagnostic ROI with segmented unusual areas (white), four visualization
forms of SM (semantic maps), follow up CT and DWI with indicated visible ischemic changes
(stroke confirmation)

intravenous tPA and endovascular stroke therapies (including intra-arterial thrombol-
ysis and mechanical thrombectomy). StBr was integrated into the diagnosis pathway
of acute ischemic stroke as an additional knowledge for radiologists during NCCT
interpretation, as well as a part of computer-aided diagnosis system to reduce the
number of computer suggestions which are the most clinically feasible.

3.3 Front-End

Front-end modules are developed in HTML5 and JavaScript. Each module is divided
into two parts—User Interface (UI) and Calculation and Communication Back-end
(CaCB). UI is responsible for displaying controls to the user, while CaCB collects
entered data, calculates scores and communicates with Server. Brief characteristics
of these modules underlined the most important output factors forming the most
important form of supporting suggestions.

ERT : Extra-rapid Transfer module is designed to be used by paramedical personnel
that decides if patient qualifies for fast transport to medical facility. It allows entry
of basic patient information, as well as information regarding patient status, such as
sudden signs of neurological deficit, vital signs measurement and additional infor-
mation regarding patient history. Module output is logical value for rapid transfer
suggestion or contraindication (ERT ) and numerical score for probability of stroke
(EPS).
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ND: Neurological Diagnosis module is designed to be used bymedical personnel that
decides if patient qualifies for thrombolysis. It allows entry of NIHSS and Stroke
Bricks Score, reassessment of contraindications (with optional display of values
entered in ERT module). Module output is a logical value for thrombolysis exclu-
sion (TTE), and two numerical scores—neurological certainty of stroke (NCS) and
normalized representation of stroke severity (NSS).

ISC: Ischemic Stroke Care module is designed to provide reliable confirmation of
ischemic stroke presence. It allows display of NCCT imaging data (augmented by
CAD procedures), and retrieves data calculated by Stroke Monitor—(via server part
of the software). Module output is a logical values for exclusion of thrombolysis,

Fig. 3 GUI representing the Extra-rapid Transfer module (related to the emergency support mod-
ule on functional diagram). A Assessment of sudden signs of neurological deficit, B Vital signs
measurements, C Additional information, D the result of the module computed using input data
(A–C). E Additional hints (if needed)
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confirmation of ischemic stroke as logical suggestion (ISC) and numerical values
for integrated estimate of stroke probability (IPS), the extent of possibly reversible
ischemic changes (ERI) and integrated prediction of treatment outcome (IOP).

TT : Thrombolytic Therapymodule is designed to provide information if there are any
suggestions or contradictions for application of thrombolytic therapy. This module
uses information from previous modules completed by actual results of laboratory
examinations. The module output is numerical confirmation of the therapy utility
(UTT ) supporting final evaluation of clinicians. However, the most important factor
is logical estimate of treatment admissibility (CTA) formulated to strengthen final
therapy decision. The logical 1 (true) is reserved for expected clinical improvement
with minor risk of SICH.

Fig. 4 GUI representing the Neurological Diagnosis module. A the Emergency Support module
results together with Stroke Bricks and neurological examination results, B Revalidation of initially
collected information, C the result of the module
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3.4 Implementation

Each front-end module is designed in similar way. Patient data can be entered to the
system using simple controls, such as:

• series of check-boxes, which are used for entering binary data, such as Yes/No
assessment;

• text inputs, which are used for entering text and numerical data;
• number inputs, which are used strictly for numerical data input.

Fig. 5 GUI representing the Ischemic Stroke Confirmation module. A the Neurological Diagnosis
module results, B Radiological evaluation, C CAD evaluation, D the result of the module
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Scores and guidelines are calculated after clickingCheck button, using inputted data.
Calculated scores and guidelines are displayed in color coded panels:

• yellow panels are used for score display;
• green panels are used for non critical information;
• red panels contain critical information or information about contraindications.

Contraindications and critical information are presented in simple way and are easily
visually distinguishable from rest of the interface so they cannot be missed.

Realized application interfaces were presented and explained in relation to the
functional schemes of the system (see details in [15]) in Figs. 3, 4, 5 and 6, respec-
tively.

Fig. 6 GUI representing the Thrombolytic Therapy module. A the Ischemic Stroke Confirmation
module results, B Revalidation of initially collected information, C Medical tests results (CITIS-
SIMO), D the result of the module
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4 Experiments

The alpha prototype of the decision support system has been preliminary tested.
The aim was to study system usability and partly its feasibility. The main goals
focused on verification of the system operation, removal of possible errors or defects
and collection of recommendations for further improvements. On the current stage
of development, the most important was to receive feedback from neurologists on
validity of such a system. Initial test phase has been carried out on a limited number of
cases to catch any errors before main test phase, which will be performed in future.
Tests have been conducted by the group of researchers consisting of experienced
neurologist and four engineers (specialists in the fields of CAD, image processing
and software development).

We retrospectively analyzed 10 patients from which 6 underwent thrombolytic
treatment and other 4 did not. Patient were selected from DDIS II database (Dig-
ital Database of Ischemic Stroke Cases [3]). Baseline clinical characteristics of
selected test group including general patient info (A—age, G—gender, T—time
from symptoms onset), vital signs measurements (SBP—systolic blood pressure,
DBP—diastolic blood pressure, HR—heart rate, Sa02—oxygen saturation), labo-
ratory test results (PC—platelet concentrates, INR—international normalized ratio,
BG—blood glucose, aPPT—activated partial thromboplastin time) and patient neu-
rological description (neurological symptoms, NIHSS—The National Institutes of
Health Stroke Scale, GCS—Glasgow Comma Scale) is presented in Table1.

Thefinal system resultswere considered as a potentially useful indicator to support
clinical decision-making for rtPa treatment. Especially CTA and UTT values were
expected to correlate with clinical subjective assessment of therapy effects. Because
of the retrospective nature of the study, available clinical outcomewas treated as gold
standard to verify system suggestions. Subjective assessment of treatment outcome
(SATO) was determined on the basis of epicrisis (neurological condition, occurrence
of SICH and NIHSS at discharge). Moreover, additional objective clinical outcome
scores such as HAT [8, 20] or iScore [17] were calculated and used for system results
analysis and clinical verification. The results of initial experiments are presented in
Table2.

As the results, UTT and other system factors such as CTA, ISC or EOP seem
to be correlated with clinical outcome. UTT proved to be more sensitive parameter
for predicting thrombolytic treatment success than likelihood of good outcome after
rtPa (LoGO) calculated in DRAGON scale or probability of good clinical outcome
(PoGO) calculated basing on iScore. Patients for whom rtPA treatment resulted as
major success (total or subtotal remission) reachedUTT near 70% or more (e.g. case
5). Patients qualified for thrombolytic treatment who did not reach significant success
or for whom thrombolytic therapy ended in deterioration (e.g. case 4), reached 50–
59% UTT. It is important to emphasize that likelihood of good clinical outcome
(LoGO) calculated in DRAGON scale in 5 from 6 thrombolyzed patients was 63%
and did not differ between groups with poor outcome in comparison with those with
good outcome.



468 A. Przelaskowski et al.

Ta
bl

e
1

B
as
el
in
e
cl
in
ic
al
ch
ar
ac
te
ri
st
ic
s
of

se
le
ct
ed

te
st
gr
ou

p

G
en
er
al
in
fo

V
ita
ls
ig
ns

L
ab
or
at
or
y
te
st
s

N
eu
ro
lo
gi
ca
ld

es
cr
ip
tio

n

Pa
tie
nt

N
o

A
G

T
(h
)

SB
P

(m
m
H
g)

D
B
P

(m
m
H
g)

H
R

(b
pm

)
Sa

0 2
(%

)
PC ( 1
03
/µ
l)

IN
R
–

B
G

(m
g/
dl
)

aP
PT

(s
)

N
eu
ro
lo
gi
ca
ls
ym

pt
om

s
N
IH

SS
G
C
S

rt
Pa

1
59

M
1

14
0

70
70

95
18
7

1.
06

19
0

26
.1

C
en
tr
al
hy
po
gl
os
sa
ln

er
ve

pa
ls
y,

he
m
ip
ar
es
is
,h

em
is
en
so
ry

lo
ss
,

dy
sa
rt
hr
ia

9
15

2
42

M
0.
75

12
9

84
77

95
24
2

0.
97

12
4

28
.4

G
az
e
pa
ls
y,
ex
pr
es
si
ve

(m
ot
or
)

ap
ha
si
a,
se
ns
or
y,
ap
ha
si
a,

he
m
ip
ar
es
is
,h

em
is
en
so
ry

lo
ss

16
15

3
48

F
1.
83

15
0

90
98

96
45
3

1.
04

85
27
.3

G
az
e
pa
ls
y,
ex
pr
es
si
ve

(m
ot
or
)

ap
ha
si
a,
se
ns
or
y,
ap
ha
si
a,
ce
nt
ra
l

hy
po
gl
os
sa
ln

er
ve

pa
ls
y,

he
m
ip
ar
es
is

25
3

4
71

F
0.
83

17
0

90
58

97
25
5

0.
99

10
6

29
G
az
e
pa
ls
y,
ce
nt
ra
lh

yp
og
lo
ss
al

ne
rv
e
pa
ls
y,
he
m
ip
ar
es
is
,

he
m
is
en
so
ry

lo
ss

15
15

5
77

F
0.
83

17
0

80
80

98
18
0

0.
93

13
0

28
.3

E
xp
re
ss
iv
e
(m

ot
or
)
ap
ha
si
a,

se
ns
or
y
ap
ha
si
a,
ce
nt
ra
l

hy
po
gl
os
sa
ln

er
ve

pa
ls
y,

he
m
ip
ar
es
is

11
12

6
77

M
2

16
0

10
0

88
99

16
8

1.
1

97
23
.8

E
xp
re
ss
iv
e
(m

ot
or
)
ap
ha
si
a,

se
ns
or
y
ap
ha
si
a,
ce
nt
ra
l

hy
po
gl
os
sa
ln

er
ve

pa
ls
y,

he
m
ip
ar
es
is

16
15

(c
on
tin

ue
d)



Integrated System for Clinical Decision Support … 469

Ta
bl

e
1

(c
on
tin

ue
d)

G
en
er
al
in
fo

V
ita
ls
ig
ns

L
ab
or
at
or
y
te
st
s

N
eu
ro
lo
gi
ca
ld

es
cr
ip
tio

n

no
rt
Pa

7
75

F
2

13
0

70
62

98
30
4

0.
91

11
6

25
.4

G
az
e
pa
ls
y,
ex
pr
es
si
ve

an
d
se
ns
or
y
ap
ha
si
a,

he
m
ip
ar
es
is
,c
en
tr
al
hy
po
gl
os
sa
ln

er
ve

pa
ls
y,

he
m
is
en
so
ry

lo
ss

20
15

8
81

F
3

22
0

12
0

66
97

13
9

1.
06

89
24
.1

E
xp
re
ss
iv
e
(m

ot
or
)
ap
ha
si
a,
se
ns
or
y
ap
ha
si
a,

dy
sa
rt
hr
ia
,c
en
tr
al
hy
po
gl
os
sa
ln

er
ve

pa
ls
y,
up
pe
r

lim
b
pa
re
si
s

7
14

9
75

F
4

19
0

90
70

94
43
0

0.
97

10
6

26
.1

C
en
tr
al
hy
po
gl
os
sa
ln

er
ve

pa
ls
y,
he
m
ip
ar
es
is
,

he
m
is
en
so
ry

lo
ss
,d

ys
ar
th
ri
a

8
15

10
76

F
1.
12

24
7

87
90

98
18
5

0.
98

10
6

26
.2

C
en
tr
al
hy
po
gl
os
sa
ln

er
ve

pa
ls
y,
he
m
ip
ar
es
is
,

dy
sa
rt
hr
ia

16
15

Pa
tie

nt
s
w
er
e
di
vi
de
d
in
to
tw
o
gr
ou

ps
—

tr
ea
te
d
w
ith

rt
Pa

th
ro
m
bo

ly
tic

th
er
ap
y
(6

pa
tie

nt
s,
N
o.
1–

6)
an
d
tr
ea
te
d
w
ith

ou
tr
tP
a
(s
up

po
rt
iv
e
th
er
ap
y,
4
pa
tie

nt
s,
N
o.

7–
10
).
T
he

ap
pl
ie
d
ac
ro
ny
m
s
w
er
e
de
sc
ri
be
d
in

te
xt

(m
os
tly

in
Se
ct
s.
3
an
d
4)



470 A. Przelaskowski et al.

Table 2 The results of initial experiments with proposed system supporting clinical decisions in
emergency stroke care

Info System results

Patient No ERT NDM ISC TT

ERT EPS TE NCS NSS ISC IPS ERI IOP CTA UTT

(T/F) (%) (T/F) (%) (%) (T/F) (%) (%) (%) (T/F) (%)

rtPa 1 T 66 F 61.2 46.4 T 77.2 46.5 50.7 T 51.3

2 T 93 F 68.1 61.6 T 88 65 53 T 50.1

3 T 91 F 75.1 72.0 T 69.2 38.5 58.3 T 52.2

4 T 73 F 65.8 52.0 T 58.8 40 62 T 59.2

5 T 64 F 63.9 49.6 T 71.2 45.5 72.9 T 68.4

6 T 66.5 F 67.4 54.4 T 47.6 19.5 82.1 T 74.8

no rtPa 7 T 93 F 74.0 76.0 T 88.4 61.5 25.7 F 25.4

8 T 66.5 F 60.5 39.2 T 80.4 57.5 48.5 F 51.0

9 T 68.5 F 57.5 32.8 T 97.6 74 29.2 F 36.8

10 T 68.5 F 60.2 36.8 T 100 65 49 F 51.8

Info Clinical outcome

Patient No SATO SICH NIHSS HAT DRAGON iSCORE

Out RoS RoF LoGO LoMO PoGO RoICH 30DM 30DD

– (y/n) – (%) (%) (%) (%) – (%) (%) (%)

rtPa 1 Poor No 10 10 7 63 10 1 7.7 8.2 74.5

2 Avr No 12 10 7 63 10 1 7.7 6.6 67.2

3 Avr No 17 15 6 50 23 0.8 11.2 26.8 88.8

4 Avr Yes 12 10 7 63 10 0.95 7.7 14.6 80.4

5 Good No 0 10 7 63 10 0.95 7.7 11.1 74.5

6 Good No 2 2 0 63 10 0.8 11.2 27.1 91.7

no rtPa 7 n/a n/a 17 10 7 40 22 0.8 11.2 22.1 85

8 n/a n/a 6 5 3 50 23 1.1 2.9 3.5 51

9 n/a n/a 8 10 7 63 10 1.25 2.9 2 34.8

10 n/a n/a 8 10 7 50 23 1.1 7.7 7.8 67.2

System factors values (highlighted) for all system modules were presented. Most of the applied
acronyms were described in text (mainly in Sects. 3 and 4). For HAT score: RoS—risk of symp-
tomatic ICH after rtPa, RoF—risk of fatal ICH after rtPA. For DRAGON score: LoGO—likelihood
of good outcome after rtPa, LoMO—likelihood ofmiserable outcome after rtPa, PoGO—probability
of good clinical outcome. For iSCORE: RoICH—risk of SICH, 30DM—risk of 30day mortality,
30DD—risk of 30day disability

Patients who did not receive thrombolytic therapy had UTT within 25–52%. The
lowest UTT was calculated for patient with extensive stroke (case 7, NIHSS on
admission 20 points), for whom likelihood of miserable clinical outcome calculated
in DRAGON scale was very high (22%).
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Quite low UTT calculated for patient with moderate stroke (case 9, NIHSS on
admission 8 points), who could possibly benefit from thrombolysis if only the time
from onset was not so long, is highly correlated with low risk of 30-day disability
without rtPa (30DD), calculated from iScore. Therefore, it was not reasonable to
bear the risk of invasive treatment.

The following two patients’ UTT oscillated around 50%. Calculated UTT values
(51% for case 8 and 51.8% for case 10) do not confirm unequivocally the benefits of
thrombolytic therapy. This suggested the same clinical decisions as made by experi-
enced clinicians at neurology emergency department. Moreover, it may increase the
accuracy of clinical decisions, especially at controversial points.

Additionally, three patients (not included inTable1)with strokemimics symptoms
(patient with Transient Ischemic Attack, TIA) were also evaluated. For all TIA cases
system correctly excluded thrombolysis at second stage of evaluation due to mild or
rapidly improving (clearing spontaneously) stroke symptoms.

In the opinion of neurologistUTT may pose a good parameter supporting clinical
decision-making about thrombolytic therapy. It seems to be more specific and more
flexible in predicting the real effect of rtPa treatment than scales used so far.Although,
to assess its specificity and sensitivity accurately, studies on larger group of patients
are necessary.

5 Summary and Future Work

Conducted tests indicate that some formulas on which the system outcomes are
calculated (presented in [15]) still needs to be optimized for larger training data set.
For some of the input cases appropriate weights and even formulas could bemodified
in order to obtain more accurate clinical predictions. However, CDS system has been
assessed as a useful tool which can provide potential benefits in the area of stroke
diagnosis and care. What is important, it imitates clinical practice very well.

Launching of the system and conducted tests also revealed the need for a number
of improvements in the form of user interface and possible expansion in the range of
diverse organizational conditions and the preferences of individual clinics. In general
the system was described as easy to use and intuitive. According to the neurologist’s
recommendations, modifications of UI (i.e. some additional buttons with extended
functionality) will be implemented, and recommendation text will be made clearer
to the user. For example, changing No confirmation of treatment admissibility to
Carefully consider using rtPa—no confirmation of treatment admissibility. The pilot
study enabled determination of some shortcomings prior to testing more of various
cases. Obtained feedback revealed that the system is desirable and justifies its further
development. The complexity of the system and the support provide at almost all
stages of a stroke patient management was highlighted.
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Semantics Discovering in Relational
Databases by Pattern-Based Mapping
to Association-Oriented Metamodel—A
Biomedical Case Study

Marcin Jodłowiec and Marek Krótkiewicz

Abstract The paper presents the issue of mapping database schema within the con-
text of possible partial loss of their semantics. Moreover, authors present methodol-
ogy of mapping relational models to association-oriented model and briefly present
the association-oriented metamodel itself, which is one of the co-authors proposition
for novel database metamodel. It is the proposition of productive tool, which is free
of other metamodels’ defects. The issues described within the paper have been pre-
sented in terms of the case study, which is the typical example of modeling problems
that are concerned within interest of bioinformatics.

Keywords Association-orientedmetamodel ·Relationalmodelmapping ·Database
design patterns

1 Introduction

In this article authors elaborate upon database schema translation. This issue is
present in research as well as in everyday database modeling practice for many
years now and majority of database designers search for optimal solutions in this
area. The traditional methodology of relational databases design assumes the fol-
lowing three stages of design process [2]: conceptual, logical and physical design.
Each of the classical stages results in creation of database model. However, only the
last level of them (physical) delivers the model, which is implementable. The transi-
tion stages betweenmodels obtained in particular stages are known as translations or
mappings. This article is dedicated to the reverse task, i.e. the discovery of model pri-
mary semantics [7]. The aim of the project described is to propose the databasemodel
prepared by the use of association-oriented metamodel AODB, which preserves the
completeness of the original semantics, being simultaneously implemented on the
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physical level. The association-oriented metamodel is completely novel approach to
design and implement databases. The author of this metamodel is M. Krótkiewicz,
one of the co-authors of this paper.

The proposed approach to database translation is based on the concept of data-
base design patterns as the elementary semantic unit [8]. The substantial problem
is the identification of design patterns. The design patterns allow to denominate the
problem, detach it from the context and identify foremost and recurrent structural
dependencies. However, the notion of design pattern is not clear, i.e. interpretation
of what can be called the design pattern is ambiguous.

In the following sections issues regarding metamodel mapping will be presented
in the context of conscientiousness with preservance of the original semantics.

2 Description of Database Design Patterns and Its
Implementation in Relational Metamodel

The following section presents design patterns specified by authors, which repre-
sent the elementary semantic units of database model conceptualization [1]. Due
to the large number of possible database design patterns able to be created within
the presented methodology, only a few original patterns have been described. The
description of patterns is purely conceptual, it defines concepts and entities occurring
in a pattern and relationships between them. For each of patterns presented authors
show implementation in relational metamodel [3].

2.1 Design Pattern: List

The list pattern is one of the simplest design patterns in terms of semantics. It imple-
ments the master-detail relationship, where the first element type acts as the linking
participant, while the second element type acts as the linked participant. It is impor-
tant, that each linking element can be connected with many linked elements. The list
can have the following optional properties defined: uniqueness, attribution, filling,
navigability, lifetime. Uniqueness should be considered as possibility to be linked
to the same list several times. Attribution means the necessity of being linked to
any list. Filling determines, whether the list has to have at least one element linked.
Finally, the lifetime is a behavioral property, which determines whether deletion of
one participant should affect the other one.

LIST(I D_L I ST ); ELEMENT(I D_ELEMENT , I D_L I ST )

π{I D_L I ST }(ELEMENT ) ⊆ π{I D_L I ST }(L I ST ) ∪ {NULL} (1)
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Fig. 1 Conceptual diagram representing list design pattern (left) and its implementation (right) in
relational metamodel (1)

The most common implementation of the list pattern in RDB disregards the fact,
that from the semantic point of view, the list itself posses the information about its
elements, but not the opposite (Fig. 1).

2.2 Design Pattern: Dictionary

The dictionary design pattern, similar to the list comprises the connection of two
entities. This relationship always has multiplicity defined as one-to-many. The idea
of dictionary is to give possibility to model the reference to entity of other kind,
which can be also referenced by other entities of the same kind (or other kind in
other instance of design pattern). This design pattern basically allows minimization
of redundancy in reality description. The fundamental issue of the dictionary pattern
is the ability to provide uniqueness of dictionary identity in regard to described
elements. The dictionary, in almost all cases, has to provide such uniqueness, but
rarely one can identify this pattern without this restriction. However, authors do
not recommend such approach due to possible difficulties in NULL value semantics
determination (Fig. 2).

DICT(I D_DICT ); ELEMENT(I D_ELEMENT , I D_DICT )

π{I D_DICT }(ELEMENT ) ⊆ π{I D_DICT }(DICT) (2)
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Fig. 2 Conceptual diagram representing dictionary design pattern (left) and its implementation
(right) in relational metamodel (2)

Fig. 3 Conceptual diagram representing N-ary relationship design pattern and its implementation
in relational metamodel (3)
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2.3 Design Pattern: N-ary Relationship

N-ary relationship is a specific design pattern. It represents the situation, where n
entities take part in relationship. For example, medical appointment is a relationship
between certain patient, doctor, it takes place in certain consulting room. For many
designers this way of modeling relationships between entities is very natural, espe-
cially for those using modeling paradigms, where relationships are in the center of
interest. While list in general models the multiplicity (e.g. one-to-many, many-to-
many), the n-ary pattern models the arity. This pattern is generic, i.e. depending on
value of n parameter, the participant cardinality in the pattern changes (Fig. 3).

ENTITY1(I D_ENT ITY1); ENTITY2(I D_ENT ITY2)

ENTITY3(I D_ENT ITY3); E3_R(I D_ENT ITY3, I D_REL)

RELATIONSHIP(I D_REL, I D_ENT ITY1, I D_ENT ITY2)

π{I D_ENT I TY1}(RELAT I ONSH I P) ⊆ π{I D_ENT I TY1}(ENT ITY1) (3)

π{I D_ENT I TY2}(RELAT I ONSH I P) ⊆ π{I D_ENT I TY2}(ENT ITY2)

π{I D_ENT I TY3}(E3_R) ⊆ π{I D_ENT I TY3}(ENT ITY3)

π{I D_REL}(E3_R) ⊆ π{I D_REL}(RELAT I ONSH I P)

3 Association-Oriented Database Metamodel (AODB)

AODB is complete and consistent database metamodel. All of its components have
been elaborated exclusively for this metamodel and are dedicated to it, i.e. it does not
use any language, data storage model or other element of known database systems.

Association-oriented metamodel is based on the following primitives:

• intensional (structures): database (Db), association (Assoc), role (Role), collection
(Coll), attribute (Attr),

• extensional (data): association object (AssocObj), object (Obj), role object
(RoleObj).

In the extensional matter the most important categories are the following: associ-
ation (Assoc) and collection (Coll). Association (♦) is primitive realizing conception
of relationships between data and the function of collection (�) is to store data.

Association is the owner of roles. Roles are lists of references to linked elements,
that can be either objects (instances of collection) or association objects(instances
of association). Roles in given association can have any cardinality, which means
unrestricted arity of relationships. Each role is defined with number of properties,
such as: identifier (name) of role uniquewithin association, multiplicity on the side of
association, multiplicity on the side of linked element, lifetime dependency between
linking and linked elements (both directions), furthermore navigability and restriction
on number of reduplication of bound elements.
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Apart from standard roles, in AODB one can specify description role. In certain
sense, one can approximately treat them like specific and redefined kind of role,
which features with having no identifier, can bind only association and collection,
is unidirectional, i.e. objects bound with description do not store information about
it, multiplicity constraint on the side of collection is 0 . . . 1 and there is no mutual
constraint of lifetime of bound elements.

Collection corresponds to the concept of data storage. In the intensional sense,
collection is well defined by set of attributes, which define types of values stored in
objects.

Association does not have ability to store data, and collection does not have
possibility to create relationships, because internal structure of those primitives of
association-oriented metamodel forces completely distinct way of their usage. Both
categories independently are subject to the mechanisms such as inheritance. Associ-
ations can inherit from other associations and similarly trees of generalizations can
be created for collections. Separation of data and relationships is complete, since in
AODB each primitive performs only one, separate function. This means that if there
are collections on database schema, one can conclude from the definition of asso-
ciation metamodel that they perform only one function strictly defined in terms of
grammar. The situation known from relational or object metamodel does not occur,
where relation or respectively class can perform function involving data storage
(tuples of objects) and at the same time build n-ary relationship. AODB is com-
pletely unambiguous in terms of semantics of particular grammatical elements of
metamodel. It is very significant not just whilst modeling, but also while attempting
to analyze existing model or altering complex database schema.

Apart from definition of association metamodel (M), the descriptive part (D) and
behavioral part (B) of AODB have been developed. The descriptive part comprise
Formal Notation (AFN), which is strict, concise, formal and symbolical language of
description of intensional and extensional part of metamodel. Modeling Language
(AML) is graphical language of structures and data in AODB. It is fully consistent
withAFN andmetamodel definition. Both of the description languages namely (AFN
andAML) are designed only for AODBand they are not anymodification or subset of
existing languages. The behavioral part of AODB contains Query Language (AQL)
and Data Language (ADL). Both the languages fully correspond to metamodel and
are completely original solutions for data selection or alteration problem, because
they work directly on hypergraph structures, which represent the basis of AODB data
model.

3.1 Modeling Language—AML

This section addresses the most important aspects of grammar and semantics of
AML—Association-Oriented Modeling Language. It is a graphical language used
to design database schemata in the Association-Oriented Database Metamodel. The
graphical representation has been provided in Fig. 4. In AML, colors do not matter
in syntactic terms, although using them may increase the diagram transparency.
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Fig. 4 Sample database schema diagram in AODB

(1) Association corresponds to a semantic category (Assoc).
(2) Abstract Association means that association cannot create its instances.
(3) Collection corresponds to a semantic category (Coll).
(4) Abstract Collection means that one collection cannot create its instances.
(5) Role corresponds to a semantic category (Coll). The graphical form in AML

depends on navigability, directionality and composability.
(6) Role Ownership, (7) Navigability, (8)Composition, (9)Multiplicity is a part of

the graphical form of a role (Role).
(10) Attribute is a part of the graphical form o a collection (Coll). Attribute (Attr)

has a name, scope of visibility, quantity, type and default value.
(11) Attribute Type is a part of the graphical form of an attribute (Attr).
(12) Collection Generalization is a relationship which may link two collections.
(13) Association Generalization is a relationship which may link two associations.

This relationship is described by an inheritance mode for roles.
(14) Association Description is a relationship whichmay link an association (Assoc)

and a collection (Coll).
(15) Role Description is a relationship which may link a role and a collection.
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(16) Derived Role is a relationship which may be represented in the diagram in a
form similar to a role (Role).

(17) Derived right to fulfill the Role is a relationship which may be represented in
the diagram analogically to the Derived Role case.

(18) Derived Role Description is a relationship which may be represented in the
diagram, having an identical form as in the Role Description.

4 Mapping Database Design Patterns
to Association-Oriented Metamodel

This section describes procedures of mapping design patterns, which have been
identified in relational metamodel [7] into association-oriented metamodel. For the
identified patterns authors have proposed steps, which the database designer needs
to accomplish in order to create database using original structure along with its
semantics. Subsequently, authors present AML diagrams of design patterns.

4.1 Mapping Procedure for List

(1) In association-oriented metamodel the linking element is association, therefore
table List will be mapped to ♦List association.

(2) Element entity represents �Element collection, as long it has any attributes.
If Element does not contain data, it can be replaced with ♦Element.

(3) If the element representing list has any additional information, the describing
collection should be created: �List · · · ♦List, which will aggregate attributes
representing additional information about list.

(4) Lifetime dependency on the side of linking element expressed by referential
actions is mapped to composition, according to dependency direction.

(5) Multiplicity of list has been specified while identification as one-to-many or
many-to-many. The identification defines directly the multiplicity of role imple-
menting relationship between List and Element. If any other additional infor-
mation in linked table have been discovered, one needs to create corresponding
collection �Info and describe role Info with it.

(6) If the attribute being foreign key has been specified as NOT NULL, the multi-
plicities of role are 1 instead 0..1 and 1..∗ instead ∗ (Fig. 5).

Fig. 5 Structure of list
design pattern in association
metamodel
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4.2 Mapping Procedure for Dictionary

1. The Dictionary element always has structure of attribute set aggregate, which
instance is common for many elements. Thus, the table Dictionary implement-
ing the concept of dictionary is mapped to collection �Dictionary.

2. The described Element has always undefined character regarding its function.
When it performs function of relationship, it ismapped to association♦Element.
This cannot be decided automatically and belongs to translation designer, who
knows the semantics of relational model.

3. Relationships within association metamodel are implemented with the use of
associations and roles. Typical mapping of relationship in dictionary pattern will
require the following elements: association representing relationship between
basenode Element and �Dictionary, which will be called ♦Dictionary
Element. This association aggregates two roles, which targets are in both bound
nodes respectively. The classical dictionary has multiplicity one-to-many, where
many is on the�Dictionary side. If the foreign key attribute in relational imple-
mentation was nullable, the dictionary relationship is optional. While mapping it
to AODB, multiplicity of role targeting in basenode Element will be set to 0..1
instead of 1 on the relationship side.

4. Additionally, one can determine navigability of role targeting dictionary element
as uninavigable, in order to disable storage of information about relationships,
in which dictionary element takes part. Assuming, that in practice there will not
be frequent necessity to query database regarding all elements described by the
same dictionary element. This solution is optimal and beneficial from the volatile
or nonvolatile memory usage point of view (Fig. 6).

4.3 Mapping Procedure for N-ary Relationship

1. The elementary step is to create association ♦Relationship, which implements
n-ary relationship. This association corresponds to identified table having function
of relationship. If table contains additional attributes, they should be aggregated
in the describing collection �RelationshipDescription · · ·♦Relationship.

2. The mapping of tables representing the entities participating in relationship is
performed analogously to the patterns described prior. For each table Entityk ,
the table is mapped into collection �Entityk . However, it is important that
association-oriented metamodel allows to link associations with other associ-
ations. If the translation engineer decides that any participant of relationship
♦Relationship is the relationship itself, then they can performmapping to asso-
ciation ♦RelationshipParticipantk .
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Fig. 6 Structure of dictionary design pattern in association-oriented metamodel

Fig. 7 Structure of n-ary
relationship design pattern in
association-oriented
metamodel

3. The participation mapping of each of the elements within n-ary relationship is
analogous to mapping of list pattern. The specification of multiplicities of par-
ticipation in n-ary is based on foreign key attribute or additional table in case
of many-to-many relationship. The multiplicities and constraints are mapped to
multiplicities of role in implementation of this pattern in AODB (Fig. 7).

5 Case Study on Biomedical Database Sample

Following is an example of proposed methodology of mapping usage. It refers
directly to database structure presented in Bioinformatics in Tropical Disease
Research. A Practical and Case-Study Approach (2007) in chapter A02: Under-
standing Database Design [5]. There has been presented database model in Entity-
Relationship metamodel [4], which involves data structures used within DNA analy-
sis (Fig. 8). The database schema was supplemented with additional participant
Project of relationshipHas. The authors of the original model have shown example
of relationships between entities, that clearly show that participant PROJECT exists
in relationshipHas, but on the diagram describing the database schema this element
has been omitted. The authors of quoted publication mentioned, that: Be careful! A
ternary relationship type cannot be substituted by three binary relationship types. It
is true, but it mostly involves E-R �→ RDB mapping.

In this study the authors followed the thesis, that loss of original semantics in the
E-R �→ RDB transition is unavoidable not only in case of n-ary relationships, but also
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Fig. 8 The structure of database model in Entity-Relationship metamodel

in many other cases. Thus, one should not simplify conceptual models, but comple-
ment physical models with additional semantic information in form of description in
natural language. Moreover, the target model proposed in this paper was presented in
AODBmetamodel, which introduces no issues in physical representation of n-ary
relationships.

The E-R diagram has been mapped to relational diagram (Fig. 9). Attributes per-
forming dictionary function have been transformed to dictionary tables. It is partic-
ularly important in the process of instances identification in design patterns used in
the model.

In the model, the following instances of design patterns described in Sect. 2, have
been discovered:

• List of sequences within the sample, realized by SAMPLE and SEQUENCE tables
and relationship between them realized with key attributes mechanism,

• Dictionary of body organs used within sample realized by table BODY_ORGAN
and connected with table SAMPLE,

• Dictionary of genomic regions used within DNA sequence and realized by table
GENOMIC_REGION and connected with table SEQUENCE,

• Dictionary of countries used within patient and sample and realized by table
COUNTRY and connected with tables PATIENT and SAMPLE,

• N-ary association has connecting certain sample with patient in a specific project.
It is realized by table HAS connected with table PROJECT, SAMPLE, PATIENT.

The mapping allowed the creation of design patterns instances implemented in
association-oriented metamodel (Fig. 10). Connecting them into one single structure
resulted in design of complete and functional database model. Relations, which
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Fig. 9 Database structure in relational metamodel

Fig. 10 The database schema in association-oriented metamodel

performed function of relationships (e.g. Has) have been mapped to associations.
Relations performing functions of data containers have been mapped to collections.
Relations performing function of relationships as well as data container have been
mapped to the tandem of association and collection linked to it by description role.
Moreover, during the process of schema translation, all primary keys which did not
represent anything but identifier have been disregarded. The association-oriented
metamodel has internally defined mechanism of identifiers and such attributes are
superfluous. The derived attribute (AmountOfSequences) in table Sample also
has been omitted, since AODB semantic provides this information indirectly.
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6 Summary

In this article authors presented methodology for RDB �→ AODB mapping. It com-
prise consistent and complete set of rules allowing unambiguously translation of
relational databases into association-oriented databases. The association-oriented
metamodel functions on the conceptual level as well as on the physical level with-
out necessity of any mapping. However, due to the fact of popularity of relational
metamodel in database design and large number of functioning relational databases,
the problem of RDB �→ AODB translation of database schemata seems to be very
important. The case study shown covers two issues: E-R �→ RDB mapping and
RDB �→ AODB mapping. As a conclusion, it should be noted that optimal solu-
tion is E-R �→ AODB translation. This is due to the fact, that association-oriented
metamodel realizes all the needs of modeling on the conceptual level as well as on
the physical level. What is the most important is the fact that it does not require any
simplifications, compromises, etc. Association-oriented metamodel is very efficient
tool for database modeling and is perfectly suited to create complex database schema
[6], in which semantics of model is complicated and should not be subject to any
simplifications.
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Similarity Search for the Content of Medical
Records

Dominik Spinczyk and Mariusz Dzieciątko

Abstract The paper presents the possibility of direct comparison of medical text
content by using unstructured representation of document information in frequency
matrix of terms.Dimensionality reduction is performed usingLatent Semantic Index-
ing method. Two common metrics are used: Cosine distance and Jaccard metric.
Cosinemeasure shows a lower sensitivity for finding similar documents. The analysis
was performed using SAS Text Analytics elements on set of 400 cases of description
of abdominal radiological diagnostic images.

Keywords Medical records · Text mining · Similarity search · Cosine distance ·
Jaccard metric

1 Introduction

Continuous development of technologies related to medical images raises challenges
not only in large volume data storage but also in the field of medical diagnostics for
efficient interpretation and for appropriate classification of the data. Following range
of development tools is presented:

• creation of metadata,
• data indexing,
• data search,
• data compression.
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SAS Institute Sp z o.o., Gdańska 27/31, 01-633 Warszawa, Poland

© Springer International Publishing Switzerland 2016
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One of the challenges is the indexing of medical images. Each medical image may
be characterized by their properties, which are the values of some of its attributes:

f eature1 = attribute1(object), ..., f eaturek = attributek(object)

While choosing description we look for representative features characterized by
reduction in the amount of memory consumed by the index, with no decrease in
selectivity below a particular threshold. In the case of indexing images in general,
there is a concept of semantic holes (called the semantic gap), similar images in terms
of one specific objective criterion used by the indexing system are interpreted differ-
ently by human. Additionally, in medical diagnosis there exists important concept of
sensitivity hole (sensory gap), resulting from the imperfections of image acquisition
devices.

The MPEG multimedia databases (called Multimedia Content Description Inter-
face) define a set of visual descriptors: color, texture and shape [7] but they are not
commonly used in daily radiology practice to create indexes in existing repositories
of medical images [2]. Therefore text information can be used as useful descriptive
indicator. The methods, which are used for text image analysis can be divided into
four groups [3, 9]:

• dictionary-based approaches,
• rule-based approaches,
• machine learning approaches,
• manual annotation.

All of the mentioned approaches have some disadvantages. Dictionary-based
learning approaches tend to miss undefined terms that are not mentioned in the dic-
tionary [6], rule-based approaches require rules that identify terms from text, and the
resulting rules are often not effective in all cases [6]. Machine learning approaches
generally require standard annotated training data sets which usually require big
human effort to build [4].

The main motivation of this work is to propose the method which is not perfect
in terms of power of discrimination but is completely automatic (what is the main
advantage comparing to methods mentioned above) and can be used for big text
corpuses to discover the potential group of topics. This method main idea is to
directly compare the contents of text documents.

2 Materials and Methods

2.1 Representation of Information in Text Document Corpus

During this stage we can distinguish two subtasks: pre-treatment of an input corpus
and determination of representationmanner. The essence of the firstsubtask is to form
a coherent collection of data from input corpus (removal of information formatting,
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encoding and converting the standarizationof the collection to a recognizable format).
In terms of text structure documents can be divided into:

• Structured—atomic entries in a relational database, spreadsheet or flat file of the
proper format of records,

• Semi-structured—XML (Extensible Markup Language) documents,
• Unstructured—entries of online forums, messaging, electronic mail, multimedia
messaging.

Selecting the way of formal representation information from the document is
the essence of the second subtask. There are two main types of representation of
information from the document:

• Bag-of-words—storing information on the frequency of particular words in the
processed documents,

• Structured representation—storing not only the frequency of occurrences of par-
ticular words but also the relationships between them.

In this paper we apply only bag-of-words approach because it is easier for imple-
mentation. When applied to big text corpuses it consumes less memory and is useful
for the dimensionality reduction.

2.1.1 Information About the Frequency of Terms

The document is represented as a vector, where its various elements indicate the
number of individual words. The transformation of the body of the input documents
to this form requires the following:

• at the beginning of the process to remove punctuation and create a list of indepen-
dent occurrences of words for each document,

• remove words irrelevant from the point of view of further analysis (the words they
form the so-called stop-list),

• transformation of words to their basic form (called stemming). Depending on the
specific language transforming words into their basic forms can be implemented
using rules or dictionaries.

Words that are left after initial processing of documents are called terms. A collection
of termswith all of the documents is called a dictionary. Frequency list of occurrences
are then combined into a single list forming a frequency matrix:

A =
⎡

⎣
a11 ... a1n
... ai j ...

am1 ... amn

⎤

⎦
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where:

• ai j—element of the frequency matrix,
• m—the number of rows of the frequency matrix corresponds to the number of
terms included in the matrix frequency,

• n—the number of columns in the array of frequency, corresponds to the number
of documents of corpus.

The column number represents the index of the input document and row number
represents term’s index. Value of each matrix element corresponds to the number
of occurences of specific term in the document. The advantage of this approach is
the simplicity of implementation of the calculation and a large range of processing
methods. A significant drawback of frequency matrix is limitation of information
about each term to the number of its occurences. Teams matrix frequency associated
with the model space vector (called vector space model) in which the document is
represented. Generally, this is a multi-dimensional Euclidean space, where each axis
of the matrix corresponds to specific term from frequency matrix.

It is possible to distinguish diffrent representation of frequency matrix:

• full representation—takes into account boths the location of the terms and the
number of occurrences,

• boolean representation—stores only information about the occurrence of a given
term in a given document ignoring the information on its frequency,

• term frequency representation—the frequency of given term are stored,
• logarithmic representation—holds a logarithmic value of frequency, zero matrix
elements remain unchanged,

• weighted logarithmic representation—holds a logarithmic value of frequency, zero
matrix elements remain unchanged, and the weight is in most cases the ratio of
the total number of documents to documents containing that term.

Generally, the frequency term matrix can be modified by weighting function,
which is defined as: âi j = Wi Li j where:

• Wi—term weight,
• Li j—frequency weight.

2.2 Dimensionality Reduction of the Frequency Matrix
of Terms

Before beginning the proper analysis of text documents size reduction is made for
usually very large and sparse frequency matrix of terms. The statistics knowns a
number of solutions to reduce the dimensionality of data:

• Principal Component Analysis,
• Factor Analysis,
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• Partial Least Squares,
• Latent Semantic Indexing.

In the field of text data mining method the Latent Semantic Indexing method is
used. The reduction of the dimensionality is based on a Singular Value Decomposi-
tion method of frequency matrix of terms, which decomposes the input matrix into
independent linear components. The method for calculating singular value can be
found in the references on algebra [1, 5, 8].

2.3 Similarity Measures for Text Documents

As mentioned earlier the transformation of the information contained in a document
to a frequency matrix of terms can be treated as a vector in a vector space features of
the document. Documents transformed into this representation can be compared with
different metrics. While searching documents’ text there exists a problem of correct
query creation related to high dimensionality of features space. In our approach
there is no need to create the query. In this paper two similarity measures are used:
Cosine distance, Jaccard metric which were selected from the set of exisitng multiple
similarity measures. Both measures preserve dimensionality but Cosine distance
measure is different allows to preserve full dimensionality of features’ space when
the representation bag-of-words is selected. Jaccard metric is different than Cosine
distance because it simplifies bag-of-words to binary representation and works on
non-zero only coordinates of binary vectors.

2.3.1 Cosine Distance

One popular measure, which is used, is cosine distance:

dyscos(doc1, doc2) = doc1 · doc2
|doc1| · |doc2| .

When the vectors are normalized, cosine distance is defined as the scalar product
of documents vectors: dyscos(doc1, doc2) = ∑m

i=1 doc
i
1 doc

i
2.

Additionally, the reader can consider whether to use all terms all terms. If this
is the case, the selection criterion is the threshold of weighting function and several
cases can be distinguished:

• all terms from the document,
• terms of high value empty weight of frequency,
• terms of high weight value inverse frequency term in the document,
• terms with value of weighting function under treshold.
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2.3.2 Jaccard Metric

Jaccard measure is a measure of similarity, which uses the binary representation of
documents vectors from the frequencymatrix and uses only the non-zero coefficients.
Jaccard coefficient is calculated, which is defined as the percentage of non-zero
coordinates, different for the two vectors:

dysJacc(doc1, doc2) = |term(doc1) ∩ term(doc2)|
|term(doc1) ∪ term(doc2)| .

where:

• term(doc1)—vector representing a set of terms used in the i-th document.

Then, Jaccard metric is defined as:

metJacc(doc1, doc2) = 1 − dysJacc(doc1, doc2).

2.4 Experiments

Data set consists of 400 radiological reports of abdomen studies. The average length
is of about 200 words. The style of the language includes a conventional radiological
terminology.

Experiment consists of the following steps:

• Text import—merging all documents into one data set
• Text parsing—finding terms in the document content and transformation into fre-
quency matrix

• Text filtering—frequency matrix modification by waiting function, its dimension-
ality reduction using principal component analysis

• Analysis—Cosine and Jaccard measures are used. They are calculated on the
vectors (rows) of reduced frequency matrix.

• Visualization and interpretation—for each vectors pair normalized value ([0, 1])
of each measure is calculated. Connections graph presents the pairs which are
above selected threshold which is 0.95.

The calculations were made using SAS Text Analytics in Enterprise Text Miner
Application.

Above analysis were performed for every speech part and for nouns only. For
nouns only analysis the motivation was the assumption that nouns have more dis-
crimination power in compare with other speech parts. When taking the nouns only
we reduce dimension of features space.
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3 Results and Conclusions

For the above-defined similarity measures documents of abdominal diagnostic
images description were compared. Following results were presented:

• similarity intensity—metric value by definition, greater than 95 percentile of the
body between the documents normalized in the range of <0; 1> (Figs. 1 and 2),

• the number of similar documents—histograms number of groups similarities doc-
uments (Fig. 3),

• connections between the documents—the ratio of similarity expressed neighbour-
hood identifiers of documents (Figs. 4 and 5).

The calculations were made on the reduced frequency matrix of terms according
to the method of semantic analysis of hidden variables.

Figures1 and 2 show that most of the documents have a single the most similar
document what is confirmed by the histograms of groups (Fig. 3). Charts connections
(Figs. 4 and 5) indicate the dominance of two-element groups similarities documents.
Cosine measure shows a lower sensitivity for finding similar documents.

In the next section the similar results were presented for nouns analysis only
(Figs. 6, 7, 8, 9, and 10).

Presented automatic method is useful as an introductory analysis of big text cor-
puses to detect existing topics. For further deeper analysismore sophisticated cluster-
isation and classification methods can be used, which require more customer effort.

Fig. 1 Scatter plot documents’ similarity groups according to the cosine distance
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Fig. 2 Scatter plot documents’ similarity groups according to the Jaccard metric

Fig. 3 Histogram of groups which include different number of connected documents according to
the cosine distance

Therefore there is no reason for quantitative comparison between our and more com-
plex methods because our method is preliminary step for the other. The proposed
method which is not perfect in terms of power of discrimination but is completely
automatic and can be used for big text corpuses to discover the potential group of
topics. For every discovered groups the key terms are known and can help user to
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Fig. 4 Connections between radiological descriptions according to the cosine distance

Fig. 5 Connections between radiological descriptions according to the Jaccard metric

discover the main topics in the text corpus. The number of selected groups depends
on the threshold value of selected similarity measure. The optimization of selecting
threshold in reference to number of groups and thoroughness of grouping will be the
topic of the continuous research.
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Fig. 6 Scatter plot of documents’ similarity groups according to the cosine distance for nouns only

Fig. 7 Scatter plot of documents’ similarity groups according to the Jaccard metric for nouns only

3.1 Conclusions

In the paper elements of SAS Text Analytics are presented to find similarity between
documents of abdominal diagnostic images description.
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Fig. 8 Histograms groups which include different number of connected documents according to
the cosine distance for nouns only

Fig. 9 Connections between radiological descriptions according to the cosine distance for nouns
only

Analysis of plots connections can be used to identify similar documents, which
can be useful for groups of documents with similar topic and plagiarism detection
also.
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Fig. 10 Connections between radiological descriptions according to the Jaccard metric for nouns
only

The user interested in using other measures of similarity can find their defini-
tions in the description of the SAS “rocedure distance”, such as “Gower’s similar-
ity”, “Covariance”, “Correlation”, “Squared correlation”, “dot (inner) product coef-
ficient”, “Overlap similarity” “Simple matching coefficient”, “Hamann coefficient”,
the “Roger and Tanimoto,” and others.
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Application of Preprocessing Methods
to Imbalanced Clinical Data:
An Experimental Study

Szymon Wilk, Jerzy Stefanowski, Szymon Wojciechowski,
Ken J. Farion and Wojtek Michalowski

Abstract In this paper we describe an experimental study where we analyzed data
difficulty factors encountered in imbalanced clinical data sets and examined how
selected data preprocessing methods were able to address these factors. We consid-
ered five data sets describing various pediatric acute conditions. In all these data sets
the minority class was sparse and overlapped with the majority classes, thus difficult
to learn. We studied five different preprocessing methods: random under- and over-
sampling, SMOTE, neighborhood cleaning rule and SPIDER2 that were combined
with the following classifiers: k-nearest neighbors, decision trees and rules, naive
Bayes, neural networks and support vector machines. Application of preprocess-
ing always improved classification performance, and the largest improvement was
observed for random undersampling.Moreover, naive Bayes was the best performing
classifier regardless of a used preprocessing method.

Keywords Clinical data · Class imbalance · Data difficulty factors · Preprocessing
methods · Classification performance

1 Introduction

Clinical data pose a significant challenge for data mining due to such factors as miss-
ing or imprecise values, noisy or inconsistent observations and uneven distribution of
patients from different decision classes [4, 12]. Usually, the number of patients from
a critical class, who require special management, is much smaller than the number
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of patients from remaining classes (later in the text we refer to this critical class as to
minority class, and to the remaining classes as to majority classes)—such situation
is known as class imbalance.

Class imbalance limits the ability of constructed classifiers to make accurate
predictions regardless of the applied learning method [6], and many methods for
dealing with this problem have been already proposed (see [8] for their review).
They can be divided into two general categories: data-level and algorithm-level. The
former methods preprocess data, e.g., by resampling, to change the distribution of
classes, while the latter adjust the learning process, so they can be applied directly
to imbalanced data. Although implementing modifications on the algorithmic level
can potentially lead to more extensive improvement in classification performance,
preprocessing methods are still a dominant approach.

However, class imbalance itself is not the only one or main problem. There are
other factors related to data distribution that combined with class imbalance can
seriously deteriorate classification accuracy, especially for the minority class [17].
These factors, often referred to as data difficulty factors, include rare sub-concepts
[10], overlapping regions of the minority and majority classes [20], or multiple
minority class examples located inside the majority classes [17].

Napierala and Stefanowski proposed in [16] to approximate the above data dif-
ficulty factors using the local characteristic of the minority class examples. They
distinguish between safe, borderline, rare and outlier examples. Safe examples lie
inside the minority class and are surrounded mostly by neighbors from this class;
borderline examples are located close to decision boundaries and thus their neighbor-
hood is a mixture of the majority and minority class examples; rare examples form
small islands (2–3 examples) inside the majority classes; finally outliers are isolated
examples thrown into the majority classes. Borderline, rare and outlier examples are
considered as unsafe, as they aremore difficult to learn. The paper [16] also describes
an automatic approach to label theminority class examples with their types that relies
on examining the distribution of classes in their local neighborhoods.

In this paperwe describe an experimental study aimed at identifying data difficulty
factors in imbalanced clinical data sets, and at evaluating the impact of preprocessing
methods on the performance of classifiers learned from these data sets. Specifically,
this study answers the following research questions:

• What are the data difficulty factors (in terms of the types of minority class exam-
ples) encountered in the analyzed clinical data sets?

• How do the preprocessing methods improve the performance of classifiers, espe-
cially with respect to the minority class?

• What are the best (in terms of the improved performance) combinations of pre-
processsing methods and classifiers?

The data sets used in this study describe pediatric patients managed for acute
conditions in the emergency department (ED) of the Children’s Hospital of Eastern
Ontario (CHEO). Some of these conditions are highly prevalent (e.g., asthma exac-
erbation) and require significant resources for proper management. Others are less
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frequent (e.g., scrotal pain), however, their misdiagnosis may have serious health-
related and legal consequences. For all conditions, quick and accurate recognition
of patients from the critical class is necessary to provide appropriate and timely
management. At the same time, these conditions are associated with serious class
imbalance—addressing this problem together with associated data difficulty factors
should help construct more accurate decision models and tools for regular use in the
emergency setting.

2 Related Work

The most popular resampling methods are random oversampling, which replicates
examples from theminority class, and random undersamplingwhich randomly elim-
inates examples from the majority classes until a required degree of balance between
classes has been reached. However, undersampling may potentially remove some
important examples and oversampling may lead to overfitting [13]. Thus, recent
research focuses on particular examples, taking into account information about their
distribution in the attribute space [8].

Kubat and Matwin claim in [13] that characteristics of mutual positions of exam-
ples is a source of difficulty when learning from imbalanced data. They introduced
a method called one-sided sampling (OSS) which filters the majority classes in a
focused way [13]. It is based on distinguishing different types of learning examples:
safe, borderline and noisy. They proposed to use Tomek links (two nearest examples
having different class labels) to identify and delete the borderline and noisy examples
from the majority classes. The critical analysis of OSS inspired the development of
other informed preprocessing methods.

Neighborhood cleaning rule (NCR) represents another approach to the focused
removal of examples from the majority classes [14]. It deals with the local data
characteristics by applying the edited nearest neighbor rule (ENNR) to the majority
classes [26]. ENNR first looks for a specific number of k-nearest neighbors (k = 3 is
recommended in [14]) of a seed example, and uses their labels to predict the class
label of this seed. In case of a wrong prediction, the neighbors from the majority
classes are removed from the learning set.

The best known informed sampling method is Synthetic Minority Over-sampling
TEchnique (SMOTE) [3]. It is also based on the k-nearest neighborhood, however,
this neighborhood is exploited to selectively oversample the minority class by creat-
ing new synthetic examples [3]. SMOTE treats each minority class example as seed
and finds its k-nearest neighbors from theminority class. Then, according to the user-
defined oversampling ratio or , SMOTE randomly selects or of these k neighbours
and introduces new examples along the lines connecting the seed example with the
selected neighbors. Although SMOTE was successfully applied to many problems,
including medical ones (see experiments in [2, 17]), some of its new generalizations
are better suited to deal with the data difficulty factors being considered [19].
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SPIDER2 is a hybrid method that selectively filters out harmful examples from
the majority class and amplifies difficult minority class examples [22]. In the first
stage it applies ENNR to distinguish between safe and unsafe examples (depending
how k neighbors reclassify the given seed example from the minority class). Outliers
or neighbors from the majority classes that misclassify the seed example are either
removed or relabeled. The remaining unsafeminority class examples are additionally
replicated depending on the number of neighbors from the majority classes.

In all of these methods the k-nearest neighbourhood is calculated with the Het-
erogeneous Value Difference Metric (HVDM) [25]. HVDM aggregates normalized
distances for both numeric and nominal attributes, and for the latter it employs the
Value Difference Metric (VDM) by Stanfill and Waltz [25].

Results of experiments presented in [15, 17] showed that when using decision
trees and rule-based classifiers SPIDER2 and SMOTE were more accurate than ran-
dom oversampling for data sets containing many unsafe types of the minority class
examples. The most recent experimental study [16] demonstrated that undersam-
pling like NCR was particularly useful when borderline examples dominated in the
minority class.

3 Methods

3.1 Data Sets

The data sets considered in this study and their brief characteristics are given in
Table1. They describe pediatric patients with various acute conditions managed in
the ED at CHEO. The AP and AE2 data sets were collected prospectively using
either a mobile system or paper forms, and the other data sets were transcribed
retrospective from charts. Moreover, the AE1 and AE2 data sets describe the same
problem, however, they could not be combined together due to the differences in
definitions of some of the attributes (e.g., their values were collected at different
time points in the patients’ care).

Table 1 Characteristics of the considered data sets

Data set Clinical problem # examples
(minority)

Imbalance ratio # attributes
(numeric)

AP Abdominal pain 457 (48) 0.11 13 (3)

HP Hip pain 412 (46) 0.11 20 (4)

SP Scrotal pain 409 (56) 0.14 14 (3)

AE1 Asthma exacerbations (2004) 362 (59) 0.16 32 (11)

AE2 Asthma exacerbations (2007) 240 (21) 0.09 42 (9)
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All data set are imbalanced—the class imbalance ratio, defined as the ratio of
examples from the minority class to all examples, ranges from 0.09 to 0.16. The
minority class is also the critical class, indicating patients who required special
attention (e.g., specialist consultation, advanced laboratory investigations or intense
and prolonged treatment). Initially, the data sets included three classes, and for the
sake of analysis, the two classes corresponding to less urgent and intensemanagement
were combined into a single majority class.

Some of the data sets were initially fairly incomplete—especially SP and AE1
(both collected retrospectively). Therefore, before the analysis we removed attributes
with more than 50% of missing values (Table1 gives the numbers of attributes after
the removal). There were 15 such attributes in SP and 10 in AE1. On the other hand
the prospective data sets were complete—no attribute was removed from AE2 and a
single attribute was removed from AP, confirming an advantage of prospective data
collection.

In all of data sets, most attributes are nominal and correspond to symptoms and
signs checked by physicians. Numeric attributes represent age and vital signs, such
as temperature, heart rate or oxygen saturation.

3.2 Experimental Design

The experimental design covered two phases, corresponding to the main research
questions formulated for our study. In the first phase we employed the labeling
technique from [16] to establish the distribution of minority class example types in
the considered data sets, and thus to identify the major data difficulty factors. In
the second phase we evaluated the impact of selected preprocessing methods on the
performance of selected classifiers, with special focus on the minority class.

We selected the following preprocessing methods for our experiment (in brackets
we give their symbols used further in the text): no preprocessing (none) as the base-
line, randomundersampling (RU), randomoversampling (RO), SMOTE (SM),NCR,
and SPIDER2 (SP2). Following our experience and suggestions from [24], the RU,
ROandSMmethodswere set to produce a balanced distribution of classes in resulting
data sets. Moreover, SM and SP2 were used with k = 5 nearest neighbors (this value
is suggested for SM by its authors; its suitability was also confirmed by our earlier
experiments with SP2), and the latter was parametrized for extended amplification of
the minority class examples and for relabeling of the majority class examples instead
of removing them (these options worked best in our previous studies—see [17] for
details).

These methods were combined with the following classifiers frequently consid-
ered in clinical problems [1] (all implemented in WEKA1): k-NN with k = 1 and
3 neighbors (1NN and 3NN, respectively, see [16] for justification), PART decision
rules (PART), C4.5 decision trees (C45), naive Bayes (NB), neural networks with

1http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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radial basis functions (RBF), and support vector machines with radial basis function
kernel (SVM). We selected such a kernel in SVM for consistency with our earlier
experiments [16]. For PART and C45 we employed pruning—although unpruned
classifiers are generally suggested for imbalanced data, our preliminary calculations
revealed that unpruned decision rules and trees performed comparable or worse than
pruned ones (this is consistent with [9] where the authors claim that pruning has
the same effect as preprocessing). Moreover, parameters for RBF and SVM were
optimized for each data set by using a simple grid search (systematic exploration of
possible combinations of parameter values [21]) over original (i.e., not preprocessed)
data sets. For the remaining classifiers we used default values of their parameters.

The classification performance was evaluated using the following measures,
appropriate for imbalanced data: sensitivity and specificity for the minority class
and their geometric mean (G-mean) that assesses their balance. We did not use the
AUC (area under the Receiver Operating Characteristic curve) measure, as most of
the classifiers selected in our study gave deterministic predictions. Here we should
also note that by the minority classes we always considered the least prevalent class
in the original data set (that was also critical from the clinical perspective) and we
did not change it after preprocessing, even though several methods heavily modified
the distribution of classes.

The above measures were estimated using a stratified 10-fold cross validation
repeated 10 times to reduce the variance of results. In each pass of the validation
loop, preprocessingmethodswere applied only to the learning set—the testing setwas
not modified. Finally, to gain better insight into how individual preprocessing meth-
ods affected the performance of considered classifiers, we applied non-parametric
Friedman test (with α = 0.05) that globally compared the performance of multiple
combinations of preprocessing methods and classifiers over multiple data sets (see
[16] for more details).

4 Results

Table2 shows the distributions of the minority class example types in the original
data sets. In all these data sets there was a large portion of borderline (24–63%)
and outlier examples (25–52%), which indicates the minority class examples were
“mixed” with the majority class ones. This, combined with small and very small
portions of safe examples (14 and 29% for SP and AP, respectively; 2–7% for HP,
SP and AE1—much lower than the portion of rare examples), implies the considered
data sets were difficult for learning (see the discussion in [16]).

Due to space limitations, we focus on sensitivity when presenting detailed results
from the second phase of the experiment; later we comment on the other measures
(specificity and G-mean). Table3 presents sensitivity for combinations of considered
preprocessing methods and classifiers. In each row of this table the best value is
marked with bold font, and the second best—with italics. Below we summarize our
most important observations:
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Table 2 Distribution of example types (%)

Data set Safe Borderline Rare Outlier

AP 29 38 8 25

HP 7 28 15 50

SP 4 53 11 32

AE1 2 63 10 25

AE2 14 24 10 52

• Performance on the AP data set, which was predicted to be the easiest to learn
due to the largest proportion of safe examples (Table2), was indeed better than
the performance on the other data sets. This is especially visible for the baseline.
Preprocessing diminished this difference, however, it still could be observed. This
confirms the usefulness of the labeling technique from [16] to distinguish between
less and more difficult data sets.

• Application of preprocessing methods always improved performance classifica-
tion performance in comparison to the baseline. The extent of improvement was
dependent on the classifier—large improvement was demonstrated for the 1NN,
3NN, C45 and PART classifiers, moderate improvement for RBF, and only small
improvement for NB. Poor improvement for NB was related to its stellar baseline
performance that narrowed the margin for improvement in comparison with other
classifiers.

• As already stated, NB was the best performing classifier. The only one serious
competitor was RBF. On the one hand, its good performance could be attributed
to optimization of parameters. On the other hand, parameters were optimized on
the original data sets, and RBF also performed well on preprocessed data, which
confirms the robustness of such optimization.

• RU was clearly the best preprocessing method. Only in a few cases was it super-
seded by SP2. Interestingly, these were cases where SP2 was combined with NB,
which may indicate synergy between these two methods. We should also note
that in cases where RU led to the best classification performance, the difference
between RU and the second best preprocessing method was much larger than the
difference between the best method and RU, where RU was second or third.

Table4 reports the results of the Friedman test based on sensitivity. For each
classifier, the null hypothesis (i.e., that all preprocessingmethods performed equally)
was rejected. According to the critical difference between ranks from the Nemeneyi
test (3.4), the differences between best performing methods were not significant;
however, the best methods were significantly better than the worst ones. Table4 also
confirms our earlier observations. RU was the best method for all classifiers, except
NB. Other promising methods were SP2 (which performed best with NB) and RO—
both were awarded with high average ranks for all classifiers. Here we should also
note surprisingly poor performance of SM in comparison to results reported in [16].
This could be explained by the prevalence of symbolic attributes in the considered
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Table 3 Sensitivity for combinations of preprocessing methods and classifiers

Data set Classifier None RU RO SM NCR SP2

AP 1NN 0.4300 0.7500 0.4300 0.5220 0.5635 0.5005

3NN 0.4385 0.7390 0.6495 0.5365 0.5330 0.6230

C45 0.3680 0.7610 0.5140 0.5005 0.5455 0.5710

PART 0.4375 0.7595 0.5170 0.5255 0.5340 0.5325

NB 0.7160 0.7990 0.7875 0.6770 0.7490 0.8135
RBF 0.5130 0.7860 0.7645 0.6535 0.6685 0.7405

SVM 0.5020 0.7935 0.7880 0.6150 0.5770 0.7640

HP 1NN 0.2035 0.6035 0.2035 0.3315 0.3040 0.2035

3NN 0.1205 0.6025 0.4300 0.3630 0.2095 0.4280

C45 0.2690 0.7170 0.4965 0.3865 0.3365 0.4780

PART 0.2875 0.6955 0.5115 0.3585 0.3370 0.4840

NB 0.7535 0.8480 0.8510 0.5645 0.7660 0.8615
RBF 0.5475 0.7920 0.7145 0.4245 0.5865 0.6840

SVM 0.5100 0.7210 0.4985 0.4445 0.5340 0.4970

SP 1NN 0.2743 0.6307 0.2743 0.3950 0.4743 0.2793

3NN 0.2440 0.6590 0.5553 0.5240 0.4617 0.5513

C45 0.3990 0.6203 0.5523 0.3950 0.4550 0.5883

PART 0.3893 0.6637 0.5487 0.3597 0.4683 0.5760

NB 0.4343 0.7797 0.7203 0.4077 0.5187 0.7220

RBF 0.3913 0.6977 0.4920 0.4070 0.4743 0.5220

SVM 0.3293 0.6597 0.3813 0.3350 0.4163 0.3947

AE1 1NN 0.2743 0.5903 0.2743 0.4570 0.3957 0.2760

3NN 0.1623 0.6327 0.5097 0.5277 0.3163 0.4860

C45 0.1847 0.6080 0.3910 0.2913 0.3097 0.3617

PART 0.2553 0.6330 0.3723 0.2823 0.3497 0.3953

NB 0.4897 0.7143 0.6833 0.4680 0.5803 0.7167
RBF 0.4343 0.6940 0.6683 0.4763 0.5203 0.7080
SVM 0.3217 0.6170 0.3147 0.3583 0.4080 0.3720

AE2 1NN 0.1000 0.5867 0.1000 0.3217 0.1317 0.1000

3NN 0.0900 0.7133 0.4200 0.4417 0.1500 0.3750

C45 0.1733 0.6733 0.3933 0.1500 0.2683 0.3300

PART 0.2617 0.6767 0.3767 0.2817 0.3483 0.3400

NB 0.7117 0.7967 0.7267 0.2400 0.7467 0.7533

RBF 0.5317 0.7917 0.7367 0.2500 0.6800 0.7533

SVM 0.4117 0.5950 0.3200 0.3433 0.3533 0.2900

data sets—while SM is able to handle symbolic data, it does it in a very simple way
(i.e., by using most frequent local values in newly created examples), thus limiting
the chances for improvement.

For completeness, we also applied the Friedman test to rank classifiers applied
to original data sets (no preprocessing) and to classifiers combined with RU (the
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Table 4 Ranking of preprocessing methods for specific classifiers (based on sensitivity)

Method Avg. rank

(a) 1NN

RU 6.0

SM 4.6

NCR 4.4

SP2 2.0

RO 2.0

None 2.0

(b) 3NN

RU 6.0

RO 4.6

SM 3.8

SP2 3.6

NCR 2.0

None 1.0

(c) C45

RU 6.0

SP2 4.4

RO 4.4

NCR 3.0

SM 1.8

None 1.4

(d) PART

RU 6.0

SP2 4.2

RO 4.0

NCR 3.4

SM 2.2

None 1.0

(e) NB

SP2 5.6

RU 5.2

RO 4.0

NCR 3.2

None 2.0

SM 1.0

(continued)
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Table 4 (continued)

Method Avg. rank

(f) RBF

RU 6.0

SP2 4.8

RO 4.4

NCR 3.0

SM 1.6

None 1.4

(g) SVM

RU 6.0

NCR 4.2

SP2 3.0

RO 2.8

None 2.6

SM 2.4

Table 5 Ranking of classifiers methods for selected preprocessing methods (based on sensitivity)

Classifier Avg. rank

(a) NONE

NB 7.0

RBF 5.8

SVM 4.6

PART 3.6

C45 3.0

1NN 2.4

3NN 1.6

(b) RU

NB 7.0

RBF 5.8

SVM 4.0

PART 4.0

C45 2.8

3NN 2.8

1NN 1.6

best preprocessing method). The results are given in Table5 and again they confirm
our initial observation—the top ranks were assigned to NB and RBF respectively.
Moreover, the ordering of classifiers according to ranks is quite stable—the only
difference could be observed for 1NN an 3NN that swapped their positions.
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Table 6 Impact of preprocessing methods on the size and class imbalance of the considered data
sets

Data set NCR SP2

# examples
(minority)

Imbalance ratio # examples
(minority)

Imbalance ratio

AP 397 (48) 0.12 601 (201) 0.33

HP 367 (46) 0.13 670 (305) 0.46

SP 344 (56) 0.16 665 (316) 0.48

AE1 294 (59) 0.20 620 (323) 0.52

AE2 207 (21) 0.10 344 (126) 0.37

Observations for G-mean are similar to those for sensitivity. Obtained results
emphasized benefits of preprocessing (as for sensitivity, it always led to improve-
ment in comparison to the baseline) and identified RU and NB as the most promising
preprocessingmethod and classifier, respectively. However, unlike for sensitivity, the
synergy between SP2 and NB was less visible, and NCR became a viable alternative
for SP2 when combined with NB. Observations for specificity are complementary
to those for sensitivity and G-mean. In most cases, application of preprocessing
methods deteriorated the performance; only in a few cases was it preserved, in com-
parison to the baseline. As expected, the largest deterioration was observed for those
methods that led to the best improvement of sensitivity, especially for RU (however,
observed improvement of G-mean for these methods implied the loss on specificity
was compensated by the gain on sensitivity). From this perspective, NCR and SP2
performed better than RU, as their negative impact on specificity was smaller (this
more balanced behavior was consistent with our results reported in [17]).

Finally, we checked how preprocessing methods changed the class imbalance
ratio in the considered data sets. Specifically, we focused on NCR and SP2, as the
other methods were set to produce a balanced class distribution. The results are
given in Table6. SP2 introduced more extensive changes than NCR—specifically
it strengthened the minority class by introducing copies of existing examples and
by relabeling examples from the majority class, which led to either almost balanced
(for AP and AE2) or balanced (for HP, SP and AE1) distribution of classes. This
behavior of SP2 corresponds to suggestions in [24] and confirms the validity of
our parametrization of RU, RO and SMOTE that enforced balanced distributions in
preprocessed sets.

5 Conclusions

In the study described in this paper we analyzed data difficulty factors encountered
in five imbalanced clinical data sets (all describing pediatric acute conditions man-
aged in the ED) and examined how they could be addressed with common data
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preprocessing methods. Specifically, we evaluated how application of these methods
affected the performance of classifiers often recommended for clinical problems [1].

All the considered data sets were characterized by large portions of borderline and
outlier examples in the minority class (which was clinically also the critical class).
This implies the minority class was dispersed and mixed with the majority class,
thus difficult to learn, what was confirmed by the poor performance of classifiers on
original (not processed) data sets.

Experimental evaluation demonstrated that preprocessing always improved clas-
sification performance (in terms of sensitivity and G-mean); the largest gain was
observed for classifiers combined with random undersampling. Moreover, the best
performance on both original and preprocessed data sets was observed for the naive
Bayes classifier. These findings are consistent with our experience with using naive
Bayes alone [7], combining random undersampling with naive Bayes [11, 12], as
well as with other experimental and theoretical studies on random undersampling
[5, 6, 23] and naive Bayes [18].

Herewewould like to briefly comment on the viability of the naiveBayes classifier
in clinical applications. On the one hand, it represents captured knowledge in the
form of a priori probabilities that are definitely less comprehensible than decision
rules or trees. On the other hand, Bayesian reasoning forms the foundations of clinical
decisionmaking (see, for example, [18]), and as such should be familiar to clinicians.

There were several limitations associated with our study. First, the small number
of data sets affected the results of Friedman test and weakened its conclusions.More-
over, the data sets described problems from a single (and specific) clinical domain,
and results may not be directly transferable to other clinical domains (e.g., chronic
diseases in elderly). However, given the consistently good performance of random
undersampling and naive Bayes, we think this combination offers a reasonable start-
ing point to analyze other imbalanced clinical data sets.
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Moroń, Tomasz, 291
Mykhalevych, Ihor, 457

N
Niewczas, Jerzy, 39

O
Ochab, Marcin, 433
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