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Preface

Recent years have seen a huge development in high-resolution astronomical tech-
niques, which are critical to progress in many different areas of astronomy. These
techniques can be divided in direct methods, interferometry, and reconstruction
methods.

In 2001, a very successful book was produced in the LNP Springer Series
about “astrotomography”, a generic term for indirect mapping (or reconstruction)
techniques that can be applied to a huge variety of astrophysical systems, ranging
from planets via single stars and binaries to active galactic nuclei. Given the many
past and coming improvements in instrumentation and telescopes, it was deemed
necessary to revisit the landscape. It is also useful to put this in a broader context
of high angular resolution astronomy, as many other techniques, from lucky and
speckle imaging, to adaptive optics, to interferometry, are now becoming more and
more used and have led to an amazing number of new discoveries. Moreover, it is
indeed often necessary to combine all these techniques together in order to have a
coherent and comprehensive idea of all the processes at work in a given astronomical
environment.

In November 2014, a workshop was therefore held at the ESO headquarters
in Garching, Germany, bringing together people from different communities who
use various techniques to construct images at very high angular resolution. The
workshop included many invited talks, and the scientific organisers thought that
given the quality of the talks, it would be very useful to publish a fully edited book,
where each of the invited speakers would write a chapter on a given technique or its
application. The book you are holding in your hand is the result of this, and it is thus
not only an update of the Astrotomography book but is clearly much wider in scope,
given that it covers more methods and techniques, as well as more scientific fields.
The book thus reviews these methods, the progress in the field, and the new harvest
of results that were collected, as well as aims at preparing the next generation of
astronomers to use these tools and techniques. It is the hope of the editors that this
book will fulfil all these goals.

As is clear from the table of contents, high-resolution techniques cover quite a
range of astronomical topics, from stellar surfaces and binary stars to active galactic
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nuclei. We should note, however, that this book only covers techniques used in the
optical and infrared domain – we have on purpose not addressed high-resolution
radio observations, for which specialised reviews and books are already available.

ESO Vitacura, Chile Henri M.J. Boffin
April 2016
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Chapter 1
Lucky Imaging in Astronomy

Wolfgang Brandner and Felix Hormuth

1.1 Motivations for Employing Lucky Imaging Techniques

While angular resolution is of lesser importance when studying extended objects
with a flat surface brightness distribution, like, e.g., smooth emission line nebulae or
reflection nebulosities, it is of crucial importance for the analysis and understanding
of structured objects, such as close binary stars, sources embedded in crowded fields,
or discerning details in shock-fronts of all kinds.

Even at very good astronomical observing sites, long integrations in the optical
and near-infrared are typically limited to (at best!) an angular resolution � 0:400
(see Fig. 1.1). Finer details at smaller angular scale are only revealed at very rare
moments of exceptionally good astronomical seeing, and only for very brief periods
of time. In long exposures, these moments of exceptional seeing get mixed with
periods of worse seeing, and hence cannot be recovered.

Half of all binaries among solar type stars have separation of less than 30 A.U.
[10], while for early to mid M-dwarfs this value decreases to 10 A.U. [20] and
even smaller values for late-M-dwarfs and brown dwarfs [19]. Thus even for an
exceptionally good seeing of 0.400, half of the solar type binaries more distant than
75 pc, and more than half of the M-dwarf binaries more distant than 25 pc remain
unresolved. Circumstellar discs around young stellar objects have typical sizes of
several 100 A.U., and thus remain largely unresolved in seeing limited observations
of even the most nearby star forming regions. Resolving the cores of Milky Way
open and globular clusters into individual stars in general also requires better than
seeing limited observations. The same is true for detailed studies of the Galactic
Centre region, or resolved studies of even the most nearby extragalactic stellar
populations.
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Fig. 1.1 (left) Seeing limited i-band observations of M15 at 0.400 seeing with additional elongation
due to telescope tracking errors: 5000 single frames with individual exposure times of 60 ms each
were co-added for a total integration time of 300 s. (right) Lucky Imaging 5 % selection of M15
data set at 0.100 resolution

This alone provides a strong scientific incentive to investigate and deploy
modes for high-angular resolution to astronomical observatories. Among the wide
variety of instrumental approaches and tools available, the relative simplicity in
instrument development, deployment, and data analysis is what makes Lucky
Imaging particularly attractive.

1.2 Atmospheric Seeing “101” and Lucky Imaging

Atmospheric turbulence is the driver behind the dynamically changing distribution
of cold and warm air pockets of different density. The resulting localised variations
in the refractive index of air optically distort incoming plane wavefronts originating
at distant objects. This phenomenon is referred to as atmospheric seeing.

The atmospheric properties related to atmospheric seeing are characterised by
two basic parameters:

Fried parameter or atmospheric coherence length: r0 defines the diameter of the
circular area with a time averaged wavefront variance �2 D 1 rad2. This
corresponds to a wavefront error �rms D �obs=6.

Atmospheric coherence time: t0 defines the time interval over which the variance
of the observed wavefront changes by �2 D 1 rad2.
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1.2.1 Angular Resolution and the Fried Parameter r0

The Full Width at Half Maximum (FWHM) of the Point Spread Function (PSF)
defines the angular resolution of a telescope. It is a function of the diameter of the
entrance pupil of the telescope, the observing wavelength �obs, and the atmospheric
seeing at the observing site.

Diffraction limit: the diffraction limited angular resolution of a telescope of
diameter D is FWHMDiffraction D �obs=D.

Seeing: the long exposure PSF has a FWHMSeeing D �obs=r0.

Good observing sites have typical values of r0 D 0:2 to 0.4 m in the I-band.
As an example, let us assume that we are using a telescope with a D D 3:5 m
primary mirror, are observing at a wavelength of �obs D 850 nm, and at atmospheric
conditions characterised by r0 D 0:2 m. While the telescope is capable of a
diffraction limited angular resolution of FWHMDiffraction D 0:0500, the atmospheric
seeing would limit the angular resolution of a long exposure to FWHMSeeing D 0:900,
i.e, FWHMSeeing � FWHMDiffraction.

As the Fried parameter scales with the wavelength as r0 / �
6=5
obs , the atmospheric

seeing is getting better with longer observing wavelength: FWHMSeeing / �
�1=5
obs .

1.2.2 Strehl Ratio

The Strehl ratio (SR) is defined as the observed peak count of a PSF divided by the
peak count of a perfectly diffraction limited PSF normalised to the same total count
rate. Figure 1.2 shows the SR as a function of the wavefront variance �2 (or rms
wavefront error) according to the Maréchal approximation (strictly valid only for
random wavefront errors, see [35]):

SR D exp.��2/ (1.1)

For �2 D 1 rad2, the Strehl ratio is thus equal to 0.37. Fully diffraction limited is
generally defined as SR � 0.8, i.e. �2 � 0:223 rad2. This corresponds to an rms
wavefront error �rms D �obs

p
0:223=.2�/ D �obs=14. Table 1.1 summarises the

typical long-exposure seeing limited SR achievable at large optical telescopes.

1.2.3 Coherence Time �0

Taylor’s hypothesis of frozen turbulence assumes that the time scale for the
evolution of eddies embedded in an atmospheric layer is much longer than the
time it takes the eddy pattern to move over the telescope (sub-)aperture [37]. For
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Fig. 1.2 Strehl ratio as a function of the rms wavelength error

Table 1.1 Typical long exposure SR for r0 D 0:2 m at telescopes without Adaptive Optics in the
I-band

D (m) 2.2 3.5 8.0 38

SR 0.01 0.003 6 � 10�4 3 � 10�5

a coherence length r0 and wind speed v, the coherence time is defined as:

�0 D 0:31 � r0=v (1.2)

Assuming typical values of r0 D 0:2 m and v D 10 m/s, we get �0 D 0:02 s.
Thus short exposure times of the order of 10 ms are required to “freeze” turbulence
in single exposures.

Figure 1.3 shows annual statistics of coherence time measurements for Paranal in
two consecutive years. While in a very good year like 2003, �0 was equal or larger
than 4.8 ms for half of the photometric observing time, in a bad year like 2002, the
mean value was 2.6 ms, and �0 was larger than 4.8 ms only about a quarter of the
time.

1.2.4 Probability of Lucky Imaging

The dynamical nature of atmospheric optical turbulence provokes varying magni-
tudes of wavefront distortions. Thus a certain fraction of short exposure images are
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Fig. 1.3 Annual coherence time statistics for the Paranal observatory contrasting a very good year
(2003, top) with a below average year (2002, bottom). The red curve shows the distribution of the
coherence time (in ms), while the black curve is the cumulated distribution (Data from the ESO
web site)

of significantly better angular resolution than the average �=r0, while others will be
significantly worse than average. The idea behind Lucky Imaging is to pick the best
images in a series with individual exposure times texp / �0.
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The probability P to obtain short exposure images with Strehl ratio � 0.37 on a
telescope of diameter D is:

P � 5:6 expŒ�0:1557.D=r0/
2� ; (1.3)

for D/r0 > 3:5 [12]
As an example, let us consider a telescope with a D D 2:2 m primary mirror,

and the atmospheric Fried parameter r0 D 0:35 m. The probability to obtain short-
exposure images with SR�0.37 is then P D 0:012, i.e. 120 out of 10,000 images.

1.3 Lucky Imaging Precursors

Increasing from faint to bright light levels, the Human eye has a time resolution of
10–50 Hz. Behind a telescope of good optical quality with a magnification of 20–30,
this makes for a powerful ancestor of modern Lucky Imaging techniques. Among
the first recorded examples are Galileo Galilei’s observations of the Sun in June and
July 1613 (Fig. 1.4).

Fig. 1.4 The Sun on 21 June 1613 as recorded by Galileo Galilei
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Fig. 1.5 Image of the visit of
the space shuttle Atlantis to
the space station MIR in 1996
as recovered by video
astronomy based frame
selection (Reproduced with
permission from [8])

The theoretical foundation for Lucky Imaging was detailed by Fried in 1978 in a
paper titled Probability of getting a lucky short-exposure image through turbulence
[12]. The availability of affordable video cameras in the 1980s and 1990s with frame
rates of 30 Hz brought the emergence of Video astronomy [28]. By using frame
selection and combining the sharpest images, high resolution images of celestial
objects and events became feasible. Examples are observations of the visit of space
shuttle Atlantis to space station MIR in 1996 [8] (see Fig. 1.5), and high-resolution
mapping of the surface of Mercury in 1998 [9], obtained by recording videos at
frame rates of 30–60 Hz (using interlaced half-frames), and selecting, registering,
and combining the sharpest (sub-sections of the) images.

Comparatively low quantum efficiency or high read noise restricted all these
precursor techniques to relatively bright objects.

1.4 Technical Implementation

The early 2000s saw the emergence of noise-free array detector technology devel-
oped by Marconi Applied Technologies (now E2V). The devices are known as Low
Light Level CCD (LLLCCD or L3CCD), and Electron Multiplication CCD (EM-
CCD). L3CCDs were introduced in 2001 to the astronomical community in a paper
discussing potential scientific applications [31].
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Fig. 1.6 Schematics of a
frame transfer CCD with
electron multiplication [16]

Figure 1.6 summarises the key features of an EM-CCD. Once an integration
is complete, the entire frame is transferred to a storage section. A subsequent
integration can start immediately, while the frame in storage is read out. The read-
out can either be done using a conventional read-out register, or via an electron
multiplication register. Individual electrons are “multiplied” by impact ionisation
due to high clocking voltages in the electron multiplication register. The EM gain
g for an EM register with s stages is g D .1 C p/s, where p is the probability for
“ionisation” by a single electron in one register. As an example for p D 0:015 and
s D 591, we get an EM gain g D 6629. Figure 1.7 shows the required ionisation
probability as a function of the desired EM gain for another implementation [31].
The high multiplication before read-out overcomes the conventional read-noise,
resulting in an essentially noise-free detector (see Fig. 1.8).

Thanks to the extensive use of Commercial Off-The-Shelf technology (COTS),
Lucky Imaging instruments like AstraLux Sur can be implemented and deployed
on a short time scale. In the case of AstraLux Sur, the instrument was assembled
within 6 months, which passed between approval of the observing project by the
ESO Observing Programme Committee and the first light at the ESO NTT. In the
following we briefly summarise the properties and components of the instrument
(see Fig. 1.9).
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Fig. 1.7 Relation between desired Electron multiplication gain and required ionisation probability
in an EM-CCD (Reproduced with permission from [31])

Fig. 1.8 Effective Readout Noise as a function of EM-CCD gain for an iXon+ DU-897 camera
from Andor Technologies

AstraLux Sur is built around an iXon+ DU-897 camera from Andor Technolo-
gies. The back illuminated CCD with 512 � 512 pixel (16 �m pitch) has a quantum
efficiency of QE > 90 % at 600 nm and >40 % at 900 nm. An air cooled Peltier
lowers the CCD temperature to 190 K. Even lower temperatures are achievable by
replacing the air cooling by water/glycol cooling, thus no liquid nitrogen is required
for the operation. This greatly simplifies instrument design and operations. The
camera has a full CCD frame rate of up to 34 Hz, and frame rates of several 100 Hz
are possible using subarrays. The shortest exposure time is 20 �s. The cameras is
equipped both with a conventional and an EM read-out register. EM-gain, read-out
clock and voltages are adjustable.
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Fig. 1.9 AstraLux Sur: ANDOR iXon+ DU-897 camera (left), instrument attached to the adaptor
rotator of the ESO 3.5 m NTT (right) (Reproduced with permission from [15])

A Barlow lens with 	3� magnification is used to match the pixel scale to the
diffraction limit of the NTT in the z-band. Optical broad- and narrow-band filters
are housed in an Oriel filter wheel. The mechanical support structure and adaptor
plate to the NTT rotator-adaptor are the only components to be custom designed and
manufactured. The instrument control and data handling, processing, and archiving
is implemented in a local Gbit network with three computers. The total hardware
costs for AstraLux Sur amounted to 50 kEuro [15].

1.5 Observing and Data Reduction Strategy

The basic observing strategy is to record a series of typically 10,000–20,000 short
exposures with individual exposure times of the order of the coherence time �0.
The first step in the data analysis is to determine the Strehl ratio or peak flux
count of the brightest speckle for the object of interest in all images. In the case of
observing extended objects like solar system planets, brightness contrast at object or
illumination boundaries can also serve as a proxy to the Strehl ratio. Alternatively
selection could be based on the properties of the power spectrum (see, e.g., [13]).
In a second step the 1, 5, 10 %, etc. highest Strehl ratio images are registered and
combined using the shift-and-add technique. The resulting Lucky Image has a Strehl
ratio in the I-band of typically 	0.1, which is a factor of 	10 higher than the typical
long exposure (see Table 1.1). The data volume created, processed, and archived
within a 10 h night is typically 0.2–0.5 TB.

Figure 1.10 shows the triple system 2MASS J02490-1029 discovered with
AstraLux Norte. The integrated brightness of the components is V 	 14.5 mag. The
observations were obtained in the I-band with individual integration times of 25 ms
[20]. Intermediate and final results of the reduction steps are highlighted.



1 Lucky Imaging in Astronomy 11

Fig. 1.10 Lucky Imaging view and data reduction strategy of the triple system 2MASS J02490-
1029 discovered with AstraLux Norte at the CAHA 2.2-m telescope (Reproduced with permission
from [20])

1.6 Lucky Imaging Compared to Other High-Angular
Resolution Techniques

Astronomers have a large variety of passive and active high-angular resolution
techniques at their disposal (see Table 1.2). While the passive techniques restrict
themselves to simply recording data or monitoring events, the active techniques
monitor wavefront aberrations and phase, and apply real time corrections to the
optical light path. In the following we summarise the advantages and disadvantages
of the various techniques.

Table 1.2 Overview of
high-angular resolution
techniques

Passive Active

Simple shift-and-add Tip-tilt stabilisation

Lucky Imaging Higher order adaptive optics

Speckle interferometry Interferometry with fringe tracking

Lunar occultation . . .

. . .
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1.6.1 Passive Techniques

Shift-and-add requires the detection of several photons within the brightest speckle
during one atmospheric coherence time [3]. As shift-and-add uses all individual
exposures, it requires a brighter reference source than Lucky Imaging, which only
uses the 1–10 % best images, and thus can afford individual exposure times up to
10� longer than the (average) coherence time [39].

Speckle interferometry is based on the Fourier analysis of the “specklegrams” of
individual exposures. The image reconstruction thus requires preservation of some
phase information [23, 34, 41]. Lucky Imaging has no such requirement, resulting
in a fainter limiting magnitude than speckle interferometry.

1.6.2 Active Techniques

Tip-tilt stabilisation is capable of providing diffraction limited resolution only for
telescope diameters D � 3:4 � r0 [32]. In contrast, Lucky Imaging can achieve
diffraction limited resolution for telescope diameters D � 7 � r0 [38].

Higher-order Adaptive Optics, in general, samples telescope sub-pupils. For
a Shack-Hartman wavefront sensor, the sub-aperture diameter equals r0, i.e., is
seven times smaller than for Lucky Imaging. Lucky Imaging has fainter limiting
magnitude. We note that Pyramid wavefront sensors potentially gain up to 1–1.5 in
terms of limiting magnitude, though in the optical this would require an extreme AO
system with high-order corrections (see [38]).

1.6.3 Combining Passive and Active Techniques

In case partially or fully corrected adaptive optics (AO) observations of a target are
feasible, the best results – in particular at short wavelengths – can be achieved by a
combination of AO and Lucky Imaging.

Speckle stabilisation aims to identify the brightest speckle in real time and then
stabilise it using a fast steering mirror. In terms of signal-to-noise ratio it is about
a factor of three more time efficient than Lucky Imaging with 1% image selection
[22].

Adaptive Optics assisted Lucky Imaging includes higher order corrections going
beyond tip-tilt or Speckle stabilisation, and is in particular successful in providing
close-to-diffraction limited observations in the optical wavelength region [4, 26, 29,
30, 40].
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1.6.4 Additional Advantages and Limitations of Lucky Imaging

While Lucky Imaging is capable of providing high angular resolution, its two main
limitations are the achievable contrast and the limiting magnitudes towards the
detection of faint sources (since only a fraction of the photons collected by the
telescope passes the image selection process).

Lucky Imaging has also a number of technical and procedural advantages, which
are relevant when considering project costs and time frames:

• low hardware complexity;
• low hardware cost (e.g., LuckyCam 	 20 k£. AstraLux Sur 	 50 kEuro);
• good limiting magnitude for reference source: Ilimit 	 16 mag, which combined

with the relatively large isoplanatic angle results in a sky coverage of about 25 %
[38];

• fast implementation thanks to COTS components: AstraLux Norte took
12 months from project start to First light at CAHA 2.2-m, while AstraLux
Sur took 6 months from approval by the Observing Programme Committee to
First light at ESO’s NTT.

In summary, Lucky Imaging is capably of achieving a larger isoplanatic patch
size of up to 6000 in the I-band compared to single conjugated adaptive optics.
Multi-conjugated AO can also deliver large corrected field sizes, though
this comes at the cost of additional hardware complexity. Therefore “Lucky
Imaging is (. . . ) appealing for medium-sized astronomical observatories”
[38].

1.7 Examples for Instrumentation and Science

Over the past decade Lucky Imaging cameras have been deployed at a large variety
of small to mid-size telescopes (Fig. 1.11).

Some of the noteworthy Lucky Imaging instruments and the telescopes they have
been operated with are summarised in the following1:

• LuckyCam at NOT, WHT, NTT, Palomar 5-m, . . .
• FastCam at 1.52-m TCS, NOT, WHT
• AstraLux Norte at CAHA 2.2-m
• AstraLux Sur at the ESO NTT
• Hungarian 1 � 1 k Andor camera at 1-m RCC

1This list is most likely incomplete.
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Fig. 1.11 Lucky Imaging cameras: LuckyCam at the 2.5 m NOT (left) and AstraLux Norte at the
CAHA 2.2-m (right)

• Adaptive Optics Lucky Imager at WHT.

LuckyCam was the first camera to use L3CCDs for Lucky Imaging. Starting from
2005, it has been operated at various telescopes, including NOT, WHT, NTT, and
the Palomar 5-m Hale telescope. The initial hardware cost amounted to 	20 k£.

AstraLux Sur has been in operation at the ESO NTT since 2008. By 2015, eight
different science programmes have been pursued distributed over 13 observing runs
with a total of 54 telescope nights (including set-up nights).

Scientific programmes pursued with Lucky Imaging instruments range from
companions to exoplanet host stars [1, 7, 11, 14, 27, 42], multiplicity study of M-
dwarfs [2, 18–21, 25], the calibration of evolutionary and atmospheric models for
very-low mass stars (Bergfors et al., in prep.), to orbital monitoring of binary stars
[6, 17, 36, 43], multiplicity statistics of massive stars [33] or surveys for companions
to white dwarfs.

1.8 Summary and Outlook

Lucky Imaging on its own is a powerful high-angular observing technique for mid-
to large telescopes. Combined with adaptive optics it has the potential to provide
diffraction limited observations in the visual wavelength range from the ground,
matching – and potentially surpassing – the angular resolution of the Hubble Space
Telescope [5, 13].

For more details on the principles of Lucky Imaging, instrumentation, and data
analysis, we refer the reader to the theses by

• Tubbs on Lucky Exposures: Diffraction Limited Astronomical Imaging through
the Atmosphere [38];
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• Law on Lucky Imaging: Diffraction-limited Astronomy from the Ground in the
Visible [24]; and

• Hormuth on High Angular Resolution Astronomy with an Electron Multiplying
CCD [16].
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Chapter 2
Adaptive Optics in High-Contrast Imaging

Julien Milli, Dimitri Mawet, David Mouillet, Markus Kasper,
and Julien H. Girard

2.1 Introduction

2.1.1 Science Case

While most confirmed exoplanets were discovered by indirect techniques such as
radial velocities or transits, adaptive optics (AO) assisted direct imaging is a very
rich and complementary method that can reveal the orbital motion of the planet,
the spectrophotometry of its atmosphere but also the architecture and properties
of its circumstellar environment. It can unveil possible interactions with a disc,
whether a proto-planetary disc in case of on-going planetary accretion, or a debris
disc for more evolved, gas-poor systems. From a statistical point of view, it probes
a region, in the mass versus semi-major axis discovery space, different from
other techniques, as illustrated in Fig. 2.1. Reaching a uniform sampling of such
a parameter space is essential to derive the frequency of planets as a function of
mass and semi-major axis, and therefore constrain the planet formation mechanisms.
For instance, theories of planet formation predict a higher efficiency of giant planet
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Fig. 2.1 Mass (in units of the Earth’s mass) as a function of semi-major axis for solar system
planets (filled black circles) and detected extrasolar planets (other symbols). The colours indicate
the detection technique: light blue for direct imaging, white for radial velocities, yellow for transits
(planets with measured mass), pink for microlensing, green for pulsation timing. The 10 labelled
planets are giant planets detected with AO-assisted direct imaging within 100 au of their host star
and with a mass ratio to their host star below 0.02 (Reprinted by permission from Macmillan
Publishers Ltd: Nature [49], (c) 2014)

formation close to the snow line, where radial velocity and transit techniques are
poorly sensitive. They require additional ingredients such as migrations and orbital
instabilities to explain the current view depicted in Fig. 2.1.

2.1.2 Requirements

Imaging extrasolar planets and discs requires dedicated instruments and strategies
to overcome two main challenges:

1. the tiny angular separation between the star and the planet or disc. The projected
separation is below 0.100 for a planet orbiting at 10 au from a star distant of 100
pc.

2. the contrast between a star and its planet ranges between 10�4 for a young giant
planet to 10�10 for an Earth shining in reflected light. Discs are also very tenuous,
with contrasts1 ranging from 10�4 for the brightest debris discs down to 10�10

for an analog of our zodiacal belt at 10 pc [63].

1For extended structures, the contrast is defined per resolution element.
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Fig. 2.2 Typical contrast obtained on sky in the H-band from the first generation of AO systems
(NaCo, NIRC2, NICI, HiCIAO, green curve), the second generation of extreme AO system
(SPHERE/GPI, red curve), compared to the space-based instrument HST/NICMOS (blue curve).
These detection curves are at 5� for a typical 30 min observations. We overplotted the typical
contrast of confirmed exoplanets as well as two disc contrast expressed per resolution element
(black dotted and dashed curves)

These two requirements are summarised in Fig. 2.2 that shows the separation
and contrast of a few planets detected in direct imaging (dots), and two debris disc
surface brightnesses (black lines). These two requirements are indissociable. From
the ground, adaptive optics is one answer to the first requirement. Other techniques
exist2 such as speckle imaging [26], Lucky Imaging [29], sparse aperture masking
[4], interferometry [30], but AO-assisted imaging is currently the only option to
reach both the diffraction limit of the telescope and provide a contrast below 10�6

at a few resolution elements. The size of a resolution element, e.g., the angular
resolution, is given by the size of the telescope pupil. For of a circular aperture,
the point spread function (hereafter PSF) is an Airy function of full width at half
maximum 	 �=D where D is the diameter of the telescope and � the wavelength.
The first three lines of Table 2.1 summarise the angular resolution of an 8-m
diffraction-limited telescope (in milli-arcseconds, mas) in the main optical and near-
infrared filters. In the optical, this corresponds to the angular diameter of the more
massive nearby stars.

To reach the contrast requirements, AO alone is however not sufficient because
residual starlight still contaminates the region of interest within 100, as illustrated
in Fig. 2.3. These residuals come from both the diffracted light of the telescope

2Some of them being covered in this book.



20 J. Milli et al.

Table 2.1 Trade-off between angular resolution, AO performance and sensitivity for planets in
the different optical and near-infrared filters

Band V R I J H Ks Lp

� (�m) 0.55 0.65 0.82 1.22 1.63 2.2 3.8

Angular resolution (mas) 14 17 21 31 42 57 98

First Typical Strehl ratioa (%) < 5 < 5 < 5 5 19 40 73

gen. Typical contrastb at 0.500 (�10�4) N/A N/A N/A 1.6 1.4 1.0 0.44

AOa Corresponding sensitivityc (MJup) N/A N/A N/A 14/43 12/37 10/32 5/12

xAOd

Typical Strehl ratioa (%) 26 38 55 76 86 92 97

Typical contraste at 0.500 (�10�5) 5 4 3 1.7 1 0.5 0.2

Corresponding sensitivityc (MJup) N/A N/A N/A 6/13 5/12 4/11 2/7
a 40 % Strehl ratio (SR; see Sect. 2.3.1) was assumed in K-band, and the Strehl ratio scales as

SR�2 D SR
.�1=�2/2

�1
b A contrast of 1 � 10�4 was assumed in H-band. The scaling in wavelength follows Eq. 2.2
c The two values refer respectively to a 10 and 100 Myr-old self-luminous planet, orbiting an A0V
star. The luminosity to mass conversion used the AMES-COND evolutionary tracks [5]
d 92 % Strehl ratio was assumed in K-band
e 1 � 10�5 was assumed in H-band

Fig. 2.3 Typical high-Strehl
ratio (�90 %) raw PSF, as
seen from the real-time
display during the standard
operations of the xAO
instrument VLT/SPHERE on
a very bright star in the
H2-band. The Airy rings are
clearly visible, along with the
diffraction spikes of the
spiders of the telescope and
many bright speckles, usually
pinned to the diffraction
pattern

entrance pupil, and the residual wavefront error due to uncorrected atmospheric
perturbations and imperfect optics within the telescope and instrument. At four
resolution elements, the Airy pattern still reaches an intensity of 3 � 10�4 the peak
value. Therefore, detecting a signal at this level of contrast without any other high-
contrast technique is highly ineffective because significant time must be spent to get
enough signal. One must rely on additional diffraction light suppression technique,



2 Adaptive Optics in High-Contrast Imaging 21

such as coronagraphy. The second source of residual starlight is more difficult to
address. Wavefront errors create speckles in the image plane and mimic point-
sources, degrading the contrast [52]. Unlike the diffraction pattern, speckles vary
temporally on different timescales: from a fraction of milliseconds for non-corrected
atmospheric speckles to hours or days for quasi-static speckles slowly variable with
temperature, mechanical flexions or the rotation of optical parts. Moreover, they
can interfere with the diffraction pattern of the pupil and be reinforced to create
pinned speckles [1]. Adequate observing strategies and post-processing techniques
based on differential imaging can remove the remaining starlight residual to the
necessary level. Although coronagraphy and differential imaging are not the focus
of this review, they put stringent constraints on the AO system that will be discussed
here.

2.1.3 From Pioneering Adaptive Optics Experiments
to Extreme Adaptive Optics System

AO developments have seen a tremendous progress over the past 30 years, from
the first experiments to the most advanced systems now in operations and known
as extreme AO systems. The concept of compensating astronomical seeing was
first proposed by Babcock in 1953 [3]. Military research further developed the
concept, and the first prototype for astronomical observations, called COME-ON
was installed in 1989 at the ESO La Silla Observatory [60]. ADONIS, an upgraded
version of COME-ON and COME-ON+ became the first user-facility instrument
equipped with an AO system [7]. Ten years later, VLT/Naos and Keck-AO were
the workhorses of the first generation of adaptive optics systems, integrating the
lessons learnt from the first pioneering experiments. Combined to the science
camera Conica and NIRC2, respectively, these instruments led to many science
breakthroughs, such as the first discovery of an exoplanet with the VLT in 2004
[9], at a projected separation of 0.800, or the discovery of a system of four giant
planets orbiting the star HR 8799 in 2008 [37]. In parallel, the design choices
of a second generation of AO systems were made, and these extreme AO (xAO)
instruments saw their first light in the past few years. The high contrast requirements
set new constraints on the AO systems, in order to control the wavefront to an
exquisite level, to feed high-rejection coronagraph and to allow differential imaging
and maintain the temporal evolution of aberrations as slow as possible. These new
systems benefited from the lessons learnt from the first generations of instruments
and will in turn provide valuable feedback for the on-going design of AO systems
for extremely large telescopes. The first xAO systems on sky were the PALM-
3000/P1640 [13, 47], followed by MagAO [12]. Now three systems had their first
light in the last two years: GPI at Gemini South [31], SCExAO at Subaru [18]
and SPHERE at the VLT [6]. Table 2.2 summarises the main instruments and
AO systems contributing or having contributed to the field. The design of those
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Table 2.2 Main instruments benefiting from AO and high-contrast imaging capabilities. This non
exhaustive list groups the instruments by generation

Instrument Telescope Wavelength (�m) Operationsa

ADONIS La Silla 3.6 1–5 1996–2001

PUEO CFHT 0.7–2.5 1996–2013

NaCo VLT 1–5 2002

Lyot Project AEOS 0.8–2.5 2003–2007

ALTAIR-NIRI Gemini N. 1.1–2.5 2003

NIRC2 Keck 1–5 2004

NICI Gemini S. 1.1–2.5 2007

HiCIAO Subaru 1.1–2.5 2009

PALM-3000/P1640 Palomar 20000 1.1–1.65 2009

FLAO/LMIRCam LBT 3–5 2012

GPI Gemini S. 1.0–2.3 2013

MagAO/VisAO Clay 0.5–5 2014

SPHERE VLT 0.5–2.3 2014

SCExAO Subaru 0.5–2.2 2015
a Instruments without end date are still in operation in 2015

instruments are a trade-off between angular resolution, AO performance and planet
sensitivity, as illustrated by the last rows of Table 2.1, that compare the typical AO
performance, contrast and sensitivity for both first generation AO systems and xAO
systems in different filters.

2.2 Fundamentals of High-Contrast Adaptive Optics Systems

2.2.1 Characteristics of Images Distorted by the Atmospheric
Turbulence

The limit of angular resolution set by the atmospheric turbulence in the absence
of AO correction is �=r0 where r0 is the Fried parameter, scaling as �6=5. To
evaluate the level of performance of an AO system, the correlation time, also
known as the Greenwood time delay, is the most relevant parameter. It is defined
as �0 D 0:314 r0=v where v is the mean wind speed weighted by the turbulence
profile along the line of sight [55]. This parameter sets the speed at which an AO
system has to react to correct for the atmospheric turbulence. It is also proportional
to �6=5, therefore correcting in the near-infrared is easier than in the visible where
the turbulence evolves faster.
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Fig. 2.4 Architecture of a
standard AO system (plain
lines and rectangles). The
dashed lines represent the
additional features
implemented in xAO systems
(described in Sect. 2.3.3).
Coro indicates a coronagraph

2.2.1.1 Architecture of an AO System

We review here briefly the architecture and key parameters of an AO system before
presenting the specific constraints set by high-contrast observations. We refer the
reader to the review by Roddier [57] for further details on general AO systems.

The architecture of the first generations of AO systems is composed of three key
elements represented in Fig. 2.4:

• a wavefront sensor (WFS), whose role is to measure the optical disturbance in
quasi real time; the measurements are sent to

• a real-time controller (RTC) that reconstructs the wavefront and sends the
command to

• a deformable mirror (DM) that corrects for the distorted wavefront.

2.2.2 Wavefront Sensing

The wavefront sensor is the element measuring in real time the distorsion of the
wavefront. Spatial resolution, speed and sensitivity are the three parameters driving
the design. An overall review of WFS is given in [59]. In the visible and near-
infrared, there exists no sensor to measure directly the phase, therefore it must be
encoded in intensity variations, and different techniques have been developed. The
main challenge consists in getting enough spatial resolution to drive as many modes
as the deformable mirror can correct, as fast as the turbulence evolves and without
amplifying and propagating the measurement noise. The fundamental limit is set by
photon noise.

The two most common implementations measure the slope of the wavefront. For
the Shack-Hartmann WFS (SHWFS), a lenslet array placed in a conjugated pupil
plane samples the incoming wavefront (Fig. 2.5 left). Each lenslet creates an image
of the source, called a spot, at its focus. In presence of a non-planar incident wave,
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Fig. 2.5 Comparison between the Shack-Hartmann (left) and pyramid (right) WFS, illustrating
the highest sensitivity of low order aberrations of the pyramid WFS when a tilt by �=D is
introduced in the wavefront (Figure reproduced with permission from [54])

the lenslet receives a tilted wavefront and the spot is shifted. Therefore, measuring
the spot displacement enables to derive the local slope of the wavefront in each
lenslet. This requires many pixels to locate accurately the center position of each
spot, these are subsequently operating in a low flux regime which requires high
sensitivity- and low noise detectors.3 Because this is a relative measurement, it
requires also an accurate and regular calibration with a flat wavefront, to avoid any
drift. It is a well-proven and mature technology, implemented both by Gemini/GPI
and VLT/SPHERE. The pyramid wavefront sensor (PWFS) is a more recent
development proposed in 1995 [53]. A pyramidal prism is inserted in a focal plane.
Each face of the prism deflects the light in a different direction and a lens relay
conjugates the four apparent exit pupils onto four pupil images on the detector
(Fig. 2.5 right). The prism can be fixed or oscillating. The measured flux in each
quadrant can be related to the slope of the wavefront. The PWFS is more sensitive
to low-order modes than the SHWFS [54]. This drawback of the SHWFS is of
critical importance because many high-rejection coronagraphs require an excellent
correction of low-order aberrations to provide a high contrast. The PWFS is also less
prone to aliasing effects than the SHWFS, although this can be mitigated by the use
of an adjustable spatial filter, as in Gemini/GPI and VLT/SPHERE. The curvature
WFS (CWFS) uses two out of focus measurements to derive the curvature (second
derivative) of the wavefront [56]. It can be implemented by an oscillating membrane.
The error propagation is worse than for the SHWFS for equivalent photon noise
properties, which is why it is not commonly used on high-order AO systems.

The Zernike phase contrast WFS implements an idea developed by Zernike to
convert the phase variation in the entrance pupil in an intensity variation in a re-
imaged pupil by inducing a phase shift of �=2 over a diffraction-limited spot in
the focal plane [8]. It is very attractive because it directly converts the phase into
intensity instead of measuring the first or secondary derivative of the phase as in the
techniques described above, reducing therefore the computation cost and the error

3Hence the use of Electron Multiplying Charge Coupled Device (EM-CCD), for instance in
VLT/SPHERE.
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propagation. Moreover, the SHWFS is insensitive to certain phase aberration pattern
(waffle mode, differential piston), whereas the ZWFS is free from these artefacts.

2.2.3 Deformable Mirror Technologies

The correction of the wavefront is generally achieved in two or more stages.
The tip/tilt mirror corrects for overall shifts of the PSF due either to atmospheric
variations, wind or vibrations in the instrument. The correction of higher-order
modes of the turbulence is done with a deformable mirror (DM), having up to
several thousands actuators. The design of a DM is a trade-off between fast response,
density of the actuators, and amplitude and accuracy of their stroke. They are several
technologies available, reviewed in [32]. Some systems even combine different
technologies in multi-stage DMs.

Stacked array DMs are made of discrete actuators in ferroelectric material (either
piezoelectric or electrostrictive). Lead-zirconate titanate (PZT) and lead magnesium
niobate (PMN) are the most common form. When an electric field is applied, it
elongates in the direction of the field (longitudinal effect). Although they require
high voltages, they provide a large stroke, a high stiffness, reliability and accuracy.
This technology was implemented in SPHERE. To increase further the density of
actuators or reduce the DM size, MEMS (Micro-Electro Mechanical Systems) are
an appealing alternative that use a thin mirror membrane attached to an intermediate
flexible support actuated by electrostatic or electromagnetic fields. The use of
surface micro-machining technologies to etch the electrodes enables to make very
compact, high-density and cost-effective DMs. This solution was preferred for
Gemini/GPI.

Bimorph DMs exploit the transverse effect of a piezoelectric material. Only two
wafers of piezoelectric materials separated by an electrode are needed, which makes
manufacturing easier than stacked arrays. They also need high voltages but provide
large stroke at a reasonable price. At the VLT, the instruments SINFONI, CRIRES
and the Unit Telescopes in interferometric mode all implement this technology. To
provide the large strokes required to drive adaptive secondary mirrors (ASM), voice
coil is the preferred solution. The actuators are made of a dense array of voice calls
that create a magnetic field to drive the magnets attached to the mirror thin shell. It
provides a fast response but dissipates much heat. It currently equips the LBT and
MagAO.

2.3 The Transition to Extreme AO Systems

Extreme AO systems is an evolution of the concept of single-conjugated AO systems
to reach the requirements described in Sect. 2.1.2 for the detection of exoplanets:
high contrast at short separations below 100. This translates into a requirement for
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Table 2.3 Extreme AO characteristics [13, 24]

Instruments DM technology WFS Frame rate (kHz)

PALM-3000/P1640 Electrostrictive, 241 C 3388 act. SHWFS 2

FLAO/LMIRCam Voice coil 672 act. PWFS 0.9

MagAO Voice coil 585 act. PWFS 1

GPI Piezoelectric 100 act. C MEMS 1500 act. SHWFS 1.2

SPHERE Piezoelectric 1377 act. SHWFS 1.2

SCExAO Bimorph 188 act. C MEMS 1000 act. PWFS 1.5 to 3.6

very low wavefront errors, described in Sect. 2.3.1. Two approaches are explored
in parallel. On the one hand, a lot of effort is devoted to measure and control
the wavefront to an exquisite level. To do so, xAO systems use advanced sensing
schemes combined with fast, high-density DMs to correct for more than a thousand
modes (Sects. 2.3.2 and 2.3.3), filtered by the real-time calculator to match the
WFS sensitivity and DM response. Table 2.3 summarises the main DM and WFS
technologies implemented in current xAO systems. On the other hand, a calibration
of the static and slowly variable aberrations (Sect. 2.3.4) is implemented through
specific observing strategies and data reduction algorithms.

2.3.1 Wavefront Error Requirement for High Contrast

The performance of an AO system is quantified using the Strehl ratio, SR, which is
the ratio of the peak on-axis intensity of an aberrated wave, to that of a reference
unaberrated wave. It can be approximated by the Marechal expression [33, 35]:

SR D e��2
	 (2.1)

where �2
	 is the variance of the phase aberration across the pupil and can be

decomposed as �	 D 2�ı
�

with ı the root-mean-square (rms) wavefront error in nm.
As an example, for a wavefront error of 1 rad rms, which corresponds to ı D 100 nm
at � D 630 nm, the Strehl ratio is 37 %, meaning that 37 % of the PSF energy is in
the core of the PSF. The fraction of the PSF energy which is not controlled is critical
in high-contrast imaging. Extreme AO systems are systems able to achieve Strehl
ratios above 90 %, while standard first generation AO systems typically reach 40–
60 % at 1.6 �m, corresponding to 	50 nm rms in the first case and 200 nm rms in the
second case. Not only is the total variance of the phase �2

	 critical but the structure
of the wavefront error is also important. Wavefront errors at low spatial frequencies
need to be controlled at the best level because they correspond to short-separation
aberrations in the focal plane.

As an illustration, let us consider a single mode of the aberrated wavefront in the
form of a pure sinusoidal wave wavefront error of amplitude h (expressed in m) and
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spatial frequency f . It can be shown that if the amplitude of the aberration is small
with respect to the wavelength, e.g. h 
 �, such a mode creates two symmetric
replicas of the central PSF at an angular distance f � from the central PSF and with
a brightness ratio of

�
�h
�

�2
[17]. As an application, with h D �

3140
, the contrast

between the PSF replicas and the central PSF is already 10�6.
In practice, the spatial structure of the wavefront error, that is, its power density

function, is unknown and �2
	 corresponds to an average over many incoherent

modes of the aberrated wavefront. Relating the level of aberration �2
	 to the

science requirements of exoplanet detection, e.g. the contrast, is not straightforward.
Serabyn et al. [64] provide a rough estimate of the level of contrast reached in the
well-corrected area of a high-order deformable mirror:

C D 1 � SR

Nact
(2.2)

where Nact is the number of actuators of the deformable mirror. Combining Eq. 2.2
with Eq. 2.1 yields the following expression for the raw contrast as a function of the
rms wavefront error:

C D 1 � e�. 2�ı
� /

2

Nact
(2.3)

It is represented in Fig. 2.6 for typical wavelengths in the visible and near-infrared.
Because the rms of the phase error �	 scales with �=D, the control of the wavefront
error is less critical for AO systems working in the near-infrared than in the visible.

In AO-assisted imagers with fast WFS, the major contributor to the error in the
wavefront correction is the fitting error. It is due to the finite number of actuators of

the DM, and scales with N�5=6
act

�
D
r0

�5=3

. The cutoff frequency which corresponds to

the largest spatial frequency that can be corrected by the DM, is given by fc D N�
2D

where N is the number of actuators on a diameter. In high contrast imaging, the goal
is to reach the deepest in-band contrast, within the well-corrected area of the DM,
i.e. for f < fc. As detailed in [24] and [17], the breakdown of the error within this
well-corrected region is strongly dependent on the design choices of the AO system,
especially the WFS concerning the associated photon noise. We provide in Fig. 2.7
the typical error budget expressed in contrast as a function of separation for a 30-m
telescope. Servolag is the significant contributor between 0.0500 and 0.300. It is due
to the finite temporal bandwidth of the AO, limited by the frequency of the WFS. It

scales with
�

�
�0

�5=3

where � is the time lag in the AO loop and �0 the atmospheric

correlation time. Last, at very short separations below a few resolution elements,
the chromaticity of the optical path length difference and the amplitude aberrations
induced by scintillation start to dominate the error budget.
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Fig. 2.6 Conversion between wavefront error and contrast at different wavelengths in the visible
and near-infrared. The typical wavefront error of an xAO system is less than 100 nm

Fig. 2.7 Typical error budget as a function of angular separation for an xAO system running at
3 kHz on a bright (I D 6) star, at 1.6�m, with a fixed pyramid WFS (Figure reproduced with
permission from [24])

2.3.2 Coronagraphy and Diffraction Control

The role of a coronagraph is to block the starlight and let as much off-axis signal
(planet or circumstellar material emission) as possible through the system. It can
only remove the coherent, static part of the diffraction pattern but cannot remove
speckles due to wavefront errors. This is still greatly valuable because it reduces
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Fig. 2.8 Typical high Strehl ratio raw PSF in the presence of turbulence in the VLT pupil (circular
aperture obscured by the secondary mirror held by the spiders): without coronagraph (left), with a
Lyot stop (middle left), with a Lyot stop and apodiser (middle right), with apodiser, Lyot stop and
pupil stop masking the telescope spiders (right) (These images were obtained with SPHERE [6];
the well-controlled radius measures 0.800)

the photon noise of the diffraction pattern and the coherent amplification between
the speckles and the diffraction pattern described in [1] and visible in Fig. 2.3. In
practice, detectors have a limited dynamical range, therefore the use of coronagraphs
avoids saturation and detrimental bleeding. It also limits scattering and parasitic
reflections in the optical train, downstream of the coronagraph.

Most coronagraph designs are a trade-off between coronagraphic rejection,
throughput, inner working angle (IWA) and angular resolution. The state-of-the-art
designs are reviewed in [19] and more recently in [38]. They can be sorted between
amplitude masks and phase masks, whether they act on the amplitude or the phase
of the wavefront, or between focal and pupil masks, wether they are located in a
pupil or in a focal plane.

In VLT/SPHERE, Gemini/GPI and Subaru/HiCIAO, apodised Lyot corona-
graphs are mostly used. They represent an evolution of the Lyot coronagraph to
include an apodised entrance pupil to further improve the achievable contrast [65] by
removing the diffraction pattern. Figure 2.8 illustrates the level of light suppression
and diffraction control that can be done by combining an apodiser, a Lyot stop and a
pupil stop. They are typically limited to an IWA of 3�4�=D in their current design.

To provide a smaller IWA than conventional Lyot coronagraphs, Guyon et al. [20]
proposed the concept of a focal plane phase mask. The four-quadrant phase mask
[58] and vortex coronagraph known as the AGPM [39] are evolutions of this concept
and are used today on VLT/NaCo. The latter has been successfully commissioned on
Keck/NIRC2, on VLT/VISIR in the N-band and is foreseen to equip VLT/SPHERE.
They enable a smaller IWA, but chromaticity is hard to achieve. Pupil apodisation
is another technique developed in order to smooth the pupil edges that create the
Airy rings, implemented through a continuous amplitude mask or a binary mask
known as a shaped pupil [23]. Loss-less pupil apodisation can be achieved through
phase remapping. Successful implementations of this concept include the apodising
phase plate (APP) on VLT/NaCo [25] or the phase induced amplitude apodisation
coronagraph (PIAA) on Subaru/SCExAO [16].
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2.3.3 Low-Order Wavefront Sensing and Non-common Path
Aberrations

Most coronagraphs require the best possible correction of low-order aberrations,
most importantly tip/tilt, focus, astigmatism and coma, in order to suppress light
efficiently at their IWA. Uncorrected low-order wavefront error create light leaks
around the coronagraph mask that mimic point-sources and degrade the contrast.
This requirement is challenging in standard AO systems because there are non-
common path aberrations (NCPA) between the WFS arm and the science arm and
the WFS might not be sensitive enough to these low-order aberrations, as it is the
case for the SHWFS. A number of practical solutions exist for current xAO systems
and are reviewed in [38]. In short, the simple architecture of Fig. 2.4 (plain lines)
is modified to include two additional feedbacks from the coronagraphic plane and
image plane in order to sense the wavefront errors close to the coronagraph and
at the same wavelength as the science camera. The first feedback loop requires
a dedicated calibration system. In VLT/SPHERE, this is implemented through a
beamsplitter close to the coronagraphic focus, sending a small fraction of the light
to the differential tip/tilt sensor [51]. A distinct choice was made by Gemini/GPI
and Subaru/SCExAO where a modified Mach-Zehnder interferometer combines the
light reflected off the coronagraph spot with a reference wavefront. The second
feedback uses directly the image recorded from the science camera to reconstruct
the NCPA using a phase diversity algorithm [48, 61].

2.3.4 Observation Strategies for Improved Stability
and Speckle Removal

2.3.4.1 Stability Considerations

Soon after the first generation of AO systems came online, it was realised that quasi-
static residual speckles were the largest source of noise at short separations that
prevent detection of faint companions [52]. Unlike atmospheric residuals that would
average over time, these speckles are long-lived [22]. They come from mechanical
flexures, imperfect optics, non-common path errors between the WFS arm and the
science arm that are slowly varying with the tracking of the telescope and rotation
of the optics. Because most of these slowly varying wavefront errors are fixed in a
pupil frame rather than in a sky frame, high-contrast imaging is performed in pupil-
stabilised mode. This way, the PSF is kept as stable as possible during the science
observations and can be calibrated in the post-processing stage. On the Cassegrain
focus of an alt/az telescope (e.g., Gemini/GPI), this means turning off the rotator,
whereas on the Nasmyth platform (e.g., VLT/SPHERE), this means introducing a
derotator as early as possible in the optical train. Around meridian passage, the
apparent motion of a star on sky is the slowest, the altitude motion of the telescope
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Fig. 2.9 Decorrelation speed (in units of 10�9/s; part per billion per second – ppb/s) as a function
of the hour angle. These data were obtained with NaCo in the Lp-band and averaged over one
hour (horizontal error bar) to derive meaningful conclusions (Milli et al. in prep). Decorrelations
is much slower around meridian than at larger hour angles

goes to zero. This stable configuration can be traced down to the science camera,
as shown in Fig. 2.9, showing that deep coronagraphic images decorrelate slower
around meridian passage.

It is interesting to note that the two xAO instruments VLT/SPHERE and
Gemini/GPI have adopted different solutions to minimise the impact of slowly
variable aberrations. GPI is a light and compact instrument attached to the moving
Cassegrain focus, and implements a calibration unit (see Sect. 2.3.3) to probe in real
time the evolution of the quasi-static speckle and control them. On the other hand,
SPHERE is a heavy instrument that rests on the Nasmyth platform via an actively-
controlled support to damp vibrations to stay as stable as possible.

2.3.4.2 Observing Strategies

Once all possible efforts have been made to keep the wavefront error as low as
possible and the PSF as stable as possible, the post-processing stage aims at further
enhancing the detection of astrophysical signal and removing instrumental speckles.
This step relies on the introduction of diversity between the astrophysical signal and
the speckles.

In pupil-stabilised observation – now the baseline for most high-contrast obser-
vations4 – the relative motion of an on-sky signal with respect to the pupil is used
to disentangle between a fixed speckle and a rotating companion, a strategy called
Angular Differential Imaging (ADI; [36]). Advanced data reduction algorithms have
been developed to further improve the efficiency of ADI [2, 14, 28, 44, 67]. However,

4Except for polarimetry where high polarimetric accuracy may drive the need for a different
stabilisation scheme.
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Fig. 2.10 Correlation over time for a set of deep H-band observations with VLT/NaCo. The
correlation shows a sharp decrease within the first seconds and decreases linearly in the following
hour

it is intrinsically limited by two considerations:

(1) the decorrelation of the PSF over time [22], illustrated in Fig. 2.10, linear on a
timescale of several tens of minutes but very steep within the first seconds

(2) the very slow rotation of the field at very short separations where planet are
expected, which implies a lot of self-subtraction of the astrophysical signal,
especially for the case of extended sources such as discs [41].

Reference star differential imaging (RDI; see Fig. 2.11) is a solution to circum-
vent these intrinsic difficulties. It implies observing a reference star as close as
possible in time and space, ideally with the same parallactic angle variation to keep
the motion of the optics as close as possible to the science observations. In practice,
fast switching between science targets and calibrators suffers from the overheads
of the WFS acquisition, but solutions exist to close the loop after switching target
without reacquiring on the WFS, as implemented on VLT/NaCo (“star hopping”
[15, 27]). On the other hand, it is also possible to rely on a large library of PSF
acquired as part of a survey of many stars along several nights or weeks to build
an optimal PSF for the star subtraction. Such a strategy was proposed on the
Hubble Space Telescope [11, 66] and observing programs are currently on-going
to validate this strategy on ground-based instruments in the new high-Strehl ratio
regime opened by xAO instruments.

Simultaneous differential imaging represents another solution, whether spectral
(SDI) or polarimetic (PDI). For that, the target needs to have a spectral feature
(usually a methane feature for gas giants) or must show linear polarisation (discs
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Fig. 2.11 Illustration of the power of RDI with the near-infrared subsystem IRDIS of the
VLT/SPHERE instrument in the J-band. A sub-stellar companion with a contrast of 8.5 magnitudes
is detected at 0.24500 with a higher signal-to-noise ratio in RDI (left image) than ADI (right image).
The same conclusion can be drawn for the fake companion injected at 0.100. The RDI does not
suffer from the self-subtraction issue that create negative side lobes around the companion in ADI.
The ADI image was scaled to account for the self-subtraction which decreases radially. The field
rotation of 7ı corresponds to only 0:4 �=D at 0.100

Table 2.4 Overview of the most common differential imaging techniques

Diversity

Name parameter Strengths Drawbacks

ADI pupil/field rel-
ative rotation

easy implementation PSF decorrelation over time, self-subtraction

RDI science/ref.
star

no self-subraction rapid switching required or large library,
subject to change in the PSF shape/AO cor-
rection, overheads due to the calibrator

SDI wavelength simultaneous difference relies on spectral features, chromaticity

PDI linear polarisa-
tion

simultaneous difference,
achromatic

relies on linear polarisation feature, calibra-
tion of instrumental polarisation.

or planets in scattered light). SDI relies on the fact that speckles scale with
the wavelength unlike on-sky signal, whereas PDI relies on the fact that the
thermal emission from the central star is unpolarised unlike scattered light from
circumstellar material. Table 2.4 summarises the benefits and drawbacks of each
differential imaging technique. Note that ADI can be carried out on top of SDI or
PDI.
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2.4 Science Highlights and New Challenges

We provide in this section a few selected examples that showcase the new
possibilities offered by xAO instruments.

2.4.1 Discs at Very Short Separations

HR 4796 is a prototypical debris disc that makes an ideal benchmark to compare
instruments because it has been observed with almost all high-contrast instruments.
The disc has a semi-major axis of 	100 and a semi-minor axis of 	0:200. It was
not detected in early AO imaging with the pioneering AO system COME-ON+
[43]. First generation AO systems revealed the ring along its semi-major axis (see
for instance the recent Subaru NICI image from [69] in Fig. 2.12 left). They were
mostly blind to the semi-minor axis until the recent NaCo polarimetric image could
reveal the disc almost entirely (Fig. 2.12, second image from [40]). An uncontrolled
mode of the DM (waffle) creates a four-point pattern at the DM cutoff frequency
(7 �=D). With the xAO instruments VLT/SPHERE and Gemini/GPI, the disc is
detected directly in raw frames of a few seconds without any star subtraction. The
disc was observed in ADI in the H-band during VLT/SPHERE commissioning
(ESO press release 1417, third image in Fig. 2.12) under poor conditions. Light leak
around the coronagraph below 0:200 and the small field rotation of only 22ı prevent
a clear detection of the semi-minor axis but the improvement in achieved separation
and image quality is striking. With GPI, the disc is detected unambiguously in
polarimetry in the Ks-band (right image, [50]). The concept of integral field
polarimetry implemented in GPI minimises differential wavefront error between

Fig. 2.12 Comparison between the first generation AO imagers (left images) and xAO imagers
(right images). The first and third images are coronagraphic images obtained in ADI, while
the second and fourth are polarised images (Figure adapted from [40, 50, 69], reproduced with
permission)
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the two polarisation channels, whereas the Wollaston prism of NaCo introduces
differential aberrations.

2.4.2 Planets in the Visible

The new generation of xAO systems provides a very high wavefront correction
that opens the door to visible-light AO-assisted imaging, much more demanding
due to the shorter wavelengths. The visible range is appealing because the angular
resolution is higher, and polarisation can be efficiently used both for starlight
rejection and planet/disc characterisation. The first system on-sky was MagAO on
the Magellan Clay telescope. MagAO is a 585-actuator adaptive secondary mirror
with a pyramid WFS [12]. It can operate simultaneously in the visible with the
camera VisAO and in the infrared with Clio2. The gas giant ˇ Pictoris b was detected
for the first time in the red (band YS, that still corresponds to the planet thermal
emission) with VisAO in 2012 [34], with a signal-to-noise ratio of 	4 (Fig. 2.13
left) and a Strehl ratio of 40 %.

Since then, other visible AO instruments arrived on-sky, such as VAMPIRES
[45] fed by the SCExAO system, or SPHERE/Zimpol [62], both implementing
differential polarimetry. Zimpol is an unique concept of a high-accuracy polarimeter
and imager. The polarimeter is based on the concept of high-frequency modulation
of the polarisation to freeze the non-corrected atmospheric residuals, using a
ferroelectric liquid cristal operating at 1 kHz. Demodulation is carried out with a
dedicated CCD camera synchronised with the modulator and switching the charges
alternatively up and down. Combined with the SPHERE xAO system, Zimpol
aims at detecting exoplanets in reflected light [42], due to its exquisite inner
working angle of 30 mas (2 �=D at 600 nm). During science verification, the Zimpol

Fig. 2.13 Simultaneous detection of ˇ Pictoris b in the red (YS , left) and in the near-infrared at M0

(right). This illustrates the higher resolution provided by shorter wavelengths (Figure reproduced
with permission from [34])
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instrument in imaging mode resolved for the first time the surface of a star: the
nearby red giant R Doradus, with a diameter of 57 mas.

2.4.3 Spectra of Exoplanets and Brown Dwarfs

Combined with integral field spectrographs (IFS), xAO provided the first spectra of
exoplanets. The first IFS on-sky was P1640 at Palomar [47]. It revealed the spectra
of the four known exoplanets HR 8799 b, c, d and e (Fig. 2.14) from 995 to 1769 nm,
and identified the presence of CH4 along with NH3, C2H2, and possibly CO2 or HCN
in variable amounts in each component of the system. More recently, Gemini/GPI
revealed the H-band spectra of ˇ Picoris b [10] at only 436 mas of the central star.
The spectrum, obtained with a resolving power of R 	 45, shows a triangular shape,
typical of cool low-gravity substellar objects. Extreme AO systems can also be
combined with long-slit spectroscopy (LSS) to provide medium resolution spectra.
The concept of coronagraphic LSS is implemented in VLT/SPHERE [68] to enhance
starlight rejection. It was recently illustrated during science verification to reveal an
R 	 350 spectrum of the young substellar companion 2MASS 0122-2439B across
the YJH-bands [21].

Fig. 2.14 Spectra of the four
exoplanets detected in the
system around HR8799,
obtained with a resolution of
� 35 with the system
PALM3000/P1640 (Figure
reproduced with permission
from [46])
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2.5 Conclusions and Future Challenges

Today, several large-scale surveys of extrasolar planets using xAO systems are
under way. These studies probe a new parameter space at smaller separations and
higher contrast and will probably lead to tens of new detections in the coming
years, that will help to understand the population and formation mechanisms of
giant planets. On individual systems, these new capabilities also open up new
perspectives. The photometric accuracy will enable to capture temporal variations
of exoplanet emission due to non-uniform cloud coverage, or temporal evolution
of disc asymmetries as a result of gravitational perturbation or stellar winds. By
reaching shorter separations, direct imaging will bridge the gap with the radial
velocity technique, to get access to the dynamical mass of giant planets and therefore
test the evolutionary models.

From a technical point of view, the higher Strehl ratios and stability of xAO
systems unexpectedly revealed fine instrumental effects that passed unnoticed in
first generation systems because of the lack of sensitivity. Such effects include
vibration issues, peculiar dome- or low-altitude atmospheric conditions or subtle
polarisation mechanisms. It also triggered an intense activity on post-processing
techniques and signal detection theory, for which other fields of physics were
a major source of inspiration. Observing strategies and data extraction methods
valid at large separation and widely used on first generation instruments are not
necessarily relevant at very short separation of a few resolution elements and need
to be tailored for this new regime.

These developments and the experience acquired through xAO instruments will
contribute to the preparation of the first planet-finder instruments for 30m-class
telescopes arriving in the 2020s. Such systems are expected to unveil even shorter
separations below 10 mas, but they will also have to overcome new challenges
such as chromatic effects or segmented mirrors. Complemented by space-based
coronagraphic instruments aiming for deeper contrasts, they are expected to reveal
the first images of rocky planets around nearby stars.
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Chapter 3
Aperture Masking Imaging

Michael J. Ireland

3.1 Introduction

The problem of achieving the full diffraction limit of a telescope through the use
of aperture masking has a long history. Hippolyte Fizeau suggested in 1868 that
this could be achieved through the use of a non-redundant (2-hole) aperture mask
well before a modern understanding of the effects of astronomical seeing had been
developed [5]. When combined with the human eye as a fast detector, such aperture
masks, or later, an interferometer [15], could be used to both resolve close binary
stars and measure the sizes of stars.

In early eyepiece observing, the human brain was also an effective computer
in recovering moderate contrast binary stars from speckle patterns at separations
well below the seeing limit [2]. In this case, a single speckle pattern is easily
distinguished from two identical speckle patterns separated by more than the
diffraction-limit but less than a seeing disc size if there is sufficient diversity in
the observed speckle patterns, or if occasional “lucky” images show reduced Full-
Width-Half-Maximum (FWHM) along the projected axis of the binary star. The
dominance of the photographic plate in seeing-limited observations meant that after
the decommissioning of the 20 ft interferometer for the Mt Wilson 100 in telescope,
diffraction limited observing had a period of hiatus – only to be re-born with video-
rate detection and optical Fourier transforms [6].

Since the 1980s, electronic detectors and fast computers have enabled both a
movement from 2-hole aperture masks to many-hole masks, and the exploitation
of bispectral phase when speckle imaging with an unmasked pupil [12]. These
techniques have been limited both by detector noise at fast readout rates as well
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as low signal-to-noise in the many speckle regime. Some of the greatest imaging
achievements from bispectrum speckle interferometry prior to regular adaptive
optics observing remain unsurpassed. Full pupil speckle masking achieved dynamic
ranges of 104 [19] while non-redundant masking achieved precision calibration and
reliable super-resolved imaging [17].

The decade from 2005 to 2015 has been characterised by adaptive optics imaging
with low to moderate Strehl ratios, and infrared detectors with relatively high noise
when short exposures are used, combined with limited data rates. This has meant
that image analysis techniques for typical AO imaging have been often borrowed
from space-based or seeing-limited observing. Aperture mask interferometry has
played a key role in precision calibration of interferometric observables – visibility
amplitudes and closure phases – that enable imaging and model fitting and image
reconstruction at or beyond the formal diffraction limit.

The coming years will offer further revolutions in imaging. Despite great
advances in adaptive optics performance, limitations such as the cone effect in laser
guide star adaptive optics and the need for very bright stars for extreme adaptive
optics means that imaging will generally be done in the low to moderate Strehl
ratio regime. In this regime, deconvolution or model fitting methods borrowed from
spaced-based observing are flawed, and obtaining point-spread function references
from wide field observing is only possible in crowded fields. However, low to
moderate Strehl ratio imaging need not remain the same – for example, new low
noise infrared detectors mean that speckle imaging behind adaptive optics will
again be possible, providing a clear role for advanced diffraction-limited analysis
techniques. Indeed, the move towards infrared (rather than visible) adaptive optics
corrected laser guide star tip/tilt references means that infrared data will begin to be
routinely collected on stars bright enough for speckle techniques. However, as we
will see in this chapter, optimising pupil geometry using a non-redundant aperture
mask has clear calibration advantages in the low to moderate Strehl ratio regime,
and it will continue to have a clear role 150 years after its birth.

In this chapter, I will attempt to put aperture masking imaging in a proper context
by first outlining the general problem of narrow-field imaging in Sect. 3.2, focusing
on the difficulties in precision calibration. In Sect. 3.3 I will describe the principles
of aperture masking, focusing on the key observables of visibility amplitude and
closure-phase, and will describe how closure-phase differs from kernel-phase and
bispectral phase in Sect. 3.4. Finally, I will show some examples of aperture mask
imaging in Sect. 3.5 and then conclude.

3.2 Narrow Field Imaging

In the case of generic narrow-field imaging, neglecting effects of polarisation, we
consider the observed image i.˛/ of an object intensity distribution o.˛/ in the
presence of a space-invariant Point-Spread Function (PSF) m.˛/, and can write:

i.˛/ D m.˛/ � o.˛/ (3.1)
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Here, ˛ the 2-dimensional angular image vector in the image plane and �
represents convolution. In the Fourier domain, this is:

I.u/ D M.u/ � O.u/ (3.2)

Here we have taken I to be the 2-dimensional Fourier transform of i (same for
m and o), and written the image spatial frequency vector as u. Multiplication in the
Fourier domain is computationally simpler than convolution in the image domain,
but is otherwise equivalent. As long as the recorded image i is Nyquist-sampled, the
modulation transfer function (MTF) M and therefore the image Fourier transform I
is bounded in the Fourier domain by the auto-correlation of the pupil.

At this point, in speckle imaging and aperture-mask interferometry, it is conven-
tional to split into modulus and phase components:

jO.u/j D jI.u/j=jM.u/j (3.3)

ArgŒO.u/� D ArgŒI.u/� � ArgŒM.u/�; (3.4)

with jMj and ArgŒM� e.g. estimated from observations of unresolved reference
sources or reconstructed from a large number of observations of the bispectrum
[12]. Rather than going down this path, let us consider first the general problem of
image reconstruction with both uncertainties in the data and with uncertain point-
spread functions.

When presented with an image i, it is tempting to want to derive object properties
directly from the image. For example, the use of aperture-photometry on an adaptive
optics image where sources are well-resolved uses the approximation that each
aperture contains flux from only one object. This approximation breaks down in
the presence of large PSF wings, or when objects are barely resolved. Where an
image of a bright source dominates an image, it can be tempting to subtract the a
model point-spread function from the image, and make inferences from the residual
image. This kind of approach is not always possible or necessary, and rarely optimal.
Instead, all we need to be able to do is to forward-model an object o to see if it fits
an image i. The inverse process can then be viewed as a detail – simply minimising
chi-squared or maximising likelihood in the presence of a regulariser and prior
knowledge using Bayesian techniques. Explicitly:

L.oji/ D L.ijo/P.o/; (3.5)

where P.o/ is the prior probability of a given object o. For readability, we will not
write the prior probability P.o/ on the right hand side of the following equations,
but note that it is often important to include, e.g. in the use of a maximum entropy
regulariser.

The fundamental problem in determining if an object o is consistent with an
image i is that the point-spread function m is variable. Imagine being able to
perfectly characterise m experimentally by taking images of unresolved sources in
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all possible conditions. Then we could write:

L.oji/ D
Z

m
exp.�˙j

..m � o/j � ij/2

2�2
j

/f .m/; (3.6)

where ij is now the image observed at pixel j, and the function f .m/ is the assumed
known probability density function of PSFs m. Of course, in a more general case, we
have a set of observed images fikg, in which case the likelihood function becomes a
product over likelihoods for each image k:

L.ojfikg/ D ˘k

Z

m
exp.�˙j

..m � o/j � ik;j/
2

2�2
k;j

/f .m/ (3.7)

The only reason that more complex approaches than this (e.g. Fourier domain
imaging) are used is that this is computationally difficult. For e.g. a 10 � 10 pixel
arbitrary point-spread function, the integrals are integrals over 100 dimensions,
almost certainly computed with Monte-Carlo techniques. The space of PSFs m
is also difficult to characterise – for the Hubble Space Telescope, all breathing
modes could be parameterised by a few numbers, but e.g. speckle imaging in the
presence of both random and static aberrations is more complex. It is important
to realise, however, that moving beyond this equation is only done for reasons
of computational simplicity, and not anything fundamentally better about Fourier,
bispectral or kernel-phase techniques.

One simplification of the problem is to only consider the high-Strehl regime
where the image is dominated by diffraction of quasi-static speckles. A quasi-
static speckle is in our context seen as resulting from slowly varying pupil-plane
phase aberrations, which cause slowly varying image artefacts (speckles) in standard
adaptive optics imaging. In this case, the diversity of images can be characterised by
a mean Ni and a covariance matrix of the mean, taking into account the uncertainties
due to PSF variation, which are added to the pixel-based uncertainties �j;k. This
removes the product over all images k, leaving us with:

L.ojfig/ D
Z

Nm
exp.�1

2
.. Nm � o/k � Nik/.C�1/

j
k.. Nm � o/j � Nij//f . Nm/ (3.8)

Here Cj
k is the covariance matrix derived from the set of images and the

knowledge of pixel uncertainties, with an Einstein summation convention assumed.
Although it is not in general possible to create an invertible sample covariance
matrix directly from a small set of images, it is certainly possible once pixel
variances are explicitly taken into account (which gives a diagonal approximation
to Cj

k). As only the mean image Ni is explicitly considered, the PSF must also be
considered as a mean over the number of exposures Nm, and not a set of instantaneous
PSFs. A move from here to the Fourier domain is not trivial, but is simplified
by assuming that Fourier amplitude and phase are independent. We will write the
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amplitude as OA , MA and IA – vectors of length equal to the number of sampled
Fourier points, and will write the phase as O	 , M	 and I	 . For the amplitude, we
have:

L.OAjfIAg/ D
Z

NMA

exp.�1

2
.. NMAıOA/�NI/TCI;A

�1.. NMAıOA/� NIA//f . NMA/: (3.9)

It is possible to change to this vector and matrix notation following e.g. [13]
from the subscripted notation of equation 3.8 because the restriction of the object
Fourier transform O to a pixel grid in Fourier space does not lose information so
long as the image i goes to zero at the edge of the observed field of view. The
symbol ı represents element-wise multiplication. If we can finally approximate the
components of M to have a large amplitude relative to their dispersion (again, as
part of the high-Strehl regime), then marginalising over all possible values of M is
equivalent to adding a “calibration error” to the data covariance:

L.OjfIg/ D exp.�
2
A=2/ � exp.�
2

	=2/ (3.10)


2
A D .. NMA ı OA/ � NIA/T.CA;I C CA;M/�1.. NMA ı OA/ � NIA/ (3.11)


2
	 D . NM	 � NI	 � O	/T.CI;	 C CM;	 /�1. NM	 � NI	 � O	/ (3.12)

Even in the high-Strehl regime, this is not an especially simple process, as the
large covariance matrices are in general highly non-diagonal in the presence of
quasi-static speckle errors. The approach of the kernel-phase technique [8, 13] is
to ignore Fourier amplitudes and to project the Fourier phase uncertainties onto a
subspace that is independent of pupil-plane phase errors to first order:

CI;	 C CM;	 D PTDiag.f�2g/P: (3.13)

Here P is a projection matrix, and f�2g are uncertainties on linear combinations
of Fourier phases taken to be independent. We will discuss kernel-phase more in
Sect. 3.4.

3.3 Non-redundant Aperture Masking

In non-redundant aperture masking, a mask is placed in the pupil-plane of a
telescope to enable more robust measurements of the object Fourier transform
O. This robustness comes through two key avenues: higher amplitude of the
modulation transfer function MA, especially at low Strehls, and a smaller dispersion
in Modulation Transfer Function (MTF) amplitude and phase when influenced by
phase errors [8] (Figure 3.1). The complexity to aperture-masking imaging comes in
forming quantities that enable direct 
2 minimisation over possible object brightness
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Fig. 3.1 A 9-hole non-redundant aperture mask (left), the image formed by this in the case of
moderate aberrations (centre), showing some asymmetry, and the Fourier amplitude of the image
(right)

distributions, independently of some distribution of PSFs (see Fig. 3.2). One of
these quantities is Fourier amplitude (as in Eq. 3.3), also called visibility amplitude,
especially when it applies to the object jOj rather than the image. In order to make
an unbiased estimator for amplitude at low signal-to-noise, the squared visibility
is typically used for fitting [7]. The second key quantity is the closure-phase, also
called bispectral phase.

The closure phase is a quantity derived from the phase of three baselines that
form a closing triangle in the telescope pupil. Figure 3.3 shows a single closing
triangle. The bispectral point formed by these three complex Fourier amplitudes
is given by their triple product, and the phase of this triple product is the closure
phase. Once two baselines are defined, the third is given by the closure condition
(two defined vectors give the reason for the bi in bispectrum). In two dimensional
imaging, the bispectrum is therefore a 4-dimensional quantity. Where apertures
are considered discrete, there can be a much larger number of bispectrum vectors
(closing triangles) than there are either baselines or apertures. The utility of the
closure-phase is that a phase piston applied to any subaperture (caused by e.g.
turbulence or thermal variations in an instrument) cancels in the closure phase, so
long as each Fourier point maps to a unique baseline in the pupil plane. This is the
property of non-redundancy.

For the simple non-redundant aperture mask shown in Fig. 3.3, there are 4
closure-phases, of which only 3 are linearly independent:

ˇ1 D 	AB C 	BC C 	CA (3.14)

ˇ2 D 	AB C 	BD C 	DA (3.15)

ˇ3 D 	AC C 	CD C 	DC (3.16)

ˇ4 D 	BC C 	CD C 	DA (3.17)

D ˇ1 � ˇ2 C ˇ3 (3.18)



3 Aperture Masking Imaging 49

Fig. 3.2 Generalised regularised imaging, showing schematically where the shift from raw pixel
data to visibility amplitude and closure-phases occurs. The key difference to imaging with e.g.
equation 3.6 is that there is no marginalisation over all possible PSFs – the process of “calibration”
is to form observables that relate directly to the target brightness distribution

The final line follows once the simple relationship 	AB D �	BA is appreciated.
This follows directly from the well-known property of Fourier transforms of real
functions (i.e. the image) – the Fourier transform is the complex conjugate of itself,
rotated by 180 degrees. This means that for a 4-hole aperture mask, there are 3
linearly independent closure-phases, 4 closure-phases and 6 baselines. In general,
for an Nh hole non-redundant aperture mask, there are Nb D Nh.Nh�1/=2 baselines,
Ncp D Nh.Nh � 1/.Nh � 2/=6 closure-phases and Nind D .Nh � 1/.Nh � 2/=2 D
Nb � Nh C 1 linearly independent closure-phases.

Once squared Fourier amplitudes and closure-phases are formed for an image,
the next step is to find appropriate calibrated quantities that refer to the true object
brightness distribution. The averaged square amplitude of the MTF (i.e. the power
spectrum) and the MTF bispectral phases are estimated from one or several point-
spread function references. Following Eqs. 3.3 and 3.4, and neglecting the effects of
photon bias which is discussed elsewhere [7], we have the following estimators for
amplitude and bispectral phase:

cO2
A D hI2

Ai=hI2
A;Cali (3.19)

cOˇ D hIˇi � hIˇ;Cali (3.20)

Here the subscript “Cal” represents observations of a point-source calibrator,
used to estimate the modulation transfer function. Note that this calibration of phase
by subtraction is generally applicable to any point-spread function (Eq. 3.4), but
the statement hIˇ;Cali D 0 is only approximately true in general in the presence
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Fig. 3.3 A 4-hole non-redundant aperture mask (left), the image formed by this in the case of no
aberrations (centre) and the Fourier amplitude of the image (right). The Fourier transform of the
image is the autocorrelation of the, pupil, meaning that baselines joining two points in the pupil
plane correspond to vectors joining to origin to a (u, v) point in the Fourier plane. If the pixel scale
on the left is in �x metres, then the Fourier plane on the right has pixel units of spatial frequency
in (dimensionless) units of �x=�, with � the observing wavelength

of phase aberrations [8]. In order for easy model-fitting or image reconstruction
of the object brightness distribution o (i.e. Fig. 3.2), for example using the first
version of the OIFITS data format, these estimators are stored together with only
the diagonal elements of their covariance matrices. Even neglecting photon bias,
Eq. 3.19 is in general a biased estimator for object square Fourier amplitude, with
a relative uncertainty of order SNR�2

Cal, where SNRCal is the signal-to-noise ratio of
the averaged calibrator square Fourier amplitudes. This is generally not taken into
account, because typical observations have very high values of SNRCal, and because
effects of non-Gaussian errors and incorrectly estimated covariance matrices for
cO2

A are more significant effects. For aperture-masking observations behind adaptive
optics, the effect of photon bias on the bispectrum is typically negligible, but not for
the power spectrum.

Now that we have considered the process of aperture-masking data calibration,
let us consider and compare with the simpler process of imaging with an unob-
structed aperture. Considering the data in the Fourier plane and neglecting PSF
variations, this process amounts to measuring OA and O	 for all pixels in the Fourier
plane, and calibrating the Fourier data ready for image reconstruction or model
fitting:

cOA D hIAi=hIA;Cali (3.21)

cO	 D hI	i � hI	;Cali (3.22)

For a given incident flux rate, we can then ask how the photon shot noise limited
signal to noise compares between non-redundant aperture masking and full pupil
imaging. Figure 3.4 shows the result for the 9-hole aperture mask illustrated in
Fig. 3.3. Both techniques have comparable signal-to-noise for the longest baselines,
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Fig. 3.4 Fourier amplitude as measured in units of photons as a function of spatial frequency,
scaled to a photon rate of 1 detected photon per unobstructed aperture. Three cases are shown: an
unobstructed pupil, the azimuthally averaged amplitude for observations of an unresolved object
with a 9-hole non-redundant aperture mask, and the peak azimuthal amplitude for a 9-hole non-
redundant aperture mask. As the 9-hole aperture-mask blocks most of the light, the amplitude is
significantly lower at zero spatial frequency (a measure of total object flux within the field of view),
but is comparable to the unobstructed pupil for the highest spatial frequencies

but aperture masking loses significant signal to noise at short and intermediate
baselines. The comparison is much less favourable for aperture masking if readout
noise (or thermal noise from a warm mask) are significant. This demonstrates,
as expected, that aperture masking should only be used when full pupil imaging
is dominated by calibration (e.g. quasi-static phase) errors, and if information
contained in the longest baselines is essential for the science goal.

3.4 Kernel and Bispectral Phase

In recent years, the Fourier imaging techniques have been applied to redundant
pupils geometries (such as an unobstructed pupil) in the case of adaptive optics
imaging at moderately high Strehl ratios [13]. In kernel-phase imaging, the cal-
ibrated Fourier phase is viewed as a vector of phases at discrete locations (e.g.
Eq. 3.22), but all phase information is not used. The Fourier phase information
is split into 2 subspaces, one that is independent to first order of pupil-plane
aberrations, the kernel-phase, and one that can be used to determine the pupil-plane
phase aberrations, which we will call the eigenphase [14].

In aperture masking when considering sub apertures as point apertures, bispectral
phases are closure-phases, and all closure-phases are independent of pupil-plane
phase. Linear combinations of Fourier phases that are independent of pupil-plane
phase are kernel-phases, so the terms kernel-phase, closure phase and bispectral
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Fig. 3.5 Left: A four-element non-redundant array with 3 kernel-phases and 3 independent
bispectral phases. Right: A four-element redundant array with 1 kernel-phase and 2 independent
bispectral phases

phase can be used almost interchangeably. This is not the case for redundant pupil
geometries – we will briefly consider the differences here.

In the example on the left of Fig. 3.5, there are 4 sub-apertures, 6 baselines,
4 closure-phases and 3 statistically independent closure-phases or kernel-phases
(discussed in Sect. 3.3). Consider the redundant example on the right in Fig. 3.5,
where we label phase for the baseline joining apertures A and B as 	AB. Due to
redundancy, we have the identities:

	AB D 	BC D 	CD (3.23)

	AC D 	BD; (3.24)

Instead of 6 baselines, we only have 3, formed by the baselines between sub
apertures A-B, A-C, and A-D. There are two bispectral phases, which are linearly
independent of each other:

ˇ1 D 	AB C 	BC C 	CA (3.25)

D 2	AB � 	AC (3.26)

ˇ2 D 	AC C 	CD C 	DA (3.27)

D 	AC C 	AB � 	AD (3.28)

However, neither of these are kernel-phases. As an example, imagine a 0.6 radian
piston of aperture C. To compute the observed phase on baseline AB, we need to sum
the complex fringe visibilities on the contributing baselines AB, BC, and CD. We can
use the small angle approximation, with Arg.exp.i	1/ C exp.i	2// � 	1 C 	2, or
simply sum complex visibilities. Either approach gives ˇ1 D �0:3 and ˇ2 D C0:3.
The single kernel-phase in this example is formed from a linear combination of
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Fig. 3.6 An illustration of splitting the information in the Fourier plane into amplitude, eigen-
phase [14] and kernel-phase [13] for a 9-hole non-redundant aperture mask. Phase aberrations are
dominated by pistons on each hole, which are not seen in the kernel-phase. The phase colour map
corresponds to ˙1:25 radians of phase, while the amplitude is shown in a cube-root stretch

these bispectral phases:

�1 D ˇ1 C ˇ2 (3.29)

D 3	AB � 	AD (3.30)

This observable is robust to small phase errors – indeed, in a comparable way
to closure-phases in the non-redundant array example. For larger phase errors, the
redundant array has a clear disadvantage. For example, imagine a 2�=3 piston on
sub-aperture C. This would produce fringes on baselines AB, BC and CD that would
cancel when they are summed, producing no fringes and an indeterminate phase.

We can also apply the kernel-phase technique to highly redundant apertures,
including for example non-redundant aperture masks if baselines within each sub
aperture are included. The application of kernel-phase to a non-redundant mask and
the Keck telescope pupil is shown in Figs. 3.6 and 3.7. In this case, the pupil is
represented by a square pixel grid. Although kernel-phases and eigen-phases are
linear combinations of Fourier phases so can not be represented in the Fourier
plane, we can project the Fourier phases onto the subspaces spanned by the set of
eigen-phases and kernel-phases. It is this representation of phase that is illustrated
in Figs. 3.6 and 3.7. The peak to valley phase aberrations in this example are 	2
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Fig. 3.7 The same as Fig. 3.6 but for an unobstructed pupil. The redundancy in the pupil means
that aberrations can be clearly seen in the Fourier amplitude map, and Fourier phase does not
separate as well into kernel-phase and eigen-phase

radians, which produces Strehl ratios of order 0.5 – the moderate Strehl ratio regime.
In this regime, the redundant pupil geometry means that high Fourier amplitudes are
retained for the case of the non-redundant mask, and kernel-phase remains robust to
sub-aperture pistons.

3.5 Applications of Aperture-Masking Imaging

Given the improved calibration to quasi-static speckle errors for aperture-masking
imaging over imaging with an unobstructed pupil, there are a small number of
significant uses for the technique. It is clearly not the technique of choice when
key observables are at moderate spatial frequency (e.g. objects resolved by several
�=D that are faint enough to require long integrations). There are two key uses for
aperture mask imaging that have emerged recently. Each of them applies only to
observations where structures to be resolved are near the diffraction limit (e.g. a
field of view less than about 4�=D, with D the telescope diameter).
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3.5.1 Precision Binary Astrometry

It is possible to measure accurate positions of stars in a partially resolved binary
star system with aperture-masking, because the calibrated observables (Eqs. 3.19
and 3.20) relate directly to the object brightness distribution. There are numerous
examples of this in the literature, for example [4], where binary astrometry is
possible down to separations of 	0.5�=D. This is by no means a fundamental
limitation, although contrast and separation become degenerate at the smallest
separations, and require signal-to-noise inversely proportional to the cube of the
separation. Unpublished orbits (e.g. [16]) include astrometry down to 	0.3�=D.

3.5.2 Faint, Low-Strehl Imaging

Perhaps surprisingly, laser guide star observations of relatively faint object (down to
K	15 with Keck) can be observed with higher fidelity using an aperture mask than
with full pupil imaging. A recent example of this is [3], where SDSS J105213.51C
442255.7AB, a binary brown dwarf with K magnitudes of 15 and 15.5, was observed
as part of an orbit monitoring programme down to a separation of 	30 milli-arcsec,
with 1 milli-arcsec uncertainties. Due to the highly variable nature of laser guide star
PSFs, these astrometric measurements would not have been possible without the
use of the aperture mask. By searching over the space of all possible binary stars,
data such as these are also useful for surveying for companions [11], or imaging
structures at the diffraction limit. Imaging complex, barely resolved structures is
more difficult, because visibility amplitude calibrates very poorly, so only point
antisymmetric image components can be seen. Nonetheless, this is an exciting future
prospect for aperture masking.

3.5.3 High-Contrast Imaging (e.g. LkCa 15)

Aperture masking imaging has also been successfully used to detect faint structures
and objects next to bright stars. Perhaps the most well known example of this
is LkCa 15, a young star with a significant gas and dust depletion in the inner
20 AU of its disc [18], likely due to planetary formation. Aperture-masking imaging
showed faint resolved structures, argued to be associated with planet formation [10].
Subsequent observations of this system showed evidence for orbital motion [9] and
also variability (e.g. compare Fig. 3.8 to [8]). One difficulty in interpreting these
observations in general is that imaging based on closure-phases is not sensitive to
point-symmetric structure, and both point-symmetric structure and barely-resolved
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Fig. 3.8 An example maximum entropy image reconstruction of LkCa 15, using the same data
as presented in [9], and the algorithms as presented in [8]. As this is a fit to linear combinations
of closure-phases only (i.e. kernel-phases), it is not sensitive to symmetric structures. The central
point source is modelled separately from the image, an the brightest structures seen have a contrast
of �250:1 from the central source

flux close to the star is removed in an image regularisation process. As long as these
issues are known, they can be robustly taken into account when interpreting aperture
mask imaging [1].

3.6 Conclusions

The general problem of narrow-field imaging in astronomy is really a problem of
reconstructing a model (or image) of an object brightness distribution from a noisy
image in the presence of an only partially characterised PSF. This problem has a
long history, and placing a mask with non-redundant sub aperture spacings over
the pupil of a telescope is 150 years old. Through the use of an aperture-mask, the
primary observables of closure-phase (or kernel-phase) and visibility amplitude can
be accurately calibrated, enabling direct model fitting or image reconstruction based
on these observables. Where Strehl ratios are high or targets are very faint, aperture
masking may not be the best technique, but it excels at resolving and robustly
calibrating structures right at the diffraction limit of a telescope. Given that adaptive
optics is unlikely to deliver very high Strehl ratio images with high sky coverage in
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at least the next decade, aperture mask imaging will retain its role as the technique
of choice for single-telescope diffraction limited imaging for some time to come.
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Chapter 4
Optical Long Baseline Interferometry

Jean-Baptiste Le Bouquin

4.1 Linking the Object to the Interference Fringes

The purpose of Optical Long Baseline Interferometry (OLBI) is to overcome the
diffraction limit of classical single-aperture telescopes by combining coherently the
light coming from several small apertures separated by large distances. The link
between these interference fringes (what an interferometer measures) and the object
image (what the astronomer is interested in) can be expressed mathematically by
modeling three simple progressive steps:

• interference fringe from a single emitter,
• linear relation between a small displacement on the sky and of the fringe,
• integration over many non-coherent emitters to build an extended source.

At the end of these three steps, we obtain the Van Cittert – Zernike theorem.

4.1.1 Interference of a Single Emitter

The light travels through the two arms of the interferometer (Fig. 4.1). The wave
from one telescope is delayed by the projection of the baseline B in the direction
of observation S. The beam of the second telescope is delayed artificially by the
so-called delay lines by a variable quantity ı.

E1 D A e
2i�
� S�B (4.1)
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Fig. 4.1 A schematic representation of a two telescope optical interferometer observing an
extended source. At the output of the interferometer, the fringe patterns created by each individual
emitters are slightly displaced with respect to each other. This results in a reduced fringe contrast
when integrating over all the emitters that compose the source. The mathematical relationship
between the source angular brightness distribution and the resulting fringe contrast is given by the
so-called Van Cittert – Zernike theorem

E2 D A e
2i�
� ı (4.2)

The intensity at the recombined output of the interferometers is given by the
superposition of these fields:

M D< .E1 C E2/.E1 C E2/
� > (4.3)

The two waves interfere because they originate from the same emitter. We note here
that we suppose that the temporal coherence of light is infinite, which corresponds
to an hypothetical monochromatic wave (first hypothesis). It is beyond the scope of
this paper to explore the behaviour of polychromatic light. The flux measured at the
output of the interferometer therefore writes:

M D< A:A� > C < A:A� > cos.2�
S � B � ı

�
/ (4.4)

The measured intensity depends on the optical path difference (OPD), hereafter
� D B � S � ı. Depending on OPD, the interference is constructive (� D 0) or
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destructive (� D �=2). Equation 4.4 describes the so-called fringe pattern. Here I
rewrite this cosine pattern as the real part of the OPD modulation and introduce the
total photometry I D< A:A� >, so that the following notation will be easier:

M=I D 1 C <fexp.2i��=�/g (4.5)

4.1.2 Linearity Between the Emitter and the Fringes
Displacements

The next step is to understand how the fringe pattern changes when the emitter is
slightly displaced in the plane of the sky. We consider the emitter displacement s is
a small angle such as jsj << 1rad (source is compact on sky, second hypothesis).
We consider the internal delay ı is not changed. The fringe pattern is displaced at
the recombination point such as:

M=I D 1 C <fexp.2i� �=� C 2i� B? � s =�/g (4.6)

The fringe displacement is proportional to the emitter angular displacement and to
the baseline projected onto the plane of the sky. Here you can think of the whole
interferometer as a big Young experiment, which is another way to introduce this
mathematical formalism. The key concept is that the angular displacement of the
emitter is proportional to the fringe displacement:

M=I D 1 C <fexp.2i� �=� C 2i� f � s/g (4.7)

where the proportionality factor f D B?=� is often called the spatial frequency. We
will see now why.

4.1.3 Integration Over Many Emitters

The final step is to consider an extended target as a collection of emitters. So we
simply integrate the previous equation but for all angles over the target image. To
do so, we suppose that the individual emitters have zero mutual coherence (third
hypothesis). That is correct if the source has no spatial coherence, which is always
true for astronomical objects (no spatially resolved optical sources equivalent to
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masers in the radio have been observed so far).1 The integration writes:

M0 D
Z

I.s/ C <f I.s/ exp.2i� �=� C 2i� f � s/g ds (4.8)

M0 D
Z

I.s/ds C <fexp.2i� �=�/

Z
I.s/ exp.2i� f � s/ds g (4.9)

M0=I0 D 1 C <f V exp.2i� �=�/ g (4.10)

with I0 D R
I.s/ds the total flux of the source and V.f/ D FTfI.s/g=I0 its

normalized Fourier transform at the spatial frequency f. Thus, once integrated
over all the emitters of the source, the new contrast of the fringe pattern is the
Fourier component of the angular brightness distribution of the source, at the spatial
frequency f defined by the projected baseline. This is the so-called Van Cittert –
Zernike theorem.

4.2 Interpreting Interferometric Observations

To summarise the foundation of the technique: by modulating the OPD, we form
fringes whose contrast and phases define the measured complex visibility V.f/, the
latter being the 2D Fourier Transform of the angular brightness distribution I.s/ of
the source at the spatial frequency f D B?=�. How does this work in practice to
measure something of an astrophysical target?

As illustrated in Fig. 4.2, one can define three regimes: the source is partially
resolved, the source is resolved with a sparse uv-sampling, and the source is resolved
with a good uv-sampling (many f observed).

4.2.1 Partially Resolved: Diameter Measurements

Measuring diameters has been the first use of astronomical optical interferometry,
by Michelson and Pease in 1921 [1]. The authors measured the apparent diameter of
Betelgeuse, which is arguably the largest star in the sky. Measuring diameters is still
one of the major applications for the technique. Its most important contributions to
astrophysics are closely related to the distance scale ladder:

• The calibration of surface brightness relations for stars (link between color and
intrinsic size, so intrinsic luminosity).

1An illustrative example of coherent source is an hypothetical object made of two fibres fed by the
same laser source. The two individual emitters of this “object” do have strong mutual coherence.
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Fig. 4.2 The three observing regimes of optical interferometry with a modern facility. The middle
panels show an illustrative target visibility versus the radial spatial frequency (black line), overlaid
with some observations (red stars). The right panels show the corresponding uv-sampling of the
spatial frequencies

• The calibration of the Cepheid distance scale via a direct measurement of the size
of their pulsation, with the Baade-Wesselink method.

The last 15 years have seen a renewed interest for stellar physics, in particular
stellar surfaces processes characterisation, to better interpret the discovery and
characterization of exo-planets. Of particular interest is the prospect of synergy
between asteroseismology and OLBI for precise diameter measurements.

But let’s illustrate this section with a completely different, and more dynamic,
example. Figure 4.3 shows the visibility versus spatial frequencies, for different
dates after the Nova Delphini exploded in 2013. All the visibility measurements
are represented on the same scale. With time, the visibility drops more and more
rapidly versus spatial frequencies, indicating the Nova is growing in size. The
basic ingredient is that the Fourier Transform of a disc with uniform brightness
is the well known Airy function. If this simple model is applicable to the observed
object, it becomes possible to estimate the diameter even with only one visibility
measurement. Therefore one can provide an independent guess of the diameter every
night, with maybe less than 1 h of 2-telescope observing time.
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Fig. 4.3 Sub-sample of the visibility curves versus spatial frequencies observed on the Nova
Delphini 2013 with the CHARA array. The time in days since the explosion is reported in the
upper-right corners. The red lines are the best fit model with a uniform disc model (Airy function).
The best fit diameters range from 0.5 mas at day 1 up to 10 mas at day 40

The authors monitored the measured size as a function of time after the explosion.
They revealed that the dimension increased by more than a decade in 40 days. This
very nice observational result was published in Nature recently [2]. Combining the
expansion in apparent size and radial velocities, the authors could determine the
distance of the explosion at 4.5 kpc.

Of course we don’t want to measure only diameters. A technique dedicated to
High Angular Resolution should say something about more complex geometries. To
do so, one needs to resolve sufficiently the source and to gather a sufficient number
of measurements. It is still predominantly done through a parametric analysis.
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4.2.2 Parametric Analysis

Binaries are typical objects that are best studied with parametric modelling. The
study of multiple systems is the second major application for optical interferometry.
Recent surveys for binary search include more than 100 targets observed within
15 nights (see [3] and [4]). Figure 4.4 is an example of a difficult but successful
parametric analysis: the interacting binary SS Lep. Clearly, the complex visibility
curves cannot be reproduced with a single uniform disc (Airy function).

Past photometry and spectroscopy already revealed the components of this
system: a main-sequence AV, a MIII evolved giant, and a cool shell dominating
at infrared wavelengths. A simple model of orbiting MIII+AV and a surrounding
shell was able to reproduce the full complexity of the interferometric observations
at any time. This model provides: (a) the stellar diameters, (b) the orbital motion
and thus the individual masses, and (c) the individual Spectral Energy Distributions
(SED). Altogether the authors found that the system is not filling its Roche lobe,

Fig. 4.4 Sample of observations (top) of the interacting binary SS Lep with the VLTI. Each
subplot represent typically few hours of observation with four telescopes. The red lines is the best-
fit binary model whose primary component is marginally resolved (M giant), plus a surrounding
shell. The recovered orbital motion and the SED decomposition are shown in the lower panels



66 J.-B. Le Bouquin

0  20  40  60  80
0.0

0.5

1.0

baseline

V
2

100 0  100

100

 0

 100

Simulations from Dunhill 2014

baseline (m)

Fig. 4.5 Observations on a young binary whose parameters are similar to SS Lep (Fig. 4.4). The uv
sampling is very good, but it is still impossible to build a geometrical model to capture the spatial
complexity. Thus the fitted parameters are model-dependent and cannot be used quantitatively

and they had to propose an alternative scenario to explain the mass-transfer. These
results have been published by [5].

It is critical to understand that optical interferometry could deliver all these
new informations only because the underlying model was adequate. This is well
illustrated in Fig. 4.5 which shows observations of a binary with PIONIER at VLTI.
This young binary has similar parameters than SS Lep, but with a very complex
circumbinary disc with possibly accretion streamers. This target was observed
a lot, as seen in the well sampled uv-plane. But even with these high quality
observations the binary orbit or its circumstellar environment cannot be constrained.
The geometry is too complex and rapidly changing.

In the data we obviously see the binary motion, we see the contribution of
the shell, but so far no proper geometric model able to reproduce the observation
quantitatively has been found. Therefore there is no scenario that can reconcile
all the data. This examples leads to point out that, for the parametric analysis to
work, the model needs to represent all the (true) complexity of the target up to the
dynamic range corresponding to the accuracy of the data (typically �15 in current
instruments). The consequence is that in order to match the model complexity one
needs to gather enough observations in the uv plane.

The availability of moderate (�100) or high spectral resolution (�1000) opens
completely new observables for the parametric analysis technique. The most
common is the differential visibility between the continuum and a spectral line.
The main interest of differential quantities is that they are often much more
robust against calibration issues. The differential quantities are generally linked to
difference of size or subtle astrometric shifts. For interferometers with the highest
spectral resolution, this technique provides interesting clues on the dynamic of
the emitting/absorbing material at the highest angular resolution. Many results of
modern interferometry have been obtain with such an analysis [9–11].
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4.2.3 Aperture Synthesis Imaging

Of course, the ultimate goal of any high angular resolution technique is to unveil
unpredicted morphologies in a model-independent way. This requires image recon-
struction, or aperture synthesis imaging from the interferometry data. The technique
boils down to reconstruct the image that would have been observed by the gigantic
telescope of similar diameter but with a sparse uv-sampling . In order to inverse
the sparsely populated Fourier Transform, it is necessary to add some regularisation
in order to prescribe how the missing spatial frequencies should be interpolated.
Therefore the result may depend on the regularisation choice. Accordingly, to
perform unambiguous image reconstruction, one needs a good sampling of the
baselines in term of size and orientation. The reader is referred to the chapter by
Baron (this book) for a thorough description of the image reconstruction techniques.

Figure 4.6 shows a dense uv-coverage obtained at VLTI, with several nights
of observations of a Mira-type star R Car that involve relocating the telescopes
between each nights. These observations were taken during technical time in order
to demonstrate the imaging power of VLTI on true data. The observed visibilities
follow the overall trend for a disc (Airy function), but with major discrepancies.

Six image reconstructions from this dataset are shown in the bottom panels, from
different softwares using different regularisations. Clearly, the basic structures are
consistently recovered on all reconstructions: a star with spots and an envelope.
This is a superb result. But the subtle details are not fully consistent between
reconstructions. Again this refers to the fact that the object complexity at the
dynamic range of the observation is still larger than the number of measurements.

Figure 4.7 presents another iconic example: the image reconstruction of Altair
by Monnier et al. [6]. This result is in apparent contradiction with my previous
statement. The authors gather only a limited uv-sampling, and still they were able
to reconstruct an impressive model-independent image. But the key is that the
object intrinsic complexity is manageable. Altair has no circumstellar envelope
as R Car. Thus the authors forced the algorithm, through the use of a carefully
defined regularisation and prior, to put all the reconstructed flux inside an ellipse
corresponding to the stellar photosphere. Its shape was determined simultaneously
than the reconstruction. This considerably reduces the degrees of freedom and
allows a better convergence.

Lastly, the availability of spectral resolution opens completely new ways to
implement the aperture synthesis imaging approach. A large variety of algorithms
have been proposed and used to exploit true observations [12–14].
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[6] with the MIRC/CHARA interferometer. Right: corresponding image reconstruction. This truly
remarkable image compares directly with the prediction of the von-Zeipel theory for fast rotating
stars

4.3 Instrumentation Suite

Several facilities exist, but the two most productives and the most open are
CHARA and the VLTI (Fig. 4.8). Interestingly, CHARA is located in the Northern
hemisphere while VLTI is located in the Southern hemisphere. Both of them are
supported by modern tools to prepare, calibrate, reduce and analyse observations.

4.3.1 Observing Facilities

The Center for High Angular Resolution Astronomy (CHARA,2 from Georgia State
University) is composed of six 1 m telescopes located in a fixed array of 330 m
maximum baseline. See [7] for recent results. This facility is equipped with various
instruments, whose overall performances can be summarised as follow:

• MIRC: combines up to 6 telescopes (15 baselines), Hmag � 5, spatial resolution
�0:7 mas, with spectral resolution R � 40–400. There is an on-going effort to
increase sensitivity and expand it to the K band.

• CLASSIC, CLIMB, FLUOR: combine 2 to 3 telescopes (1 to 3 baseline),
Kmag � 8, spatial resolution � 1 mas, with spectral resolution R � 5. There
is an on-going effort to increase the number of telescopes.

2http://www.chara.gsu.edu

http://www.chara.gsu.edu
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• VEGA, PAVO: combine 2 to 3 telescopes (1 to 3 baseline), Vmag � 7:5, spatial
resolution � 0:3mas, with spectral resolution R � 100–10,000. There is an on-
going effort to increase the number of telescopes and sensitivity.

The Very Large Telescope Interferometer (VLTI,3 from European Southern
Observatory) is composed of four 1.8 m Auxiliary Telescopes in a relocatable array
of 150 m maximum baselines. See [8] for a review of operations. This facility is
equipped with various instruments, whose overall performances can be summarised
as follow:

• 4 telescopes (6 baselines), Hmag � 8, spatial resolution � 1:5 mas, with spectral
resolution R � 40 (PIONIER).

• 4 telescopes (6 baselines), Kmag � 7, spatial resolution �2:5 mas, with spectral
resolution R � 5–10,000 (AMBER, GRAVITY).

• 4 telescopes (6 baselines), L; M; N � 6, spatial resolution �5–10 mas, with
spectral resolution R � 50–10,000 (MATISSE in 2018).

VLTI also combines the four 8 m Unit Telescopes of the Paranal observatory but
only few nights per months. Using these telescopes, the limiting magnitudes are
increased by about C2 mag.

Other facilities are currently in operation (NPOI,4 SUSI,5 LBTI6) or in develop-
ment (MROI7). The interferometric mode of the Keck telescopes, the so called Keck
Interferometer is now stopped, as well as many other facilities or prototypes (PTI,8

IOTA,9 Gi2T, COAST10. . . ) that produced early science in the past decades and
pioneered the technologies used today. More information is available in the OLBI
publication database at http://jmmc.fr/bibdb hosted by the Jean-Marie Mariotti
Centre. The community is now exploring the design of a next generation optical
array dedicated to planet formation studies: the Planet Formation Imager (PFI).
Alternatives approaches, such as specific smaller arrays, may emerge in the future
with the goal to address well-defined science cases.

3https://www.eso.org/sci/facilities/paranal/telescopes/vlti.html
4http://lowell.edu/research/research-facilities/npoi/
5http://www.physics.usyd.edu.au/sifa/Main/SUSI
6http://lbti.as.arizona.edu/LBTI/index.html
7http://www.mro.nmt.edu/about-mro/interferometer-mroi/
8http://nexsci.caltech.edu/missions/Palomar/
9http://tdc-www.harvard.edu/IOTA/
10http://www.mrao.cam.ac.uk/outreach/radio-telescopes/coast/

http://jmmc.fr/bibdb
https://www.eso.org/sci/facilities/paranal/telescopes/vlti.html
http://lowell.edu/research/research-facilities/npoi/
http://www.physics.usyd.edu.au/sifa/Main/SUSI
http://lbti.as.arizona.edu/LBTI/index.html
http://www.mro.nmt.edu/about-mro/interferometer-mroi/
http://nexsci.caltech.edu/missions/Palomar/
http://tdc-www.harvard.edu/IOTA/
http://www.mrao.cam.ac.uk/outreach/radio-telescopes/coast/
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Fig. 4.8 Locations and illustrations of the two most productive operational optical interferometers
accessible to the community, either via open-time call (VLTI) or via collaborations (CHARA)

4.3.2 Support and Observing Tools

Considering the level of support, the OLBI community has soon developed a
strong sense of international collaboration and sharing. The best example is the
OIFITS format used to store reduced interferometric measurement. Its first version
was defined in 2005[15] and an evolution is being proposed by the community.
This format is now widely used worldwide by all the above-mentioned facilities.
This allows data to be easily shared and analysed. Another example are the tools
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developed by the Jean-Marie Mariotti Centre to prepare,11 calibrate,12 reduce13

and analyse14 observations with efficient and user-friendly interfaces. The last
effort from JMMC is to setup a global database of existing optical interferometric
observations, with easy access to reduced products.15

4.4 Conclusions

Optical long baseline interferometry started at the beginning of the twentieth century
but is only now entering a mature phase. This technique samples the Fourier
Transform of the angular brightness distribution at spatial frequencies inaccessible
with classical telescopes, even considering the Extremely Large Telescope. As such,
OLBI provides unrivalled spatial resolution.

For years, measuring the stellar diameters or detecting and monitoring binaries
were the main applications of the technique. Large surveys of hundreds of stars
have now been achieved. Recently, parametric analysis of sources of manageable
complexity brought a completely new insight on interesting systems, such as
interacting binaries, discs around young or evolved stars, stellar surface structures,
AGNs. . . However, unknown complexity remains very hard to handle. To go further
one has to do true aperture synthesis with an array of a large number of telescopes.
The recent years have provided an increasing number of impressive and iconic
results such as the first images of stellar surfaces other than the Sun.

Acknowledgements The participation of JBLB to the workshop that led to this book was
supported by OSUG@2020 ANR-10-LABX-56.
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Chapter 5
Image Reconstruction in Optical
Interferometry: An Up-to-Date Overview

Fabien Baron

5.1 Introduction

Optical astronomical interferometry started in the 1970s [29, 39] as a way to
overcome the angular resolution limit imposed to monolithic telescopes by the laws
of diffraction. By combining light from an array of several small telescopes, the
imaging power is commensurate with the extent of the array rather than with the
size of a single telescope. However, because interferometric measurements only
deliver partial information about the brightness distribution of observed sources, the
technique strongly relied on parametric models to interpret the observed data. As
such, it was mostly confined to stellar diameter measurements for several decades.

Two major advances have since completely transformed the field, gradually
putting the focus on model-independent imaging. The first one was the development
of instruments that could combine the light from three telescopes or more simulta-
neously. This was initially demonstrated with aperture masking [31], and later then
with diluted aperture interferometers that delivered the first interferometric optical
images of a binary system [1] and of a supergiant [79]. The second major advance
was the development of modern interferometers much longer baselines than the
first generation, for example the VLTI (Very Large Telescope Interferometer) or
the CHARA (Centre for High Angular Resolution Astronomy) Array. This opened
the field to science cases requiring milliarcsecond angular resolution in the visible
or infrared, leading to many “firsts”: the first resolved image of a main sequence
star beyond the Sun [54], of interacting binaries [5, 12, 80], eclipsing discs [36],
rapid-rotators [21], young stellar objects [8, 38, 59], supergiant hot spots [4, 32]
and magnetic cool spots [55]. In many cases, interferometric imaging challenged
conventional models established with other observing techniques: good examples
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include the gravity-darkening law on the aforementioned rapid rotators, as well as
the nature of Young Stellar object discs [69].

Reconstructing an image from interferometric data constitutes a challenging
signal processing problem. In particular, image reconstruction algorithms have
yet to meet astronomers’ expectations of imaging fidelity on the most complex
objects (Young Stellar Objects, AGB stars, spotted stars) that require high-contrast
or polychromatic imaging. In this chapter we give an up-to-date summary of the
state of the field in terms of reconstruction algorithms, yet without going into the
mathematical details. For a more formal overview of the field, the reader is referred
to the excellent reviews in [74] and [73].

5.2 Principles of Optical Interferometry

In this section we give a brief overview of data acquisition in order to understand
the process of image reconstruction. We model an interferometer as an array of
N telescopes, with rn.t/ the position of the telescope n at time t. The baseline
formed between two telescopes n and m is the vector bnm.t/ D rm.t/ � rn.t/. As the
telescope beams interfere in the combiner instrument, each baseline forms a fringe
pattern. From these fringes, quantities known as complex visibilities are extracted.
For the baseline formed by the telescopes n and m, the sampled spatial frequency is
�nm.t/ D bnm.t/=�. If we call anm the measured contrast of the fringe, and 	nm the
phase of the fringes relative to a fixed reference, then we can define the so-called
complex visibility on this baseline as Vnm D anm exp.j	nm/. The reason for forming
this quantity is the van Cittert-Zernike theorem, which indicates that the complex
visibility is the normalized Fourier Transform of the source brightness at the fringe
frequency �nm.t/. The brightness distribution of the object on the sky (its image)
will be modeled as a discrete matrix i of N � N pixels, with the discrete-continuous
Fourier matrix H.t/ ensuring the image brightness to visibility transformation. We
note here that it may also be described by the coefficients x of its projection onto
another spatial basis, so that i D Wx. In the first part of this paper we will assume
the image is described in the “canonical” impulsion basis, i.e. the image is modeled
as a conventional rectangular pixel grid. W is then simply the identity (meaning
x D i). The van Cittert-Zernike theorem is:

V D H.t/i D H.t/Wx (5.1)

In radio interferometry (except mm-VLBI), correlation and calibration techniques
give direct access to the complex visibilities V. In optical interferometry however,
the atmospheric turbulence perturbs the visibility phases on timescales of the order
of one tenth of a second. As a result, part of the phase information is definitively
lost, and reliable observables can only be obtained by averaging fringe data. The
most commonly used observables are the power spectra, the closure phases, and the
differential phases. The power spectrum (or “squared visibility”) on the baseline nm
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is defined as Pnm D VnmV�
nm. A bispectrum is formed from a triangle of baselines:

for telescopes n, m, p, the corresponding bispectrum is Bnmp D VnmVmpV�
np. The

phases of the bispectra, the closure phases, contain some of the remaining phase
information not destroyed by atmospheric perturbations [50, 52], and thus is critical
for imaging. Each interferometric snapshot captures N.N � 1/=2 powerspectra, but
only .N � 1/.N � 2/=2 independent closure phases. Consequently, optical arrays
with more telescopes recover a higher percentage of the object phase. In addition to
closure phases and power spectra in each wavelength channel, the differential phases
between channels can be computed [49], and are shown to remain impervious, to a
first order, to atmospheric perturbations. Finally, we note that other observables such
as differential closure phases [81] or closure amplitudes [50] are currently rarely
used.

5.3 Bayesian Framework of Image Reconstruction

The image reconstruction procedure is tasked with the reconstruction of the image i
given the data D and a “model of image reconstruction” M. In the following we will
express the image reconstruction process in a Bayesian framework.

5.3.1 Bayes Equation for Image Reconstruction

One searches the image that maximizes the posterior probability of the reconstruc-
tion Pr.ijD; M/. The Bayes theorem expressed as:

Pr.ijD; M/ D Pr.ijM/ Pr.Dji; M/

Pr.DjM/
; (5.2)

where Pr.DjM/ is a factor called the evidence, which normalises the denominator,
and principally depends on M. The imaging model M encompasses our choices
of priors, the choice of image representation (e.g. as pixels on a rectangular grid
with a given pixellation) and the choice of initial conditions (starting image). This
ensemble defines the minimisation problem to be tackled by the reconstruction
algorithm. Thus for a given reconstruction, the evidence factor is a constant. The
imaging equation simplifies into:

Pr.ijD; M/ / Pr.ijM/ Pr.Dji; M/: (5.3)

The most probable image is the one that maximises the right hand of Eq. 5.3, or
equivalently minimises its negative logarithm criterion J.i/:

J.i/ D � log ŒPr.ijM/ Pr.Dji; M/� (5.4)
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5.4 Likelihood

The likelihood encompasses our knowledge of the statistical distribution of the data.
For simplicity, in the following, the errors on the power spectrum, triple

amplitudes and closure phases will be assumed to be independent and normally
distributed. This assumption forms the basis of the OIFITS data exchange standard
in optical interferometry [56].

In general the observables are assumed to follow a normal distribution, unless
they are phase quantities (closure phases, differential phases), in which case they
follow a wrapped normal distribution [30, 72]. In addition they are often supposed
to be roughly independent/uncorrelated, in agreement with the OIFITS standard.
The likelihood of the data can then be expressed as:

Pr.Dji; M/ / exp
˚�
2

D.i/=2
�

: (5.5)

The reader should note however that there is evidence for minor departures from
Gaussianity for some instruments [64], and that correlations between spectral
channels are to be taken into account when working with real data – see e.g. [53]. In
fact, the addition of covariance tables constitute a key addition to the current draft
of the OIFITS v.2 format.

5.4.1 Non-convexity and Multi-modality of the Likelihood

While the resulting metrics are by themselves statistically well-behaved, the overall
likelihood is in general non-convex, and thus cannot readily be maximised with
convex optimisation tools. This non-convexity is due to the non-linearity of most
of the observables with respect to the image flux, though some observables are
worse offenders than others. In particular, the bispectrum has both its modulus and
phase normally distributed, so that the resulting probability density in the complex
plane is “banana-shaped” and thus clearly non-convex. A convex approximation of
this probability distribution can be easily obtained by using best-fitting ellipsoidal
distributions [46]. The cost of this approximation, the likelihood can be made
globally convex. However it is known in practice that this approximation is not
precise enough, and it will negatively affect the most difficult (high-contrast)
reconstructions (spotted stars, exoplanet detection).

Another possibility to convexify the likelihood is to approximate the wrapped
normal distribution of the phases (non-convex, non-differentiable) by the convex
and differentiable von Mises distribution [62]. It is currently uncertain whether it
suffers from the same drawbacks as the previous approach.

Regardless of its convexity, by construction the likelihood is still missing some
of the phase information from the object, i.e. the phase corrupted by the atmosphere.
Thus, it is fundamentally multimodal. The missing phase can be represented by N�1
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unknown parameters per snapshot, and while the overall image centering accounts
for part of these parameters, other degeneracies with non-obvious effects exist [40].
As a result, encountering local minima of the likelihood cannot be avoided during
optimisation.

5.5 Regularisation

The reconstruction problem is an ill-posed problem (in the sense of Hadamard): the
information contained in the data is not sufficient to constrain all the unknowns to
recover. Typically, the data is composed of a few hundreds or thousands points, and
we try to reconstruct an image containing several thousands pixels. The discrepancy
may not seem too great, but the data points are likely to be nearby uv points and
thus present great redundancy of information.

Attempting to reconstruct an image solely by maximising the likelihood leads
only to over-fitting; which means that artefact-ridden images are obtained as the
noise in the data is interpreted as true signal. To circumvent this issue, one has
to regularise the problem [76], i.e. introduce reasonable prior expectations on the
object such as e.g. its positivity, a support constraint, the smoothness or sharpness of
its brightness distribution. In this approach, called regularised maximum likelihood,
the reconstruction becomes the process of examining the probability of images that
both obey the regularisation constraints and are compatible with the data.

Regularisation plays a fundamental role in interferometric image reconstruction.
In addition to prevention of overfitting, its main purpose is to mitigate the effects of
the lack of Fourier coverage on the reconstruction by imposing prior information
on the solution. Ideally, it should also make the combination of likelihood and
regulariser less sensitive to local minima. To prevent biasing the solution, though,
the regularisers should be as generic and non-committal as possible. In optical
interferometry, the positivity of the image fluxes is one of the simplest regularisers,
yet one of the most effective. It is de facto presupposed in all reconstructions.
Classic regularisers are presented and discussed in the review by Renard et al. (2011)
[60]. Newer regularisers are generally based on Compressed Sensing, introduced in
Sect. 5.5.3.

By choosing an adapted regulariser for the target, reconstructions routinely
achieve super-resolution, i.e. an effective image resolution greater than the Rayleigh
interferometer resolution [27, 60].

The general form of a regulariser expression is often chosen to be:

Pr.ijM/ / exp f�R.i/g (5.6)

where R the regularisation function and � is called the regularisation hyperparame-
ter [65, 74].
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Accordingly, the most probable imageei jointly maximises the likelihood and the
regularisers, and can be found through the minimisation of the criterion J.i/ from
Eq. 5.4, under the constraints of normalisation and positivity:

Qi D arg mini2RN

˚

2

D.i/ C �R.i/
�

s.t. 8n; Qin � 0 and
NX

nD1

Qin D 1; (5.7)

5.5.1 Separable Regularisation Functions

The majority of regularisers R in use in optical interferometry work by constraining
the location and/or the intensity of the image flux. Amongst them, some effective
flux regularisers will penalise excursions from a default wanted state, or sometimes
a prior image m. This default state reflects our expectations for the image in the
absence of data. Early in the history of optical interferometry, the most common
regularisers were often separable functions: i.e. the regularisation for a given pixel
depends solely on the flux in this pixel, and not on the neighbouring pixels.
Historically, the first image regulariser in optical interferometry was Maximum
Entropy [28, 31], RMEM.x/ D P

n xn �mn �xn log.xn=mn/, which directly compares
the current image to the model with the Kullback-Leibler divergence metric.
Most expressions of separable functions nowadays are using `p norms, defined by

R`p.x/ D �P
n jxnjp

� 1
p . When applied directly onto the image pixels, these norms

penalise departure from the default image. The penalty will increase more or less
than linearly with the departure, depending on the power coefficient p (often chosen
between 0 and 2). Typical examples are R`2 and R`0 , which favour respectively
smooth images and sharp features. Under our assumptions of image positivity and
normalisation to unity, R`1 is always unity and thus a useless regulariser. Other
separable regularisers can be constructed to behave `2 � `1 norm [43]: small
excursions from the default image are penalised quadratically (`2 behaviour), while
larger excursions are penalised linearly (`1 behaviour). In all these cases, the role
of the prior image is key to imaging fidelity: without it the regularisation happens
pixel by pixel, and does not take into account local pixel correlations.

5.5.2 Example of Regulariser: Prior Images

Prior images are often used in conjunction with regularisers belonging to maximum
entropy type. Typically, they are either chosen to be the zero image (also abusively
referred to as using “no prior”), or simpler (or blurred) versions of the object to
image derived from model-fitting. Prior images will act as “masks” during the
reconstruction, preventing spurious noise outside a well-defined zone where the flux
is known to reside. A typical example is reconstructing a spotted stellar surface.
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Fig. 5.1 The “Goldilocks” sensitivity to the image prior of the reconstruction of Altair (from
CHARA-MIRC 4-telescope data). Using a flat image (“no prior”) as a prior barely allows the
shape of the star to be recovered (top row, left), unless the short frequencies are constrained by
additional data (top row, right, data from Palomar Testbed Interferometer). Using an entropic prior
regulariser of the form R.i/ D �P

n log.in � mn/ constrains the shape of the star better, provided
the size and orientation of the prior are correct within a few percents (center and bottom rows). In
this example, an undersized prior leads to severe artifacts on the disc edges (center row, left). An
oversized prior will produce extraneous flux in an attempt to fill the whole prior region (center row,
right); though the central flux distribution will remain roughly untouched. As would be expected,
an over-inclined disc behaves both as an undersized and oversized prior (bottom row, left). A good
image be recovered only if the prior is just right [54] (All images courtesy of John Monnier (private
comm.))

An effective procedure is to first fit the data with a limb-darkened disc. Then this
disc is blurred with a Gaussian width of a few pixels, and used as prior for image
reconstruction. In practice this procedure is effective, as it fills the short frequencies
with likely data. The reason for blurring the prior is twofold: to avoid aliasing
and sharp edges, and to prevent under-sizing the prior which strongly damages the
reconstruction fidelity. As illustrated in Fig. 5.1, one may encounter a Goldilocks
dilemma: the prior has to be “just right” to recover the exact brightness distribution
on the stellar surface. A fair criticism of this process is therefore that its dependency
on good prior model makes it stray too far from the ideal model-independent/non-
committal approach.



82 F. Baron

5.5.3 Example of Regulariser: Multiscale Approaches
and Compressed Sensing

The literature in radio interferometry presents several multi-scale approaches that
aim at decreasing the effective number of degrees of freedom by replacing the
canonical pixel basis by more adapted bases, both decreasing the number of
unknowns to estimate and taking into account local correlations between pixels.
For example, images may be directly partitioned into locally correlated patches,
using image plane partition schemes such as Voronoi tessellation [15]. Most
successful multi-scale approaches rely on wavelets: wavelet-CLEAN [66], the
Adaptive Scale Pixel [11], and Multi-Scale CLEAN [23, 58] are available in the
Common Astronomy Software Applications (CASA).

Most targets in radio interferometry present very compressible images, and they
are even more so in optical interferometry where a reconstruction often consists
in a single compact object of very limited dynamic range on a completely dark
background. The multiscale approaches in optical interferometry are therefore
strongly tied to the recent Compressed Sensing theory.

5.5.3.1 Compressed Sensing

Compressed Sensing is a new mathematical framework formalising the multi-scale
ideas. If an astronomical signal can be expressed as a small number of coefficients c
in an adequately chosen basis W (or “dictionary”), it is said sparse in this basis: its
information content may be much smaller than its effective bandwidth. Compressed
sensing theory then supersedes the Shannon sampling theory and allows optimal
reconstruction of the signal even if it is sampled at less than its Nyquist frequency
[17, 26]. Compressed sensing literature discusses the linear measurement problem
(rewritten with our former interferometric notations):

v D Hi C n D HWc C n (5.8)

where v is the measured data, n its associated noise, and H describes the measure-
ment process. Compressed sensing then states that the compressible signal i can be
recovered as WQc, where Qc is the solution to the sparsity-regularised optimisation
problem:

arg min
c2RP

jjcjj0 s: t: jjv � HWcjj2 � �: (5.9)

where � is the desired residual level for the optimisation. [9] demonstrated the
existence of one-to-one correspondence between � in Eq. 5.9 and � in Eq. 5.7.
Compressed Sensing can therefore be understood as regularised maximum likeli-
hood, with the regulariser taken to be the `0 norm of the coefficients of the image
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in the sparsity basis. As the `0 norm intervening in Eq. 5.9 is non-convex and
non-differentiable, its minimisation is numerically intractable using conventional
convex optimisation algorithms (the majority of image reconstruction codes). For
a restricted set of problems, [17] demonstrated the convex `1 norm to possess
similar properties, but as previously mentioned, it remains a constant (unity) and
thus useless for optical reconstructions. Non-convex but differentiable `p norms
(0 < p < 1) may constitute a possible alternative to the `0 and `p norm [20]: Carrillo
et al. [18] reports successfully approximating the effect of `0 using a reweighed `1.

5.5.3.2 Applying Compressed Sensing to Optical Interferometry

To improve the recovery of the signal, Compressed Sensing states that the mea-
surement process H should ideally have a dense representation in W, i.e. these
bases must be as incoherent as possible [16, 17]. The signal processing literature
generally prescribes random sampling, and proceeds to assess the probability
of exact reconstruction in such a case. In a practical imaging scenario though,
the UV sampling is non-random and pre-determined, due to the fixed telescope
configuration or to the observing schedule. An observer will ideally attempt to
sample all the available UV points. Consequently, given H, the user has only the
choice of dictionary W to improve the reconstruction. Both this choice and that of
the minimisation engine will ultimately determine the quality of the reconstruction.

Image reconstruction in interferometry seems nearly a textbook application
of Compressed Sensing theory, at least in the radio domain. Wiaux et al. [78]
first demonstrated the application of Compressed Sensing to the reconstruction of
simulated radio interferometry data, and all the classic algorithms from the Com-
pressed Sensing literature such as Matching Pursuit or Iterative Soft Thresholding
Algorithm have corresponding radio packages [44, 77].

For Compressed Sensing recovery via `0 to work as intended, Eq. 5.8 requires
a linear transformation from the image basis to the measurements. As underlined
earlier, the observables in optical interferometry are non-linear functions of the
complex visibilities, leading to a multimodal and non-convex likelihood. The
underlying measurement process however, remains essentially the same as in radio:
the problem to solve is similar to the Basis Pursuit Denoise problem, only less
numerically tractable. As the theoretical benefits of a Compressed Sensing approach
are not clear in the non-linear regime, the practical benefits are to be assessed by
simulations.

5.5.3.3 Dictionaries for Optical Interferometry

Sparsity dictionaries may be used alone or coupled, which is equivalent to using
several regularisers at once [77].

The most immediate dictionary that may come to mind is the image pixel basis,
also known as the impulsion basis. Imposing sparsity on the impulsion basis during
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reconstruction leads to reconstructions with the least amount of lit-up pixels. This
idea was first exploited by the original Building Block Method [34], inspired by
the CLEAN method, in which pixels were populated one after another as the
likelihood progressively increased. In practice image plane sparsity is only useful
when imaging barely-resolved or unresolved objects, e.g. companions around a star
or very compact objects.

Another useful dictionary consists in the basis formed by the spatial gradient of
the image, or by extension any higher order spatial derivative of the image. Imposing
sparsity in the gradient plane will favour patches of uniform brightness with sharp
edges in the reconstructions. Total variation [61], as the `1 norm of the spatial gra-
dient, measures the amount of variation in an image. This regulariser has been used
in medical imaging and deconvolution as an edge-preserving regulariser [22, 68],
and shown to be an effective all-purpose regulariser in optical interferometry [60].
Through dimensional analysis, [4] recently argued that `0:5 norm is more effective
to reconstruct spotted surfaces. The combination of spatial derivative dictionaries,
known as total generalised variation [13], is also particularly effective.

As the strength of these dictionaries is due to the actual correlation between
neighbouring pixels introduced by the regularisation, using wavelets is also a
possibility. Wavelets tend to offer good sparsity bases for astronomical images [67].
During the regularisation the image is turned into wavelet coefficients, a natural
multi-scale representation on which to apply Compressed Sensing. At the time of
writing this paper, the dictionary choices are restricted in optical interferometry:
in SQUEEZE [3, 5] the Isotropic Undecimated Wavelets (IUW) from [67] and the
Cohen-Daubechies-Feauveau-9/7 from the JPEG2000 format [70]. In the PAINTER
[62, 63] package, the IUW or a dictionary made of the concatenation of a Haar
wavelet basis with the first eight orthonormal Daubechies wavelet bases (Db1-Db8).
This latter basis was demonstrated to be superior to IUW on typical radio images
[18]. In the optical domain, stellar objects are often isotropic and the IUW seems
to fare well on test images as shown on Fig. 5.2. One could foresee the use of more
specialised wavelets in the future, in order to enhance specific image features (e.g.
arcs/discs for Young Stellar Objects).

Finally, we note that when doing spectro-interferometry, other sparsity bases may
be imposed as trans-spectral regularisers. Some possible choices were reviewed in
[77] and are now of common use: total variation, a structured `2 norm [74], or the
Discrete Cosine Transform [62].

5.5.4 Regularisation Weight

The relative weight of the likelihood and of the regularisation prior is set by the
hyperparameter � in Eq. 5.7. From a strict Bayesian analysis viewpoint, P.�/ is
likely significant over a large range of values, and the proper procedure would be to
marginalise the problem over this nuisance parameter. However, for historical and
ease of use reasons and because the marginalisation is a very non-trivial process, it is
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Fig. 5.2 Reconstruction of the Beauty Contest 2004 dataset simulating the observation of the
Young Stellar Object LkH˛ 101. Top left: the UV coverage for the data set. Top right: the truth
image. Bottom left: the BSMEM maximum entropy reconstruction, and a SQUEEZE Compressed
Sensing image using the Undecimated Isotropic wavelets. Two flaws are apparent on the BSMEM
regularisation: the reconstructed central star is spread out and therefore dimmer; and the flux
distribution on the shell is different. The peak fluxes of the reconstructed image differ sensibly
from the ground truth. Though still not perfect, the Compressed Sensing reconstruct is a significant
improvement

often considered as a Dirac function P.�/ D ı.� � �0/, and the minimisation is set
to use the single value �0. Very low values of � favours the likelihood over the prior
and will tend to over-fit of the data, resulting in spurious high frequency artefacts on
the reconstruction. Conversely, very high values of � favour the regulariser and the
reconstruction may not depart significantly from the prior image. Consequently, an
optimal range of �0 values exists.

As predicted theoretically and demonstrated in simulations [60], this range only
depends on the type of regularisation and object type, but not on the data coverage
or quality. Provided one knows the nature of the object to reconstruct, this range can
be determined empirically by simulating the observation of an object with similar
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properties [60]. Obviously this is not applicable when observing a target whose
shape is mostly unknown (a good example of these would be enshrouded AGB
stars). The best solution in this case (at the moment) would be to rely on L-curves
to determine the optimum range [37, 60]: unfortunately on real data the L-curves
are not very smooth due to local minima, the inflexion point hard to determine,
and the method requires launching a large number of reconstructions within the
plausible range of �0. A more Bayesian approach is attempted in BSMEM [6] based
on the method of [28] where the marginal probability of � is maximised along the
reconstruction; however it has not been completely convincing in terms of numerical
stability.

5.6 Optimisation Engines: The Software Landscape

All image reconstruction packages solve the regularised maximum likelihood
problem by finding the solution of Eq. 5.7, but they still differ in their optimisation
strategy.

5.6.1 Stochastic vs Deterministic Approaches

The first distinction we can make between reconstruction engines is whether they
use stochastic optimisation. The majority of packages employ a deterministic
criterion minimisation scheme based on constrained gradient descent (constrained
meaning positivity is imposed during minimisation), where the gradient of J.i/ with
respect to the pixel fluxes is computed analytically.

5.6.1.1 Classic Deterministic Algorithms

The classic deterministic algorithms for optical interferometry are based on convex
optimisation methods, i.e. line search or trust region methods. Arguably, nowadays
both these approaches have been superseded by the superior Alternating Direction
Method of Multipliers (ADMM), discussed further in Sect. 5.6.1.4.

In the line search methods, a descent direction is computed from this gradient,
then the image is changed by this descent direction adequately scaled by a line
search. The most classic example is the steepest descent method used in the
Building Block Method [34] and the conjugate gradients in its successor IRBis
[33]. The constrained semi-Newton method used in MiRA [72] is more powerful:
based on the Limited-memory BFGS with gradient projection for positivity, it
approximates the inverse Hessian to improve convergence [71]. MiRA is often the
go-to reconstruction software thanks to its vast choice of classic regularisers, but
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it cannot employ non-convex or non-differentiable regularisations such as `0 and
relies on a convex approximation of the likelihood.

In the trust region method employed by BSMEM [6, 14], the criterion J.i/ from
Eq. 5.7 is approximated by its local Taylor expansion. This requires computing the
gradient and diagonal Hessian of J.i/ with respect to the pixel fluxes. The region
where this approximation remains valid is tested, and called a trust region. By only
moving within this trust region, the method can tackle the non-convex likelihood.
Positivity is imposed quite artificially through the single available regulariser:
Maximum Entropy.

5.6.1.2 Stochastic Algorithms

The two stochastic packages available are MACIM [35] and its successor
SQUEEZE [7]. Both engines use Monte Carlo Markov Chains (MCMC). In a
single chain, a set of elements of same unit flux are moving randomly within the
image plane, forming different image configurations as iterations go. MACIM uses
simulated annealing: the acceptance or rejection of a new configuration is based on a
“temperature”, a parameter that follows a decreasing schedule and directly influence
the relative strength of the likelihood. The initial configuration is “hot”, and it is free
to evolve within an image space dominated by the regularisation. As the temperature
drops, the likelihood is progressively introduced, and the configurations start to
favour regions of higher and higher likelihood. Ideally the configurations should
then partially “freeze” (i.e. they should reach an equilibrium close to the global
criterion optimum, but deviate from the perfect solution at each iteration due to
the stochastic motion of elements). To obtain the final image of a chain, the Monte
Carlo ensemble average of all frozen configurations is computed after the final
iteration. SQUEEZE [7] employs two slightly different methods: parallel simulated
annealing and parallel tempering. In parallel simulated annealing, independent
simulated annealing chains with different starting points are run in parallel, and
the resulting images are co-aligned and averaged together to create a final image
independent of the minimisation path. In parallel tempering, several chains are also
run in parallel, but a given chain always remains at a constant temperature during the
whole optimisation. Chains with close temperatures can exchange images, so that
from proxy to proxy, most possible configurations can be tested. Parallel tempering
is consequently more robust than simulated annealing. The main issue with MCMC
lies in its slow speed. The main advantage of the MCMC engines resides in the ease
with which their optimise non-convex, non-differentiable, or non-smooth likelihood
and regularisation (including `0). They can tackle multi-wavelength and multi-
epoch imaging, as well as model fitting in addition to image reconstruction with
minimal coding [37]. Parallel tempering in particular can compute the marginal
likelihood to do Bayesian model selection [7].
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5.6.1.3 Explicit vs Implicit Approach and Self-Calibration

A second distinction that can be made between the optimisation approaches is
whether or not they attempt to recast the data into complex visibilities. Minimising a
likelihood made only of complex visibilities is (under some assumptions) a convex
problem, thus easily solvable by convex optimisation. The underlying scheme is
somewhat similar to the Expectation-Maximisation algorithm [25]. The algorithm
relies on the explicit introduction of latent variables, which here correspond to the
missing phase parameters.

The self-calibration algorithm [57] used in radio is an iterative algorithm that
alternatively optimises the image then the latent variables until convergence. While
it generally brings a definite improvement over the traditional CLEAN method,
the self-calibration procedure is not robust at low signal-to-noise data and will
simply not converge. WISARD [47] is an attempt to apply self-calibration to optical
interferometry, under the assumption of a uniform distribution of phase noise
amongst the baselines (unfortunately probably unjustified in the optical domain).
Because the interferometric data contains no information on the missing phases, the
corresponding parameters are, in effect, optimised with respect to the regularisation
functions. Unfortunately, compared to implicit methods that do not attempt to
express these parameters, WISARD has not demonstrated any improvement in
imaging fidelity, and it suffers from the drawbacks of self-calibration at low
signal-to-noise. ADMM provides a better numerical approach that can also recast
the problem into complex visibilities (see Sect. 5.6.1.4). The only area where
self-calibration has proved useful is multi-wavelength imaging from differential
visibilities [48].

5.6.1.4 Multiwavelength: Proximal Methods

A new set of methods based on proximal methods has recently appeared. Instead of
directly optimising Eq. 5.7, the image parameters on which the likelihood and the
regularisation act are decoupled:

Qi D arg mini2RN 
2.i/ C �R.k/ with i D k (5.10)

At first, this may seem like an awful way of rewriting the initial regularised
maximum likelihood, but this new form allows the global problem to be split
into several sub-problems, including minimising with respect to i and k, imposing
their equality, and global positivity. Skipping here lots of mathematical steps, the
end result is an iterative algorithm where all the sub-problems present closed-
form solutions, except one. The only non-closed sub-problem is the unconstrained
minimisation of the likelihood plus a `2 norm, i.e. an easily solvable problem.

The main numerical advantage of ADMM over classic convex optimisation
techniques is the possibility to use non-differentiable regularisers, including the
`1 norm for Compressed Sensing. Non-smooth norms such as `0 are still not
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doable, and the likelihood still has to be convexified, but this alone is sufficient
to justify ADMM. In addition, the sub-problems can be trivially parallelised for
multi-wavelength or multi-epoch reconstructions. MiRA-3D [75] was the first
demonstration of the potential of ADMM for optical interferometry, which proved
that multi-wavelength imaging with ADMM was significantly more efficient than
with classic MiRA. MiRA-3D remained limited to complex visibility likelihoods,
but its successor PAINTER [62, 64] is able to handle actual optical interferometry
observables and do `1 Compressed Sensing.

The only drawback of the proximal methods is currently the number of tweaking
parameters required for convergence. As the field of proximal methods is maturing,
further improvements over the standard ADMM method are to be expected and in
fact are already implemented in radio [19].

5.6.2 Fidelity of Current Reconstructions

Nowadays, all the previously named algorithms will in practice produce images
which are very close to one another. Yet these may still differ considerably from the
truth images. This lack of fidelity on key test cases is well-known [10], and can only
be solved by more research on better regularisers or dictionaries.

To objectively assess the imaging fidelity of algorithms, the best solution is to
simulate realistic data sets from known “truth” images, then measure the distance
between the reconstructions and the reference truth images. There are two pitfalls
when adopting this procedure. First, because the conventional imaging observables
(power spectra and bispectra) are invariant to translation, several reconstructions
from the same datasets may present different offsets. Hence the reconstructions and
the reference truth images needs to be registered (co-aligned). Second, defining
a proper metric for registration and image comparison is non-trivial. The Mean
Square Error is a conventional default choice, but not particularly satisfying [60],
and interferometrists are now exploring other options.

The IAU Interferometry Beauty Contest [2, 24, 41, 42, 45, 51] is a competition
organised every two years during the SPIE Astronomical Instrumentation Confer-
ences, which aims at showcasing the performance of image reconstruction software
in optical interferometry. Science cases are selected by the organisers, then synthetic
data sets in the OIFITS format are generated from model images, and the truth
images remain secret during the competition. The data sets are then given to the
competitors for reconstruction, and the algorithm producing the reconstructions
closest to the truth images (using the MSE) is declared the winner. Overall these
contests have not only confirmed the reliability of image reconstruction in terms
of detection of the main features of an image, but also helped maintaining the
dynamism of the field.
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5.7 Conclusion

The field of optical interferometry is now actively developing algorithms to
solve increasingly complex imaging problems. In this chapter we mostly explored
solutions to the snapshot model-independent imaging problem: a non-moving object
to image in a two-dimensional plane.

But as the instruments are getting more powerful, a new set of challenges
appear. Interferometrists are gearing toward 5D imaging: imaging the surfaces of
moving and rotating stars at multiple epochs and wavelengths. Novel regularisers
for spectral and temporal regularisation are to be developed and tested, with useful
ideas to exchange with the fields of computer vision and machine learning. Staying
in astronomy, the synergy between interferometric imaging and complementary
inverse methods is already being explored (light-curve inversion, Doppler imaging),
and the applicability of optical algorithms to mm-VLBI is being actively studied.
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Chapter 6
Tori, Discs, and Winds: The First Ten Years
of AGN Interferometry

Sebastian F. Hönig

After languishing for a decade largely through lack of data, this
field should now see a revival, as it is refreshed by detailed
infrared imaging. The dynamical problems guessed at years ago
can be brought into clearer focus.

Julian Krolik, Nature News & Views, 2004

6.1 Active Galactic Nuclei 101

Every large galaxy in the universe hosts a supermassive black hole in its centre.
Despite its enormous mass of several millions to billions of solar masses, it
contributes typically less than 1% to the mass of the central bulges. Yet, the black
hole mass is tightly correlated with at least the mass and velocity dispersion of
the stars in the bulges. The question is: Why would the bulge care about the black
hole? The common answer is that the growth phases and evolution of bulges and
galaxies are interconnected via feeding and feedback mechanisms. These processes
are particularly important in the active growing phases of the black holes, making
active galactic nuclei (AGN) a central piece of the puzzle of how galaxies evolved
over cosmic times.

The AGN phase is characterised as an episode of significant mass accretion, and
number counts suggest that a supermassive black hole spends up to 10 % of its
lifetime as an AGN. The accreting mass forms a disc of hot gas that emits radiation
from the X-rays to optical wavelengths (see Fig. 6.1). Fast (>1000 km/s) gas clouds
orbit above and below the disc, giving rise to broad ultraviolet (UV) and optical
emission lines (“Broad-line region”; BLR). At high elevation from the disc, highly
ionised gas clouds are seen receding from the AGN, emitting narrow forbidden and
permitted emission line (“Narrow-line region”; NLR). In the plane of the disc and
at distances of >0:1 pc away from the AGN, the temperature in the gas is cool
enough for dust to survive. It is commonly pictured that this dusty, molecular gas
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Fig. 6.1 Illustration of the mass distribution of the AGN phase (Image: ESO, with modifications
by the author)

forms a geometrically and optically thick torus, which obscures intersecting sight
lines. At the same time, the absorbed UV and optical emission is re-radiated in
the infrared. Such obscured AGN can only be identified by their IR emission and
the narrow lines from high-ionised species from the NLR while the disc and broad
lines are not visible. If we see the AGN unobscured, it is referred to as a “type
1” AGN; in the obscured case, we call it “type 2” [1]. It should be noted that this
picture represents an important simplification. Since the proposal of this geometric
unification scheme in the 1980s, it has been realised that the degree of obscuration
and the strength, broadness, and equivalent width of the various emission lines
also depends on factors like specific accretion rate, environment, or evolutionary
state. However, for the purpose of this review on AGN interferometry, we focus on
galaxies that host “Seyfert” AGN – the garden variety class of AGN and poster child
for the simple unification picture (barring controversial exceptions, of course).

6.2 The Dusty Environment

The dusty region around the black hole plays an important role beyond obscuration.
It is the most extended region that contributes to accretion, arguably connecting the
black hole environment on sub-parsec scales to the host galaxy on scales of several
tens to hundreds of parsec. Given its size, it harbours a huge reservoir of gas that
eventually feeds the black hole, making it a prime target of interest when trying
to uncover interactions between black hole and galaxy that lead to coevolution. In
addition, the infrared (IR) emission from the dust contributes a significant fraction
to the overall radiative power output of the AGN.
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As with the other structures of the AGN, the dusty region has typical angular sizes
of few to several 10 milliarcseconds, which makes it impossible to directly resolve
it with single telescopes. Therefore, most of what we know about the “torus” has
been inferred indirectly. The basic framework we have is that the region must be
dense enough to provide the obscuration seen in type 2 AGN. The spectral energy
distribution (SED) in the IR suggests that dust temperatures range from about 200 K
up to the sublimation temperature of 	1500 K, which leads to the expectation of the
size range from sub-parsec to tens of parsec scales under the assumption of radiative
equilibrium [2].

One important point has been inferred observationally and theoretically from a
wide range of arguments [23, 24, 35]: The mass in the torus cannot be smoothly
distributed but is rather arranged in clouds. These clouds have been described
as cores or fragments of galactic molecular clouds, and must be very dense and
compact. In order to withstand the shear of the gravitational potential of the black
hole and be stable to its internal pressure, the clouds can only be as large as a small
fraction of their distance from the AGN – typically less than 1 %. In addition, their
densities must be greater than about 108 cm3 to be resistant against gas pressure and
external forces (gravity and radiation pressure).

6.3 Infrared Long-Baseline Interferometry of AGN: Pushing
the Limits

The biggest hurdle to test our picture of how mass accretion works for the
supermassive black holes in the AGN phase are the small spatial scales involved.
The accretion disc has a typical size of few light-days or less while the BLR reaches
out to several light days in the Seyfert AGN. However, for objects with distances
generally of the order of tens of Mpc, the angular sizes correspond to the sub-
milliarcsecond scale. These scales are impossible to resolve with even the largest
optical telescopes available or planned. The dusty region is our best shot since it
extends out the furthest.

Within the last 10 years, infrared (IR) long-baseline interferometry has matured
to a degree that we are now able to observe AGN. The major challenge in IR
interferometry concerns the need to coherently combine the light “on the fly” in
the presence of strong atmospheric disturbances of the signal, which influence
the coherence strength and phase. The infrastructure required by IR interferom-
etry involves dozens of optical elements, reducing the overall transmission and
increasing the thermal background. This means that observations of AGN are
usually sensitivity-limited. However, even under these circumstances, the persistent
improvements on the two major large-telescope interferometers – the Very Large
Telescope Interferometer (VLTI) on Paranal, and the Keck Interferometer (KI)
on Mauna Kea – have led to AGN becoming routine targets, and the sample of
objects is continuing to grow. While in the early 2000s, only the brightest sources
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Fig. 6.2 Timeline showing the evolution of AGN publications from IR interferometry and
its related interpretation/modelling. Several publications are highlighted based on a subjective
selection by the author

NGC 4151 and NGC 1068 could be targeted [16, 34, 41], we are now nearing
a sample of 50 AGN that have been successfully observed in the near- or mid-
IR [3–5, 12, 13, 18–21, 26–29, 36–38], with some of them having both visibility
(D centro-symmetric spatial information) and phase data (Dnon-symmetric spatial
information). Furthermore, a few objects are being monitored to study how their
sizes evolve in the presence of variable central illumination [22, 28].

6.4 Science Results

Figure 6.2 shows a timeline of interferometry papers on AGN. Some key results1

are highlighted that will be discussed in more detail in the following.

6.4.1 Sizes and What They Mean

At the current stage of long-baseline interferometry, the main observable that can
be used for scientific exploitation is visibility. Technically, visibility is the absolute

1The label “key results” is a fully subjective judgment by the author of this chapter. They include
the most cited papers in AGN IR interferometry.
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value of the Fourier transform of the intensity distribution of an object, but for
the purpose of AGN2 we can consider it as the fraction of unresolved emission
(or correlated flux) at a given baseline and position angle as compared to the
total flux within the single-telescope aperture. Most of the time, we observe few
combinations of baseline and position angle, which makes is impossible to properly
reconstruct a full 2-dimensional brightness distribution. Therefore, we have to
invoke models for the brightness distribution based on which we can infer a size.
To summarize; interferometry does not measure a size; but it is rather the size that
is inferred from visibility.

Since 2004, four different models have been used to turn AGN visibilities into
sizes, which are more accessible to non-interferometrists.

• Gaussian brightness distribution and FWHM size. The beauty of the Gaussian
function is its behaviour under Fourier transformation: it remains a Gaussian.
Therefore early results used this function and reported the FWHM as inferred
size of the respective object. The major problem with this model is that with
better and more data available it became clear that the IR intensity distribution is
not a Gaussian. As illustrated in [21], this leads to the inferred FWHM strongly
dependent on the visibility level (see Fig. 6.3), so that the sizes are essentially
representing �=baseline rather than the object. Moreover, the better data required
more than just one Gaussian to be employed for reproducing the brightness
distribution.

• Power-law brightness distribution and half-light radii. Using the constraints
from multi-baseline data, [18] suggested a power law brightness distribution as
the better representation. The corresponding size of such a distribution is the
half-light radius (see Fig. 6.3). As shown in [21], such a model results is almost
no dependence of size on baseline in the mid-IR data of six AGN. This should
come as no surprise. The radiative transfer and dilution of light with distance
from the AGN essentially set up a power-law envelope. Even when convolved
with a non-power-law mass distribution, power-law modes will remain, so that,
in some sense, power laws may be considered a “natural brightness distribution”
for the AGN IR emission. The major drawback of this model is that it requires
sets of interferometric measurements at least at two different baseline lengths for
any given position angle, which comes at the expense of significant observing
time. However, angular and radial interpolation methods have been created to
make use of measurements with offset position angles.

• Point source plus Gaussian. The AGN Large Programme (LP) performed with
the mid-IR MIDI instrument at the VLTI shows many objects for which the
visibility drops with baseline initially but then seemingly flattens. Thus, [5] took
the approach to model the sources with a two-component model of a Gaussian
plus a point source, the latter being responsible for the flattening. While one
may argue that the Gaussian part introduces similar problems than with a single
Gaussian (see above), the LP took the advantage of the large dataset for each

2Where in all objects except of Circinus and maybe NGC 1068 we are observing in the first lobe
of the Fourier transform.



100 S.F. Hönig

Fig. 6.3 Example for size extraction from visibilities (upper label) of three different baseline
lengths using Gaussian models (black dotted and dashed lines) and a power-law (red dash-dotted
line). While the power law is able to reproduce all data sets simultaneously, providing a unique
size (see lower panel), the Gaussian model sizes depend on baseline length (From [21])

individual object, modelled the distribution in 2D, and inferred half-light radii
from these models. However, these half-light radii are different from the ones
inferred from power laws and a proper comparison as to how they compare and
how a power law brightness distribution fares for the LP sources is still pending.

• Ring (plus point source). Near-IR interferometry probes only the hottest dust
near the sublimation front. No dust emission emerges from closer than the
sublimation radius. Therefore, it became a standard to use a thin ring model
to infer sizes from near-IR interferometry [17, 19, 20]. Actually, the accretion
disc or “big blue bump” contributes significantly to the near-IR emission – of the
order of a few to 25 %, depending on object. This skews the visibilities of the
dust emission to higher values since the big-blue bump emission is much smaller
and unresolved with current interferometers. Therefore, it is practical to combine
a ring model with a point source, for which the contribution has been determined
from spectral decomposition using optical to near-IR photometry.
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For non-interferometrists it is important to remember that these sizes are model
specific. They refer to a characteristic level to which the flux has been resolved,
which could be 50 % or any other “isophote”. As such, significant flux is present
at larger radii than these size estimates, which has to be taken into account when
making comparisons to models. Moreover, these sizes are wavelength-dependent
and will typically increase with wavelength since cooler dust at larger distances
from the AGN will contribute to the emission.

6.4.2 The Dust Is Clumpy, Indeed!

The first long-baseline IR interferometry was recorded with the KI in 2003 in
the near-IR K-band of the brightest type 1 AGN NGC 4151 [34]. The near-IR is
supposed to trace the hottest dust close to being sublimated. However, the size of
the inferred sublimation radius was smaller than expected, so the authors remained
cautious on interpreting their result either as the ring of hot dust at the inner edge of
the torus or gas emission from the allegedly much smaller accretion disc.

In 2004, the VLTI achieved its first fringes of an AGN in both the near- and
mid-IR using the VINCI and MIDI instruments, respectively [16, 41]. The target for
both observations was NGC 1068, which is widely considered a prototype of local
AGN. It is important to note that the MIDI instrument does not only provide single
wavelength data, but covers the full 8 to 13 �m range – an interferometric IFU in
some sense.

With the combination of these data, it could be shown that the wavelength-
dependent size is consistent with dust in local thermal equilibrium with the AGN and
confirmed that the IR emission is really from dust, something that has sometimes
been questioned in the literature given the comparably flat IR SEDs. Furthermore,
with the aid of two sets of models [9, 30], it was possible to demonstrate that
the fluxes at different spatial resolution elements is not consistent with a smooth
distribution of dust, but requires the dust to be clumpy. This result was subsequently
confirmed by observation of another nearby AGN, where the interferometric fluxes
for a given baseline wiggled with position angle of the source (see Fig. 6.4) that can
be only explained if the source is inhomogeneous [36]. These results were a first
direct confirmation of substructure within the dusty gas and confirmed theoretical
predictions from more than a decade earlier.

6.4.3 The Inner Radius Scales with Luminosity, But What
Kind of Dust Are We Seeing?

In parallel to the mid-IR work performed at the VLTI, observations at the KI
probed the innermost region of the dust distribution in the near-IR [19, 20, 22, 28].



102 S.F. Hönig

Fig. 6.4 “Wiggling” of the visibility at 8.5 �m (left) and 12.5 �m (right) for position-angle scans
at two different fixed baseline lengths in the Circinus galaxy (Figure from [36])

Fig. 6.5 Sublimation radius inferred from near-IR interferometry with the KI (blue data points) as
well as near-IR reverberation mapping (grey crosses). The dotted line shows a dependence of radius
on the square root of the luminosity as expected from the Stefan-Boltzmann law. The normalisation
is consistent with large graphite grain opacities (Figure from [20])

This region is defined by the hottest temperature of about 	1500 K where dust
can still survive. From simple radiative equilibrium considerations and the Stefan-
Boltzmann law, it can be estimated that the sublimation radius should depend on the
square-root of the AGN luminosity, rsub / L1=2, with the absolute scaling depending
on dust properties. This dependence was previously indicated using optical-to-IR
time lag measurements [33] and could be confirmed with KI interferometry of 8
AGN [19].

While the size-luminosity relation held, its absolute scaling came as a surprise
(see Fig. 6.5). From opacities of standard astronomical dust, it was expected that the
sublimation radius would be about 1.3 pc for an AGN luminosity of 1046 erg/s. The
scaling that was found from interferometry and time-lag measurements is about a
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factor of 3 smaller [17, 19]. This led to the suggestion that the sublimation region
is dominated by large graphite grains. Indeed, we may expect that the hottest dust
is composed of those species and sizes that can survive the highest temperatures,
consistent with the idea that at the inner radius we are left over with only the tip
of the original ISM dust distribution. Moreover, since silicate grains are supposed
to sublimate at lower temperatures than graphite, it is perfectly reasonable that the
hottest dust is dominated by the latter type of grains.

These results should be put in light of the bigger picture. It has been noted
that silicate emission features are lacking strength in observed mid-IR spectra of
AGN while they feature prominently in any kind of dust torus model. Indeed, at
interferometric resolution, silicate emission features are notably absent in spatially-
resolved spectra of the inner few parsec of type 1 AGN [3–5, 21, 37]. On the other
hand, silicate absorption features, which indicate rather cool dust, are present in
obscured type 2 AGN, albeit generally being rather weak. In addition, the strongest
absorption features are probably not associated with the obscuring material in the
nuclear environment, but originate from galactic scale extinction, e.g. from host dust
lanes [8, 14]. Putting these pieces together, the interferometry results are a strong
indication of significant evolution of the dust composition with distance from the
AGN.

6.4.4 Constraints on the Volume Filling Factor

The dust size measurements lead to another interesting constraint; by relating the
sizes to the flux emitted from this same region, we can calculate surface emissivities.
[21] assume that the typical hot dust temperature is 1400 K as inferred from spectral
fits [17]. A black body emission model for the inferred interferometric half-light
radius is then compared to the correlated flux from this radius (see Fig. 6.6).

For the hot dust emission near the sublimation front, the inferred surface
emissivity turns out to be 	0.3 in the six objects investigated by [21]. The interesting
constraint we get from this comes from the fact that surface emissivity is the product
of dust emissivity and surface filling factor. If this product is of the order 0.1, and
considering that both individual factors must be smaller than or equal to unity,3

both factors are quite strictly limited to > 0:1. For the dust emissivity, this is further
evidence for the domination of large grains. The surface filling factor, on the other

3Strictly speaking, the colour temperature inferred from spectral fits is a lower limit to the physical
temperature, given the uncertainty from the dust distribution, which may make the emission appear
redder than the temperature in this region. However, this effect should be minor at the inner rim
of the dust distribution. If we assume that the “true” temperature is 1800 K, we can expect that
the maximum value the emissivity can get to is �3 for the assumption of a 1400 K black body.
Similarly, the surface covering factor may be >1 if the dust is optically thin. However, for the
near-IR, this is incompatible with the red SED towards the mid-IR, for which we would expect a
Rayleigh-Jeans behaviour if optically thin.
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Fig. 6.6 Comparison of the observed surface brightness in the near-IR (violet) and mid-IR (green:
8 �m; red: 13 �m) for the six AGN in [21]. The grey lines are black bodies with temperatures of
1400 K (dotted), 700 K (dashed) and 350 K (dash-dotted). See text for further information (Figure
from [21])

hand, is surprising, since it firmly limits the volume filling factor of the region to
approximately >.0:1/3=2 	 0:03. This value still allows for clumpiness, but it might
rule out low-volume filling factor models, as has been put forward in the literature.

The situation is not as clear in the mid-IR. At these wavelengths, the emission is
a mix of contributions from the Rayleigh-Jeans tail of hotter dust closer to the AGN
and the “black body peaks” of cooler dust. Therefore, it is much more difficult to
infer a representative temperature for the size measured with interferometry. [21]
compare the surface brightnesses of 700 K and 350 K black body emission to the
resolved 8 and 13 �m emission from the half-light radii of their six AGN (see
Fig. 6.6). A rather conservative lower limit can be set to the surface emissivity as
>0:01, but given the uncertainties in the distribution of the dust, this result should
be considered tentative.

In summary, IR interferometry indicates that clumpiness in the inner part of
the dust distribution must be considered of the type with volume filling factor
> 0:01. With a better mapping of the dust emission using upcoming interferometric
instrumentation, it will become possible to put a similar constraint on the cooler
dust in the mid-IR that emits most of the energy in the IR.
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6.4.5 The Distribution of the Dust Revealed, But It Is Not
Clear What It Means

One of the key features of IR interferometry is that it spans a rather large range
of wavelengths. Aside from broadly covering the near- and mid-IR, structural
information can be gathered with spectral resolution between 8 to 13 �m with
the VLTI/MIDI instrument. Translated into temperatures, we cover about 270 K
to 450 K in �F� black-body equivalent. If all temperatures contributed equally,
we could expect a difference in size from the shortest to longest wavelength
in this window of a factor of 3�4 based on a modified Stefan-Boltzmann law
for dust. In reality, however, the dust will not be distributed homogeneously but
according to some mass density distribution, which can be considered a distance-
depending weighting function for the temperature distribution. Using these simple
considerations, and confirming it by full radiative transfer simulations [11], we can
come up with the prediction that if the emission is emerging from a compact dust
distribution close to the sublimation radius, then the size should not depend too
much on wavelength, since the emission is dominated by a small range of hotter
temperatures. Conversely, if the dust distribution is shallow, we expect a strong
dependence on wavelength as more and more cooler dust at larger distances will
contribute to the emission. This will effectively tie the shape of the total IR SED to
the wavelength-dependent sizes, with blue SEDs coming from more compact and,
thus, smaller distributions, while redder emission originates from more extended
distributions (barring obscuration effects) [11].

To test this theoretical relation with observations, we have to remember that the
absolute size of the inner boundary of the dust distribution (= sublimation radius)
depends on the AGN luminosity. If we want to test the temperature distribution, and
in turn the projected mass distribution, we are interested primarily in how the mass
is distributed with respect to this inner boundary. Therefore, the absolute sizes we
obtain from interferometry should be expressed in units of this inner scaling radius,
which can be either inferred from near-IR interferometry or reverberation mapping.
Taking this into account, we can indeed identify a dependence of (scaled) mid-IR
size on the emission properties of the overall SED. When plotting the mid-IR half-
light radii of the type 1 AGN in [21] against the spectral slope in the IR, we find
a quite strong dependence of both parameters (see Fig. 6.7). This backs the idea
that the wavelength-dependence of the interferometric sizes traces the (projected)
distribution of the dust mass [10].

A more puzzling relation is found when comparing the compactness of the dust
emission with AGN luminosity. [21] found for their sample of 6 unobscured AGN
that the brightness distribution becomes more compact with luminosity (see Fig. 6.8
left). On the luminous end (	 1046 erg/s), the mid-IR emission seems to be almost
entirely emerging from the Wien tail of hot dust in the vicinity of the sublimation
radius, while on the lower luminosity side (	1043 erg/s) the hot dust is extended
beyond 50 times the sublimation radius. Indications of such a trend may also be
identified in the type 1s of the more expansive MIDI LP dataset [5], although
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Fig. 6.7 Relation between the observed mid-IR spectral slope (expressed as a power law index)
and the 8 �m (blue) and 13 �m (red) of the type 1 AGN sample in [21]. The dashed lines show the
relation based on the CAT3D radiative transfer model [11] for which the radial dust distribution
index was changed (green scale on the right y-axis)
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Fig. 6.8 Left: Mid-IR half-light radius in units of the inner radius of the dust distribution compared
with the luminosity of the six AGN in [21]. The dust distribution becomes more compact at higher
luminosity. Right: Near-IR and mid-IR sizes of objects in the MIDI Large Programme plotted
against AGN luminosity from [5]. A similar trend may be inferred, though at much higher scatter
(Figures from [21] and [5])

the picture is messier there (see Fig. 6.8 right). The major problem at this point
is the limited number of sources at higher luminosities. If we assume, however,
that the trend is real, we have yet to find a physical model to explain it. Note that
this “compact when luminous” trend is distinct from the ideas of a receding torus
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[25, 32], which has been considered for the effect that higher luminosity AGN might
have lower dust covering factors: The receding torus may account for a vertical
evolution with luminosity, but it does not necessarily require a radial evolution of
the mass distribution in units of the sublimation radius.

6.4.6 Where Is the Torus After All?

Arguably the most challenging result for our understanding of AGN from IR
interferometry comes from detailed observations of the four galaxies NGC 1068
[29], NGC 424 [12], NGC 3783 [13], and Circinus [38]. The mid-IR brightness
distribution in each of these sources is mapped with 40 or more individual data
points scattered from few 10 m up to 130 m baseline lengths and at all position
angles that can be reached with the VLTI. This unprecedented level of detail allowed
for precise analysis of the position-angle dependence of the emission source.
Surprisingly, all four sources displayed strong elongation in the polar direction of
the AGN, i.e. perpendicular to the plane of the torus (see Fig. 6.9). While one may
argue that radiative transfer and obscuration effects play a role in this appearance
for the three type 2 sources, this argument becomes less compelling for NGC 3783,
which is a type 1 AGN. Moreover, the elongations in polar direction are substantial,
with inferred axis ratios of 3–4. Finally, the emission originating from these polar
features dominates the total mid-IR emission in all four sources. Such extreme
polar features, in particular in a type 1 source, are very difficult to reconcile with
a classical torus model.

Fig. 6.9 Left: Position-angle dependent sizes of the near-iR (blue) and mid-IR (red) emission
in NGC 3783 as observed with VLTI/AMBER and VLTI/MIDI. The mid-IR ellipse is elongated
toward the polar region while the near-IR emission is aligned with the plane of the AGN [13].
Right: Model image of the dusty environment in the Circinus galaxy based on the mid-IR
interferometery data from [38] (See text for further description)
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NGC 3783 was also the target of the first successful AGN observations with
VLTI/AMBER [40]. A preliminary analysis of the position angle dependence
suggests that the hot dust emission as traced by these near-IR interferometry
observations is aligned with the equatorial plane where models would locate the
torus, i.e. probably perpendicular to the observed mid-IR emission [13]. The
covering factor of this near-IR disc has been constrained to 	 30%. Similarly in
Circinus, on top of the 80% of mid-IR flux emerging from the polar region, the
bulk of the remaining flux has been found to be in a geometrically thin disc aligned
with known maser emission [38]. However, the scale height over most of this disc’s
extension is substantially smaller than what torus models require.

These two observations suggest that the dusty environment consists of two
separate entities: (1) a geometrically thin disc in the equatorial plane of the AGN,
potentially dominating the near-IR fluxes, and (2) a strong polar component domi-
nating the overall mid-IR emission. It has been suggested that this polar component
represents a dusty wind, which is launched from near the inner region of the disc by
the string radiation pressure on dust [12]. Indeed, radiation-hydrodynamical models
suggest that such flows can exist [6, 31, 39], but further theoretical and observational
work is required to solidify these ideas.

Notwithstanding the final theoretical assessments of the physical origin, these
observations strongly suggest that our original idea of a simple torus has to be
thrown overboard. The two-component structure offers important new constraints
on what models have to reproduce to explain the mass distribution around AGN.
Beyond the impact on unification, if the polar emission does indeed originate from
a dusty wind, it may be connected to the much larger kpc scale molecular winds
that are invoked as a feedback mechanism of AGN onto the galaxy. At least in
NGC 1068 and Circinus, we do see that the mid-IR emission extends much beyond
interferometric scales and can be traced to at least 100 pc in single-telescope images.
This indicates that IR interferometry observes the region of origin of AGN feedback.
ALMA may help us making this connection more directly by simultaneously tracing
the molecular component of dust clouds at IR interferometry resolution and larger
regions.

6.5 Conclusions and Outlook

IR long baseline interferometry has contributed to bring a unique view into the
mass distribution around supermassive black holes. It allowed us to access small
spatial scales that are out of reach for any single telescope, even for the upcoming
generation of extremely large telescopes. The key messages to keep in mind are as
follows:

• While in the beginning only the few brightest targets were observable, we are
now closing in on 50 different AGN with constraints from interferometry. A
whole suite of data sets is available now in the near-IR and mid-IR, ranging
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from visibilities to closure phases and their differential quantities and monitoring
information.

• With the help of spectrally resolved interferometry, it was possible to map the
dust brightness distribution around AGN. The dust seems to be clumpy with
a volume filling factor of the order 0.01–0.1. The dust undergoes significant
evolution in the AGN environment under the influence of the strong, hard
radiation field. Finally the dust distribution among the whole AGN sample looks
quite diverse, but there are indications of a trend of more compact distributions
for higher luminosity AGN. This is yet to be confirmed, however.

• Most surprisingly, the bulk of the pc-scale mid-IR emission in AGN seems to
originate from the polar region of the AGN, not from the equatorial plane where
the torus is located. A new two-component picture is emerging consisting of a
dense dusty disc, in the plane of accretion onto the AGN, and an extended polar
wind, where dusty gas is pushed out by the strong radiation pressure from the
AGN.

The polar extended emission will become a major field of research for AGN
interferometry in the coming years with the new MATISSE (mid-IR) and GRAVITY
(near-IR) instruments going online at the VLTI. These instruments will combine all
four UT telescopes and enable us to create real images from AGN interferometry
data for the first time. MATISSE will also add new capabilities at 3.6 �m and
4.5 �m, which are sweet spots for AGN research. We now have an unprecedented
opportunity to pin down the mass distribution around AGN in the dust and gas phase
by making use of the high-angular resolution facilities that the European Southern
Observatory has to offer in the IR (VLTI) and sub-mm (ALMA).

Another interesting new path for the VLTI was recently suggested [15]. By
combining near-IR interferometry with reverberation mapping, is is possible to use
simple trigonometric principles to measure precise direct distances to AGN (see
Fig. 6.10). As described above, the hot dust around an AGN essentially forms a
narrow ring. With near-IR interferometry, we can determine the angular size of this
ring. Near-IR reverberation mapping measures the time lag between variability seen
in the visual and its dust-reprocessed version in the near-IR. Since the visual light
originates from the putative accretion disc, which is at least an order of magnitude
smaller than the hot dust ring, the time lag can be converted into a physical size,
which corresponds to the physical radius of the hot dust ring. The distance can then
be calculated from the ratio of the angular and physical size.

This new “dust parallax” method, being a spin-off of an earlier suggestion for
line emission [7], has been showcased for NGC 4151. The distance was determined
as 19:0C2:4

�2:6 Mpc, which means that the combined systematical and statistical errors
are of the order of 12–13%. If this precision can be held up for other objects,
it will be a competitive method for cosmological applications. The systematical
uncertainties are dominated by the geometry of the brightness distribution, such
as its inclination and orientation, which can be well constrained with the help of
the new VLTI instruments. They allow for a better mapping of the near-IR emission
source, including phase information to probe asymmetries.
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Fig. 6.10 Illustration of the “dust parallax” method to determine geometric distances to AGN
[15]. While interferometry measures the angular size of the hot dust ring, its physical size can be
inferred from reverberation mapping (See text for details)

One interesting aspect is the possibility to measure geometric distances directly
in the Hubble flow at >100 Mpc. Indeed, dozens of AGN with a K-band mag-
nitude between 10.5 and 12 would be suitable for this exercise. If reached with
interferometry, we could independently estimate the Hubble constant without
invoking the many steps in the cosmological distance ladder and address the current
tension between local measurements and inferences from the Cosmic Microwave
Backround. Therefore, it may be worth considering to put some additional efforts
into increased sensitivity of interferometric instrumentation in the near-IR.

The most impressive recent results [on AGN unification] are due to IR
interferometry. Long baseline interferometry is the way of the future.

Hagai Netzer, Annual Review of Astronomy & Astrophysics, 2015
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Chapter 7
Disentangling of Stellar Spectra

Petr Hadrava

7.1 Introduction

Observations and the corresponding theory of binary and multiple stars provide us
with a clue to the physics of stars and hence also to the universe beyond the Solar
system:

• From observations of a visual binary, we can determine its orbital period P,
inclination i, eccentricity e and periastron longitude !, the angular distance ˛

between the components (and hence the ratio of the semi-major axis a to the
distance d of the system) and light ratio L1=L2 of the components.

• From observations of an eclipsing binary, we can also assess P, i, with some
limitations also e and !, and in addition to L1=L2 also the ratios of the
components’ radii R1;2 to a.

• From observations of Doppler shifts of lines in spectra of spectroscopic binaries
we can also obtain P, e and !. Moreover, we can get the semi-amplitudes of
radial-velocity curves K1;2, i.e. for a reasonable estimate of i we know the orbital
velocities v1;2 and we can calculate the absolute size of a and also the masses
M1;2 of the component stars.

For spectroscopic binaries which are simultaneously eclipsing, we can thus deter-
mine the basic physical parameters of the stars – M1;2 and R1;2, and from colour
photometry or spectroscopy also the temperatures Teff1;2 and hence the luminosities
L1;2 of the component stars and the photometric distance d of the system. From these
data, we can calculate the angular separation ˛, including for stars that we cannot
resolve by direct imaging (e.g., ˛ � 0:2 � as for the first binary measured in M31
[15]).
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However, the goal of indirect imaging which is usually dependent on some
theoretical model of the object (e.g., in this case the model of components radiation
and the interstellar absorption) is not to compete with observational techniques of
direct imaging, not to say to replace them. To the contrary, the improvement of
such techniques is even more desirable in connection with indirect imaging because
they may provide a complementary information enabling to verify the theory and
to improve the underlying assumptions. For instance, until recently, there were
practically no binaries observed as both visual and spectroscopic because the former
technique prefers wide orbits while the former close binaries with higher amplitudes
of radial velocities. Interferometry, however, enables higher angular resolution,
while improved spectroscopic instrumentation and data processing provides better
spectral resolution, so that the overlap of these two sets of techniques increases.
From a combination of interferometric and spectroscopic observations of (even
non-eclipsing) binaries we can determine ˛, i, v1;2, a and hence also the geometric
distance d (e.g., [23], which solved the Pleiades distance controversy caused by an
error in Hipparcos results).

The observations of binaries can thus provide us with more information than
those of single stars, but their interpretation is at the same time more difficult. In
particular, the spectra (as well as the colours) of the component stars are blended
and can only be distinguished by taking into account their variations with the
orbital motion. While for single stars it is usually sufficient to fit their observed
spectra with synthetic spectra parameterised with Teff, log g (the surface gravity)
and abundances of elements Xi, the physics of binaries is more complicated due
to their interaction and proximity effects, such as tidal forces or reflection effects.
More sophisticated theoretical tools and data-processing methods are thus needed
to interpret the observational data. Such methods actually reveal structure within the
binary systems and belong thus to the methods of indirect imaging.

7.2 Disentangling of Spectra of Multiple Stars

The classical treatment of observed spectra of spectroscopic binaries consists in
measuring radial velocities (RVs), vjjn

jD1, of the n component stars (Fig. 7.1). There
are various techniques to measure RVs, but they all require some model of the
component spectra, at least a simple assumption that the centres of some observed
spectral lines correspond to the vj of a particular component j. The RV curves, i.e.
the set of vj.t/ at different times t, are then fitted to find the orbital parameters p of
the system. A simultaneous solution of other observational data such as photometry
or interferometry is advantageous because these data may better constrain some of
the parameters and the set of solved p may be enriched also by some more physical
parameters (M, R, Teff etc.). To relate the stellar parameters found with the spectra
of individual stars, it is desirable to separate the spectrum Fj of each component j
from the observed spectra F of the whole system of n components. This is possible
thanks to varying conditions in the blending of components in different exposures
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Fig. 7.1 Flow diagram of the standard data processing of spectra of multiple stellar systems and
of the disentangling process

with different Doppler shifts (cf. e.g., [2]) or with different light ratios, e.g., during
an eclipse (cf. [20]). The information on both the Fjjn

jD1 and p is contained in the
observed spectra, but it is entangled there because to retrieve one of them we need
to know the other.

The basic idea of the method of disentangling spectra (cf. [5, 20]) is to solve
simultaneously (or, actually, iteratively) the component spectra Fjjn

jD1 and directly
the orbital parameters p (instead of the intermediate step of RVs) by fitting all the
observed spectra with a model of the form

F.x; tI p/ D
nX

jD1

Fj.x/ � �j.x; tI p/ ; (7.1)

where x � c ln�=�0 is the logarithmic wavelength scale and the broadening function
is given by a simple Doppler-shifted Dirac ı-function

�j.x; tI p/ D ı.x � vj.tI p// : (7.2)

This means that the separated component spectra Fj appropriate to the observed
object are also used for the treatment of RVs instead of a theoretical model or
another template needed in the classical approach.
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7.2.1 Fourier Disentangling

The model given by Eq. (7.1) is linear in Fj and non-linear in p. A 
2-fit of
the observed spectra with respect to Fj.x/ thus yields linear condition equations of
the (generally large) dimension given by the number of bins of the spectra times
the number of component stars. Its solution can be further simplified using the
Fourier transformation Fj.x/ ! QFj.y/ which converts the convolution in Eq. (7.1)
into a product. The condition equation then reads

0 D ı
2 D ı

NX

lD1

1

�2
l

Z
ˇ
ˇ
ˇ
ˇ̌
ˇ

QF.y; tl/ �
nX

jD1

QFj.y/ Q�j.y; tlI p/

ˇ
ˇ
ˇ
ˇ̌
ˇ

2

dy ; (7.3)

where �l is the noise of exposure F.x; tl/ obtained at time tl and QF.y; tl/ is the y-mode
of Fourier transform of F.x; tl/. Variation of the right-hand side with respect to
ı QF�

k .y/ obviously yields a set of n linear equations for QFj.y/, i.e. separated subsets
of equations for individual Fourier modes

nX

jD1

NX

lD1

Q��
k .y; tlI p/ Q�j.y; tlI p/

�2
l

QFj.y/ D
NX

lD1

Q��
k .y; tlI p/ QF.y; tl/

�2
l

: (7.4)

This makes the separation of spectra, i.e. the solution of the linear part of the
disentangling, numerically easier and more efficient, compared to the solution in
the wavelength domain. The optimisation with respect to ıp can be then performed
by numerical minimisation of the right-hand side of Eq. (7.3), e.g., using the simplex
method.

It is obvious that a necessary (but not sufficient) condition to get a non-singular
matrix on the left-hand side of Eq. (7.4) is N � n and the vectors Q�k should
differ for at least n different tl, i.e. the observations should sufficiently cover
orbital phases with different Q�k. Regarding the intention to minimise the right-
hand side of Eq. (7.3) with respect to p, it should be positive, i.e. Eq. (7.4) should
be overdetermined and hence N > n. A significant over-determinacy is desirable
because it can reduce the random noise in the disentangled Fj.x/ originating from
the observational noise of F.x; tl/.

For a pure orbital Doppler shift, the broadening �j.x; tI p/ is given by Eq. (7.2)
and its Fourier transform can be calculated analytically

Q�j.y; tI p/ D sj.t/ exp.iyvj.tI p// (7.5)

with sj.t/ D 1. It can be seen from here that Q�j.y D 0; tI p/ D 1 and, hence, the
matrix on the left-hand side of Eq. (7.4) is singular for the zeroth Fourier mode
y D 0. This corresponds to the obvious fact (which is also true for the separation
of the spectra in the wavelength domain) that the continuum level is insensitive to
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the orbital motion and consequently it cannot be disentangled from spectroscopy
alone. The disentangled component spectra Fj.x/ are thus defined up to additive
constants, the sum of which (over j) should give the mean value of all observed
F.x; tl/ in a particular spectral region. To get a completely separated spectra of each
component like a spectrum of a single star, it is necessary to find proportions in
which this sum has to be distributed between the components. This information on
light ratios of the components can be in principle obtained, e.g., from interferometry
(this is an example of complementarity of the direct and indirect imaging). In the
case of eclipsing binaries the light ratio is usually obtained from photometry. The
light ratio is wavelength dependent and is usually measured in broad wavelength
regions. A normalisation of the disentangled spectra from the common continuum
of the whole system to the proper continuum of each component should thus take
into account the levels of continua influenced by the presence of spectral lines which
are different for each component in each spectral region. Another possibility of
interpretation of the disentangled spectra is to fit them by model spectra scaled in
the intensity with a general unknown linear transformation.

The change of light ratio in the course of an eclipse and possibly also in other
orbital phases of tidally distorted or mutually illuminated components of binaries
also varies the strengths of lines of all components visible in the spectra. To get a
better fit of the observed spectra in this case, line-strength factors sj.t/ are introduced
in Eq. (7.5) – cf. [6]. A set of linear equations for the values sj.tl/jn

jD1jN
lD1 can be

obtained from Eq. (7.3) and solved iteratively with the separation of Fj.x/ – the
model is bilinear in these two sets of unknown variables. The solution of sj yields
photometric information from the spectra about the luminosity of one component
relative to the other one. The decrement of light due to an eclipse depends on
the limb darkening which in turn depends on the source function S�.��/. In the
approximation of plane-parallel stellar atmosphere

S�.��/ D
X

k

S�;k�
k
� ) I�.�� D 0; �/ D

X

k

S�;k�
k ; (7.6)

which means that the dominant linear term (k D 1) in the dependence of the
surface intensity I� 	 .1 � u C u�/ on the directional cosine � is proportional
to the first derivative of S� with respect to the monochromatic optical depth �� .
In the local thermodynamic equilibrium (LTE) approximation, S� is given by the
temperature structure of the atmosphere and dS�=d�� is proportional to the vertical
gradient (in geometric depth) of the temperature and inversely proportional to the
monochromatic opacity. In contrary to the frequently adopted approximation that
the change of limb darkening is negligible within the narrow line-profile and the
value of u found from photometry (dominated by the continuum) can be fixed across
the lines, u rapidly decreases from its value at the continuum toward the centre of
line (cf. Fig. 7.2). Actually, the absorption lines are present in the spectra just owing
to this change. In consequence, the signal contained in spectral lines normalised
with respect to the overall continuum of the system may be enhanced not only for
the component in foreground but also for the partly eclipsed component when only



118 P. Hadrava

Fig. 7.2 Limb darkening within the profile of H˛ line in spherical non-LTE model of stellar
atmosphere (Teff D 15;000 K, log g = 2.0; cf. [10])

an edge of its disc is eclipsed which little contributes to the line. The disentangling
of the line-strength factors sj.t/ thus enables to map the surface and actually also
the depth structure of the eclipsed star. It may also reduce errors in rectification of
the observed spectra (i.e. their normalisation with respect to the continuum), which,
however, limits the information gain about the structure of the atmosphere. The line-
strength factors also enable to disentangle the telluric spectrum [6, 7].

7.2.2 Generalised Disentangling

Taking into account non-LTE or higher order terms in Eq. (7.6), the spectral lines
may change during an eclipse, not only in strength, but also in shape. In the
approximation of a thin stellar atmosphere, the observed spectral flux F.x; t/ is given
by an integral of the surface intensity Ij over the visible surface s of all components j,

F.x; t/ D
nX

jD1

Z

s
�Ij.x; s; �; t/ � ı.x � vj.s; t//d2s ; (7.7)
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where � and vj are known functions of s. If in analogy with Eq. (7.6) the intensity
can be expressed in a form of superposition of several spectral functions Fk

j ,

I.x; s; �; t/ D
X

kD1

Fk
j .x/f k

j .s; �; t/ ; (7.8)

then the disentangling can be generalised from Eq. (7.1) to

F.x; tI p/ D
X

j;k

Fk
j .x/ � �k

j .x; tI p/ ; (7.9)

where the broadening functions

�k
j .x; tI p/ D

Z

s
�f k

j .s; �; t/ı.x � vj.s; t//d2s (7.10)

are now dependent not only on the orbital parameters p, but also on other geometri-
cal and physical parameters, as determined by the decomposition in Eq. (7.8).

In particular, if we treat eclipses of a rotating star, its line profile is rotationally
broadened and its shape is distorted in the course of a partial eclipse. This so-called
“rotational effect” [1, 8, 12, 14, 17, 18] is usually treated as a deviation of measured
RVs during the eclipse from an exact Keplerian motion of the component’s centres
of mass. However, its value depends on the method of measurement and definition
of RV of an asymmetric line-profile. The line-profiles are usually modelled in the
form of Eq. (7.1), i.e. as a convolution of the profiles of a non-rotating star with
a rotational broadening function. The rotational broadening, however, depends on
the limb darkening – it has a semi-circular shape for a rigidly rotating sphere with
uniform intensity and a parabolic shape for intensity linearly darkened to zero at
the disc edge (see Fig. 7.3). As can be seen in Fig. 7.2, the line-profile generally
varies across the disc (instead of a simple scaling) and, following Eq. (7.6), it
should be expressed as a sum of contributions with different limb darkenings. A
generalisation from Eqs. (7.1) to (7.9) for the two or more modes k of the limb
darkening can thus fit the observed spectra better. The eclipse then enables to map
the variations of line-profiles and hence the atmospheric structure if the quality of

Fig. 7.3 Rotational broadening during an eclipse for u D 0 (left) and u D 1 (right panel; cf. [8])
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the spectroscopic data (S/N, resolution, phase coverage) is sufficient. In addition
to the synthetic spectra, more detailed results from model atmospheres are needed
for interpretation of such results (as well as the other moments of I�.�/). In any
case, even if the data are not sufficient to distinguish between different modes k, it is
preferable to fit the data with a proper model of shape of �j than to modify vj only
in Eq. (7.2) because we can get a better fit of the data and more reliable parameters
from the eclipse (e.g. the radii, rotational velocities or even inclinations of rotational
axes, cf. [1]).

In addition to the Doppler shift according to Eq. (7.2), the broadening functions
in the generalised disentangling can thus also include intrinsic variations of line
profiles caused by various reasons – either geometric (e.g., eclipses, tidal distortion,
spots) or physical. A frequent example of the latter case is pulsation. In the
case of radial pulsations, the broadening functions for individual limb-darkening
modes can be calculated explicitly (as well as their Fourier transforms, cf. [11]).
This enables to disentangle directly the pulsation velocities of Cepheids and other
radial pulsators and to avoid the need of the so-called projection factor which
relates the effective RV measured in a particular way to the pulsation velocity.
The line-strength factors sj.tl/ introduced in Eq. (7.5) as the simplest generalisation
of Eq. (7.2), which are different for different lines in Cepheids depending on the
influence of the temperature variations during the pulsation period on the rate of
a particular transition, can reveal the temperature. In combination with photometric
observations of luminosity variations or interferometric observations of changes of
angular diameter, the disentangling of spectra of Cepheids may thus provide primary
method of photometric or geometric determination of distance known as the Baade–
Wesselink calibration of the luminosity–period relation.

7.2.3 Constrained Disentangling

As mentioned in the introduction, the aim of separating the spectra of the compo-
nents is to compare them with theoretical models and to find the parameters of the
component’s atmospheres (cf. the “Fit of spectra” in Fig. 7.1). This comparison is
usually performed by means of a least-squares fit similarly to the separation itself.
Provided we have a grid of model spectra, which we believe correspond to some of
the component stars, or a code for their synthesis, we can use them as template(s) by
which the disentangling is constrained to a subspace of all possible solutions. The
sum of the component spectra on the right-hand side of Eq. (7.1) by which we model
the observed spectra F.x; tI p/ then generally splits into the part with the unknown
component spectra Fj.x/jm

jD1 (where m < n), which are to be disentangled and with
the components constrained by templates Gjjn

jDmC1 that are, however, still Doppler
shifted and possibly also broadened (e.g., by some unknown rotation speed). For the
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separation of Fj we thus solve a set of linear equations

mX

jD1

Fj.x/ � �j.x; tI p/ D F.x; tI p/ �
nX

jDmC1

Gj.x/ � �j.x; tI p/ (7.11)

of the order of m only, while the template-constrained components Gj are subtracted
from the observations on the right-hand side (they are the additional input to
the disentangling in Fig. 7.1). The lower number of unknown spectra makes the
solution less sensitive to errors on the observed data – on the other hand, the number
of unknown parameters p in broadenings at both Fj and Gj usually increases a bit.
For instance, the systemic velocity � is uncertain for the standard disentangling
and can only be determined when a template Gj is accepted. The line strengths of
Gj are usually given relatively to the continuum level of the component j, while
in the observed spectra F they are normalised by the sum of continua. Free line-
strength factors sj are thus to be solved. They reduce at the same time the uncertainty
in the levels of continua discussed in Sect. 7.2.1.

As it was already mentioned and shown in Fig. 7.1, it is advantageous also in
the classical approach to treat the spectroscopy together with other types of data
because these may better constrain some of the parameters. The simplest way to
utilise such an additional information in the disentangling is to fix the values of
parameters which we know well from the other data and to converge only those,
which can better be determined from the spectroscopy. However, the constraint
has often the form of a hypersurface f . p/ D 0 in the space of parameters p. For
instance, the times of primary and secondary eclipses in binaries depend on the
time of periastron passage, eccentricity and periastron longitude (slightly also on the
inclination), but cannot determine any of these parameters unless information about
some of them is available from elsewhere, e.g., from the RV-curve. The minimising
of 
2 in the p-space should thus be constrained to the hypersurface or to the cross-
section of the hypersurfaces if more different constraints fk. p/ D 0 are given by
various observations. Such a minimisation can be performed using the method of
Lagrange multipliers �k, i.e. instead of Eq. (7.3), we minimise its more complex
variant

0 D ı

8
<

:

NX

lD1

1

�2
l

Z
j QF.y; tl/ �

mX

jD1

QFj.y/ Q�j.y; tlI p/ �
nX

jDmC1

QGj.y/ Q�j.y; tlI p/j2dy

C
X

k

�kf 2
k . p/

9
=

;
: (7.12)

If the constraints fk D 0 are observational, they are not sharp, but due to the
observational error of a probabilistic nature only. The functions f 2

k . p/ can thus be
chosen as .O � C/2, where C D C. p/ is a model of the observations, O, and the
multipliers �k D ��2

k are given by errors on these observations. The disentangling
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thus turns into a simultaneous solution, i.e. 
2-fitting of all available data. From
the point of view of accuracy and conservation of information, it is preferable
to fit the data in their original form than to reduce them into some intermediate
values, such as RVs instead of the source spectra or separations and positions angles
instead of visibilities for spectroscopic or interferometric binaries. On the other
hand, such extracted data preserved in the literature are often the only information
available, hence it is still worth to enrich, e.g., the disentangling of some spectra by
simultaneous solution of RV-curves from other exposures.

7.2.4 Numerical Representation

The observed and solved spectra as well as their Fourier transforms were treated
in the previous sections as continuous functions of x or y, respectively. In practice,
however, the spectra are usually observed and registered using a chip with discrete
pixels and represented in the data-processing from the rough data to the final
separated component spectra as a finite set of values in discrete bins. It means that
the space of RVs in which the spectra and the broadening functions are represented
is quantised. Nevertheless, the position of a smooth line stretched over several bins
can be determined with a sub-pixel resolution from asymmetry of the signal in
surrounding bins. A sub-pixel resolution in RVs enables to determine the orbital
parameters with a higher precision, but this, however, requires representing with
a similar resolution the operator ı.x � vj/ in Eq. (7.2) or in its Fourier transform
Eq. (7.5). For an integer multiple of the bin size �x, the convolution with the
shifted ı-function is given by multiplication with a unit off-diagonal matrix in the
x-representation and by exp.iyvj/ in the y-representation, where the vj must be
rounded to the integer multiple of �x to keep the periodicity in the finite set of
y-values. The change of signal in a sub-pixel shift for v < �x can be found from its
Taylor expansion, in which its derivatives are approximated from the differences in
the neighbouring bins (cf. [9]), i.e.

ı.x � v/ ' ı.x/ � v

2�x
.ı.x C �x/ � ı.x � �x// C (7.13)

C v2

2�2
x

.ı.x C �x/ � 2ı.x/ C ı.x � �x// C o.v3/

and its Fourier transform

exp.iyvj/ ' 1 C iv

�x
sin.y�x/ C v2

�2
x

.cos.y�x/ � 1/ C o.v3/ : (7.14)

The Fourier disentangling with this sub-pixel resolution can be performed using
the author’s code KOREL, which is now available as an on-line service of the Virtual
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Observatory (cf. [21]). A question frequently asked by its users is what signal-to-
noise ratio (S/N) of the input spectra is needed for applicability of the method of
disentangling. A general simple answer is “any, but the better is the input S/N,
the better is the S/N of the disentangled component spectra and the better is the
accuracy of the disentangled parameters”. However, the problem is more complex.
The precision of the results also depends on the degree of the overdetermination,
because the noise in disentangled spectra decreases as

p
N with the number N

of the input spectra. But other important parameters are the spectral resolution,
phase coverage and information content of the input spectra. The useful signal
for disentangling are the spectral lines, i.e. deviations of the spectrum from the
continuum, while the S/N compares the noise with the continuum level. To clarify
this problem, a more detailed analysis is presented in the Appendix.

7.3 Disentangling of Spectra of Interacting Binaries

The method of spectra disentangling assumes that the observed system consists
of several discrete sources with some general unknown spectra, the changes of
which can be parameterised by means of the broadening functions �j. In the case
of interacting binaries with mass exchange, there is a significant contribution of
radiation from the circumstellar matter continuously moving around the component
stars with a complicated velocity field. The methods of Doppler tomography are
used in these cases to map the distribution of the emission sources in the velocity
space (cf. [13]). The intrinsic spectrum of an infinitesimal volume of the source is
mostly supposed to be a Dirac ı-function in frequency at least in the vicinity of
each line used for the Doppler imaging. This simplifying assumption is obviously
false. (E.g., the presence of other lines or absorption features in P-Cygni profiles
violate the mirror symmetry in the opposite phase supposed for the standard Doppler
tomography.) It would thus be desirable to disentangle intrinsic spectra in each point
of the velocity space (or even better in each point of the geometric space). This
problem, however, does not have a unique solution, because a narrow line of source
spread over a wide region of the velocity space results in the same spectra as a wide
line from a narrow source.

Nevertheless, it is possible to approximate the smooth distribution of the
circumstellar matter in the interacting binaries by several blobs of gas and to
disentangle their spectra and (as a free parameter) also their positions in the velocity
space. As an example, disentangling of Cyg X-1 is shown in Fig. 7.4 (cf. [22] for
details). Although this source is variable on a wide range of time-scale, which
violates the underlying assumptions of both the Doppler tomography as well as the
disentangling, both techniques are able to reveal main features of the circumstellar
matter (cf. [4, 19]).

Even in the cases when the assumptions of both these Doppler techniques are
satisfied, the resolved distribution of the radiation sources in the velocity space
does not yield their distribution in space and the consequent angular resolution.
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Fig. 7.4 Disentangled H˛ profile of Cyg X-1. The input observed spectra (blue lines in the
upper part of the panel) are overplotted by their reconstruction (red lines) from the disentangled
component spectra (bottom four green lines): P-Cyg profile of the supergiant, emission profile
of the circumstellar matter, diffuse interstellar band (the disentangled DIB is constrained by a
template constant across the H˛) and telluric lines. The emission is shifted in phase with respect
to the unseen black-hole secondary and its strength is anti-correlated with the X-ray emission

Generally there is no one-to-one correspondence between these spaces due to
the non-uniformity of the velocity field. To get an information about the spatial
structure of the source, the interpretation must be constrained by an appropriate
theoretical model (based e.g. on radiation hydrodynamics, cf. [3]) of the source and
its radiation. The method of synthetic Dopplerograms is promising for this purpose
(cf. [4, 16]).

A direct comparison of the observations with synthetic spectra based on sophisti-
cated models of the sources may be more precise because it may avoid discrepancies
caused by the simplifying assumptions of the methods of indirect imaging. However,
these techniques are useful for indicating the dominant features in the observed
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phenomena and their achievements as well as failures are intuitive in suggesting the
way in which the theory should proceed.
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14-37086G) – Albert Einstein Center for Gravitation and Astrophysics.

Appendix: Bayesian Estimation of Parameters Errors

The errors of parameters of a stellar system determined by disentangling of spectra
can be estimated using Bayesian statistics. The errors are caused mainly by the noise
in the observed spectra but they are also influenced by the phase distribution of
the observations and by the sensitivity of the available data to a particular parameter.
Usually we “know” in advance only that the values of parameters p can be expected
in some “reasonable” regions (e.g., hundreds of km/s for orbital RVs, days or from
hours to months for the orbital period, the line strengths and widths corresponding
to the spectral types and rotational broadening, etc.). If previous studies of the same
system exist their results can be taken as a more specific limitation of the possible
range of p (and a first estimate of the new solution), which we want to verify
or improve using a set of new data. If the old data are available they can be
included together with the new ones into the new solution, otherwise the reliability
of the old results must be estimated and they can be included into the new solution
as constraints to the solution in the space of parameters p. Having the set of new
observations, i.e. the spectra F.x/, we can find the “posterior” probability P. pjF/ of
p agreeing with the new data according to Bayes’ theorem

P. pjF/ D P.Fjp/P. p/

P.F/
; (7.15)

where P. p/ is the “prior” probability of p (i.e. either a smooth characteristic of
the wide range of “reasonable” values or the constraint resulting from the old data),
P.Fjp/ is the “liability” that for a chosen value of p the particular shape of F.x/ will
be detected and P.F/ is a general probability do detect the signal F.x/. The best new
solution pmax can be then defined as the maximum of P. pjF/ in the p-space or we
can find a mean value

hpi D
Z

pP. pjF/dp (7.16)

(if P. pjF/ is normalised to unity, i.e.,
R

P. pjF/dp D 1). In both cases the result
depends on our choice of measures in the p space. The errors of resulting parameters
p can be estimated from the behaviour of P. pjF/ around the found solution.
Because p is generally multidimensional (and different dimensions can be of
different nature), it is not sufficient to attribute some error bar to each component
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of p separately as it is a common habit. If P. pjF/ is sufficiently smooth around
its maximum, it can be expanded into a Taylor series up to quadratic terms in
variation of ıp and the non-diagonal components of the corresponding quadratic
form determine the correlation of the parameters. Generally, however, there may be
several local maxima in the p-space, which may be treated as different solutions.1

The errors of these different solutions must be then determined from a local
behaviour of P. pjF/. Generally, the information about the studied system is more
completely characterised by mapping of P. pjF/ than by a simple list of found values
of p and their errors.

Errors of Line Strengths and Radial Velocities

We shall illustrate the calculation of P. pjF/ first on a toy model of measurements
of one spectrum of a single star. Let us assume that the observed spectrum F.x/ is
given by

F.x/ D f .x; p/ C ıF.x/ ; (7.17)

where ıF.x/ is a random observational noise. We fit F.x/ by a model f .x; p/

dependent on a parameter (or a set of parameters) p by minimising the residual
error

S. p/ D
Z

D
.F.x/ � f .x; p//2dx (7.18)

integrated over the whole observed region D of x. The equation(s) for p thus reads

0 D @S. p/

@p
D 2

Z
@f .x; p/

@p
. f .x; p/ � F.x//dx : (7.19)

The random fluctuations ıF in the observed signal F.x/ blur this condition and result
in a deviation ıp of the solution from its correct value. These variations are related
by the condition

ıp
@

@p

Z
@f .x; p/

@p
. f .x; p/ � F.x//dx D

Z
@f .x; p/

@p
ıF.x/dx : (7.20)

1A typical example is the epoch of a periodic RV curve, where for each solution there is an
infinite set of solutions differing by an integer multiple of the period. These solutions are usually
taken as equivalent. The errors and correlation of the epoch with the period depend on which
of these solutions we choose. The period itself may have several solutions due to aliasing in
quasi-periodically sampled data or due to an interference of data obtained in two time-remote
observational seasons.
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For example, let the spectrum be rectified, i.e. normalised to the continuum,
which means f D 1 � ', where '.x/ corresponds to the spectral lines. We shall
assume first that the only unknown free parameter p is the strength of lines, i.e.,
the model has the form

f .x; p/ D 1 � p'1.x/ ; (7.21)

where '1 is a pattern of the line-profile(s) imprinted into the observed spectrum F.x/

with an unknown amplitude (e.g., due to uncertainty in element abundances, due to
a contamination of the signal by light of another star or due to instrumental error
in subtracting dark signal). Equation (7.19) is then a simple linear equation with
solution

p D
R

.1 � F.x//'1.x/dx
R

'2
1.x/dx

(7.22)

and in agreement with Eq. (7.20) its variations are given by

ıp D �
R

'1.x/ıF.x/dx
R

'2
1.x/dx

: (7.23)

The integrals in these equations are actually summations over K individual pixels
(each one of size �x D D=K) in real observations,

Z
'1.x/ıF.x/dx D �x

KX

iD1

'1.xi/ıF.xi/ ; (7.24)

Z
'2

1.x/dx D �x

KX

iD1

'2
1.xi/ : (7.25)

Let us assume that the probability distribution of the noise ıF of the signal F.x/

in each pixel can be approximated as a Gaussian with standard deviation � , i.e.,
the probability of its value ıF in one pixel xi is

P.ıF.xi// ' exp.�ıF.xi/
2

2�2
/ (7.26)

and, hence, the statistical mean value is hıF2i D �2. In addition, the noise in
different pixels is supposed to be statistically independent, i.e.,

hıF.xi/ıF.xj/i D �2ıij : (7.27)
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The probability distribution of error ıp is then also Gaussian2 with

hıp2i D �2
x�R

'2
1.x/dx

�2 hŒ
KX

iD1

'1.xi/ıF.xi/�
2i D �x�

2

R
'2

1.x/dx
: (7.28)

The squared error of p thus decreases inversely proportionally with the number of
pixels covering the profile '.x/. It can be seen from Eqs. (7.22) and (7.23) that the
strength p and its uncertainty ıp are predominantly determined by the parts of the
spectrum where the lines '1 of the model are deep.

If the unknown free parameter p is the Doppler shift of the spectrum, the model
has the form

f .x/ D 1 � '0.x � p/ ; (7.29)

where '0.x/ is a model line-profile in laboratory wavelength scale. The residual
noise

S. p/ D
Z

.'0.x � p/ � '.x/ C ıF.x//2dx (7.30)

is then no more a simple quadratic function of p and Eq. (7.19), which reads now

0 D @S. p/

@p
D �2

Z
d'0.x � p/

dx
.'0.x � p/ � '.x/ C ıF.x//dx; (7.31)

may have several solutions for p corresponding to coincidences of some improperly
identified observed lines with wrong lines in the model. The uncertainty of p in each
of these solutions can be estimated from the depth and width of the local minimum
of the residual noise. Equation (7.20) reads now

ıp
Z 	

d'0

dx


2

dx D
Z

d'0

dx
ıF.x/dx ; (7.32)

where we have skipped the term d2'0

dx2 .'0 � '/ which should vanish at the correct
value p D p0 where ' D '0 (this need not be true at a false minimum). This
equation shows that the error ıp of RV is dominated by the noise ıF in the steepest
parts of the line profile. Analogously to Eq. (7.28), the mean squared value of this

2 If a quantity x has a probability distribution exp.�.x � x0/2=.2˛2// and quantity y a distribution
exp.�.y � y0/2=.2ˇ2// then the linear combination ax C by has a mean value hax C byi D
ax0 C by0 and the quadratic error h.a.x � x0/ C b.y � y0//2i D a2˛2 C b2ˇ2. Similarly for
a sum of more statistically independent quantities we get recursively hPn

iD1 aixii D Pn
iD1 aixi0

and h.Pn
iD1 ai.xi � xi0//2i D Pn

iD1 a2
i ˛2

i .



7 Disentangling of Stellar Spectra 129

error is now

hıp2i D �x�
2

R
.

d'0

dx /2dx
: (7.33)

The difference between Eqs. (7.28) and (7.33) is due to the fact that the fit of line
strengths is most sensitive to the part of the spectrum where the line is deepest, while
the Doppler shift is most sensitive to the wings where the line profile is steepest.

Errors in Multidimensional Space of Parameters

We can optimise the fit of the observed spectrum simultaneously with respect
to the line-strength, Doppler shift and some additional parameters. Generally, if
the model spectrum '0.x; p/ is a function of several parameters pijm

iD1, we get for
them a set of m generally non-linear equations for p

0 D
Z

@'0

@pi
.1 � F.x/ � '0.x; p//dx : (7.34)

Linearising, we arrive at the set of equations

Mijıpj D ıRi (7.35)

for variations ıpj caused by variations ıF.x/ of the observed spectrum. The matrix
Mij is given here by

Mij �
Z 	

@'0

@pi

@'0

@pj
� @2'0

@pi@pj
.1 � F.x/ � '0.x; p//



dx (7.36)

and the right-hand side by

ıRi � �
Z

@'0

@pi
ıF.x/dx D �x

KX

kD1

@'0.xk/

@pi
ıF.xk/ : (7.37)

Depending on the form of the model '0, some variation ıF can be compensated by
a change of different pi, so that their variations may be correlated

hıpjıpki D M�1
ji M�1

kl hıRiıRli : (7.38)
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Assuming that the noise ıF.x/ is statistically independent at different pixels xk, xl,
we have

hıRiıRli D �2
x

KX

k;lD1

@'0.xk/

@pi

@'0.xl/

@pj
hıF.xk/ıF.xl/i D

D �x

Z
@'0

@pi

@'0

@pj
hıF.x/2idx : (7.39)

If the noise hıF.x/2i D �2 is statistically the same in all pixels and if the second
term in the integral in Eq. (7.36) is negligible compared to the first one (which is the
case if the fit is good and F.x/ ' 1 � '0.x; p/), then

hıRiıRli D �x�
2Mil (7.40)

and

hıpjıpki D �x�
2M�1

jk : (7.41)

As an example, let us investigate a fit by a simple Gaussian profile

f .x; p/ D 1 � '0.x; p/ D 1 � p1 exp

	
� .x � p3/

2

p2
2



: (7.42)

Equation (7.34) then reads

0 D
Z

.x � p3/
k'0.1 � F � '0/dx ; (7.43)

where k D 0; 2; 1 in conditions for p1, p2, p3, resp. The variation of '0 reads

ı'0 D
	

1

p1

ıp1 C 2
.x � p3/

2

p3
2

ıp2 C 2
x � p3

p2
2

ıp3



'0 ; (7.44)

so that neglecting the second term in Eq. (7.36), the matrix M has the form

Mij '
Z

@'0

@pi

@'0

@pj
dx D

r
�

2

0

B
B
@

p2
p1

2
0

p1

2

3p2
1

4p2
0

0 0 p2
1

p2

1

C
C
A (7.45)
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and hence according to Eq. (7.41) the correlation matrix of parameter errors reads

hıpjıpki '
r

2

�
�x�

2

0

B
B
@

3
2p2

� 1
p1

0

� 1
p1

2p2

p2
1

0

0 0 p2

p2
1

1

C
C
A : (7.46)

It means that the errors of the depth p1 and the width p2 of the line-profile given by
Eq. (7.42), which are due to the part of the perturbation ıF symmetric with respect
to the centre of the line, are anti-correlated, while the error in the position p3 of
the line centre is not correlated with them and its squared value is half of that of
the width.

Results of a Monte Carlo simulation of this example can be seen in Fig. 7.5.
The red line shows the profile (cf. Eq. (7.42)) for p1 D 0:2, p2 D 0:2 and p3 D 0:0.
The black line has added a randomly generated noise with � D 0:04 in 1024 pixels
in the displayed interval of x 2 .�1; C1/, i.e., �x D 2�9 ' 0:00195. The blue
line gives the best fit to this particular simulated measurement, which was found
for values of parameters p1 ' 0:2002, p2 ' 0:2085 and p3 D 0:0029. The figure
included in the bottom left corner shows the scatter of p1 and p2 around their true
values for 1000 different choices of ıF (the drawn parts of coordinates correspond
to ˙0:01). Similarly the histogram in the right corner shows the distribution of p3

(the width of each histogram column is 0.001). If the noise � is decreased then

Fig. 7.5 Gaussian line-profile (red line) with a simulated noise (black line) and its best fit (blue
line; see text for a detailed description)



132 P. Hadrava

in agreement with Eq. (7.38) or its approximation (Eq. (7.41)) also the uncertainty
hıpjıpki of the parameters p is reduced. This agrees with the Bayes theorem
(Eq. (7.15)) according to which the probability P. pjF/ of a larger difference of
the true value of p from its best fit to particular data F.x/ decreases with decreasing
probability P.Fjp/ that the random noise will mimic a wrong spectrum.

For real observed spectra we do not know the exact value of � (which can only
be estimated from the level of signal integrated during the exposure), while we may
have a rough estimate only of �x and, generally, we do not know the explicit form
of the matrix Mij and its inversion. However, we can estimate these values from
the value S0 of the residuum S. p/ in its minimum and from variations of S.p/ with
respect to variations of p. If the spectrum is correctly fitted by a proper model,
the residuum S0 should be given by the noise3 only, i.e.,

S0 '
Z

ıF2.x/dx D D�2 D K�x�
2 : (7.47)

The value of �x and hence for known D also the number K of statistically
independent pixels of noise can be estimated from auto-correlation of the residual
noise. In our example, the numerical simulation results in S0=�x ' 1:73, giving
� ' 0:0411 in good agreement with the value 0.04 for which the noise was
generated. The residuum S. p3/ is drawn by the green line in Fig. 7.5 as a function
of p3 for p1;2 fixed to their best values (the zero level is shifted to the bottom of
the panel for S. p3/). Its behaviour can be estimated substituting '0 from Eqs. (7.42)
into (7.30) also for ',

S. p3/ '
Z

.'0.x � p3/ � '0.x/ C ıF.x//2dx

'
Z

ıF2.x/dx C
Z

'2
0.x/dx C

Z
'2

0.x � p3/dx � 2

Z
'0.x � p3/'0.x/dx

D S0 C p
2�p2

1p2

	
1 � exp.� p2

3

2p2
2

/



: (7.48)

The residual S. p3/ thus increases with the square of ıp3 around its minimum

S.ıp3/ ' S0 C
r

�

2

p2
1

p2

ıp2
3 ; (7.49)

but it approaches saturation at level S1 D S0Cp
2�p2

1p2 for large ıp3 (in agreement
with numerical results S1=�x ' 12:5 in our example). This saturation corresponds

3In the discrete representation of N input spectra, the residual noise after disentangling of m
components is given by the sum S0 ' .N � m/K�2. However, it should be noted that both the
signal and its noise may be rescaled by the Fourier transform and hence (due to the use of FFT)
the residuum on output from KOREL is KS0 .
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to the possibility that the line visible in the spectrum is actually a random fluctuation
of the noise, while the real line is in the distant wavelength ıp3, but it is hidden in
another noise fluctuation. The probability of this “hidden” solution is proportional to
the width D of the wavelength interval. This may be in principle infinite, so that the
probability of this solution may be high, even for a small value of � . The limitation
of D to the interval .�1; C1/ in our example has a character of the prior P. p3/

which is chosen equal to zero out of this interval.
Regarding the assumption of the Gaussian noise (7.26), the liability P.ıFjp/ of

the noise ıF.xi/jK
iD1 in all pixels is

P.ıFjp/ ' exp

	
�
P

i ıF.xi/
2

2�2



D exp

	
� S0

2�x�2



: (7.50)

Following Bayes’ theorem (Eq. (7.15)), the probability of p for known F (and a ’flat’
prior P. p/) reads

P. pjF/ ' exp

	
� S. p/

2�x�2



' exp

	
�KS. p/

2S0



: (7.51)

We thus obtain from Eq. (7.49) the probability distribution of radial velocity ıp3 of
the “visible” line

P.ıp3jF/ ' exp

	
�KS.ıp3/

2S0



	 exp

	
�
r

�

2

p2
1

2�x�2p2



; (7.52)

which yields, according to the definition (Eq. (7.16)), a mean value of squared
velocity shift

hıp2
3i D

R
ıp2

3P.ıp3jF/dıp3R
P.ıp3jF/dıp3

'
r

2

�

�x�
2p2

p2
1

; (7.53)

in agreement with component f j; kg D f3; 3g of Eq. (7.46).

It is worth noting that the error
q

hıp2
3i on the radial velocity p3 is proportional

to the ratio �=p1 of the noise to the line depth. Regarding the problem of desirable
S/N-ratio mentioned in Sect. 7.2.4, we can see from this relation that there is no lim-
itation. However, the higher the S/N-ratio is, the more precise is the determination
of the disentangled parameters. From the observational and instrumental point of
views, the S/N of spectra refers to the ratio of the noise to the overall spectral flux,
i.e. the signal means the continuum. However, it is obvious that the signal which
yields an information about RV and other spectral features is the modulation of
the flux by spectral lines. It is thus desirable to optimise in the observations the ratio
of line depths to the (photon) noise. The RV error is also proportional to the square
root of the line width p2 which indicates that a higher precision can be achieved
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from sharper lines, although they are covered by smaller number of pixels and are
thus more influenced by fluctuations in photon counts.

In the disentangling technique, we do not have explicitly given in Eq. (7.17)
the template spectrum f .x; p/, like in Eqs. (7.21) or (7.42), but a more compli-
cated expression like the right-hand side of Eqs. (7.1) or (7.9). The component
spectra Fj.x/ whose imprints we want to find in the observations are now also
unknown parameters that can be retrieved with some errors only. In analogy to
Eq. (7.28), this error is proportional to the noise � of the input spectra. However,
usually the separation of the component spectra is overdetermined, as explained
in Sect. 7.2.1 and hence, following the relations in the Footnote 2, the amplitude of
the noise of the disentangled spectra decreases inversely proportionally to the square
root of the number of observed spectra. The dependence of the model f .x; p/ on
nonlinear parameters p in the broadening functions �j.x; tI p/ is more complicated
and generally cannot be expressed explicitly like in the above given toy models.
However, it is possible to map the distribution of the residual noise numerically as
a function of these parameters.
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Chapter 8
Velocity Fields in Stellar Atmospheres Probed
by Tomography

Alain Jorissen, Sophie Van Eck, and Kateryna Kravchenko

8.1 Introduction

In this Chapter, we describe recent progress made in the implementation of a
tomographic technique used to probe velocity fields as a function of depth in stellar
atmospheres. A first basic version of the technique was described in Jorissen et al.
[19]. It must be stated right away that the word tomography is used here with a
meaning close to its etymological roots (“write/display cuts”), which differs from
the broader meaning in use within the astronomical community (reconstruction of a
structure using projections taken under different angles, using inverse methods; see
Chaps. 10 and 12). There is no inverse method involved here.

The concept originates from the recognition by Schwarzschild [30] that the
doubling of the H˛ line observed in Cepheid variables of the W Vir type follows
a specific time sequence that may be accounted for by a shock front passing through
the line-formation zone. Line doubling has since been observed in many other lines,
both in the infrared and in the optical, as will be detailed below. For Mira variables,
Merrill [27] was the first to suggest that the observed spectral changes may be
explained by the presence of a shock wave moving outward. This idea has since
been investigated by a number of authors ([4] and references therein).

By looking at lines forming at different depths in the atmosphere, one may locate
the shock front: its depth will correspond to the depth of the layer where double-
peaked lines form. By considering a temporal sequence of spectra, it is then possible
to follow the propagation of the shock front across the stellar atmosphere, and even
derive its velocity (provided, however, that the depth may be known in geometrical
units rather than in optical-depth units, as we shall discuss in Sects. 8.2 and 8.4).
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The derivation of the velocity of the shock wave passing through the atmosphere
is crucial in the study of the pulsation and mass-loss process for long-period
variables (LPVs) of Mira type. There has been a long-standing controversy about
the shock speed in LPVs [12], which hampers the construction of reliable theoretical
models of shock waves in LPVs [10]. The shock speed should be correctly
reproduced by state-of-the-art, dynamical models [18] of Mira stars, which still
involve a few free parameters (for instance the mixing length, the turbulent viscosity
parameter and the amplitude and velocity of the piston used as inner boundary
condition to trigger the pulsations).

In pulsating atmospheres like those of LPVs or Cepheids, what has since been
known as the Schwarzschild scenario [2, 30] states that, when the shock front is
still located underneath the line-forming region, lines forming at all depths are
redshifted, since matter in the line-forming region is falling down. Then the shock
reaches the deepest optically-thin layer, just above continuum-formation, where the
faintest lines form. Next to the existing red component, those lines then exhibit
a blue component, corresponding to rising matter. As time passes and the shock
front propagates to upper layers, stronger and stronger lines start exhibiting a blue
component. At the same time, the red component has totally vanished from the
lines forming deepest in the atmosphere, since the full extent of the deepest line-
forming region is now occupied by rising matter. Finally, when the shock wave has
gone through the entire photosphere, all lines (and not only the faintest any longer)
exhibit a blue component only. This outward motion of the shock front has indeed
been revealed by the tomographic method applied to Mira variables [19, 20].

The Schwarzschild scenario thus predicts that in a pulsating stellar atmosphere,
any given line will appear double when the shock front crosses the layer where
it forms. Before that time, the line was redshifted, and after that time, the line is
blueshifted. As the shock wake decelerates, the blue peak progressively turns into
a red peak. An S-shaped velocity curve ensues (Fig. 8.1), as seen on either infrared
lines [16, 17] or optical lines [2, 4]. There is a time shift between the S-shaped
velocity curve and the light curve, and this time shift depends on the formation depth
of the considered line (compare infrared and optical lines in Fig. 8.1). The S-shaped
velocity curve is thus another manifestation of the Schwarzschild scenario.

Line doubling in Mira variables was recorded as well using the infrared second-
overtone (�� D 3) rotation-vibration CO line system around 1.6–1.8�m [17]. This
spectral window coincides with the minimum of the continuum opacity. Therefore,
lines in that infrared wavelength range originate from rather deep layers, and most of
these lines are strong, whereas the same layer gives rise in the optical to weak lines
only. Nevertheless, these weak optical lines are used by the tomographic method
originally designed by [3], and combined with stronger optical lines forming higher
up in the atmosphere, they offer a way to probe a larger range of optical depths than
is possible in the infrared. The tomographic method, and its recent improvements,
will be discussed in Sect. 8.2. Results obtained by the tomographic method applied
to pulsating long-period variables and supergiants are then reviewed in Sect. 8.3.

So far, the method has only been used with optical depths as proxy for
geometrical depths. The knowledge of the relation between geometrical and optical
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Fig. 8.1 Velocity variations exhibited by optical lines in the spectrum of the carbon Mira variable
S Cep (crosses: single component; triangles: blue component; diamonds: red component), as a
function of the light phase. The dotted line indicates the centre-of-mass velocity from [28]. The
velocities between phases 0.8 and 1.1 are duplicated to illustrate the velocity behaviour through an
entire light cycle. The dashed line is an eye fit to the radial-velocity curve of S Cep obtained by
[16] from infrared CN lines (�� D 2) around 2 �m (their Fig. 1). Note the phase shift between the
S-shaped curves for the optical and infrared lines (Reproduced with permission from [4])

depths would open the way to derive directly the shock-front velocity. We discuss
that issue in Sect. 8.4.

8.2 Method

The tomographic method involves two steps. The first step rests on our ability to
construct reliable synthetic spectra of late-type giant stars [15], and from those, to
identify the depth of formation of any given spectral line. Then, to cope with the
fact that the spectra of late-type stars are very crowded, particularly in the optical
domain, the information on the average shape of lines forming at a given depth in
the atmosphere is extracted from a cross-correlation technique. This co-addition of
the profiles of many different lines through the cross-correlation process results as
well in an increase of the signal-to-noise ratio for a global property like the cross-
correlation function (CCF), as compared to individual line profiles. This way, the
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signal-to-noise ratio in the CCF is increased by a factor
p

n, where n is the number
of co-added lines. We now discuss the two steps of the tomographic method in turn.

The information relating to the line doubling (velocity shift and line shape) is in
fact distributed among a large number of spectral lines, and can be summed up into
an average profile, or more precisely into a CCF. If the correlation of the stellar
spectrum with a mask involves many lines, it is possible to extract the relevant
information from very crowded spectra, making it possible to use spectra with
relatively low signal-to-noise ratios (	10). The CCF writes

CCF.Vr/ D
Z �2

�1

s Œ� � ��.�; Vr/� m.�/ d�; (8.1)

where ��.�; Vr/ D � Vr=c, c is the speed of light, s.�/ is the observed spectrum,
m.�/ is the template (a binary template has been adopted, being 1 at the location of
the spectral lines of interest, and 0 elsewhere), and �1 and �2 are the boundaries of
the spectral range covered by the observed spectrum. The radial velocity Vr for the
considered mask is then obtained from the CCF minimum.

We refer the reader to reference [5] for a detailed description of the CCF
mathematical properties.

The mask m.�/ used in Eq. 8.1 contains all lines forming in a given range of
optical depths. We use an optical-depth scale at a reference wavelength of 5000 Å.
Typically, the width of the bins is � log �5000 D 0:5 in the range �3:5 � log �5000 �
0:0, the number of lines ranging from about 3000 in the innermost layer to a few
hundreds in the outermost layer (for the spectral range 400–800 nm, and excluding
spectral windows strongly contaminated by telluric lines).

The original implementation of the method [3] relied on the Eddington-Barbier
approximation, stating that in a grey atmosphere, the flux emerges from the layer
located at optical depth �� D 2=3. Thus a line at wavelength � was supposed to
form at optical depth �� D 2=3. An appropriate model atmosphere is then used to
convert this monochromatic optical depth �� D 2=3 into a reference optical depth (at
5000 Å for instance), which is then a proxy for geometrical depth. As shown by [25],
the Eddington-Barbier approximation gives however a valid depth of line formation
only for sufficiently strong lines. In the recent implementation of the method, we use
instead the contribution function1 to the line depression in the flux (CU ; see [1]), in
order to correctly assess the depth of line formation:

CU.��; �/ D
Z 1

0

�l

�l C �c
.Ic � Sl/ e���=�d�; (8.2)

1The contribution function gives the relative contribution of the different atmospheric layers to an
observed quantity, which can be the emergent intensity or flux, or the line depression in the surface
intensity or flux.
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where �c and �l are the continuum and line opacities, respectively; �� is the total
(line + continuum) optical depth; Ic is the continuum intensity, Sl is the source
function for the lines (all these variables being �-dependent) and � D cos � , where
� is the polar angle between the direction of the light pencil and the normal to the
atmospheric layers.

The contribution function is thus a two-dimensional surface (top panel of
Fig. 8.2). A crest line may be traced on that surface, and when that crest line is
projected on the (�; �5000) plane, it defines the so-called depth function log �5000 D
x.�/ (middle panel of Fig. 8.2): for a given wavelength �, the depth function
specifies the value of log �5000 corresponding to the maximum of the contribution
function. The depth function thus provides the optical depth (at the reference
wavelength of 5000 Å) at which a line (if any) present at wavelength � forms. For the
sake of conciseness, we will from now on use the short-hand notation x � log � 5000.

Different masks Ci are then constructed from the collection of Ni lines located
at wavelengths �i;j .1 � j � Ni/ such that xi � x.�i;j/ < xiC1 D xi C �x, where
x0 D �3:5, and �x D 0:5 is an optimal value to keep enough lines in any given mask
without losing too much resolution in terms of depth (middle panel of Fig. 8.2). A
natural limit to the resolution that can be achieved on the optical depth is provided
by the width of the contribution function (CF) [1], and according to the Nyquist-
Shannon theorem of elementary signal theory, there is no advantage in taking �x
smaller than half the CF width of typical lines probed by the mask. Each mask Ci

should then probe lines forming at depths in the range xi; xi C�x in the atmosphere.
These masks are used as templates to correlate with the observed spectra of the
target stars.

As an illustration, the masks have been applied to a spectrum of Z Oph (a Mira
with a photometric period of 349 d) obtained on 1998, August 5–6 (see Table 3
of [4] for details) with ELODIE2 (Fig. 8.3). The CCF shapes change from blue-
peaked only in the innermost layer to red-peaked only in the outermost layer, with
a double-peaked CCF in the intermediate layers, in accordance with the presence
of a shock front in the latter. This procedure thus provides the velocity field as a
function of (optical) depth in the atmosphere, whereas it has been checked that for
static atmospheres (i.e., non-pulsating red giants), CCFs are single-peaked for all
masks and the CCF minimum yields the same radial velocity in all masks. The
correctness of the information delivered by the CCF is demonstrated by Fig. 8.4: the
CCF shape indeed corresponds to the shape of the lines probed by the corresponding
mask.

2The high-resolution spectrograph at the Observatoire de Haute Provence. See Sect. 8.3.1 for
details.
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Fig. 8.2 Top panel: The contribution function to the line depression in flux, in the spectral window
404:0 � �.nm/ � 404:1, for a supergiant model with Teff D 3700 K and log g D �0:35.
Middle panel: The depth function corresponding to the crest line of the contribution function in the
(log �5000; �) plane. The horizontal line identifies the spectral window of the displayed contribution
function. The different shaded regions delineate the log �5000 ranges corresponding to the different
masks. For the sake of comparison, note that in the infrared around 1.7 �m, all lines form in the
limited range �1 � log �5000 � 0. Bottom panel: The corresponding synthetic spectrum
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Fig. 8.3 The CCFs of the Mira Z Oph at phase 0.08 (1998, August 05–06) obtained with the
tomographic masks. The set of tomographic masks used for Z Oph was constructed from a
synthetic spectrum at Teff D 3500 K and log g D 0:9 (see [3] for details). Note how the shape
of the CCFs evolve from the innermost layer (involving ascending matter only, hence C1 exhibits
a single blue peak) to the outermost layer (involving mostly matter falling in, hence C8 exhibits
predominantly a red peak). This spatial sequence of line doubling reflects the presence of a shock
wave in the line-forming region, with the shock front being centered on the layer probed by the
mask C5

Fig. 8.4 Comparison of the � 6358.69 Fe I line as seen in the spectrum of Z Oph at phases 0.08,
0.17, 1.04 and 1.21 (bottom row, from left to right), with the CCF obtained with the tomographic
mask C5 (upper row), to which belongs the � 6358.69 Fe I line. Z Oph is warm enough at maximum
light (K3). Therefore, its spectrum is not too crowded; clean, almost unblended, lines as the one
displayed here may be isolated

8.3 Results

8.3.1 Application to the Mira Variables RT Cyg and RY Cep

A long-term monitoring of the Mira stars RT Cyg (P D 190 d; 6:0 � V � 13:1) and
RY Cep (P D 145 d; 8:6 � V � 13:6) has been performed with the fibre-fed echelle
spectrograph ELODIE [6]. The spectrograph ELODIE is mounted on the 1.93-m
telescope of the Observatoire de Haute Provence (France), and covers the full range
from 390.6 to 681.1 nm in one exposure at a resolving power of 42,000.
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For RT Cyg, a monitoring in August-September 1999 covered phases �0:20

to 0.16 around maximum light, with 32 spectra obtained during this phase range
(corresponding to an average resolution of �	 D 0:01; Fig. 8.5). For RY Cep, the
monitoring covered a full light cycle extending from August 2001 (phase �0.17) to
February 2002 (phase 0.92), and 40 spectra were obtained (Fig. 8.6).

The sequences of CCFs presented in Figs. 8.5 and 8.6 clearly follow the temporal
evolution predicted by the Schwarzschild scenario, with a single red component
progressively transforming into a single blue component around maximum light.
There are moreover clear phase lags between the different layers – this transfor-
mation occurring at later phases in outer layers. Thus, the Schwarzschild scenario
holds for Mira variables, and this conclusion definitely points towards the velocity
stratification associated with the shock wave as the cause of the double absorption
lines observed in Mira variables, as opposed to complex radiative processes
(e.g., radiative release of thermal energy into the post-shock layer or temperature
inversion) [13, 22].

Radial velocities have been extracted from the CCFs of Figs. 8.5 and 8.6 to yield
the curves displayed in Figs. 8.7 and 8.8. We just stress here the noteworthy features
of the radial-velocity curve of RY Cep, displayed in Fig. 8.8 for the three masks C3
(innermost), C4 (intermediate) and C6 (outermost): (i) the red peaks (corresponding
to matter falling in) are observed at the same velocity in all three masks; they
disappear at increasingly later phases as one considers layers closer to the surface,
since the outermost layers are the last ones to be penetrated by the shock wave
which suppresses the infalling component (i.e., red peak); (ii) the maximum outward
velocity is the same for the three masks (about �247 km/s), and is reached around
phase �0:1. After that, matter will decelerate in the innermost layers first, as they
lose the impetus provided by the shock wave which is moving away.

The radial-velocity curve displayed in Fig. 8.8 corresponds to a full pulsation
cycle, and at least in the innermost mask C3, it resembles the S-shape curves
obtained by [17] (see also Fig. 8.1) for the CO �� D 3 infrared lines. These
1.6–1.8 �m lines, emerging from a spectral window close to the continuum-opacity
minimum, form deep in the atmosphere (�1 � log �5000 � 0/, and it is therefore
not surprising that the S-pattern is best seen in the innermost C3 mask which probes
in fact the same optical-depth range. The tomographic method reveals how that S-
shaped velocity curve gets distorted further out in the atmosphere.

8.3.2 Other Pulsating Variables

Doubling of absorption lines, sometimes with a documented occurrence of the
Schwarzschild phenomenon, has been reported in several kinds of pulsating stars
(RR Lyrae: [7, 9]; ˇ Cephei: [26]; BL Herculis: [8, 11]; RV Tauri: [12]), but the
tomographic technique has, so far, never been applied to any of them.
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C3 C4 C5 C7 phase

Fig. 8.5 Sequence of cross-correlation profiles of RT Cyg obtained with the tomographic masks
C3, C4, C5 and C7 (from left to right) in August-September 1999, around maximum light. The
labels beside each CCF refer to the corresponding visual phase based on the AAVSO ephemeris
(Mattei, 1999, priv. comm)
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C3 C4 C5 C6 phase

Fig. 8.6 Same as Fig. 8.5 for RY Cep with the tomographic masks C3 (inner), C4, C5 and C6
(outer), from left to right. The labels beside each CCF refer to the corresponding visual phase
based on the AFOEV monitoring
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Fig. 8.7 Radial velocity curves obtained for RT Cyg with the tomographic masks C3 (leftmost
panel – solid line – triangles), C4 (middle panel – long-dashed line – squares), and C7 (rightmost
panel – short-dashed line – circles). The C4 radial-velocity curve (long-dashed line) has been
duplicated in the left- and rightmost panels to allow an easy comparison

8.3.3 Supergiants

The tomographic method has been applied to supergiants by [21], using the first
generation masks from [3]. No line doubling was recorded. However, applying
the new generation masks (those obtained with the method of Sect. 8.2) on the
supergiant � Cep, one of the brightest red supergiant (Mbol D �9:1, initial mass
larger than 25 Mˇ [24]), reveals another story.

A preliminary analysis of � Cep’s visual light curve led to a primary period
around 860 d [23] and a long secondary period around 4400 d. More recent data
(Fig. 8.9) do not seem to confirm, however, these earlier conclusions, even if there
are clear variations. These photometric periodicities could be ascribed to pulsation,
shock waves, large convective cells, circumstellar material or to the interplay
between several of these factors. We argue below that the development of convective
cells seems to play an important role in the observed photometric pattern. The
effective temperature of � Cep has been estimated at 3700 K [24] or 3750 K [21],
and the gravity at log g D �0:36 [21]. A series of 66 high-resolution spectra of
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Fig. 8.8 Same as Fig. 8.7 for RY Cep, using the tomographic masks C3, C4, and C6

� Cep has been obtained with the HERMES spectrograph [29] operated on the
MERCATOR telescope (La Palma). These 66 spectra cover a time span of 1500 d
(2011–2015), so nearly two photometric cycles.

Episodes of line doubling, like that displayed in Fig. 8.10, are observed, but are
restricted to the innermost layers, and do not follow a Schwarzschild scenario. As
shown on Figs. 8.9 and 8.10, these double peaks correspond to the apparition of a
component blue-shifted by 10–30 km/s (rising matter thus) with respect to the pre-
existing, red peak. The blue and red peaks, in the layers where they co-exist, are
equally strong. Comparison with the AAVSO light curve reveals that such episodes
of line doubling always appear during the rising part of the light curve (Fig. 8.9).
A likely explanation is that these phases correspond to the emergence at the base
of the photosphere of a new convective cell with rising, hot matter, responsible for
the brightening and the blue-shifted velocity component. Interestingly, the velocity
difference between the red and blue peaks is correlated with the amplitude of the
excursion of the rising light curve, larger excursions corresponding to larger values
of Vr.red/ � Vr.blue/.

Another striking result emerging from the application of the tomographic method
to the supergiant � Cep is the fact that the CCF depth varies with time, with the same
periodicity as the light change, but with some phase lag: a hysteresis loop ensues, the
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Fig. 8.9 Top panel: The velocity variations of the supergiant � Cep, in the different masks. The
inner masks exhibit the largest velocity amplitudes. The incomplete curves in the lower part of the
upper panel correspond to the blue peaks appearing in the innermost masks during the rising part
of the light curve (shaded areas). Bottom panel: The AAVSO light curve. Line doubling appears
on the rising portion of the light curve

lines being deeper when the star is brighter. A similar hysteresis loop exists between
the CCF depth and the radial velocity (Fig. 8.11). This property was already noted
for Betelgeuse [14], in a temperature-velocity plane, and interpreted as a signature
of convective cells. Indeed, hot rising (blue-shifted) matter progressively cools down
before going down (red-shifted). Various line-depth ratios (like V I � 6251.83/Fe I
� 6252.57) were used as temperature indicators by [14]. Since we observe a similar
loop in the CCF depth-velocity plane (Fig. 8.11), it is likely that the CCF depth is
to some extent temperature-sensitive. However, this is much more difficult to prove
for a global quantity like the CCF depth than for line-depth ratios.
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Fig. 8.10 An excerpt of the tomographic sequence of the red supergiant � Cep over the period
April–July 2013 (JD 2456389–2456489). The mask probing the innermost layer is at the top. Note
that the line doubling appearing in deep layers does not follow a Schwarzschild scenario
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Fig. 8.11 Hysteresis in the CCF depth – CCF min plane (in km/s) for the red supergiant � Cep for
a series of spectra covering roughly a full photometric cycle. A counter-clockwise loop is followed
in this diagram, corresponding to the two outermost numerical masks (the outermost is on top),
during the course of a photometric cycle
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To summarise, in the supergiant star � Cep, line doubling systematically
occurs

• on the rising part of the light curve;
• in the innermost masks;
• is never seen in the outermost masks;
• along a hysteresis loop in the velocity-temperature plane.

All these arguments suggest that convective cells rather than shock waves are
responsible for the line doubling observed in red supergiants. They behave thus in a
very different manner than the pulsating variables described in the previous sections.

8.4 Future Prospects: Transforming Optical Depths
to Geometrical Depths to Access the Shock Velocity

So far, the tomographic method has only been used with optical depths as proxy for
geometrical depths. The knowledge of the relation between geometrical and optical
depths would open the way to derive directly the shock-front velocity. Although
such a relation is provided by model atmospheres, it may be sensitive upon ill-
defined parameters like the stellar mass. It seems therefore preferable to derive
the relation between geometrical and optical depths empirically, by combining
tomographic and interferometric data. In order to calibrate the reference-optical-
scale �5000 in terms of geometrical depth, it is necessary to measure the stellar
radius at the wavelengths corresponding to each tomographic mask. To do so, high-
resolution AMBER data have been acquired, and first results should be available
soon.
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Chapter 9
Eclipse Mapping: Astrotomography of Accretion
Discs

Raymundo Baptista

9.1 Context and Motivations

In weakly-magnetic cataclysmic variables (CVs) a late-type star overfills its Roche
lobe and feeds a companion white dwarf (WD) via an accretion disc, which usually
dominates the ultraviolet and optical light of the system [60]. The temperatures
in CV discs may vary from 5000 K in the outer regions to over 50,000 K close to
the disc centre, and the surface density may vary by equally significant amounts
over the disc surface. Therefore, the spectrum emitted by different regions of the
accretion disc may be very distinct. Furthermore, aside of the component stars and
the accretion disc, additional sources contribute to the integrated light from the
binary: a bright spot (BS) or stream forms where the gas from the mass-donor star
hits the outer edge of the disc, tidally-induced spiral structures might develop in the
outer regions of extended discs [8, 59], and a fraction of the transferred mass may
also be ejected from the binary in a wind from the disc surface [9, 38]. Because what
one directly observes is the combination of the spectra emitted from these diverse
regions and sources, the interpretation of CVs observations is usually plagued by the
ambiguity associated with composite spectra. The most effective way to overcome
these difficulties is with spatially resolved data, in which the light from the different
sources might be disentangled. However, at typical sizes of less than a solar radius
and distances of hundreds of parsecs, accretion discs in CVs are seen at angular
diameters of tens of micro-arcseconds, and spatially resolving them is well beyond
the reach of current direct imaging interferometric techniques, both at optical and
radio wavelength ranges. Thus, resolving an accretion disc in a CV is presently
possible only via indirect imaging.
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Developed in the 1980s by Horne [33], the Eclipse Mapping Method is an indi-
rect imaging technique which provides spatially resolved observational constraints
of accretion discs in CVs on angular scales of micro-arcseconds. It assembles the
information contained in the shape of the eclipse into a map of the accretion disc
surface brightness distribution. The following sections describe the technique and
provide a set of examples aiming at illustrating the wealth of possible applications.

9.2 Principles and Inner Workings

The three basic assumptions of the standard eclipse mapping method are: (i) the
surface of the secondary star is given by its Roche equipotential, (ii) the brightness
distribution is constrained to the orbital plane, and (iii) the emitted radiation is
independent of the orbital phase. While assumption (i) is reasonably robust and
always employed, the others are simplifications that do not hold in all situations and
may be relaxed with three-dimensional (3D) eclipse mapping implementations (see
Sect. 9.5.4).

A grid of intensities centred on the WD, the eclipse map, is defined in the
orbital plane. One usually adopts the distance from the disc centre to the internal
Lagrangian point, RL1, as the length scale. With this definition the primary lobe has
about the same size and form for any reasonable value of the binary mass ratio q
(=M2=M1, where M2 and M1 are the masses of the mass-donor star and the WD,
respectively) [33]. If the eclipse map is an N points flat, square grid of side �RL1,
each of its surface element (pixel) has an area .�RL1/

2=N and an associated intensity
Ij. The solid angle comprised by each pixel as seen from the earth is then

�2 D
�

.�RL1/
2

N

1

d2

�
cos i ; (9.1)

where d is the distance to the system. The value of � defines the area of the eclipse
map while the choice of N sets its spatial resolution.

The model eclipse light curve m.	/ is derived from the intensities in the eclipse
map,

m.	/ D �2

NX

jD1

IjVj.	/ : (9.2)

The eclipse geometry Vj.	/ specifies the fractional visibility of each pixel as
a function of orbital phase and may include fore-shortening and limb darkening
factors [35, 50, 65]. The fractional visibility of a given pixel is obtained by dividing
the pixel into smaller tiles and evaluating the Roche potential along the line of sight
for each tile to see if the potential falls below the value of the equipotential that
defines the Roche surface of the mass-donor star. If so, the tile is occulted. The



9 Eclipse Mapping: Astrotomography of Accretion Discs 157

fractional visibility of the pixel is then the sum of the visible tiles divided by the
number of tiles.

The eclipse geometry is determined by the inclination i, the binary mass ratio q
and the phase of inferior conjunction 	0 [33, 35]. These parameters set the shape
and extension of the projected shadow of the mass-donor star in the orbital plane.
As the binary phase 	 changes during eclipse, the resulting shadow rotates around
the L1 point, progressively covering/uncovering different parts of the accretion
disc. This creates a grid of criss-crossed ingress/egress arcs in the orbital plane.
A pixel with coordinates .x; y/ within the region covered by this grid disappears
and reappears from eclipse at a particular pair of binary phases .	i; 	e/.1 Thus, the
eclipse geometry sets the connection between the image space (the eclipse map) and
the data space (the light curve).

Figure 9.1 shows an example of eclipse geometry and depicts the connection
between the image and data spaces. Information about the location of the occulted
brightness sources is embedded in the shape of the eclipse light curve. The width
of the eclipse increases as the light source moves closer to the L1 point, whereas it
is displaced towards negative (positive) phases if the light source is in the leading
(trailing) disc side. For example, the phase width and range of the eclipse in the
upper right panel of Fig. 9.1 tells us that the corresponding light source (the blue
pixel in the left-hand panel of Fig. 9.1) is located in the leading, near side of the disc.
Figure 9.2 illustrates the simulation of the eclipse of a fitted brightness distribution
while showing the comparison between the resulting model light curve and the data
light curve. The geometry in this case is i D 81ı and q D 0:5. The left-hand panels
show the data light curve (small dots) and the model light curve (solid line) as it is
being drawn at five different orbital phases along the eclipse (indicated in the upper
right corner). The right-hand panels show the best-fit disc brightness distribution and
how it is progressively covered by the dark shadow of the mass-donor star during the
eclipse. The slope of the light curve steepens whenever a bright source is occulted
or reappears from eclipse. The two asymmetric arcs of the brightness distribution of
this example are occulted at distinct phases, leading to a V-shaped eclipse with two
bulges at ingress and at egress. The flux at phase 	 D 0 does not go to zero because
a sizeable fraction of the disc remains visible at mid-eclipse.

Given the eclipse geometry, a model light curve can be calculated for any
assumed brightness distribution in the eclipse map. A computer code then iteratively
adjusts the intensities in the map (treated as independent parameters) to find the
brightness distribution the model light curve of which fits the data eclipse light
curve within the uncertainties (Fig. 9.3). Because the one-dimensional data light
curve cannot fully constrain a two-dimensional map, additional freedom remains
to optimise some map property. A maximum entropy (MEM) procedure [56, 57] is

1Pixels outside the region covered by the grid of criss-crossed arcs are never eclipsed, and have
no corresponding ingress/egress phases .	i; 	e/. Accordingly, there is no information about the
surface brightness distribution of these unocculted regions in the shape of the eclipse.
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Fig. 9.1 Left-hand panel: A grid of criss-crossed ingress/egress arcs for the eclipse geometry
i D 81ı, q D 0:15, and an eclipse map with � D 2. The ingress/egress arcs for the blue and
red pixels are shown in the respective colour. A dotted line depicts the primary Roche lobe; a
cross marks the disc centre. The mass-donor star is to the right of the panel and the stars rotate
counter-clockwise (equivalently, the observer and the mass-donor star shadow rotate clockwise).
Middle-panels: grayscale brightness distributions with a faint, extended disc plus bright, narrow
Gaussian spots at the positions of the blue and red pixels in the left panel. Right-hand panels: the
model eclipse light curves obtained by convolving the eclipse geometry in the left panel with the
brightness distributions in the middle panels. Vertical dotted lines mark the ingress/egress of the
disc centre; blue/red vertical dashed lines depict the ingress/egress phases of the blue/red pixels

used to select, among all possible solutions, the one that maximises the entropy of
the eclipse map with respect to a smooth default map.

The entropy of the eclipse map p with respect to the default map q is defined as

S D �
NX

jD1

pj ln

	
pj

qj



; (9.3)

where p and q are written as

pj D IjP
k Ik

; qj D DjP
k Dk

: (9.4)
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Fig. 9.2 Simulation of a disc
eclipse (i D 81ı, q D 0:5).
Left-hand panels: data light
curve (dots) and model light
curve (solid line) at five
different binary phases
(indicated in the upper right
corner). Vertical dotted lines
mark mid-eclipse and the
ingress/egress phases of the
disc centre. Right-hand
panels: visible parts of the
best-fit eclipse map (in a false
colour blackbody logarithmic
scale) at the corresponding
binary phases. Dashed lines
show the primary Roche lobe
and the ballistic trajectory of
the gas from the mass-donor
star; crosses mark the centre
of the disc. The mass-donor
star is to the right of each
panel; the stars and the
accretion disc gas rotate
counter-clockwise
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Fig. 9.3 Example of the iterative fit of a data light curve with a MEM eclipse mapping code
[15]. Left-hand panels: data (points) and model (solid line) light curves at five different stages
of the iteration process towards convergence. Vertical dotted lines mark mid-eclipse and the
ingress/egress of the disc centre. An horizontal dashed line depicts the uneclipsed component of
the total flux. niter and chi2 give the current iteration number and 
2 value, respectively. Middle
panels: corresponding eclipse maps in a logarithmic grayscale; darker regions are brighter. The
notation is the similar to that of Fig. 9.2. Right-hand panels: the asymmetric component of the
eclipse maps in the middle panels
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Other functional forms for the entropy appear in the literature [35, 60]. These are
equivalent to (9.3) when p and q are written in terms of proportions.

The default map Dj is generally defined as a weighted average of the intensities
in the eclipse map,

Dj D
P

k !jkIkP
k !jk

; (9.5)

where the weight function !jk is specified by the user. A priori information about the
disc (e.g., axi-symmetry) is included in the default map via !jk. Prescriptions for the
weight function !jk and their effect in the reconstructions are discussed in Sect. 9.3.
In the absence of any constraints on Ij, the entropy has a maximum Smax D 0 when
pj D qj, or when the eclipse map and the default map are identical.

The consistency of an eclipse map may be checked using the 
2 as a constraint
function,


2 D 1

M

MX

	D1

	
m.	/ � d.	/

�.	/


2

D 1

M

MX

	D1

r.	/2 ; (9.6)

where d.	/ is the data light curve, �.	/ are the corresponding uncertainties, r.	/ is
the residual at the orbital phase 	, and M is the number of data points in the light
curve. Alternatively, the constraint function may be a combination of the 
2 and the
R-statistics [15],

R D 1p
M � 1

M�1X

	D1

r.	/ r.	 C 1/ ; (9.7)

to minimise the presence of correlated residuals in the model light curve [14].
For the case of uncorrelated normally distributed residuals, the R-statistics has a
Gaussian probability distribution function with average zero and unity standard
deviation. Requiring the code to achieve an R D 0, is equivalent to asking for a
solution with uncorrelated residuals in the model light curve.

The final MEM solution is the eclipse map that is as close as possible to its default
map as allowed by the constraint imposed by the light curve and its associated
uncertainties [35, 50]. In mathematical terms, the problem is one of constrained
maximisation, where the function to maximise is the entropy and the constraint
is a consistency statistics that measures the quality of the fitted model to the
data light curve. Different codes exist to solve this problem. Many of the eclipse
mapping codes are based on the commercial optimisation package MEMSYS
[56]. Alternative implementations using conjugate-gradients algorithms [14, 15],
CLEAN-like algorithms [58] and genetic algorithms [20] are also used.

Rutten et al. [52] found that the entropy function can be a useful tool to signal
and to isolate the fraction of the total light which is not coming from the accretion
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disc plane. They noted that when the light curve is contaminated by the presence
of additional light (e.g., from the mass-donor star) the reconstructed map shows
a spurious structure in its outermost region. This is because the eclipse mapping
method assumes that all the light is coming from the accretion disc, in which case the
eclipse depth and width are correlated in the sense that a steeper shape corresponds
to a deeper eclipse. The addition of an uneclipsed component in the light curve
(i.e., light from a source other than the accretion disc) ruins this correlation. To
account for the extra amount of light at mid-eclipse and to preserve the brightness
distribution derived from the eclipse shape the algorithm inserts the additional
light in the region of the map which is least affected by the eclipse. Since the
entropy measures the amount of structure in the map, the presence of these spurious
structures is flagged with lower entropy values. The correct offset level may be
found by comparing a set of maps obtained with different offsets and selecting the
one with highest entropy. Alternatively, the value of the zero-intensity level can
be included in the mapping algorithm as an additional free parameter to be fitted
along with the intensity map in the search for the MEM solution [9, 49]. A detailed
discussion on the reliability and consistency of the estimation of the uneclipsed
component can be found in [16].

Figure 9.3 gives an example of the convergence process of a MEM reconstruc-
tion. The code starts from a flat map and quickly evolves towards an axi-symmetric
Gaussian map which reproduces the gross features of the data light curve. However,
at this point the model light curve is not a good match to the data (
2 D 16:7),
failing to reproduce the double stepped ingress/egress bulges of the eclipse shape.
Several more iterations are required in order to match these features in the data
light curve, which demands building two asymmetric bright arcs in the leading and
trailing sides of the disc. The reconstruction converges for a final unity 
2 value
after 233 iterations.

9.3 Performance and Limitations

A crucial aspects of eclipse mapping is the selection of the weight function for the
default map, !jk, which allows the investigator to steer the MEM solution towards
a determined type of disc map. The choice !jk D 1 results in a uniform default
map which leads to the most uniform eclipse map consistent with the data. This
happens not to be a good choice for eclipse mapping, because it results in a map
severely distorted by criss-crossed artefacts [19, 33, 58] as the flux of point sources
is spread along their ingress and egress arcs (Fig. 9.4a). This led to the adoption of
a weight function which sets the default map as an axi-symmetric average of the
eclipse map, thereby yielding the most nearly axi-symmetric map that fits the data
[33]. It suppresses the azimuthal information in the default map while keeping the
radial structure of Ij on scales greater than a radial blur width �R. This seems a
reasonable choice for accretion disc mapping because one expects the disc material
to be roughly in Keplerian orbits, so that local departures from axi-symmetry will
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Fig. 9.4 Effects of the default map, phase resolution (= number of data points in the light curve)
and signal-to-noise ratio (S/N) of the input data on the eclipse mapping reconstruction. The top
panel shows an artificial, test brightness distribution in a logarithmic grayscale. The notation is
similar to that of Fig. 9.1. The middle panels show reconstructions of the test brightness distribution
for different combination of parameters: (a) uniform default map on a light curve with N D 121

data points and S=N D 100; (b) default of limited azimuthal smearing (Eq. 9.8), Np D 121 and
S=N D 100; (c) default of Eq. 9.8, Np D 121 and S=N D 20; and (d) default of Eq. 9.8, Np D 31

and S=N D 100. The lower panels show the corresponding data (points) and model (solid line)
light curves. Vertical dashed lines mark the ingress/egress phases of the disc centre

tend to be smeared away by the strong shear. This is a commonly used option and is
also known as the default map of full azimuthal smearing.

The full azimuthal smearing default results in rather distorted reproduction
of asymmetric structures such as a bright spot at the disc rim. In this case,
the reconstructed map exhibits a lower integrated flux in the asymmetric source
region, the excess being redistributed as a concentric annulus about the same radial
distance. By limiting the amount of azimuthal smearing it is possible to alleviate
this effect and to start recovering azimuthal information in the accretion disc. Two
prescriptions in this regard were proposed. Rutten et al. [47] limited the amount of
azimuthal smearing by averaging over a polar Gaussian weight function of constant
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angle �� along the map,2
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while Baptista et al. [16] chose to use a polar Gaussian function of constant arc
length �s through the map,
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: (9.9)

The reconstructions in Fig. 9.4b–d used the default function of Eq. 9.8. In particular,
the reconstructions in Fig. 9.4a, b were obtained from the same input light curve.
This comparison illustrates that the default of limited azimuthal smearing provides a
much better reconstruction of the central brightness distribution while still allowing
to recover the location of a bright spot at disc rim, although with some azimuthal
smearing.

The concept of default map was extended with the introduction of a double
default function [11, 19, 58],

Dj D .D1j/
n .D2j/

m (9.10)

(where D1j and D2j are separate default functions and nCm D 1), together with the
idea of a negative default function (e.g., m < 0). While a positive default function
steers the MEM solution towards its intrinsic property (e.g., axi-symmetry), a
negative default function may be used to drive the MEM solution away from its
intrinsic property (e.g., the presence of the undesired criss-crossed arcs) [58]. The
combination of a positive axi-symmetric default function with a negative criss-
crossed arcs default function was key to allow the recovery of accretion disc spiral
structures with eclipse mapping [11, 30]. The eclipse maps shown in Figs. 9.2, 9.3
and 9.5 were obtained with this double default setup.

The quality of an eclipse mapping reconstruction is tied to the quality of the
input data light curve. Specifically, the ability to recover brightness sources and the
spatial resolution of an eclipse map depend on the phase (or, time) resolution and the
signal-to-noise ratio (S=N) of the data light curve. Baptista and Steiner [14] provide
an expression to compute the spatial resolution of the eclipse map which matches the
phase resolution of the data light curve. Figure 9.4 shows the effects of (i) degrading
the phase resolution and (ii) lowering the S=N of the data light curve on the quality
of the resulting eclipse map. As a reference for comparison, the eclipse map in
Fig. 9.4b was obtained from a light curve of good phase resolution (Np D 121 data

2Rj and Rk are the distances from pixels j and k to the centre of the disc; �jk is the azimuthal angle
between pixels j and k; sjk is the arc-length between pixels j and k.
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Fig. 9.5 Computing the statistical significance of an eclipse map from the uncertainties in the data
light curve. Lower left panels: A set of 50 randomised light curves (dots) and corresponding eclipse
mapping models (solid lines) superimposed in phase. The bottom panel shows these light curves
after subtraction of the real data light curve. The scatter depicts the uncertainty in the flux at each
phase. Top left panels: a sample of 4 of the eclipse maps from the randomised light curves, in a
logarithmic grayscale. The notation is similar to that of Fig. 9.4. Top right panel: the map of the
standard deviations with respect to the mean intensity (the “residuals” map). Lower right panel:
the eclipse map from the real data light curve. Contour lines for S=N D 5 and 10 are overplotted;
features in the eclipse maps are statistically significant at or above the 5 � confidence level

points) and high signal-to-noise (S=N D 100). Figure 9.4c shows that degrading the
S=N reduces the ability to identify fainter brightness sources. Because of the reduced
S=N, the model light curve is not forced to follow the egress shoulder that signals the
presence of the bright spot at disc rim. As a consequence, the eclipse map has only a
weak asymmetry at the position of the bright spot. Figure 9.4d shows that the effect
of reducing the phase resolution in the light curve is to reduce the spatial resolution
of the eclipse map, with an increase in the radial/azimuthal blur effects (i.e., point
sources would look increasingly out of focus with decreasing phase resolution). The
effects of low S=N seem more dramatic than those of low phase resolution.
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9.4 Error Propagation Procedures

Because the maximum-entropy eclipse mapping is a non-linear inversion method,
it is not possible to compute the uncertainties in the eclipse map directly from
the uncertainties in the data light curve. Hence, statistical uncertainties of an
eclipse map are usually computed with a Monte Carlo error propagation procedure
[52]. This is illustrated in Fig. 9.5. A set of N (�20) artificial light curves is
created from the original data in which the flux at each phase is varied around
the true value according to a Gaussian distribution with standard deviation equals
to the uncertainty at that point. The artificial light curves are fitted with the
eclipse mapping code to generate a set of randomised eclipse maps. These are
then combined to produce a “residuals” map by taking the pixel-to-pixel standard
deviation with respect to the mean intensity. This yields the statistical uncertainty
at each pixel. For N D 20, the uncertainty of the standard deviation is <20 %,
sufficient to illustrate the confidence limits of the eclipse map, whereas N � 200

is needed in order to bring the uncertainty in the standard deviation down to 7 %
[30]. Uncertainties obtained with this procedure may be used to estimate the errors
in the derived radial brightness temperature and intensity distributions. A map of the
statistical significance (or the inverse of the relative error) is obtained by dividing
the true eclipse map by the “residuals” map [5, 11, 30].

An alternative error propagation procedure involves the use of simulations with
the Bootstrap technique (e.g., [6]).

9.5 Applications

This section focuses on selected applications of the eclipse mapping method which
illustrates some of the possible scientific problems that have been and may be
addresses with it. The reader is referred to [2, 34, 35, 65] for more comprehensive
reviews of the results obtained with this technique.

9.5.1 Spectral Mapping: Spatially-Resolved Disc Spectra

The eclipse mapping method is capable of delivering spatially-resolved spectra of
accretion discs when the technique is applied to time-resolved eclipse spectropho-
tometric data, providing the best example of its ability to disentangle the light from
different emission sources in the binary. The time-series of spectra is divided up
into numerous (	100) spectral bins and light curves are extracted for each bin. The
light curves are then analysed to produce a series of monochromatic eclipse maps
covering the whole spectrum. Finally, the maps are combined to obtain the spectrum
for any region of interest on the disc surface [47].
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Fig. 9.6 An example of spectral mapping, from HST/FOS UV-optical eclipse spectroscopy of the
nova-like variable UX UMa. Left panel: a schematic diagram of the eclipse map, with the annular
regions used to extract spatially resolved spectra. The disc is divided into three major azimuthal
regions (the back side, the front side, and the quarter section containing the gas stream trajectory),
and into a set of 6 concentric annuli with radius increasing in steps of 0:1 RL1 and of width 0:05 RL1 .
Right panel: Spatially resolved spectra of the back region of the UX UMa accretion disc in two
occasions (August 1994 in green; November 1994 in black). The spectra were computed for the
set of concentric annular sections shown in the left panel. The most prominent line transitions are
indicated by vertical dotted lines (Reprinted with permission from [10])

The spectral mapping analysis of nova-like variables [10, 13, 29, 47, 49] shows
that their inner accretion disc is characterised by a blue continuum filled with
absorption bands and lines which cross over to emission with increasing disc radius
(Fig. 9.6). The continuum emission becomes progressively fainter and redder as
one moves outwards, reflecting the radial temperature gradient. These high mass-
accretion (	10�8 � 10�9 Mˇ year�1) discs seem hot and optically thick in their
inner regions and cool and optically thin in their outer parts. The spectrum of the
infalling gas stream in UX UMa [10] and UU Aqr [13] is noticeably different from
the disc spectrum at the same radius, suggesting the existence of gas stream “disc-
skimming” overflow that can be seen down to R ' .0:1 � 0:2/ RL1.

In contrast, spatially-resolved spectra of low-mass accretion (	10�9 �
10�11 Mˇ year�1), quiescent dwarf nova show that the lines are in emission
at all disc radii [53]. The observed differences between the spectra of the disc
hemisphere farther from and closer to the L1 point might be interpreted in terms
of chromospheric emission from a disc with non-negligible opening angle (i.e., a
limb-brightening effect).

The spectrum of the uneclipsed component both for the nova-like systems and
quiescent dwarf novae shows strong emission lines and the Balmer jump in emission
indicating that the uneclipsed light has an important contribution from optically thin
gas (e.g., [13]). The lines and optically thin continuum emission are most probably
emitted in a vertically extended disc chromosphere + wind [9, 38]. This additional
source of radiation may be responsible both for flattening the ultraviolet spectral
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slope and for filling in the Balmer jump of the optically thick disc spectrum, and
might explain the historical difficulties in fitting integrated disc spectrum with stellar
atmosphere disc models [25, 39, 41, 61].

The uneclipsed spectrum of UX UMa at long wavelengths is dominated by a
late-type spectrum that matches the expected contribution from the mass-donor star
[49]. Thus, the uneclipsed component provides an interesting way of assessing the
spectrum of the mass-donor star in eclipsing CVs. This is a line of research yet
to be properly explored, which could largely benefit from near- and mid-infrared
spectroscopy of eclipses.

Spectral mapping is also useful to isolate the spectrum of the WD, represented by
the central pixel of the eclipse map. A stellar atmosphere model fit to the extracted
white dwarf spectrum for the dwarf nova V2051 Oph yields the WD temperature
and an independent estimate of the distance to the binary [53].

9.5.2 Time-Lapse Mapping: Dwarf Nova Outbursts

Eclipse maps give snapshots of the accretion disc at a given time. Time-resolved
eclipse mapping may be used to track changes in the disc structure, e.g., to assess
variations in mass accretion rate or to follow the evolution of the surface brightness
distribution through a dwarf nova (DN) outburst cycle.

DN outbursts are explained in terms of either (i) the time dependent response of
a viscous accretion disc to a burst of mass transfer from the donor star (the mass
transfer instability model, MTIM, e.g., [17]), or (ii) a limit-cycle behaviour driven
by a thermal-viscous disc-instability (the disc-instability model, DIM, e.g., [24, 40]),
in which matter progressively accumulates in a low viscosity disc (quiescence) until
a critical surface density is reached at a given radius, causing a heating wave to
switch the disc to a high viscosity regime (outburst) that allows the gas to diffuse
rapidly inwards and onto the white dwarf. There is a set of distinct predictions from
these models that might be critically tested with time-lapse eclipse mapping [3].

An example of time-lapse eclipse mapping is given in Fig. 9.7. Eclipse maps
covering the full outburst cycle of the dwarf nova EX Dra [7] show the formation
of a one-armed spiral structure at the early stages of the outburst and reveal how the
disc expands during the rise until it fills most of the primary Roche lobe at maximum
light. During the decline stage, the disc becomes progressively fainter until only a
small bright region around the WD is left at minimum light. The evolution of the
radial temperature distribution shows the presence of an outward-moving heating
wave during rise and of an inward-moving cooling wave in the decline.

The temperatures of the EX Dra outbursting disc are above those expected for the
hot, ionised outbursting disc gas in the DIM framework [40, 60], and the cooling
wave decelerates as it travels inwards [7]. Since these results are consistent with
both DIM and MTIM, they offer no power to discriminate between these models.
However, the same eclipse mapping study reveals that the radial temperature
distribution in quiescence follows the T / R�3=4 law of opaque steady-state discs
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Fig. 9.7 Time-lapse eclipse mapping of the dwarf nova EX Dra along its outburst cycle. Left-
hand panels: Data (dots) and model (solid line) light curves in (a) quiescent, (b) early rise, (c)
late rise, (d) outburst maximum, (e) early decline, and (f) late decline stages. Vertical dotted lines
mark ingress/egress phases of disc centre. Middle panels: eclipse maps in a false colour blackbody
logarithmic grayscale. The notation is similar to that of Fig. 9.2. The numbers in parenthesis
indicate the time (in days) elapsed since outburst onset. Right-hand panels: azimuthal-averaged
radial brightness temperature distributions for the eclipse maps in the middle panels. Dashed lines
show the 1-� limit on the average temperature for a given radius. A dotted vertical line depicts
the radial position of the bright spot in quiescence; vertical ticks mark the position of the outer
edge of the disc (red) and the radial position at which the disc temperature falls below 11,000 K
(blue). Steady-state disc models for mass accretion rates of log ṀD �8:0 and �9:0 Mˇ year�1 are
plotted as dotted lines for comparison. Numbers in parenthesis list the integrated disc luminosity
(Reprinted with permission from [7])
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(Fig. 9.7a), and that this quiescent state is reached only 2 d after the end of the
outburst. Both results indicate that the viscosity of its quiescent disc is as large
as in outburst – in contradiction with DIM and in agreement with predictions of
the MTIM. In addition, the early rise map shows evidence of enhanced gas stream
emission, indicative of an enhanced mass transfer rate at this early outburst stage
(Fig. 9.7b). The integrated disc luminosity at early rise (1:4˙0:3 Lˇ) is comparable
to that in quiescence (1:2 ˙ 0:1 Lˇ), and is not enough to support the idea that the
enhanced mass transfer could be triggered by an increased irradiation of the mass
donor by the accretion disc. This led to the conclusion that the observed enhanced
mass transfer at early rise is not a consequence of the ongoing outburst, but its cause
– suggesting that the outbursts of EX Dra are powered by bursts of mass transfer
[3].

Time-lapse eclipse mapping studies were also performed for the dwarf novae
Z Cha [63], OY Car [23, 51], IP Peg [19], V2051 Oph [12], and HT Cas [26, 36].

9.5.3 Flickering Mapping: Revealing the Disc Viscosity

Flickering is the intrinsic brightness fluctuation seen in light curves of T Tau stars
[31], mass-exchanging binaries [1, 22] and active galactic nuclei [27]. Optical
studies suggest there are two different sources of flickering in CVs: (i) the stream-
disc impact region (possibly because of unsteady mass inflow or post-shock
turbulence [55, 62]) and/or (ii) turbulent inner disc regions (possibly because of
magneto-hydrodynamic (MHD) turbulence, unsteady WD accretion or events of
magnetic reconnection at the disc atmosphere [21, 28, 37]). With its ability to
spatially-resolve and to disentangle different sources, flickering mapping has been
a useful tool to confirm and extend this scenario. As an added bonus, if the disc-
related flickering is caused by MHD turbulence, one may infer the radial run of
the disc viscosity parameter ˛ss [54] from the relative flickering amplitude, .�D=D/

[28],

˛ss.R/ ' 0:23

�
R

50 H

� �
�D.R/

0:05 D.R/

�2

; (9.11)

where H is the disc scale height.
From a large, uniform ensemble of light curves of a given CV it is possible to

separate the steady-light component (the average flux in a given phase bin), low- and
high-frequency flickering amplitudes (the scatter with respect to the average flux,
computed with the ensemble [18] and single [21] methods) as a function of binary
phase, to derive corresponding maps of surface brightness distributions from their
eclipse shapes and, thereafter, to compute the radial run of the relative amplitude of
the disc flickering component [5, 6].

Flickering mapping of the DN V2051 Oph reveals that the low-frequency
flickering arises mainly in an overflowing gas stream and is associated with the mass
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Fig. 9.8 Left-hand panels: data (green dots) and eclipse mapping model (black lines) disc light
curves, and the extracted light curve of the WD (red lines). Top and middle panels show,
respectively, the low state and quiescence steady-light component, while the lower panel shows
the high-frequency (f > 3:3 mHz) flickering curve. Middle panels: the corresponding eclipse maps
in a logarithmic grayscale. The notations is similar to that of Fig. 9.1. Dashed circles mark the outer
disc radius in each case. Right-hand panels: azimuthal-averaged radial intensity (top, middle) and
flickering amplitude in percent (bottom) distributions for the eclipse maps in the middle panels.
Dashed lines show the 1-� limit on the average value for a given radius

transfer process. The high-frequency flickering originates in the accretion disc and
has a relative amplitude of a few percent, independent of disc radius and brightness
level, leading to large values ˛ss ' .0:1 � 0:2/ at all disc radii [5].

Figure 9.8 shows the results of the eclipse mapping analysis of an extensive
data set of optical light curves of the dwarf nova HT Cas [3]. These observations
frame a 2 d transition from a low state (largely reduced mass transfer rate) back
to quiescence, allowing the application of both time-lapse and flickering mapping
techniques to derive independent estimates of ˛ss. In the low state, the gas stream
hits the disc at the circularisation radius Rcirc [60], and the accretion disc has its
smallest possible size. The disc fast viscous response to the onset of mass transfer,
increasing its brightness and expanding its outer radius at a speed v ' C0:4 km s�1,
implies ˛ss ' 0:3 � 0:5. The newly added disc gas reaches the WD at disc
centre soon after mass transfer recovery (	1 d), also implying a large disc viscosity
parameter, ˛ss ' 0:5. Flickering mapping reveal a minor, low-frequency BS-stream
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flickering component in the outer disc, plus a main disc flickering component the
amplitude of which rises sharply towards disc centre (Fig. 9.8), leading to a radial
dependency ˛ss.R/ / R�2 with ˛ss > 0:1 for R < Rcirc – in agreement with the
time-lapse results.

A similar analysis was performed for the DN V4140 Sgr [4]. Eclipse mapping
in quiescence indicate that the steady-light is dominated by emission from an
extended disc with negligible contribution from the WD, suggesting that efficient
accretion through a high-viscosity disc is taking place. Flickering maps show an
asymmetric source at disc rim (BS-stream flickering) and an extended central source
(disc flickering) several times larger in radius than the WD. Unless the thin disc
approximation breaks down, the relative amplitude of the disc flickering leads to
large ˛ss’s in the inner disc regions ('0:2 � 1:0), which decrease with increasing
radius.

In contrast, in the nova-like UU Aqr optical flickering arises mainly in tidally-
induced spiral shocks in its outer disc [6]. Assuming that the turbulent disc model
applies, its disc viscosity parameter increases outwards and reaches ˛ss 	 0:5 at the
position of the shocks, suggesting that they might be an effective source of angular
momentum removal of disc gas.

9.5.4 3D Eclipse Mapping: Disc Opening Angle
and Superhumps

Standard eclipse mapping assumes a simple flat, geometrically thin disc model.
Real discs may however violate this assumption in the limit of high Ṁ. Disc half-
opening angles of ˇ � 4ı are predicted for Ṁ � 5 � 10�9 Mˇ year�1 [43]. At
large inclinations (i � 80ı) this may lead to artificial front-back asymmetries in
the eclipse map because of the different effective areas of surface elements in the
near and far sides of a flared disc as seen by an observer on Earth. Furthermore, the
assumption that the emitted radiation is independent of orbital phase implies that
any out-of-eclipse brightness change (e.g., orbital modulation due to BS anisotropic
emission) has to be removed before the light curve can be analysed.3

A step to overcome these limitations is to go beyond the standard assumptions
allowing the eclipse mapping surface to become three-dimensional. This leads to
3D eclipse mapping [50]. For example, with the inclusion of a disc rim in the
eclipse mapping method, the out-of-eclipse modulation can be modelled as the fore-
shortening of an azimuthal-dependent brightness distribution in the disc rim [19].
This procedure allows one to recover the azimuthal (phase) dependency of the BS
emission. Moreover, motivated by the front-back asymmetry that appeared in the
flat-disc map and by the difficulties in removing the asymmetry with the assumption

3This is usually done by fitting a spline function to the phases outside eclipse, dividing the light
curve by the fitted spline, and scaling the result to the spline function value at phase zero (e.g., [9]).
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of an uneclipsed component, [45] introduced a flared disc in their eclipse mapping of
ultraviolet light curves of Z Cha at outburst. They found that the asymmetry vanishes
and the disc is mostly axi-symmetric for a disc half-opening angle of ˇ D 6ı.

In 3D eclipse mapping, the mapping surface usually consists of a grid of N1

pixels on a conical surface centred at the WD position and inclined at a half-opening
angle ˇ with respect to the orbital plane, plus a circular rim of N2 pixels orthogonal
to the orbital plane at a distance Rd (<RL1) from disc centre. An entropy landscape
technique [48] may be used to cope with the extra degree of freedom that comes
along with the additional geometry parameters ˇ and Rd. Simulations [4] show that
if an eclipse mapping reconstruction is performed with the wrong choice of ˇ and
Rd, the code develops artefacts in the brightness distribution in order to compensate
for the incorrect parameters. Eclipse maps with these spurious, additional structures
have lower entropy than the map with the correct choice of ˇ and Rd. Therefore, the
best-fit geometry can be found by searching the space of parameters for the pair of
(ˇ; Rd) values of highest entropy (Fig. 9.9, left-hand panels).

An example of 3D eclipse mapping is shown in Fig. 9.9, where the technique
was applied to study the evolution of the accretion disc surface brightness of the
DN V4140 Sgr in a superoutburst [4]. The entropy landscape analysis indicates
that the accretion disc is geometrically thin both in outburst (ˇ D 1:0ı ˙ 0:5ı)
and in quiescence (ˇ D 0:5ı ˙ 0:5ı); it fills the primary Roche lobe in outburst
and progressively shrinks to about half this size in quiescence. They also find that
the disc is elliptical in outburst and decline, with an eccentricity e D 0:13. At
both outburst stages, the disc orientation is such that superhump maximum occurs
when the mass-donor star is aligned with the bulge of the elliptical disc. This
lends observational support for the tidal resonance instability model of superhumps
[32, 42, 64].

Additional observational support for the presence of elliptical precessing discs
in CVs come from the eclipse mapping analyses of light curves of the DN Z Cha in
superoutburst [44] and of the permanent superhumper V348 Pup [46].

9.6 Summary

Eclipse mapping is a unique, powerful technique to investigate:

• Accretion disc spectra (allowing one to separate the disc atmosphere emission at
different distances from disc centre, and to isolate the spectrum of the WD, BS,
a possibly outflowing disc wind, and even the faint, red mass-donor star);

• Accretion disc structures (such as gas stream overflow, tidally-induced spiral
shocks, elliptical precessing discs, and magnetic accretion curtains);

• Time evolution of accretion discs (tracing the mass and angular momentum
redistribution throughout dwarf nova outbursts, or to follow brightness changes
caused by lighthouse effects in discs with fast spinning, magnetic WDs);
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Fig. 9.9 3D eclipse mapping of V4140 Sgr. Left panels: entropy landscape for the outburst (top),
decline (middle) and quiescence (bottom) light curves in a blackbody false-colour scale. Regions
in yellow have higher entropy. A red cross marks the combination of disc half-opening angle ˇ

and rim radius Rd of highest entropy. Middle panels: data (dots) and model (solid line) light
curves for the pair of .ˇ; Rd/ values of highest entropy in each case. Vertical dotted lines mark
the ingress/egress phases of the WD, while vertical tick marks depict the phases of eclipse
ingress/egress. Right panels: corresponding eclipse maps in a logarithmic grayscale. The notation
is similar to that of Fig. 9.2. Dashed circles show the best-fit disc rim radius (Reprinted with
permission from [4])

• Accretion disc viscosity (either via flickering mapping or by measuring the veloc-
ity of transition waves during dwarf nova outbursts with time-lapse mapping).

Acknowledgements RB acknowledges financial support from CNPq/Brazil through grant
no. 308 946/2011-1.
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Chapter 10
Stokes Imaging: Mapping the Accretion
Region(s) in Magnetic Cataclysmic Variables

Stephen B. Potter

10.1 Introduction

Magnetic cataclysmic variables (mCVs) are interacting binaries in which material
overflows the Roche lobe of a red-dwarf secondary star and is accreted onto a
magnetic white dwarf star (Fig. 10.1). See [11] and [42] for a review of mCVs.
A subclass of mCVs, known as polars, have a sufficiently strong white dwarf
magnetic field that the system is locked into synchronous rotation and prevents an
accretion disc from forming.

The accretion material initially leaves the inner Lagrange point and follows a
ballistic trajectory. At some distance from the white dwarf, the stress of the white
dwarf magnetic field overwhelms the ram pressure of the ballistic stream and its flow
becomes directed by the magnetic-field lines. The magnetically confined supersonic
flow eventually becomes subsonic at a shock front at some height above the white
dwarf surface.

The shock, which typically has a temperature of 	10–50 keV, heats and ionizes
the accreting material. The shocked-heated material cools as it settles onto the white
dwarf surface, forming a stratified (in density and temperature) relaxation region.
Further details of the standard shock model can be found in the following review by
Wu and references therein [48].

The main radiative-transport processes, in the post-shock region, are
bremsstrahlung and cyclotron cooling. Bremsstrahlung radiation is emitted in the
keV X-ray band, and the post-shock region is optically thin to the bremsstrahlung
X-rays. Cyclotron radiation is emitted in the optical and IR bands, and it is strongly
polarised (Fig. 10.2). The post-shock region is opaque to the optical/IR cyclotron
emission at low frequencies but is transparent in the blue/UV frequencies.
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Fig. 10.1 A schematic of a polar, a sub-class of the magnetic Cataclysmic Variables. The red
dwarf secondary star, the ballistic stream, the magnetic accretion curtain and the bright accretion
region on the surface of the white dwarf are shown here
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Fig. 10.2 A schematic of the accretion region on the surface of the white dwarf highlighting the
emission mechanisms

10.2 Polarisation Modelling

Over the course of a binary orbit (typically a few hours) the polarised optical
emission is observed to be highly variable. This is because the cyclotron emission
from the shock is highly dependent on viewing angle. For example, when our
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viewing angle is such that we are looking down towards the top of the shock,
effectively parallel to the magentic field lines, an increase in the amount of circularly
polarised flux is observed. When the viewing angle changes to being perpendicular
to the magnetic field lines, effectively viewing the side of the shock, an increase in
linear polarised flux is observed. The actual morphology of the orbitally phase-
resolved polarised variations will depend on the location, size and shape of the
localised cyclotron emission region(s) on the surface of the white dwarf.

With appropriate modelling of the polarised cyclotron emission, the location,
size and shape of the localised cyclotron emission region(s) can be reconstructed,
(e.g., [2, 6–8, 10, 15, 25–28, 31, 34, 40, 44, 45, 53]). At the core of these studies
are the cyclotron-opacity and radiative-transfer calculations. Two formulations are
commonly used in the calculations: the decomposed normal-mode formulation (e.g.,
[7]), which is valid in the limit of large Faraday rotation; and the more general 4-
Stoke formulation (e.g., [25, 26]).

Meggitt & Wickramashinghe provided tables of the results of their calculations
assuming that the heated shock region can be represented as a simple hemisphere
of constant temperature and density (Fig. 10.3 and [25, 26]). The tables provide
the polarised Stokes parameters as a function of viewing angle from which one
could then produce model phase-resolved polarised light curves. They calculated
multiple tables, each representing shocks of different magnetic field strengths,
temperatures, densities and a plasma parameter � (representing the electron density
and characteristic size of the emission region).

Fig. 10.3 A schematic of a hemisphere used in performing the radiative transfer calculations
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Fig. 10.4 Left: Orbitally phase-resolved optical photo-polarimetric observations of the polar
REJ1844-74, with model over-plotted. Intensity, circular and linear polarisation and position angle
can be seen from top to bottom. Right: Views of the upper and lower accretion arcs used to produce
the model polarisation (Reproduced with permission from Ramsay et al. [34])

Cyclotron emission regions of arbitrary shapes, sizes and locations could then be
constructed by using several such hemispheres. Figure 10.4 shows such an example
taken from Ramsay et al. [34]. They considered several accretion regions of differing
extents on the surface of the white dwarf such that a crude fit to the light curve was
obtained. The magnetic field strength, plasma parameter, the inclination, and the
colatitude of the magnetic axis was then modified until a solution was found that
fitted all three polarisation curves relatively well. The temperature was taken to be
10 keV. The accuracy of the fit is remarkably good with all the major features in the
light curves being well reproduced. However, not all of the detailed features could
be modelled. They found that two model emission regions represented as long, thin
arcs gave the best fits (see Fig. 10.4). Several authors have successfully used similar
modelling techniques to those noted above in order to reconstruct the shape, size
and location of the cyclotron emission regions and have generally found that long
thin arcs best fit the observations.
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10.3 Stokes Imaging

Despite the success of modelling the cyclotron emission regions, it was clear
that the approach was largely by trial and error until the model gave a good fit
to the observations. A more objective technique was required in order to take
the modelling procedure to the next step and to eliminate any initial biases the
astronomer may have.

Stokes imaging as described by Potter, Hakala & Cropper is such a technique
[31]. The trial and error approach has been replaced with a Genetic Algorithm (GA)
which optimises the model to the observations.

The GA works by first generating a set of random solutions. Each solution
consists of a large number of hemispheres placed randomly over the surface of the
white dwarf. The “fitness” of each solution is then calculated using:

F.p/ D 
2 C �
X

i

jjrpijj2I

where 
2 is the 
2-fit to the observations, � is a Lagrangian multiplier, pi is a single
emission element on the surface of the white dwarf, jjrpijj is the mean gradient of
the number of emission points at point i.

Minimising this with a suitable choice of the Lagrangian multiplier, �, will
produce the maximum entropy solution of the distribution of emission points. The
GA then breeds all the solutions by using a type of natural selection procedure;
the “fittest” solutions have a higher probability of being selected for breeding.
Eventually the improvement in fitness of the GA solutions starts to level out and
a more analytical approach is used to improve the fit further. The technique is best
demonstrated through the example test case displayed in Fig. 10.5. Figure 10.5a
shows a model white dwarf with two arc-like emission regions. The corresponding
model light curves are shown in Fig. 10.5b. After several generations the solutions
start to converge. One such solution is displayed in Fig. 10.5c which has clearly
started to resemble the input image. At this stage the GA approach becomes
inefficient at progressing further. A more analytical technique now takes over which
effectively “cleans up” the image to give the final solution in Fig. 10.5d. The model
prediction is overplotted on the input light curve in Fig. 10.5b. See [31] for details
and more test cases.

Stokes imaging has been applied to several mCVs, each with differing morpholo-
gies and quality of observations. These include CP Tuc [35], ST Lmi [28], V347 Pav
[30], RXJ2115 [36], QS Tel [37], V834 Cen [32], HU Aqr [16] and CTCVJ1928-
5001 [29].
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Fig. 10.5 Model white dwarf with two arc-like emission regions: (a) the input test image; (b) the
input test data and final model solution; (c) the GA optimised image; (d) the final optimised image

10.4 Photo-polarimetric Observations of the Eclipsing Polar
CTCV J1928-5001

Figure 10.6 shows polarimetric observations of the eclipsing polar CTCV J1928-
5001 taken in August 2003 on the 1.9 m of the South African Astronomical
Observatory using the UCT polarimeter [10]. These results were extracted from
work published in [29]. The photometry and polarimetry are modulated on a period
of 	101 min. Circular polarisation variations are seen from approximately �8 to
12 % in the unfiltered observations. Two linear polarised pulses are detected at
orbital phases coinciding with the reversals in the circular polarisation.

Figure 10.6 shows the model fit from Stokes imaging that has reproduced the
main polarisation morphology and predicted two emission regions. The predicted
upper emission region is also displayed in Fig. 10.6 for two different assumed
system inclinations. Simple, single particle ballistic and magnetic trajectories were
also calculated and over-plotted. As can be seen from Fig. 10.6, the magnetic
footprints were found to have the best overlap with the emission region for
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Fig. 10.6 Left: folded, unfiltered photo-polarimetric observations and model fit of the eclipsing
polar CTCVJ1928-5001. Right: the location of the accretion region on the surface of the white
dwarf for different model solutions. Magnetic trajectories also shown (Reproduced with permission
from Potter, Augesteijn & Tappert [29])

inclinations 	78ı. Reassuringly such an inclination is in agreement with the implied
mass ratios and primary masses for CVs with similar orbital periods [41] and is
consistent with the range of inclinations estimated from using the eclipse length
[17]. The location of the lower accretion region (not shown) does not overlap with
the magnetic footprints so well. The authors concluded that this is an indication that
the magnetic field of the white dwarf is not a simple dipole but is at least an offset
dipole field (see [29] for further details).

10.5 Future Work: Stratified Accretion Shocks

The work discussed so far relied on simple emission regions with constant density,
temperature and magnetic field. The geometry was assumed to be either an infinitely
small hemisphere with finite opacity (e.g., [25, 26]) or a semi-infinite slab (e.g.,
[2, 3, 7]). However, it was first suggested by Ferrario, Bailey & Wickramasinghe
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[13], that the single temperature models are insufficient to reproduce the cyclotron
spectrum and indeed multi-waveband polarimetric light curves.

Some later calculations included the spatial variations in the temperature, density
and magnetic field and considered more complicated geometries, e.g., cylinders,
for the emission region. These inhomogeneous models (e.g., [45, 49–51]) were
generally parametric, with the temperature and density variations treated in an
ad hoc manner. More realistic settings were considered in the next generation of
inhomogeneous models. For example, 3-D emission regions confined by a dipole
magnetic field [4–6], or ridge-like emission regions [53]. Eventually, models were
used in which the density and temperature structures of the emission regions were
determined by hydrodynamic calculations [14, 46, 53, 54].

These hydrodynamic calculations, performed in parallel to the radiative-transfer
calculations, were carried out to model the temperature and density structures
of the emission regions properly. The models evolved from one-temperature
hydrodynamic models with bremsstrahlung (or a single) cooling [1, 9, 18]; one-
temperature models with multiple cooling processes (e.g., [12, 47, 52]); to the
full-fledged two-temperature models which include effects due to unequal electron
and ion temperature [14, 20, 21, 38, 39, 46]. Other effects, such as variation of the
gravity along the flow, were also considered (e.g., [12, 19]). Cropper et al. [12]
demonstrated that gravity has substantial effects on the hydrodynamics of the flow.
When a gravity term is included in the hydrodynamic calculations, it increases the
thickness of the shock-heated region but reduces the shock temperature. The X-
rays from the resulting post-shock region are therefore softer than when the gravity
term is omitted. Thus, if gravity effects are neglected, white dwarf masses will be
overestimated when using X-ray spectra to determine the white dwarf masses of
mCVs [33].

Figure 10.7 shows an example of hydrodynamic calculations for three different
white dwarf masses. In each case (white dwarf masses of 0.5, 0.85 and 1.2 Mˇ) the
vertical temperature structure is plotted as a function of height for different accretion
rates. As can be seen, the temperature-height relation is strongly dependent on the
white dwarf mass. Furthermore, there is also a strong dependence on magnetic field
strength (not shown).

We performed the radiative transfer calculations in order to derive the intensities
and polarisations from structured emission regions, constructed using the hydro-
dynamic model. The aim being to produce more realistic grids of spectra and
polarisations for modelling the polarised optical/IR radiation from mCVs such as
Stokes imaging.

We considered ray-tracing calculations along the lines-of-sight starting from
designated emitting points to an observer at infinity. The emission region is divided
into strata, each with homogeneous temperatures and densities. The temperature
and density of each stratum are obtained by discretising the temperature and density
structures of the emission region obtained from the hydrodynamic calculations.
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Fig. 10.7 Temperature profiles in the post-shock regions for white dwarf mass of 0.5, 0.85 and
1.2 Mˇ. In each panel, three cases with the specific accretion rate of 1, 10 and 100 g cm�2 s�1 are
shown. The magnetic field strength of the white dwarf is fixed at 5 MG

We lay a rectangular grid at the bottom of each stratum and consider rays starting
from emitting points located on the grid (Fig. 10.8). Each ray is independent but its
intensity and polarisations are modified by the line-of-sight materials in the strata
above.
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Fig. 10.8 An illustration of the ray-tracing algorithm used in the polarisation radiative-transfer
calculations. The cylindrical emission region is divided into strata of equal thickness and cross-
section radius. The cylinder is embedded in a magnetic field parallel to the symmetry axis. Shown
are the light paths of emission from one of the strata for a particular viewing angle. The Stokes
parameters are calculated for each ray and the resultant Stokes parameters are the sum of all rays

Figure 10.9 shows an extract of the grid corresponding to the structured shocks
shown in Fig. 10.7. These grids demonstrate the future potential of Stokes imaging
to derive fundamental parameters of mCVs, such as white dwarf mass, magnetic
field strength and the temperature and density profile of the shock(s). For example,
simply comparing the intensity grids only (top row, from left to right) one can
see that there is not only a peak intensity wavelength dependence on the white
dwarf mass (decreasing from 	0.61 to 	0.38 microns for 0.5 to 1.2 Mˇ) but
also a significant spectral morphology change, i.e., the lower mass white dwarf
shows significant cyclotron humps in the spectra which are not so apparent in the
higher mass white dwarf. The circular and linear polarisation show significantly
more morphological dependence on white dwarf mass as a function of viewing
angle. Indeed, Fig. 10.9 is only an extract from the grid of calculations. The other
dimensions of the grid include magnetic field strength, specific accretion rate and
radius of the accretion column. Combined with orbitally phase-resolved spectro-
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Fig. 10.9 The cyclotron intensity and polarisations from a structured emission region for white
dwarf masses of 0.5, 0.85 and 1.2 Mˇ (left to right columns respectively). The accretion rate is
Pm D 1:0 g cm�2 s�1, the magnetic field, B D 35 MG, and the radius of the accretion column,
R D 104 cm

polarimetry, we anticipate these grids will be a powerful diagnostic for deriving the
fundamental parameters of the white dwarfs in mCVs.

10.6 Future Work: Multi-tomography

The true benefit of Stokes imaging comes when combined with other tomo-
graphic techniques (e.g., [32]). Stokes imaging was combined with the analysis of
spectroscopic observations using the Doppler tomography and Roche tomography
techniques of Marsh & Horne and Watson & Dhillon [23, 43]. Up to then, all
three techniques had been used separately to investigate the geometry and accretion
dynamics in cataclysmic variables. For the first time, Potter et al. [32] applied all
three techniques to simultaneous polarimetric and spectroscopic observations for
a single system (V834 Cen). This allowed them to compare and test each of the
techniques against each other and hence to derive a better understanding of the
geometry, dynamics and system parameters. Figures 10.10 and 10.11 show the
results.
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Fig. 10.10 The derived Stokes image (inserts) and Roche tomogram of the secondary star.
Ballistic and magnetic trajectories are over-plotted and also shown over-plotted on the Doppler
tomogram in Fig. 10.11
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Fig. 10.11 Doppler tomogram of the HeII emission line form V834 Cen. The same ballistic and
magnetic trajectories have been over-plotted as in Fig. 10.10

Stokes imaging predicted a single emission region, visible for the whole orbit,
to be responsible for the observed polarised variations. The location of the region
on the white dwarf was found to be consistent with EUV observations [24]. Both
analyses placed the main emission region approximately more than 40ı and up to
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70ı in azimuth from the line of centres of the two stars. The Doppler tomographic
analysis showed several components associated with the secondary star, the ballistic
stream and parts of the magnetically confined stream. Magnetic Doppler trajectories
were also calculated and shown to be generally coincident with the magnetic
signatures found in the Doppler maps and, furthermore, the footprints of the
magnetic field lines on the surface of the white dwarf were shown to be coincident
with the prediction for the location of the cyclotron emission region from Stokes
imaging. Roche tomography of the narrow component seen in the He II 4686 Å
emission line revealed two asymmetries in the emission distribution on the Roche
surface of the secondary. Namely, there was generally more emission on the inner
surface and also on the leading face of the secondary. They argued that this was
consistent with irradiation of the secondary and not only supported by the Doppler
tomogram, but also by the Stokes imaging results, which showed that most of the
accreting material comes along field lines that intersect the later parts of the ballistic
stream.

We next plan to exploit recent advances made in Doppler tomography, namely
the inside-out variant as described by Kotze, Potter & McBride [22]. An example of
this technique is shown in Fig. 10.12, which displays a He II Doppler tomogram of
the polar UZ For together with its inside-out Doppler tomogram.

The inside-out technique effectively reverses the velocity axis to create an inside-
out Doppler coordinate framework with the intent to expose/enhance emission
details that are overly compacted/washed-out in the standard Doppler framework.
The technique appears to be especially effective at separating the velocity compo-
nents in polars. Figure 10.12 clearly shows how emission from the secondary, the

Fig. 10.12 Left: A Doppler tomogram of the HeII emission from the polar UZ For. Right: An
inside-out Doppler tomogram of the same data set. In both cases the same model ballistic and
magnetic accretion curtains are over-plotted as well as the roche lobes of the secondary and primary
stars
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ballistic and magnetic streams are easier to distinguish from each other compared
to the normal tomogram. In particular the high-velocity components of the emission
line, which is washed out towards the lower left quadrant of the normal Doppler
map, becomes more compact and enhanced in the inside-out framework. Combining
this technique with the other tomographic techniques, described above, will be our
next step.
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Chapter 11
Doppler Tomography

Thomas R. Marsh and Axel D. Schwope

11.1 Introduction

The spectra of binary stars continually vary as the two stars orbit, but underlying this
are two invariant spectra which simply shift in wavelength according to the changing
radial velocities of their respective stars. In this case we know, or at least we can
greatly restrict, the possible ways in which the radial velocities vary, and from a
large set of observed spectra it becomes possible to deduce the individual stellar
spectra, as is accomplished with the technique known as “spectral disentangling”
([46]; see Chap. 7). A different but related situation arises in accreting binary stars.
Again the spectra continually change, and again, to a first approximation there is an
underlying fixed pattern. However, in this case it is not so much the spectrum that
we are interested in (it is usual to focus on individual atomic lines with presumed
near delta-function intrinsic profiles), but the distribution of velocities of emission
sites within the binary. It was this problem in the context of the emission line profiles
from cataclysmic variable stars that led to the development of the method of Doppler
tomography [30]. The complex variations of these stars have long been recognised,
a good example being the star WZ Sge which shows strong line emission from the
impact of the mass transfer stream with the accretion disc which traces an “S-wave”
in the spectra trailed across photographic plates taken by Kraft et al. in the early
1960s [26]. Since its application to cataclysmic variable stars, Doppler tomography
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has been applied to many other types of stars, but the same principle of a fixed
rotating structure links them all.

In this chapter we describe the method, and recent variants of it, and then discuss
significant results that have come from its application.

11.2 Principles of Doppler Tomography

In this section we present the principles underlying Doppler tomography. The reader
is also referred to past reviews containing a pedagogical element for different
perspectives on this topic which can be confusing on first encounter [9, 28, 29].
We begin by defining the coordinate system generally used.

11.2.1 Coordinates

In Doppler tomography, we usually work with images as a function of velocity
coordinates, which introduces some subtleties as to the precise coordinate system
being used. For instance, while one is used to spatial images of binary stars in “the
rotating frame”, the velocity space coordinate frame used in Doppler images is not
its direct equivalent. If it were, all emission from either star would be placed at
zero velocity since the stars are fixed in the rotating frame. Therefore this section is
devoted to a detailed explanation of the coordinates used to present Doppler maps
and the reasoning behind the choices made.

For some target (usually an accreting binary star) under consideration, assume
that there exists a uniformly rotating frame of reference F0 in which the target’s
brightness distribution remains constant. That is, the brightness at every point in
this reference frame is unchanging, even if there is movement of material within it.
Ideally we would like to know the distribution of emission sources in this frame, but,
unfortunately the systems under study are far too small to be spatially-resolved and
we have to fall back on more indirect methods. For binary stars in circular orbits, F0
rotates with the two stars, and we will refer to it as “the” rotating frame, although
other effects such as precession or spin of a magnetic accretor could serve to define
it differently in some cases. Each point in F0 has an associated position .x0; y0; z0/
and velocity .v0

x; v0
y; v0

z/, although note that material with very different velocities
can exist at closely-spaced spatial positions, and there is not necessarily a simple
translation between position and velocity in this or any other frame. Without loss of
generality, we will take the rotation axis to be parallel to the z0-axis, the zero-point
of time and phase to be the time when the x-axis points as close as it can to Earth (so
that Earth at this time lies in the positive quadrant of the x0–z0 plane), and the y0-axis
to be defined in accordance with a right-handed set of axes, i.e. Oy0 D Oz0 ^ Ox0. In the
case of binary stars we will also define the origin to be at the centre of one of the two
stars and the x-axis to point towards its companion, usually from the accreting star to
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Fig. 11.1 Left: a schematic representation of an accreting binary in spatial coordinates, showing
the definition of the x and y axes described in the text. The binary rotates anti-clockwise in this
representation. Right: the equivalent in terms of the inertial Vx, Vy coordinates discussed in the
text. Any features in “solid body” rotation, such as the two stars and the Roche lobes, preserve
their shapes but are rotated 90ı anti-clockwise. The mass transfer stream is plotted in two ways,
(a) the actual velocity of the stream (lower track), and (b) the Keplerian velocity of the disc along
the track of the stream (upper). The solid circle marking the outer edge of the disc in the spatial
representation on the left transforms to the outermost circle on the right, an inversion of radial
ordering characteristic of velocity space Doppler maps. The rest of the disc lies even further out
than the outermost circle. The binary rotates around the centre of mass, indicated by a ’X’ on the
x-axis of the left-hand figure, which is therefore the origin of the velocity space plot on the right.
If the accretor spins faster than the binary, its emission would continue to be centred at the point
indicated on the right-hand plot, but it would be more broadly distributed

the mass donor (see Fig. 11.1 for a visual representation). This means that the centre
of the accreting star (star 1) will be located at .x0; y0; z0/ D .0; 0; 0/, the centre of the
donor star (star 2) is at .a; 0; 0/ where a is the binary separation, while the centre
of mass is at C D .�a; 0; 0/, where � D M2=.M1 C M2/, with M1 and M2 the two
stellar masses. By definition in this case, the two stars are fixed within the rotating
frame and have velocity .0; 0; 0/, but we view the system from the (approximately)
inertial frame of Earth, and need to transform the velocity to see what we observe.
It is simplest to translate to the Earth’s frame via an intermediate inertial frame F
defined as the inertial frame that is instantaneously aligned with the rotating frame
F0 at any particular time. In other words, at any given orbital phase F is defined by
the orientation of the F0 axes. This leads to the following transformations between
the position r0 and velocity v0 in F to the position r and velocity v in F:

r D r0; (11.1)

v D v0 C ˝ ^ �r0 � C
�

; (11.2)

where ˝ D ˝ Oz is the angular velocity characterising the rotating frame. By
assumption, a given point in the rotating frame F0 has a fixed value of r0 and v0.
Since ˝ is also constant then so too are r and v. Doppler maps as usually presented
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are maps of emission line intensity as a function of v as defined by Eq. 11.2, i.e.
I.v/.1

Applying the above relation to the centre of mass of the donor star which has
r0 D .a; 0; 0/ and v0 D .0; 0; 0/, gives v D .0; a.1 � �/˝; 0/, so if the donor star
emits, it contributes at a point on the positive y axis in velocity-space, which is a
characteristic and important feature of Doppler maps. Given the definition of F, it is
not one inertial frame but a set of inertial frames that maintains alignment with the
rotating frame of the system, and therefore the “constant” vector v steadily rotates
with respect to us. Spectroscopy via the Doppler effect leaves us sensitive only to its
component along our line of sight or “radial velocity” VR which is straightforwardly
shown to be

VR D � � vx sin.i/ cos .2�	/ C vy sin.i/ sin .2�	/ � vz cos.i/;

with the various signs the result of the standard choice of a positive sign for the
radial velocity for objects receding from Earth. Here, � is the “systemic velocity” or
radial velocity of the centre of mass of the system (assumed fixed), 	 is the orbital
phase (from 0 to 1) and i is the inclination of the orbital axis with respect to the line
of sight (assumed fixed). An edge-on, eclipsing system is characterised by i D 90ı.
Except for eclipsing systems, we usually have little idea of i, which leaves Doppler
maps degenerate to changes in i which stretch and compress the three axes through
the sin i, cos i factors if we use vx, vy, and vz as our coordinates. Therefore we instead
subsume the sin i and cos i factors into the coordinates to give instead

VR D � � Vx cos .2�	/ C Vy sin .2�	/ � Vz; (11.3)

where .VX; Vy; Vz/ D .vx sin i; vy sin i; vz cos i/. Equation 11.3 is the origin of Kraft’s
“S-waves” [26] and is fundamental to Doppler imaging. As has been shown, a
fixed point in the rotating frame F0 corresponds to a fixed point in F which has
a unique set of velocity coordinates .vx; vy; vz/. The Doppler effect introduces an
extra uncertainty due to projection effects, but Eq. 11.3 shows that if we measure
VR as a function of orbital phase and fit a sinusoid plus a constant, we can deduce
accurate values for the closely-related triad, .Vx; Vy; Vz/ (assuming we know � ). It is
worth remarking at this point that although the final coordinate system is related to
the instantaneous frame F by a modest scaling transformation, if we want to get back
to the rotating frame F0, we need to invert Eq. 11.2 which requires that we know i,
� (or equivalently q D M2=M1) and r as well. We can in some cases learn i and q,
but in most cases we have very little purchase on the spatial position which does not
enter Eq. 11.3 at all. There is thus little reason to try to effect this transformation.
The same information is needed to obtain emissivity as a function of spatial position
r, and so it is similarly rare to compute spatial Doppler maps.

1With a slight scaling due to projection effects as will be discussed.
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In the final .Vx; Vy; Vz/ coordinates the centre of donor star is placed at .0; a.1 �
�/˝ sin.i/; 0/, which is on the Vy axis with ordinate .M1=.M1 C M2//˝a sin.i/ D
CK2, the standard semi-amplitude one would measure from a radial velocity
measurement of the donor star. Similarly, emission from the accretor is centred on
.0; �K1; 0/. The shapes of the components plotted in Fig. 11.1 are entirely defined
by K1 and K2 alone, which fix the scale and relative sizes of the components.
This is the advantage of subsuming the projection factors sin.i/ and cos.i/ into the
coordinates as then, if one is lucky, K1 and K2 can be directly read from the map just
by measuring how far corresponding features are from the origin.

11.2.2 3D Profile Formation

From the previous section it is clear that a spot of emission leads to a sharp emission
line which varies sinusoidally in radial velocity with time. If we saw such a feature
we could associate the strength of the component with a particular point .Vx; Vy; Vz/

in velocity space, a very crude “image”. To go further we need to consider a
continuous distribution of emission, so suppose that we have a distribution of
emissivity so that

I.Vx; Vy; Vz/ dVx dVy dVz;

is the flux at Earth (units of power per unit area) from an infinitesimal cuboid in
velocity space defined by Vx to VxCdVx, Vy to VyCdVy, and Vz to VzCdVz. This flux
will appear centred at radial velocity VR given by Eq. 11.3, but it will be somewhat
broadened by processes intrinsic to the source, such as thermal broadening, and also
by instrumental broadening. For simplicity we assume that these can be represented
by a single broadening profile g.V/ that satisfies

Z C1

�1
g.V/ dV D 1:

In this case the line profile that will be observed is given by

f .V; 	/ D
Z C1

�1

Z C1

�1

Z C1

�1
I.Vx; Vy; Vz/g.V � VR/ dVx dVy dVz; (11.4)

with VR given by Eq. 11.3. The profile f as defined here has units of power per
unit area per unit velocity interval. Doppler tomography is only effective if the
broadening function g is relatively narrow compared to the width of the emission
region. In the ideal case, g.V/ D ı.V/, a delta-function, and Eq. 11.4 can be viewed
as selecting a nested set of surfaces in three-dimensional velocity space defined by
the condition V D VR with the surfaces labelled by the particular velocity V in the
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profile to which they contribute. Since Eq. 11.3 can be written as

aVx C bVy C cVz D d; (11.5)

where a D � cos .2�	/, b D C sin .2�	/, c D �1 and d D V � � all constants for
a particular phase 	, we can see that the surfaces are in fact a set of parallel planes.

The profile formation encapsulated in Eq. 11.4 converts a 3D distribution of
emission into a 2D function and information is certainly lost. Unique inversion from
2D line profiles to a fully 3D Doppler image is not possible, even though as we saw
with the discussion of a single spot in the previous section, some 3D information
is encoded in the profiles through the mean velocity of S-waves [2, 29]. This has
been used in some studies of Algol systems [1, 33, 34] and its potential for polars
has been explored [25], but not so far applied. Since this review is focussed on
cataclysmic variable stars we do not discuss it further but refer the interested reader
to the cited studies. With the extra condition that the image is two-dimensional in
form, there results the conventional 2D Doppler tomography used in the majority of
of published Doppler maps, and we turn to this now.

11.2.3 2D Profile Formation

The solid-body rotation term of Eq. 11.2, ˝ ^ .r � C/, only leads to velocities
parallel to the x–y orbital plane of the system. As the result of strong symmetry
between Cz and �z, it is often the case that bulk motions within the rotating frame
are also largely parallel to the orbital plane. This applies to the commonly-seen
mass transfer stream and accretion disc components for instance. This means that
in many instances one can assume that there is only significant emission close to
Vz D 0, allowing us to integrate out the z-component and leaving

f .V; 	/ D
Z C1

�1

Z C1

�1
I.Vx; Vy/g.V � VR/ dVx dVy; (11.6)

(see Eq. 5 in [28]). The set of planes in 3D defined by Eq. 11.5 then becomes a set
of lines in 2D:

aVx C bVy D d: (11.7)

Given the values of the coefficients a and b, the lines at orbital phase 	 run parallel
to the direction P D .sin 2�	; cos 2�	/. The profile of Eq. 11.6 can thus be thought
of as a “projection” (or collapse) of the 2D image along the direction defined by P, a
direction that rotates clockwise as the orbital phase advances, which can be thought
of as the direction that the Earth rotates as seen from the rotating frame of the binary.
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Fig. 11.2 Left: a spot in velocity-space with corresponding line profiles at three orbital phases
which are the projections of the image in the directions shown. In reverse if the profiles are
smeared along the same directions, a process called “back-projection”, they will add together at
the position of the spot. Right: a “trailed” spectrum with profiles plotted as a 2D image with phase
ascending corresponding to the image on the left. Back-projection in this dataspace corresponds to
line integrals along multiple paths (Re dashed lines show two examples); paths that coincide with
the S-wave lead to a large intensity at the corresponding .Vx; Vy/ position (Figure from [28])

To emphasise these points here is Eq. 11.6 written with the VR term expanded
and the broadening function set to a ı-function:

f .V; 	/ D
Z C1

�1

Z C1

�1
I.Vx; Vy/ı

�
V � � C Vx cos 2�	 � Vy sin 2�	

�
dVx dVy:

(11.8)

Figure 11.2 is an attempt to visualise this relation. On the left, the profiles equivalent
to a single spot of emission are displayed at the correct projection direction for three
different phases. On the right, the result of measurements at many phases are plotted
as a greyscale running up the page, a plot known as a “trailed spectrum” in deference
to the process of trailing objects along the slits of spectrograph that was employed
when observing such objects in the days of photographic plates.

11.2.4 Inversion

The profile formation encapsulated in Eqs. 11.6 and 11.8 means that a series of line
profiles taken at different phases around a binary orbit is the equivalent of a series
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of projections of a 2D image along straight lines into 1D. This is mathematically
identical in form to the use in medicine of a series of X-ray images taken at different
angles to image the interior of the human body. Such X-ray photographs are imaged
with a method known as computerised tomography, where the word “tomography”
is connected to the reconstruction of images from projections. This led to Doppler
tomography [30].

11.2.4.1 Filtered Back-projection

A series of projections can be inverted to produce an image in a two-stage
linear process called filtered back-projection [28, 30]. In the context of Doppler
tomography, first of all a filter is applied in velocity to each line profile to produce
modified profiles Qf .V; 	/. In Fourier space the filter boosts the amplitudes of high
frequencies (frequencies in the sense of cycles per step in velocity). This is a simple
and fast process, although some care is needed to avoid over-amplification of noise
which usually dominates at the very highest frequencies. The next step is back-
projection:

I.Vx; Vy/ D
Z 0:5

0

Qf .� � Vx sin 2�	 C Vy sin 2�	; 	/ d	; (11.9)

which can also be written in a way that resembles Eq. 11.8 as

I.Vx; Vy/ D
Z 0:5

0

Qf .V; 	/ı
�
V � � C Vx sin 2�	 � Vy sin 2�	

�
d	:

Figure 11.2 contains two means of visualising this relation. On the left, the
approximate inverse of profile formation by projection is instead to smear each
profile back along the original projection direction, as indicated by the double-
direction arrows. Where multiple streaks reinforce, a spot will form. This is why
the process is called back-projection. The right-hand panel shows a more literal
interpretation of the equation as a series of integrals along sinusoidal paths in a
trailed spectrum over the data. When the path of such an integral runs along an
S-wave, a strong contribution will emerge resulting in a spot.

Although not often used in practice, the concept of back-projection is a very
helpful one for interpreting Doppler images. For instance it is clear that bad pixels,
perhaps the result of cosmic rays, will lead to the appearance of linear features in
maps, and caution should always be exercised if such features are apparent.

11.2.4.2 Regularised Fitting

It is more common to regard Doppler imaging as a model fitting problem. One
represents the map by (usually) a square grid of pixels covering the necessary range
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Fig. 11.3 Left: an artificial generated Doppler map including a component to represent a disc
(ring-like structure), a gas stream/disc impact spot (left-hand bright spot), and a weak spot from
the donor star. Right: data generated from the model with added pseudo-random gaussian white
noise

Fig. 11.4 Three image reconstructions from the data of Fig. 11.3, differentiated by the 
2 per data
point reached in each case. All are plotted to the same maximum intensity used to display the
model in Fig. 11.3 to which they should be compared. Note the marginal signs of emission from
the donor star, which is in accord with its level in the data of Fig. 11.3

of velocities with enough resolution to match the data, and then asks the question
“what set of pixel intensities best matches the data?”. The immediate problem one
faces is that if “best” is regarded as the minimum 
2, the usual answer is a useless
mass of high and low values dominated by noise. To show this, in Fig. 11.3 we show
an artificial image and some data computed from it with added pseudo-random
gaussian white noise. Two spots representing the gas stream/disc impact region
and emission from the donor star have been added as features commonly seen in
real data. In Fig. 11.4 we show three reconstructions from the data of Fig. 11.3 for
different values of 
2

red D 
2=N, with N set to the number of data points rather than
the number of degrees of freedom, the latter being difficult to define in this case.
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None of the reconstructions shown are at the minimum 
2
red which turns out to be

	0:68 in this case, but already noise is overwhelming the reconstructed image in
the right-hand plot of Fig. 11.4.

Figure 11.4 shows that aiming for minimum 
2 is a bad idea, but for any threshold
value of 
2, T > 
2

min above the minimum, there is usually an infinity of possible
images that can reach the range T � 
2 � 
2

min, and we need some criterion to select
between them. This is answered by “regularisation” where instead of minimising 
2,
one minimises 
2 � �S where S is some function of the image that is maximum for
“good” images, independent of the data, and � is a positive parameter (Lagrangian
multiplier) that sets the relative importance of minimising 
2 versus maximising S.
(Equally one can miniminise 
2 C�S0 if minimum S0 selects the best images.) In the
1988 paper introducing Doppler tomography [30], S was chosen to be a measure of
image “entropy”, hence “maximum entropy”, reflecting to large degree inheritance
from its use in the method of eclipse mapping developed by [17], but other measures
can easily be imagined, for instance measures of maximum local smoothness, and
may indeed have advantages in practice [57].

Figure 11.4 shows that there is no unique inversion, as there is a trade-off between
noise and goodness of fit. In this case the particular solution selected is labelled by
the 
2 achieved. As this is lowered, one moves from a solution of large � where S is
more influential to one of small � where 
2 dominates. The choice of where to stop
is really one of taste: most would agree that the right-hand image of Fig. 11.4 has
been pushed too far, whereas the left-hand image looks overly smooth. The precise
values of 
2 and S vary from case to case, but there is usually a significant range
of values over which the qualitative conclusions one draws from an image do not
change, even if the detailed level of apparent noise may vary.

The noise–smoothness trade-off is not specific to regularised fitting, but applies
to filtered back-projection too where one must set a parameter to limit the ampli-
fication of high-frequency noise when filtering. A possible alternative method to
approach the problem would be to parameterise the problem by describing the disc
through a small number of components, and then one could simply fit for the unique
solution of minimum 
2. This is a method that has achieved some success in the
case of fitting the light curves of eclipsing dwarf novae for example [18, 39]. Many
observed Doppler maps can be described in terms of a disc plus one or two spots,
so such a method may be possible, but would run the risk of missing unexpected
structures, and is probably not a good avenue to pursue.

11.2.5 Doppler Tomography Extras

There are a number of additional effects that one can allow for when using Doppler
tomography which we briefly discuss here.
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11.2.5.1 Systemic Velocity

We have already referred to 3D imaging that can cope with a range of Vz values.
This has the advantage of automatically allowing for the systemic velocity � which
simply displaces the image in the Vz direction (see Eq. 11.3). In 2D imaging we
assume Vz D 0 and therefore it is important to use the correct value for the systemic
velocity � . If not, the resultant image will be blurred, as discussed in [30]. If no
independent value for � exists, the standard approach is to optimise � through
minimisation of 
2 during the imaging cycle. This is generally a fast operation.

11.2.5.2 Orbital Phase Uncertainty

In non-eclipsing systems, without clear donor stars it can be difficult to know the
absolute orbital phase. This leads to a rotational uncertainty in the resultant image
that must be considered when interpreting it. In the case of cataclysmic variables,
the emission line radial velocities are often used as a proxy for the white dwarf
although it has been known for many years that they are very often not reliable, and
that the orbital phase zero point that one deduces from emission lines tends to lag
the true zero phase [56]. This causes an anti-clockwise rotation of a Doppler map
based upon an emission-line phase. As a consequence, a bright-spot component for
instance will appear lower in the map than expected. Caution is needed if such an
effect is seen; the problem is most severe in short-period systems where the white
dwarf’s radial velocity semi-amplitude is small.

11.2.5.3 Finite Exposures

For faint and very short period systems, it can be difficult to acquire spectra in a
time much shorter than the orbital period. Consider for instance the 21-st magnitude
5-min binary HM Cnc where it is a challenge even to take exposure in less time than
the binary takes to complete an entire orbit [37]. This leads to azimuthal smearing of
the Doppler map by an amount 2��t=P radians where �t is the exposure time and
P the orbital period. Whether this is significant depends upon the intrinsic width of
the line profile and the instrumental resolution. A feature K km/s from the origin of
the map will be smeared in azimuth by 2�K�t=P, and particularly when planning
observations, it is good to consider how this compares to the spectrograph velocity
resolution, c��=�, for instance. Blurring can be combatted by de-convolution, and
in the code used by [30] (see below), one can compute models allowing for finite
exposures, which can be helpful in sharpening bright-spot features in difficult cases.
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11.2.5.4 Blended Lines

It is fairly common to encounter blended (overlapping) lines. In the case of AM CVn
stars, HeII 4686 is only separated by 	1700 km s�1 from HeI 4713, and similarly
the Ca II triplet lines in the I-band each have a nearby line of the Paschen series
that can be significant. In such cases it is straightforward within the regularised fit
approach to allow for multiple lines, perhaps with independent images or as scaled
versions of the same image. In practice this rarely works perfectly, and particularly
in the weaker member of a blend, it is common to see ring-like features resulting
from the nearby stronger line. Still, the results are improved over simply ignoring
the effect.

11.2.5.5 Modulation Mapping

Standard Doppler tomography produces a map that can be regarded as an orbitally-
averaged image, although strictly speaking one of the “axioms” of standard Doppler
tomography is that the image does not change [28]. In reality there are almost always
geometric effects which lead to a break-down of this assumption. Most obviously
for instance, emission on the heated face of the donor star will move into and out
of our sight as the binary rotates. In the modulation mapping method introduced by
[51], one regards the image as a Fourier series in orbital phase:

I.Vx; Vy/ D I0.Vx; Vy/ C A.Vx; Vy/ cos 2�	 C B.Vx; Vy/ sin 2�	:

The reconstruction then finds I0, as well as the cosine and sine components A and B.
This has some value in interpreting the sharp emission components and can deliver
greatly improved fits to the data [4].

11.2.6 Codes for Doppler Tomography

We finish this section with a brief description of three publicly-available codes that
we are aware of for implementing Doppler tomography. The original maximum
entropy code using the MEMSYS algorithm [47] is available as an add-on2 to the
STARLINK software suite. Its chief disadvantage is probably the learning curve that
must be surmounted if one is unfamiliar with STARLINK. Henk Spruit distributes
a simple maximum entropy-based code3 that is straightforward to get going,
although it misses some of the features of the original code, such as dealing with
blended lines. Finally, a recent variant using a different regularisation measuring

2http://www.astro.warwick.ac.uk/people/marsh/software/
3http://www.mpa-garching.mpg.de/~henk/

http://www.astro.warwick.ac.uk/people/marsh/software/
http://www.mpa-garching.mpg.de/~henk/
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Fig. 11.5 Spiral shock structures seen in the dwarf nova IP Peg during outburst [14]

the variation across an image has been developed [57] and is available for general
use.4 An advantage of the regularisation function chosen is that it copes naturally
with negative image values. Although these should not occur in theory, in practice
absorption effects, particularly in highly-inclined systems, often lead to a need for
negative image values which are tricky to accommodate with entropy-based codes.

11.3 Doppler Tomography in Practice

Doppler tomography has achieved the status of a standard tool of the field and,
with over 400 citations to the original paper [30] and many others besides, it is not
possible to cover all of the results that have come from its application. In this section
therefore we concentrate upon some highlights, particularly those where it has led
to insights that were not obvious from the data alone.

11.3.1 Spiral Shocks

Coming only a decade after the development of the method, the discovery of global
spiral structures in the accretion disc of the dwarf nova IP Peg [53] is still a stand-out
result from the application of Doppler tomography. Very complex profile variations
(Fig. 11.5) in which the classic double-peaks from the accretion disc appear to show
discontinuities, were only convincingly interpreted after they were mapped. Similar
variations have been seen in a number of other systems [3, 12, 20] and are thought
to be induced by the tidal potential of the binaries.

4http://home.hiroshima-u.ac.jp/~uemuram/dttvm/

http://home.hiroshima-u.ac.jp/~uemuram/dttvm/
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Fig. 11.6 A simulation of a faint system with emission from a donor. Even though the donor
is barely visible in the data on the right, a significant excess appears at its location in the
reconstruction

11.3.2 Donor Star Emission

In many short period cataclysmic variable stars and low-mass X-ray binaries it
is practically impossible to obtain reliable radial velocity measurements of the
compact object because it has a low amplitude and one has to use very broad
emission lines as a proxy for the object itself. In these cases, detection of the
donor can be very useful indeed for the precise phase constraint that it can return
as well as the constraint it places upon the mass of the compact object. Doppler
tomography can be a useful detection method here. Figure 11.6 shows a simulation
where significant emission from the donor can be recovered in a map even though
it is impossible to see in the trailed spectrum. This has been put to good use in the
case of X-ray binaries using Bowen fluorescence emission (C III/N III 4640) from
the donor [6, 52], and using Balmer and Ca II emission to reveal brown dwarf-mass
donors in cataclysmic variable stars [42, 55, 58]. The last cited work reveals a further
interesting feature (Fig. 11.7), namely that Ca II emission reveals the donor with
particular clarity in some cases, and is also distinctly sharper when it comes from
the disc. There is a distinct impression that the Balmer line map (Hˇ) is limited by
significant intrinsic line broadening. For other examples of donor stars in Doppler
maps see Sect. 11.4.3.

11.3.3 AM CVn Stars

Over the past decade there have been many new discoveries of the hydrogen-
deficient accreting binaries known as AM CVn stars. The line profiles of these
systems are unusual for sometimes featuring emission from the white dwarf [27, 31].
The position of this emission in Doppler maps along with the position of the
stream/disc impact spot has been used to constrain the system parameters in some of
these systems [36] in which no donor star has ever been directly detected. Doppler
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Fig. 11.7 Hˇ (left) and Ca II 8662 (right) trailed spectra and Doppler images of the low-
inclination dwarf nova GW Lib [58]. Emission from the donor star is particularly clear in Ca II

emission

maps of AM CVn stars often also feature emission spots in unusual locations
(see Fig. 11.8) which have yet to have had a convincing explanation. AM CVn
systems have extreme mass ratios leading to low radial velocity amplitudes for
the white dwarf. This makes the bright-spots (“S-waves”) particularly significant
in measurement of their orbital periods. This has led to the use of Doppler maps for
period measurement by through alignment of bright-spots over multiple nights of
data [35].
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Fig. 11.8 Doppler maps of the AM CVn star SDSS J124058.03-015919.2 show weak emission
from the white dwarf (spot at low velocity), a spot at the standard stream/disc impact region in the
upper-left quadrant, but also an unexplained component in the lower-left quadrant, and possibly
even a third component on the right-hand side [35]

11.4 Doppler Tomography of Polars: Accretion Streams,
Accretion Curtains and Half Stars

The last section of this chapter is devoted to a more detailed description of the
achievements, main results but also the limitations of Doppler tomography applied
to a specific class of close binaries, the polars.

Polars are cataclysmic binaries where accretion is dominated by strong magnetic
fields of the white dwarf stars. The magnetic moment and the Alfven radius of
the accreting white dwarf are so large that both stars of the binary are kept in
synchronous rotation; no accretion disc is formed. Instead matter is transferred to the
white dwarfs via accretion streams and similar structures. The gravitational energy
of the instantaneously accreted matter is released in small regions (spots, arcs)
via X-ray bremsstrahlung, optical cyclotron radiation and an intensive radiation
component in the UV/EUV spectral regime. While the former may deposit its energy
in the irradiated hemisphere of the mass-donating late-type star (and distort its radial
velocity curves), the latter is responsible for photoionisation of gaseous matter in
the binary system. Recombination radiation from streaming and orbiting matter
in the binary gives rise to the very complex and ever-changing line profiles that
were impossible to disentangle with ’classical’ methods like line-profile and radial-
velocity fitting (see [19] for a photographic trailed spectrogram of the 81 min binary
EF Eri).

The first ever tomogram of a magnetic CV, an H˛ map of the high-inclination
system VV Pup, was published by [8] who noticed the fundamental difference of
their Doppler map to those of non-magnetic CVs.
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11.4.1 Accretion Streams and Curtains

The main features that are typically found in trailed spectrograms and Doppler
maps of polars are highlighted in Fig. 11.9. The original data that were obtained
with integration times between 20 and 60 s and covering several orbital cycles of
the Porb D 125 min eclipsing binary were phase-averaged and arranged as pseudo-
trailed spectrograms in the left column of the Figure. The emission lines belong
to ionised Helium (HeII�4685). Their existence immediately point to the presence
of an ionising source (the ionisation potential of Helium is 54 eV) on the white
dwarf. The recombination lines of the H-Balmer series and of neutral Helium show
very similar features, the H-Balmer lines, however, typically show a larger optical
thickness and their line width is broader. Their Doppler maps are less structured and
therefore more difficult to interpret.

Fig. 11.9 Trailed spectrograms of HeII�4685 and Doppler maps of the Porb D 125 min eclipsing
polar HU Aqr. The top row shows results obtained in the 1993 high accretion state, the bottom
row those of the 1996 state of intermediate accretion (Adapted from [44, 45])
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The trailed spectrograms show an S-wave best visible around phase 0.5. At this
phase it has zero velocity and its radial velocity changes from being redshifted to
become blueshifted. This narrow emission line (NEL) traces the mass-donating star
(see Sect. 11.4.3 for a more detailed description of its properties).

Without tomography researchers were disentangling the line profiles into three or
four Gaussians that were traced throughout the orbital cycle or only parts of it. The
relative phasing, velocity amplitudes and widths of those components were used to
locate their origin in different parts of the accretion stream and were used to imply
considerable structure of the line-emitting gaseous matter (see, e.g., [38]).

The Doppler maps of the data reveal such divisions to be artificial. The high-
state map (upper right) shows three main structures, a point-like spot of emission
at .vx; vy/ ' .0; 300/ km s�1, a comet-like tail attached to it that extends to large
negative velocities in the x-direction, and a more symmetric structure in the lower
left quadrant, i.e. mainly at negative x- and y-velocities. If a trailed spectrogram
is regarded as the projection of a velocity map onto the observers frame one
understands that a structure like the long-tail generates a rather narrow emission
line at phases 0.25 and 0.75 and a very broad line of width 1000 km s�1 at phases 0
and 0.5. This insight was only possible by Doppler tomography and it clearly limits
any interpretation of Gaussian-deconvolved line profiles.

The structures in the Doppler map of Fig. 11.9 (top right) are interpreted quite
naturally as originating from the donor star, the ballistic accretion stream falling
freely in the gravitational potential of the white dwarf and the magnetically guided
part of the stream. Figure 11.10 helps to reach a basic understanding of structures
in polars. The choice of the coordinate system etc. follows the convention explained
above (see Fig. 11.1). It is important to emphasise that the diagram to the right shows

Fig. 11.10 Accretion geometry of a polar in spatial (left) and Doppler coordinates (right). The
inclination of the dipole axis with respect to the rotation axis is 15ı and points towards the donor
star
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Fig. 11.11 Effect of finite vz component on Doppler maps for i D 30ı; 60ı, and 90ı [49]

velocity projections onto the orbital plane because the streaming matter may have
large velocities perpendicular to it. Non-zero streaming velocities out of the plane
may have significant impact on the Doppler maps of low-inclination systems.

The adverse effect of non-zero Vz-velocities is illustrated in Fig. 11.11. A
numerical experiment was set up in the following way. Matter freely falling along a
dipolar field line was assumed to emit optically thin radiation in a non-specified
atomic line. Each element along the trajectory from a coupling region towards
the white dwarf was assumed to radiate away the same amount of energy. The
components of the 3D velocity vectors were projected onto the observers frame as a
function of the phase angle. The resulting trailed spectrogram was used to generate
the Doppler maps shown in the bottom row of the figure for orbital inclinations of
90ı, 60ı, and 30ı (from left to right). While the emission lines for the 90ı case
are mapped exactly on the expected trajectory, fish- and ring-like maps emerge if
the inclination angle is smaller. The largest brightness is still observed somewhere
on the single-particle trajectory but the constant presence of blue- and red-shifted
emission line components from the rising and falling parts along the field line leads
to a map with emission in all four quadrants.

This example just illustrates the possible consequences of violating one of the
basic assumptions (“axioms”) of Doppler tomography that all motion is parallel to
the orbital plane.

Let’s come back to the Doppler map of HU Aqr obtained in the 1993 high
accretion state (Fig. 11.9, top right). It seems as if there were two features whose
locations in the map are influenced (to say the least) or are even fixed by the masses
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Fig. 11.12 Shape of the Roche-lobe and location of the ballistic stream in Doppler coordinates
for the best-known binary parameters of HU Aqr compared with Doppler maps of the HeII � 4685
obtained in high (left) and intermediate states of accretion. Shown in magenta is the Doppler map
of the Na-doublet at 8183/9194 obtained simultaneously

of the two stars: the position of the donor star and of the ballistic stream. Can those
be used to measure the masses of the stars in the binary?

Perhaps this is possible in principle, but in practice it turned out to be very
difficult. The radius of the white dwarf could be measured with high signal-
to-noise ratio with ULTRACAM at the VLT and the mass estimated using a
mass-radius relationship. The radial velocity of the two hemispheres of the donor
star were measured using Na absorption lines originating from the non-irradiated
and Ca II emission lines from the irradiated hemispheres, respectively. This set of
measurements constrains the mass ratio to Q D Mwd=M2 D 4:6 ˙ 0:2, the mass of
the white dwarf to about 0.8 Mˇ, and the inclination to 87ı. The shape of the Roche
lobe and the location of the ballistic stream are overlaid over the Doppler maps in
Fig. 11.12.

In the high state the bulk of emission from the ’ballistic’ accretion stream does
not follow the single-particle trajectory but is displaced by 60–70 km s�1 towards
negative vy. A mass ratio of about 2.5 would be needed to give a best match
between the model and the observation, which is impossible to achieve given the
other observational constraints. In both maps there is a considerable amount of
emission also at higher positive vy velocities which is difficult to understand given
the well-known accretion geometry of HU Aqr as sketched in Fig. 11.10. The high
inclination of the object rules out vz-effects as a possible interpretation. Also, the
free-falling accretion stream is thought to be incompressible, hence one expects no
velocity broadening perpendicular to the streaming direction (see the model maps
for this object by [16]).
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While the use of the He II Doppler maps cannot be used directly for a determina-
tion of the binary star parameters, they offer deep insight into the flow pattern in the
binary. While the high state ballistic stream stretches to Vx < �1000 km s�1, it is
stopped at Vx ' �600 km s�1 at reduced accretion rate. Hence, the stream does not
reach the same high-infall velocities along the ballistic part before it is overcome
by the magnetic pressure. Hence the reduction in the mass accretion rate leads to
a reduction in the mass density. The stream then seems to be re-directed so that it
appears in the lower left quadrant in Doppler coordinates. There it occupies rather
different regions in the two accretion states. This reflects that accretion happens
along different field lines in different accretion states. Extended phases of absorption
in the soft X-ray light curves reveal the existence of an extended accretion curtain,
which is spanned between the inner Lagrangian point and the magnetically guided
accretion streams that transports the bulk of the accreting matter. Ionisation and re-
emission will happen all along the accretion curtain and reveals broad structures in
the region of the Doppler maps to the lower-left of the ballistic trajectory. Attempts
were made to map the brightness distribution along the accretion stream with and
without velocity information [13, 15, 59].

UZ For is in many respects a twin system of HU Aqr as far as the orbital
period and the X-ray properties are concerned. Its trailed spectrogram and the
resulting Doppler map for He II 4685 are shown in Fig. 11.13. As in HU Aqr, there
is an apparently clear indication of a ballistic stream reaching a maximum free-fall
velocity of vx 'D �650 km s�1. The stream is then re-directed into the lower left
quadrant where it still can be found as a rather well-focused structure. The overlaid
streams in the right panel of the Figure were computed for matter streaming along
dipolar field lines and allowed to determine the orientation of the magnetic axis
(azimuth ' D 45ı, co-latitude ˇ D 15ı).

Fig. 11.13 Trailed spectrogram (HeII�4685, folded into 70 phase bins) and Doppler map of the
Porb D 126:5 min eclipsing polar UZ For
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The trajectories in Fig. 11.13 were computed for a mass ratio Q D Mwd=M2 D 3.
If the donor star followed Knigge’s sequence, it would have a mass M2 D 0:19 Mˇ
[23, 24]. The two numbers imply an undermassive white dwarf (see the recent
compilation by [10]). As discussed in [32] a high-speed, high S/N low-state light
curve, which would allow to measure the radius of the white dwarf directly, is
still missing but current high-state photometry already gives strong evidence for
a more massive white dwarf with Mwd' 0:74 Mˇ. Hence, the two apparently
cleanest examples for Doppler maps with matter freely falling along single-particle
trajectories are in disagreement with mass ratio measurements and thus challenging
our understanding of both the ionisation processes and the dynamics of the accretion
stream.

The long-period polar QQ Vul shows even more complexities of those emission
patterns by displaying a time-dependent shift of the vy velocity of the putative
“ballistic” trajectory [41]. There is no obvious reason for such a displacement.
However, the observation of an almost stationary NV line in AM Her which was
interpreted as being due to matter in a magnetic slingshot prominence emanating
from the secondary star [11] may be stimulating thoughts about models with other
magnetic structures, perhaps even those with open field lines that may exist in the
vicinity of L1 and that eventually acts as venting system for matter to be released
towards the white dwarf. Currently it seems difficult if not impossible to uniquely
locate the single-particle trajectory of freely falling matter from L1 into the Roche
lobe of the white dwarf.

11.4.2 Accretion Curtains in Asynchronous Polars

Most polars display just one period, which means that the spin of the white dwarf
and the orbit are truly locked. A small subgroup of just five objects however shows
a small asynchronism of a percent or less between those two quantities, the reported
synchronisation time scales are 102 : : : 103 years.

The first tomographic analysis of such a system, BY Cam, revealed line emission
spread out over a large velocity range forming a crescent at negative vy velocities in
the Doppler maps (see Fig. 11.14, adapted from [40]). This was regarded as evidence
that the majority of the matter is accreted via an extended curtain. Location and
extent of the structure in the Doppler maps could be reproduced with a simple
curtain model raised over a wide (	180ı) range in azimuth implying that the
ballistic stream stretches to a point far behind the white dwarf.

Figure 11.14 also shows a Doppler map of the only eclipsing asynchronous
polar, V1432 Aql, based on VLT/FORS longslit spectroscopy. Data covering 2.3
binary cycles of the long-period polar, Porb D 3:4 h, were continuum-subtracted
and phase-averaged for the creation of the Doppler map. The orbital inclination
of BY Cam is moderate, the map thus might be affected by the vz effects described
above. They do not play a role in V1432 Aql. The spread of emission predominantly
into the two lower quadrants in the Doppler map of this system therefore is real.



11 Doppler Tomography 217

Fig. 11.14 Doppler maps of the asynchronous polars BY Cam (Hˇ, left) and V1432 Aql (He II

4685, right)

One observes large velocities in negative y-direction over a wide range of positive
and negative vx-velocities. Similarly to BY Cam, the map may be interpreted by
an azimuthally extended accretion curtain. Emission from matter up to an azimuth
of 180ı is required to explain the negative vy-velocity component at all velocities
vx. Emission in the upper right quadrant, i.e. positive velocities in both projected
velocity components, is suggestive of matter that has made it around the white dwarf
to an azimuth of up to 270ı and being accreted at the far side of the white dwarf.
However, a proper interpretation of the maps requires support from hydrodynamical
models of the accretion flow in asynchronous polars.

11.4.3 The Donor Stars

The donor stars in polars could be traced and measured by the narrow emission lines
originating in a quasi-chromosphere from the EUV-irradiated part of those stars
(examples are shown in Figs. 11.9 and 11.13) and through photospheric absorption
lines. Long-period polars are harbouring larger and hotter, thus brighter donors
than their short-period brothers. Objects above the CV period gap thus may show
emission and absorption lines even in their high accretion states. Below the period
gap one typically needs a low state to uncover photospheric radiation from the
donors while below Porb 	 110 min the donors become too faint and are always
outshone by accretion-induced radiation or even by the white dwarfs. Examples for
long-period objects with Doppler maps based on photospheric absorption lines are
V1309 Ori, AM Her, and QQ Vul [7, 49, 50]. HU Aqr is a very good example for a
short-period object with both, emission and absorption lines [43] and EF Eridani for
a polar showing only emission lines from its irradiated substellar secondary [42].
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The immediate use of the emission lines lies in the ability to measure the orbital
period unequivocally and to locate all other observed features with respect to true
phase zero, i.e. with respect to the line joining both stars in the binary. While this
may be achieved easily in low-state objects via Gaussian fits to line profiles and
sine-fits to the radial velocity curves of the NEL, high-state objects and in particular
the asynchronous polars reveal the location of the donor stars only in their Doppler
maps.

When looking at the donor stars not all points are equally visible at all times. This
violation of another axiom of Doppler tomography was motivating the development
of Roche tomography (see [60], and the following chapter in this book). Some
important conclusions as well as complexities and potential limitations of Roche
tomography can nevertheless be derived from straight Doppler tomography, in
particular if the narrow emission lines (NEL) from the irradiated hemisphere are
concerned. There is no doubt that the NEL in various objects is a tracer of the
donor, but its exact location is a variable. Lines of different atomic species may
show different radial velocity amplitudes at a given epoch, hence appear at different
vy (Fig. 11.15). Lines of the same atomic species may show different radial velocity
amplitudes at different epochs (Fig. 11.9). The size of these effects hasn’t been
investigated systematically but will depend on the irradiation spectrum and the
distribution of gaseous matter around the L1-point. This becomes obvious from,
e.g., the He II maps in HU Aqr (Figs. 11.9 and 11.12), which always show their
peak emission at the trailing side of the donor star due to shielding of the leading
side by an accretion curtain. This also means that the radial velocity curves of those
lines have a small but non-negligible phase-shift with respect to true phase zero.

Fig. 11.15 Doppler maps of He II4686 emission and Na I8183/8194 absorption lines (left panel,
shown with blue and red contours, respectively) and Ca II 8498 emission plus Na I8183/8194
absorption lines (right panel) obtained in a high state of HU Aqr. The size of the Roche lobe
corresponds to Q D Mwd=M2 D 4:58 [43]
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Thus, if it comes to mass estimates based on the emission lines (with an
appropriate K-correction) it is recommended to use preferentially the Ca II triplet
both in magnetic and non-magnetic cataclysmic variables [5, 58]. The low Ca I

ionisation potential of 6.1 eV, lower than the ionisation potential of hydrogen, seems
to ensure full and mainly unshielded irradiation of the secondary, while the ionising
photons causing H and He emission have to pass an accretion curtain or other
structures which may lead to a very complex irradiation pattern.

Kafka et al. [21, 22] reported the occurrence of satellite lines to H˛ in the low
states of five polars. Their location in the Doppler maps at high positive vy-velocities
and close to the Roche lobes of the donor star were interpreted as being of magnetic
origin in the form of large loops being fed with prominence-like material released
from the active donor star (for an illustration of a similar structure in AM Her see
[49], while for further reports of sling-shot prominences see [11, 48, 54, 61]). It
appears that those structures might stay in place for times significantly longer than
the lifetimes of prominences in single fast rotating stars. [22] argue that the magnetic
interaction of the two stellar components acts as a stabilising element.

11.4.4 Summary on Polars

Doppler tomography of magnetic CVs has uncovered structures as small as 0.1 Rˇ
at distances as large as a few 100 pc. The resolution thus achieved is below
the micro-arcsec scale. It has made visible the accretion streams in the strongly
magnetic CVs called polars, it has uncovered the existence of accretion curtains
and structures on or associated with the donor stars in this type of CVs. The
interpretation of the Doppler maps is still not fully developed and needs theoretical
support.
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Chapter 12
Tomographic Imaging of Stellar Surfaces
and Interacting Binary Systems

Julien Morin, Colin Alastair Hill, and Christopher Allan Watson

12.1 Doppler and Zeeman-Doppler Imaging of Stellar
Surfaces

Doppler imaging (hereafter DI) and related methods provide the highest angular
resolution available to stellar physicists. Relying on the relationship between the
spatial position of inhomogeneities on stellar surfaces and the radial velocity of
the corresponding features in spectral lines, these inverse methods are indeed the
only techniques able to resolve features at the photospheres of main sequence dwarf
stars and even brown dwarfs [18]. This section first presents the main scientific
application of DI techniques: to study stellar magnetism, followed by an overview
of the principles of “classical” DI (aimed at mapping temperature inhomogeneities)
and then Zeeman-Doppler imaging (hereafter ZDI, aimed at mapping large scale
magnetic fields). We conclude with a brief summary of scientific highlights enabled
by these techniques.

12.1.1 Doppler Imaging as a Tool to Study Stellar Magnetism

DI techniques mainly aim at studying stellar magnetism. They allow astrophysicists
to map either large scale surface magnetic fields (with ZDI based on the inversion
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of polarised spectra), or spots with different temperatures or chemical compositions
than the surrounding “quiet” photosphere. These surface inhomogeneities are
themselves in most cases thought to be intimately connected with stellar magnetism.
As such, these techniques play an important role in modern stellar physics: to better
constrain the role of magnetic fields in stellar evolution.

During the last two decades, surveys aimed at detecting and measuring stellar
magnetic fields have demonstrated that magnetism is ubiquitous throughout the
Hertzsprung-Russell diagram – surface magnetic fields have been detected across
a wide range of masses and evolutionary stages – and that the detected fields exhibit
a wide variety of properties in terms of modulus, geometry and temporal variability.
The reader is referred to [23] for a review. Moreover, magnetic fields are thought to
play an important role in a number of key physical processes in stellar physics; a
few representative examples are listed below.

Star formation Star formation is often thought to be the phase of stellar evolution
in which magnetic fields play the most important role. Magnetic effects are indeed
among the main factors that drive the very collapse of a molecular cloud and
therefore star formation efficiency (see, e.g., [41] for a review). Once a protostar
is actually formed, magnetic fields play a key role in the processes that determine
the exchange of mass and angular momentum between the star and its environment
(accretion, outflows, star-disk coupling, see [11] for the case of T Tauri stars).

Transport phenomena and evolution of stellar rotation In addition to the
evolution of the stellar radius, which results in a change in stellar spin if angular
momentum is conserved, two main types of processes have an impact on surface
rotation rates: firstly a net gain or loss of angular momentum associated with
accretion and mass-loss processes; and secondly, the redistribution of angular
momentum inside the star due to internal transport mechanisms. Some of these
processes can also transport chemical species and result in inhomogeneous surface
distributions of specific elements. Most mechanisms of both types can be strongly
influenced by – or are even powered by – magnetic fields. The reader is referred to
[12] for an account of the angular momentum evolution of low-mass stars, and to
[67] for a review of transport processes in stellar interiors.

Activity and space weather The broad notion of “stellar activity” encompasses all
the time-dependent phenomena resulting from the action of magnetic fields on the
atmospheres of cool stars. Stellar activity is also associated with significant amounts
of high-energy particles (stellar wind) and electromagnetic radiation (UV and X-
rays), which are potentially harmful for putative life developing on planets orbiting
these cool active stars [60].

Origin of stellar magnetic fields The origin of stellar magnetic fields is, in itself, a
very rich field of research. The basic picture is that there are two main origins: stars
with an outer radiative zone (spectral types hotter than mid-F) can host simple and
steady fossil magnetic fields, which are the remnants of a previous evolutionary
stage (although alternatives have been proposed, e.g., [13]), whereas cool stars
with an outer convective envelope generate through dynamo action time-dependent
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magnetic fields which can be very complex. The reader is referred to [16] for an
in-depth view of the issue of the origin of stellar magnetic fields.

12.1.2 Principles of Doppler Imaging (DI)

With tomographic imaging it is potentially possible to map any physical quantity
which affects the formation of spectral lines, at the surface of a rapidly rotating
star. For a spectral line with significant rotational broadening, because of the
Doppler effect, the positions of heterogeneities on the visible stellar disc are directly
connected to the wavelength of the corresponding distortions inside the spectral line.
In the limiting case of a spectral line dominated by rotational broadening, i.e.:

v sin i � W, (12.1)

where v sin i is the equatorial rotation velocity of the star projected on the line-of-
sight, and W is the typical width of the local line profile, a stellar spectral line can
be essentially seen as a 1-D map of the visible stellar disc [21, 52]. This “map”
would indeed be only resolved in the direction perpendicular to the rotation axis
of the star and completely blurred in the orthogonal direction. This is illustrated
in Fig. 12.1, which represents the direct (or forward) problem computationally:
from the distribution of surface inhomogeneities and a model of line formation it
is possible to compute the corresponding integrated line profile.

Fig. 12.1 Basic principles of Doppler Imaging. Left: schematic view of a stellar surface with one
single infinitely dark spot covering 1 % of the surface. Right: corresponding spectral line profile
(solid line) and the same line profile if there were no spot (dashed line). An inclination angle of
i D 60ı and a projected equatorial velocity of v sin i D 60 km s�1 have been assumed in this
forward modelling. The position of the bump in the line profile is directly linked to the position of
the spot on the visible stellar disc
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Fig. 12.2 For each column the top panel represents the stellar surface model with one spot
covering 1 % of the surface and crossing the central meridian at phase 0.5; the bottom panel
displays the corresponding time-series of ten spectra evenly spread over one stellar rotation period.
Stellar parameters are the same as in Fig. 12.1. Left: Spot latitude l D 80ı: the corresponding
spectral line distortion is confined at the centre of the line (low radial velocities) and is always
visible. Right: Spot latitude l D 0ı: the corresponding spectral line distortion is crosses the whole
line profile and is only visible during a fraction of the stellar rotation cycle

The basic idea of DI consists of recording a number of spectra that densely
sample the stellar rotation cycle in order to solve the inverse problem, i.e. to
reconstruct a 2-D map of the studied physical quantity at the stellar surface
[36, 86, 104]. The information on the latitude of surface inhomogeneities is
encoded in the temporal evolution of the spectral line, see Fig. 12.2. Practically,
the model of the stellar surface is discretised in the form of a grid with a few
thousands cells or pixels. Imaging codes start from an initial assumption (usually
a homogeneous photosphere) and iteratively add spots to the reconstructed map
until the corresponding line profiles match the observed ones within the noise
level. Because the DI problem is generally underdetermined, due to the presence
of noise and of the limited spatial resolution of the reconstruction, multiple maps
can produce line profiles that are in agreement with the observations. A unique
image can be obtained by choosing the solution that satisfies an additional criterion;
this can be gradient minimisation of the reconstructed quantity with Tikhonov
regularisation [101] or maximisation of the Shannon entropy [97], as is often done
in radio interferometric image reconstruction.
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This method has been successfully applied to map temperature inhomogeneities
at the surfaces of many cool stars (see reviews [8, 100]) as well as to map chemical
abundance patches on chemically peculiar stars (see, e.g., [1, 111]).

To conclude this description of DI, it is worth mentioning the main limitations of
DI techniques and discussing the properties of the most appropriate targets. Firstly,
DI is obviously limited to map the portion of the star which is visible at a given
point during the rotation cycle, this ranges from half the stellar surface for a pole-on
star, to the whole stellar surface for an equator-on star. Note moreover that neither of
these inclination angles are particularly favourable for DI: a star seen close to pole-
on tends to have a low v sin i and can therefore not be resolved (see below), while for
a star seen close to equator-on a degeneracy appears: spots located symmetrically
with respect to the equator result in the same series of spectroscopic signatures,
producing a mirroring effect in the maps. Secondly, the best achievable resolution
of a DI map is directly set by the ratio of its v sin i to the width of its spectral lines
W: the larger the ratio, the higher the number of resolved elements at the stellar
surface. A simple rule is that for spectral lines dominated by rotational broadening
the maximum number of resolved elements, n, is roughly set by:

n D 2� v sin i

W
, (12.2)

while for slower rotators – as different parts of the stellar photosphere are visible
at different rotational phases – about four elements can still potentially be resolved.
Stars with very high v sin i are therefore natural targets for DI. However for very fast
rotators the very low amplitude of line profile distortions to be modelled becomes
a limiting factor. Furthermore, in order to limit phase smearing it is important to
keep the exposure time a small fraction of the stellar rotation period. For very fast
rotators it can become a challenge to obtain sufficient S/N with integration times that
are limited to a few percent of the rotation period. As a result of this resolution vs
signal-to-noise ratio (S/N) trade-off, stars with v sin i ranging from 20 to 100 km s�1

are generally considered the best targets for DI. For a more in-depth discussion of
the limitations of DI, of the effect non-ideal datasets and of uncertainties on stellar
parameters (v sin i, inclination angle of the rotation axis on the line-of-sight, etc.) see
[17, 85]. Finally, it is important to stress that only relatively large-scale structures
can be mapped with DI and that both theoretical and observational studies indicate
that small-scale spots are present on most active stars but cannot be resolved with
DI [49, 76, 99].

12.1.3 Measurements of Stellar Magnetic Fields
and Zeeman-Doppler Imaging

Zeeman-Doppler Imaging is an extension of DI aimed at mapping stellar magnetic
fields from spectropolarimetric time-series [91]. In addition to the effects pointed
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Fig. 12.3 Schematic view of the Zeeman effect for a normal triplet and a large splitting. Left: A
magnetically sensitive spectral line formed without any magnetic field. Right: The same spectral
line formed with a magnetic field. The � , �b and �r components are respectively marked with a
green, blue and red vertical line. The x-axis ticks are in units of Zeeman splitting ��B (Eq. 12.3),
and �0 is the central wavelength of the line without a magnetic field

out in Sect. 12.1.2 (Doppler effect, rotational modulation), it relies on the properties
of the Zeeman effect to disentangle the different field orientations and actually map
the magnetic field vector.

Zeeman measurements in unpolarised light Direct measurements of stellar
photospheric magnetic fields rely on the Zeeman effect [112], which is the splitting
of spectral lines formed in the presence of a magnetic field. In the basic case of the
normal Zeeman triplet a spectral line with a central wavelength, �0, is split into three
components: one � component at �0 and two � components located at �0˙��B, see
Fig. 12.3. The Zeeman splitting, ��B, is proportional to the magnetic field modulus,
B, such that (in CGS units):

��B D �2
0e gB

4�mec2
D 4:67 � 10�12�2

0gB, (12.3)

where the effective Landé factor, g, is a dimensionless factor ranging from 0 to 3
(depending on the spectral line considered) and the numerical constant is computed
for wavelength in nm, and B in G. The reader is referred to [62] for a more complete
description of the Zeeman effect in the context of stellar physics. According to
this equation, for a given magnetically-sensitive spectral line (i.e. with g ¤ 0 and
preferably g > 1) the magnetic field modulus is directly inferred from the measured
splitting, this is the method used by G.E. Hale in 1908 to perform the first magnetic
field measurement in a sunspot [38]. This method requires high-resolution spectra
and high S/N data. Indeed, in the favourable case of the Fe I line at �0 D 630:25 nm
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(g D 2:5), and a magnetic field modulus, B D 2 kG (typical of a sunspot), Eq. 12.3
yields ��B D 9:2 � 10�3 nm (equivalent radial velocity shift, �vB D 4:4 km s�1).

In the case of stars other than the Sun the stellar surface is not spatially resolved
and the measured Zeeman effect corresponds to an average over the visible stellar
disc. For cool, active stars featuring a distribution of surface magnetic field strengths
and convective velocities, combined with projected rotational velocities of at least
a few km s�1, the individual Zeeman components are generally not resolved, and
the presence of a magnetic field results in a spectral line broadening rather than an
actual splitting.

For the most active cool stars it is possible to derive the information on the
range of surface magnetic field strengths from high-quality red optical and near-
infrared spectra [51, 96], but in most cases only the magnetic field modulus
averaged over the visible stellar disc hjjBjji can be inferred. This quantity is often
termed the magnetic flux to stress that it is not a local magnetic field strength
measurement, although it has the dimension of a magnetic flux density expressed
in Gauss (CGS units) or Tesla (SI units), also see the discussion in [73]. Average
magnetic field measurements based on the Zeeman effect in unpolarised light can
detect and quantify strong magnetic fields such as those observed intermediate
mass Ap/Bp stars (e.g., [68]) or cool active stars (see review [83]) very efficiently.
They are however not well-suited to stars hosting weak magnetic fields such as
the Sun – magnetic fluxes weaker than a few hundreds Gauss cannot be securely
disentangled from other potential sources of spectral line broadening [2] – or to
stars with v sin i � vB (about 20 km s�1 for cool active stars) for which the Zeeman
broadening is completely blurred by rotational broadening and cannot be recovered.
Finally, Zeeman broadening measurements are almost insensitive to the magnetic
field orientation: they can probe efficiently simple ordered fields as well as complex
highly-tangled ones, but provide little information on the magnetic field orientation.

Zeeman effect measurements in polarised light A complementary approach
relies on another property of the Zeeman effect: the polarisation of the �- and
�-components, which also encodes information on the vector properties of the
magnetic field: circular polarisation is sensitive to the line-of-sight projection of
the vector magnetic field, while linear polarisation is sensitive to the component
orthogonal to the line-of-sight (see Fig. 12.4). A brief account of spectropolarimetric
techniques is given below; for a comprehensive introduction to astrophysical
spectropolarimetry the reader is referred to [19]. H.W. Babcock was the first to
successfully use this effect to measure stellar and solar magnetic fields [3, 4] It
essentially consists of measuring the shift between two spectra of the same region
seen through a right- and a left-handed circular polariser, corresponding to 2��B

and hence directly proportional to the magnetic field strength. The same basic idea
was also used to detect and monitor magnetic fields of strongly magnetic stars across
the Hertzsprung-Russell diagram [5, 9, 10]. A modern extension of this method
is the so-called “regression method” applied to low-resolution spectropolarimetric
data [6]. The main advantage of the magnetograph method is that it is differential
and does not suffer modelling errors, thus allowing it to be very sensitive (B` down
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Fig. 12.4 Schematic
representation of the
polarisation of the
components of the normal
Zeeman triplet as a function
of the relative orientation of B
with respect to the
line-of-sight. Radiation is
circularly (linearly) polarised
when the line-of-sight is
aligned with (perpendicular
to) the magnetic field vector

to a few tens of Gauss for stars). Indeed the null-field model is perfectly known:
it corresponds to right- and left-hand circularly polarised spectra being exactly
identical, while any wavelength shift between the two spectra is indicative of a
magnetic field.

It is however not optimal in the sense that it assesses the so-called “longitudinal
magnetic field”, often called B` or Bz, which is the average over the visible
stellar disc of the line-of-sight component of the magnetic field vector. A star
hosting a strong magnetic field is composed of spots of opposite polarities visible
simultaneously and therefore may have a longitudinal magnetic field close to zero,
which would not be detectable by a magnetograph.

For stars hosting strong and simple magnetic fields – such as chemically peculiar
Ap/Bp stars – time-series of such longitudinal field measurements (generally
combined with Zeeman splitting measurements in unpolarised light and transverse
field measurements from linear polarisation data) can be used to model the surface
magnetic field as a low-order multipole expansion [63]. An improvement of the tech-
nique consists in performing high-resolution spectropolarimetric measurements, i.e.
measuring directly the net circular (Stokes V parameter) and linear (Stokes Q
and U parameters) polarisation in spectral lines as a function of wavelength. The
development of this technique has largely relied on the advent of high-resolution
high-efficiency stellar spectropolarimeters, such as the twin instruments ESPaDOnS
at CFHT and NARVAL at TBL [26], and more recently, the polarimetric module
for HARPS on the ESO 3.6 m telescope [98]. Due to the aforementioned relation
between the position of a feature at the surface of a rotating star and the wavelength
of the corresponding contribution to the spectral line profile, polarimetric signatures
of spots of opposite polarities do not necessarily cancel each other and can be
detected at the surface of rapidly rotating stars, even if the corresponding B` is
almost zero. More complex magnetic fields can be detected for stars with larger
v sin i (Equation 12.2) but magnetic fields occurring at the spatial scale of surface
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convection in cool main sequence stars always cancel out. In order to take full
advantage of the information encoded in high-resolution spectropolarimetric data
M. Semel proposed to extend Doppler Imaging to spectropolarimetric data in order
to map the magnetic field vector at the surface of cool stars, and termed this
technique Zeeman-Doppler Imaging or ZDI [91].

Zeeman-Doppler Imaging The implementation of ZDI is very similar to that in
DI codes: starting from an initial assumption (usually a stellar surface without any
magnetic field) magnetic regions are iteratively added until the synthetic polarised
spectra computed from the map match the observed ones within noise. Uniqueness
of the solution is also ensured by a regularisation criterion, in particular the
maximum entropy algorithm of Skilling and Bryan [97] was adapted to minimize
a quantity based on the magnetic energy of the reconstructed map [14, 24]. Several
variants of ZDI have been implemented and successfully used, all relying largely
on the same basic principles [15, 45, 80]. A few specificities of ZDI are pointed out
below.

Due to the low-amplitude of Zeeman-induced linear polarisation in spectral lines
of most main sequence stars, only circularly polarised spectra are available in most
cases – linear polarisation is indeed a second-order effect in the weak-field regime
whereas circular polarisation is a first-order effect, see [19]. Reliable ZDI inversions
can however be performed from circular polarisation data only [22]. In particular,
the ability of ZDI to disentangle between different magnetic field orientations is
mainly due to the fact that they result in characteristic evolution of circularly
polarised signatures during a stellar rotation (Fig. 12.5). It was, however, shown
that mapping abundance patterns and magnetic fields simultaneously at the surface
of Ap/Bp stars benefits from the use of the full information from Stokes I, Q, U and
V spectra [22, 54]. The latest investigations of ZDI inversions of a cool very active
star also reveals that using the full-Stokes data can improve the spatial resolution of
the resulting large scale magnetic maps [88].

ZDI relies on the analysis of polarisation in spectral lines, which is very small
for most stars. For instance circular polarisation peaks at 	10�3 of the level of
the unpolarised continuum in very active cool stars, hence detecting this signal
in an individual spectral line therefore requires a signal to noise ratio of several
thousands. In order to apply spectropolarimetric techniques and in particular ZDI
to a wider range of stellar systems, it was identified from the start that one should
take advantage of the fact that the many absorption lines present in stellar spectra
essentially repeat the same information and can therefore be combined together
[10, 91]. The Least-Squares Deconvolution technique implements this idea using
a method similar to cross-correlation used to derive radial velocities [22]. Although
it was originally designed for circular polarisation in the weak-field regime – when
the Zeeman splitting is smaller than the linewidth, i.e. fields below 	2 kG for cool
stars – it was later adapted to linear polarisation, and shown to be of use for stronger
fields with some limitations [56, 106]. Improvements of LSD as well as alternative
multi-line methods have been proposed, which can solve some of its limitations
[15, 66, 92, 93].
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Fig. 12.5 Circularly polarised (Stokes V) line profiles for the same geometry and stellar parame-
ters as Fig. 12.1, except that the dark spot has been replaced by a magnetic spot with B D 2 kG.
The field orientation is radial (top left), meridional (top right) and azimuthal (bottom). The three
different field orientations give rise to Stokes V time-series that have distinct differences from each
other. In particular the azimuthal field behaves quite differently from the other orientations: the
sign of the signature reverses during the stellar rotation cycle

In classical DI spots are reconstructed independently on each cell of the
discretised map. In ZDI, the mapped magnetic field can be made divergence-free by
construction if the reconstructed quantities are the coefficients of a poloidal-toroidal
decomposition projected onto a spherical harmonics basis [25, 46]. This method not
only introduces physical information in the reconstruction but also allows to provide
directly useful diagnostics (e.g., fraction of magnetic energy residing in poloidal,
toroidal, axisymmetric fields) and was shown to be more efficient at recovering
simple multipolar geometries.

12.1.4 Zeeman-Doppler Imaging Science Highlights

To conclude this section on tomographic imaging of stellar surfaces, we present
a brief selection of results highlighting the contribution of the Zeeman-Doppler
Imaging technique to modern stellar physics.
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12.1.4.1 Chemically Peculiar Stars

Among intermediate-mass main sequence stars (masses ranging from 1.5 to 8 Mˇ),
chemically peculiar (CP) stars classified Ap and Bp have long been known to exhibit
specific abundance patterns along with strong magnetic fields, while no magnetic
fields were detected on for other classes of CP stars (e.g., Am and HgMn stars) [82].
Spectroscopic and spectropolarimetric monitoring of Ap/Bp stars have led to the
conclusion that the magnetic fields of these objects are in most case simple dipoles
tilted with respect to the rotation axis of the stars, steady (no evolution observed on
timescales of decades), and that they exhibit elemental abundance spots which are
connected to the surface magnetic field [61].

Recent detailed studies of Ap/Bp stars relying on tomographic imaging tech-
niques have brought important precisions and corrections to these first ideas. Studies
based on high-quality datasets (in particular including linear spectropolarimetry)
and detailed modelling have concluded that although the radial component of the
surface magnetic field has a dominant dipolar component, it also features important
small-scale patches and horizontal fields [55, 57]. The relation between abundance
spots and surface magnetic fields has been shown to be more complex than initially
thought: for instance on one Ap star only a few elements exhibit ring-like structures
correlating with the dipolar component (e.g., Oxygen), while heavy elements such
as Ba, Nd and Eu display a variety of surface distributions [58]. It was also shown
that previously noticed discrepancies between abundances derived from different
lines of the same element can be reconciled by considering steep vertical abundance
gradients in the atmosphere of these stars [53, 95]. On HgMn peculiar stars, time-
evolving abundance spots have been discovered and the absence of significant
magnetic field confirmed [59, 64]. This result questions the previously accepted idea
that abundance patches are always connected to strong magnetic fields. All these
results shed a new light on the relative importance of magnetic fields with respect to
other physical processes causing or erasing chemical peculiarities (atomic diffusion,
hydrodynamic instabilities, . . . ).

12.1.4.2 Cool Main Sequence Stars

As opposed to Ap/Bp stars, almost no spectropolarimetric measurements of mag-
netic field at the surface of a cool main sequence star other than the Sun existed
before the advent of second generation spectropolarimeters coupled with multi-
line techniques.1 Previous knowledge relied mainly on measurements of activity
proxies, such as diagnostics of chromospheric (especially in CaII H&K lines) and
coronal (at X-ray wavelengths) heating. Studies of G-K dwarfs demonstrated that
the chromospheric and coronal activity levels depend on the stellar rotation rate
(especially when measured as a Rossby number) until a saturation level is reached

1The only exception recorded here being the chromospherically active star � Boo [10].
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[65, 75, 81]; and that cool main sequence stars also show activity cycles similar
to those observed on the Sun [7, 39]. The first spectropolarimetric survey of G-K
dwarfs has revealed the overall dependence of the magnetic topology on rotation rate
– while solar-like slow rotators have predominantly poloidal fields, faster rotators
generate strong toroidal fields [77] – as well as long-term changes in the large scale
field topology, with some stars even showing regular magnetic cycles with polarity
inversions [33, 50, 69, 78].

With the first spectropolarimetric survey of M dwarfs it was possible to show
that a dramatic change occurs in the properties of the large-scale component of the
magnetic field of M dwarfs close to the mass at which models predict that stars are
fully-convective [29, 70], see Figs. 12.6 and 12.7. No such change had previously
been identified from either chromospheric (or coronal) activity measurements or
Zeeman broadening measurements (which are sensitive to the small scale magnetic
fields, not only the large spatial scales as spectropolarimetry does). The ZDI studies
show that the fraction of magnetic energy in the large-scale component dramatically
increases for fully convective stars with respect to partly convective ones [84]. For
the lowest mass M dwarfs the puzzling coexistence of two very different types of
magnetic topologies for stars with very similar stellar parameters [71] has been
interpreted as possible evidence for dynamo bistability in these objects [35, 72].

12.1.4.3 Classical T Tauri Stars

Stellar magnetic fields are known to be a key parameter for the evolution of accreting
T Tauri stars (TTS). The main physical processes acting at this evolutionary stage –
star-disc interaction, magnetospheric accretion, high-velocity outflows – are indeed
largely controlled by the magnetic field of the star [11]. Zeeman-Doppler Imaging of
TTS takes advantage of the information contained in both photospheric absorption
lines, and emission lines formed mainly in the accretion shock, in order to map the
surface brightness and magnetic field vector simultaneously as well as the accretion
hotspots [28]. Recent ZDI analysis of a sample of TTS has revealed a wide variety of
magnetic topologies which depend on the location of the star in a mass-age-rotation
parameter space, and evolve on timescales of less than a year [27, 30, 48]. These
results imply that the magnetic fields of these young stars (a few Myr) are not of
fossil origin, but rather generated by dynamo action – with a similar dependence
on stellar internal structure as M dwarfs [37]. They have also prompted theorists to
develop more elaborate models of magnetospheric accretion taking into account the
complexity of the stellar magnetic field [87].

12.1.4.4 Ongoing and Future Developments

Ongoing observing programs of cool stars aim to fill the gaps in mass-rotation-age
parameter space in order to build a consistent picture of dynamo action in cool
stars and of the effects of magnetic fields on their evolution, with first global trends
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Fig. 12.6 ZDI reconstruction of the surface magnetic field of DT Vir D GJ 494A, M? D 0:59 Mˇ,
Prot D 2:85 d. Left: Time-series of Stokes V LSD line profiles (black) and corresponding fit
obtained with ZDI. The profiles are vertically shifted for display purposes, a dotted line shows
the null-polarisation level for each LSD profile. A ˙1� error-bar is displayed on the left of each
profile. Right: Magnetic map reconstructed with ZDI in flattened polar projection for the three
component of the magnetic field: radial (top), azimuthal (middle) and meridional (bottom). On
each plot the visible is at the center and the equator is depicted by a bold circle (Adapted from
[29])

already emerging (e.g., [102]). The first ZDI surveys are now being complemented
to assess more specific points such as the effect binarity has on magnetic field
generation and activity [74], or the study of planet-hosting stars [34, 103]. In the
next few years, the synergy between between planet-search programs and ZDI
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Fig. 12.7 Same as Fig. 12.6 for EQ Peg B D GJ 896B, M? D 0:25 Mˇ, Prot D 0:405 d. The
partly convective star DT Vir hosts a complex multipolar magnetic field of moderate intensity,
whereas the fully-convective star EQ Peg B displays a strong almost dipolar large-scale magnetic
field (Adapted from [70])

studies is going to develop with new methods being developed [31, 40, 79] and
new instruments – nIR spectropolarimeters [20, 32] – coming online soon.
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12.2 Roche Tomography

Roche tomography was originally conceived by Rutten et al., specifically to provide
surface maps of the Roche-lobe filling donor stars in cataclysmic variables (CVs) –
semi-detached binaries (typically) consisting of a lower main-sequence star which is
transferring mass to a white dwarf primary via Roche-lobe overflow [89]. However,
the technique is equally applicable to Roche-lobe-filling stars of any system (for
example low-mass X-ray binaries). Given the vast distances to these systems,
direct imaging of the components of CVs is currently impossible and therefore
indirect imaging techniques must be applied. In 1994 Roche tomography was
computationally expensive and, arguably, better surface maps of single stars could
be produced using Doppler imaging [89]. So why image the donor stars in CVs?

12.2.1 The Motivation for Roche Tomography

The initial motivation for developing Roche tomography was to better determine
the component masses in interacting binaries, as these are crucial if one is to
test binary evolutionary theory. It was well known that irradiation from the white
dwarf (WD) primary and accretion regions could appreciably distort the measured
radial velocity (RV) curve of the secondary star, resulting in systematic errors in
the derived masses. This arises because irradiation typically suppresses the line
absorption on the hemisphere of the secondary star facing the WD, causing the
apparent centre-of-light of the absorption line to be shifted away from the centre-of-
mass of the secondary. R. Wade and K. Horne [105] developed the ‘K correction’
to try and account for these effects, but while this can account for symmetric
irradiation effects, it cannot account for any asymmetries or other features on the
stellar surface that may also affect the measured RVs. By mapping the surface
line intensity pattern across the secondary, it was envisaged that Roche tomography
would simultaneously map the stellar surface while producing component masses
that were corrected for the (now known) irradiation pattern.

As well as mapping the effects of irradiation, Roche tomography was developed
to map stellar magnetic activity, which, at the time, was largely an aspirational goal –
but one that has been achieved with great success. The magnetic field of the donor is
thought to be responsible for sustaining the mass transfer that causes CVs to evolve
to shorter orbital periods, by draining angular momentum from the system through
a process known as magnetic braking – a standard ingredient of CV evolutionary
theory for several decades. Furthermore, the rapidly-spinning (Porb 	 10 h) and
tidally-locked nature of the donor star provides a unique parameter regime for tests
of stellar dynamo theories. Indeed magnetic activity cycles have been invoked to
explain variations in orbital periods, mean brightnesses, mean outburst frequencies,
mean outburst durations and outburst shapes of interacting binaries, while starspots
(a manifestation of magnetic activity) are thought to be able to regulate mass transfer
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on more rapid timescales. Despite its importance, there was no direct observational
evidence of stellar activity other than a TiO study of SS Cyg by [110]. Roche
tomography was set to change that by providing a crucial insight into the magnetic
activity of these unique systems.

12.2.2 The Principles of Roche Tomography

Analogous to Doppler imaging of single stars, Roche tomography uses phase-
resolved spectra to reconstruct the line-intensity distribution on the secondary star
in CVs. However, Roche tomography differs in two important ways. First, the
secondary stars are tidally distorted into a Roche-lobe, and are in synchronous
rotation around the centre-of-mass of the binary. Secondly, the systems often show
rapid variability due to accretion. This means that one usually requires simultaneous
photometry with which to slit-loss correct the spectra before continuum subtraction,
whereas spectra used for Doppler imaging can simply be normalised. To date, the
principles and axioms of Roche tomography have not changed, other than taking
into consideration that the secondary star is not necessarily tidally locked (see
Sect. 12.2.5). The axioms of Roche tomography are:

1. The secondary star is Roche-lobe filling, synchronously rotating and in a
circularised orbit.

2. The observed surface of the star coincides with the surface defined by the critical
Roche potential.

3. The shape of the intrinsic line profiles remains unchanged.
4. The line profiles are due to the secondary star light only.
5. The secondary star exhibits no intrinsic variation during the observation.
6. The orbital period, inclination, stellar masses, limb darkening, intrinsic line width

and systemic velocity are known.
7. The final map is the one of maximum entropy (relative to an assumed default

image) which is consistent with the data.

By assuming the binary parameters, we can define the surface of secondary to lie
on the surface of gravitational equipotential, as given by the Roche approximation
at the point where Roche-lobe overflow occurs. We model the stellar surface using
a grid of tiles lying on this critical surface. Each tile is assigned a copy of the local
specific intensity profile – either Gaussian or taken from a spectral-type template –
and then convolved with the instrumental profile. An intensity is assigned to each tile
to scale its contribution to the total profile, which in turn is found by integrating over
the visible surface of the star, taking into account limb-darkening, foreshortening,
and the radial velocity of each element. In essence, Roche tomography carries out
the reverse of this process by iteratively varying the contribution of each tile until a
map is obtained that is consistent with the observed data. The goodness of fit for any
given map is measured using the reduced 
2 statistics, however, as there are many
maps which can fit the observed data equally well, an additional regularisation static
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is required. Following [44] and in common with several implementations of Doppler
imaging techniques (see Sect. 12.1.2), we employ the maximum entropy method,
using the MEMSYS package written by [97] to find the map of maximum entropy,
subject to a 
2 constraint. This method selects the reconstructed map which contains
the least information with respect to a default map. Although we may assume some
a priori information about surface intensity distribution, in general, a blank default
map is adopted, where the pixels are set to the average value of the reconstructed
map, and updated after each iteration. The technique is well tested, and artifacts are
well characterised – see [107] for full details.

12.2.3 Roche Tomography: Early Maps

The early work using Roche tomography focused on using either single absorption
or emission lines obtained using intermediate resolution spectrographs. The recon-
structed maps of the secondaries in CVs such as AM Her, IP Peg, QQ Vul, and HU
Aqr (maps 4–7 in Fig. 12.8) clearly showed the varying impact of irradiation from
both the WD and accretion regions in these systems [108]. Indeed the asymmetric
irradiation patterns found on the leading hemispheres in the polar-type CVs AM
Her, QQ Vul and HU Aqr were most likely due to shielding by accretion streams.

The use of Roche tomography, in principle, allowed the most reliable mass deter-
minations, since the intensity distribution across the surface was known. Adopting
incorrect parameters introduced spurious artifacts during reconstruction, artificially
increasing the information content of the map, thereby reducing its entropy. By
assuming the correct binary parameters are those that minimise the number of
artifacts in the image, the correct parameters could be determined by carrying
out ‘entropy landscapes’ – reconstructing maps with many pairs of component
masses and selecting the pair that produced the map of maximum entropy. In a
similar fashion, the systemic velocity and inclination were obtained. These early
maps (shown in Fig. 12.8) clearly demonstrated the potential of the technique in
obtaining robust system parameters. However, single-line studies, combined with
the inherent limit of signal-to-noise in these relatively faint and rapidly-rotating
stars, only allowed for large scale features to be mapped. To map smaller-scale
features, the technique of least-squares deconvolution (LSD) was adopted [24]. As
explained in Sect. 12.1.3, this effectively stacks the thousands of stellar absorption
lines observable in a single échelle spectrum to produce a ‘mean’ profile with greatly
enhanced S/N (with a typical multiplex gain of 	30). By adopting LSD, starspots
(the most easily observed manifestation of stellar activity) could now be imaged,
paving the way for the exploration of stellar magnetic activity on the secondaries in
CVs.
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Fig. 12.8 Roche tomograms of the secondary stars in CVs that have been made over the last
20 years. The maps are numbered according to Table 12.1. All maps show irradiation and spots as
dark features, apart from numbers 1, 2, 3, 7 & 10 where the scale is reversed. Not to scale



12 Tomographic Imaging of Stellar Surfaces and Interacting Binary Systems 241

Table 12.1 Roche tomograms created over the last 20 years. Columns 1–5 list the map number
as shown in Fig. 12.8, year of publication, the authors involved, the system being mapped, and the
lines used in the reconstruction process, respectively. Column 6 lists the features that were mapped

Map Year Authors System Line used Features

1 1994 Rutten and Dhillon DW UMa Balmer lines Irr; land (un)

2 1996 Rutten and Dhillon IP Peg Na 1 doublet Irr; land

3 1996 Davey and Smith AM Her Na 1 doublet Irr (A); land

4 2003 Watson et al. AM Her Na 1 doublet Irr (A); land

5 2003 Watson et al. IP Peg Na 1 doublet Irr (A); land

6 2003 Watson et al. QQ Vul Na 1 doublet Irr (A); land

7 2003 Watson et al. HU Aqr HeII 4686 Irr (A); land

8 2004 Staude et al. QQ Vul Na 1 doublet Irr (A)

9 2004 Staude et al. AM Her Na 1 doublet Irr (A)

10 2004 Potter et al. V834 Cen HeII 4686 Irr (A)

11 2006 Watson et al. AE Aqr LSD Spots (HL); Irr; land

12 2007 Watson et al. BV Cen LSD Spots (HL); Irr; Prom; land

13 2007 Watson et al. V426 Oph LSD Spots; Irr; land

14 2012 Dunford et al. RU Peg LSD – low res. Spot (HL); Irr; land

15 2014 Shahbaz et al. Cen X-4 LSD Spot (HL); Irr?; land

16–19 2015 Hill et al. AE Aqr LSD Spots (HL); Irr; Land

20,21 2014 Hill et al. AE Aqr LSD Spots (HL); Irr; DR; land

Irr irradiation, A asymmetric, HL high-latitude, Land entropy landscape was employed to find
optimal parameters, DR differential rotation was measured, Prom a prominence was found

12.2.4 Probing Stellar Activity

Using Roche tomography (combined with LSD), the first ever starspots imaged on
a donor star in a CV were found by Watson et al. [109] in their study of AE Aqr
(Prot D 9:88 h). The map clearly showed a large high-latitude spot, as well as a
‘chain’ of spots leading from the pole to the L1 point, giving the first evidence that
the emergence of spots may be influenced by tidal forces in these systems [43]. In
later work, the longer period (Prot D 14:7 h) CV, BV Cen, was successfully imaged,
showing a similar distribution of spots to that of AE Aqr, as well as hosting a large
prominence. A further map of V426 Oph supported the conclusions of the previous
two maps – that the donor stars in CVs were highly magnetically active (with a
large spot coverage), and that there was a clear indication of interaction between
the WD primary and the emergence of magnetic flux on the secondary. Another
notable first was achieved in more recent work, with the mapping of star spots on
the secondary star in the X-ray binary, Cen X-4 [94]. Here, the low inclination of
the system allowed a large polar-region feature to be imaged despite the poor S/N
of the data. In further work, the long-term behaviour of the CV, AE Aqr, has been
studied by comparing maps taken over an 8 year period (see maps 11 & 16–21 in
Fig. 12.8). Here, the persistent band of spots 	20 � 30ı latitude, combined with the
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emergence of a band of spots 	40 � 50ı may indicate a magnetic activity cycle like
that seen in the Sun.

Studies of magnetic activity are vital to better understand the behaviour of
this class of binary over both long and short time periods. The distribution of
spots reveals a wealth of information about the magnetic activity, and how it may
be influenced by the underlying stellar dynamo. By studying stars with different
fundamental parameters (e.g., spin, mass) we can learn which parameters are most
influential on the stellar dynamo, providing tests that are simply impossible in
isolated stars.

12.2.5 Differential Rotation

Many highly-active single stars display differential rotation (DR, where different
stellar latitudes rotate with different velocities). This phenomenon is thought to
play a crucial role in amplifying and transforming initially poloidal magnetic field
into toroidal field through dynamo processes (the so-called ˝ effect). However,
theoretical work by Scharlemann [90] suggested that the tides raised on the
secondary star by the WD act to suppress DR in tidally locked systems such as
CVs, forcing the stellar envelope to co-rotate on average. This theory was put to
the test when DR was measured for the first time in a mass-transferring secondary
in the CV, AE Aqr [42]. Roche tomograms were created with data taken 9 days
apart (see maps 20 & 21 in Fig. 12.8), allowing enough time for appreciable surface
shear to build up, but short enough that spots did not significantly evolve. Strips
of constant latitude on each map were cross-correlated, and the peaks were fit with
a solar-like differential law, allowing a determination of the shear rate. A second
method of calculating the shear rate was to minimise the residuals after applying
the solar-like differential law to the first map, and subtracting the second map.
Both techniques found an equator-pole lap time 	270 d, showing that CV donors
were not necessarily tidally locked – overturning the assumption that theoreticians
and observers had held for decades. In comparison, the nearest comparable system,
namely the pre-CV V471 Tau, was found to be rigidly rotating, despite its similar
rotation period and spectral-type [47]. Furthermore, the determination of the co-
rotation latitude of 	40ı in AE Aqr is something that is not possible for isolated
stars.

It is clear that further observations of DR in tidally distorted systems are required
to disentangle the most important parameters (period, stellar type, mass-ratio, Roche
lobe filling factor) driving the stellar dynamo and influencing tidal dissipation
efficiency. The discovery of DR on AE Aqr strongly suggests that our understanding
of tidal dissipation in the convective envelopes of low-mass stars is lacking, and so
continued studies of how tidal forces influence the magnetic activity on donor stars
are crucial to our understanding of the stellar dynamo.
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12.2.6 Future Prospects

Roche tomography celebrated its 20th anniversary of the first published map during
the conference that led to this book [89]. The progress since its inception has been
profound, with the level of detail in surface maps dramatically increasing over the
years. In part this is due to the higher-quality of data from more modern instruments,
but primarily the introduction of LSD has had the largest impact, clearly seen in
maps 11–21 in Fig. 12.8. Roche tomography has clearly established its ability to
determine robust system parameters in both CVs and X-ray binaries. Furthermore,
it has allowed the detailed study of stellar magnetic activity in a unique testbed,
with both rapid-rotation and tidal distortion. The discovery of differential rotation
in a CV clearly demonstrates its potential in studies of surface rotation, and the
level of detail achieved in maps shows its potential in studies of spot morphology,
distribution, and lifetimes. The technique will be invaluable in the continuing study
of stellar magnetic activity, and the underlying stellar dynamo.

12.2.6.1 Problems to be Solved

Despite the success of the technique, Roche tomography shows some problems
which have yet to be resolved. Due to its lack of a two-temperature model, the
growth of bright pixels is not thresholded, which means it is somewhat difficult to
determine the absolute spot-filling factors for any given map. One may calculate
the filling-factor in the same way, but maps may not be directly comparable, given
that the number and size of features may be different. Furthermore, as with maps
produced using Doppler imaging techniques, no formal uncertainties are given on
either the map intensities or on any other system parameter. This problem can be
mitigated somewhat by the use of bootstrapping (see [108]), giving a significance
to each tile intensity, although the problem of uncertainty in system parameters
remains. Over the years the treatment of limb-darkening has improved, in part due to
the demands of higher-quality data. However, whilst using incorrect limb darkening
coefficients lead to well characterised artifacts in the final maps, the limb darkening
laws themselves are taken from spherical approximations, which is clearly not the
case in a tidally-distorted star. A more thorough treatment of limb darkening would
ensure that the optimal masses are more robust. Finally, we note that while the mass
ratio is reliably determined, the system inclination (and thus component masses) are
still somewhat poorly constrained – a disappointing fact considering the technique
was initially developed to better determine these parameters.

12.2.6.2 Future Directions and Opportunities

Given the notable firsts of Roche tomography in mapping the first star spots
on a CV and on an X-ray binary, and the recent measurement of differential
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rotation, the technique has shown its ability to reveal the magnetic activity in
binaries. Furthermore, new developments may build on this success. The maximum-
entropy regularisation statistic implemented in Roche tomography may need to be
superseded by a new regularisation statistic, allowing small-scale features to be
both more readily and more reliably mapped, and uncertainties to be more robustly
quantified. In addition, the technique could be extended to include Zeeman Doppler
imaging, which has been used to great effect to map magnetic fields in single
stars and detached binary systems. The wealth of knowledge gained from such
a technique would allow for a hitherto undiscovered insight into the nature and
evolution of these systems.
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Chapter 13
AGN Reverberation Mapping

Misty C. Bentz

13.1 Introduction and Motivation

In the 25 years that the Hubble Space Telescope (HST) has been in low Earth
orbit, there have been leaps and bounds in our understanding of many astrophysical
phenomena, not the least of which are supermassive black holes. Dedicated ground-
based programmes, coupled with the exquisite spatial resolution afforded by HST,
have led to the common understanding that massive galaxies host supermassive
black holes in their cores (see the review by Ferrarese and Ford [21]). In general,
studies have shown that more massive galaxies host more massive black holes,
which is interpreted as a symbiosis between galaxies and black holes in which they
grow together and regulate each other’s growth. However, recent studies have begun
to find several galaxies that do not appear to follow this simple scaling relationship,
and our picture of galaxy and black hole co-evolution throughout the Universe’s
history is becoming more complicated [50].

The active galactic nucleus, or AGN, phase is now understood to be a sporadic
event in the life of a typical supermassive black hole, thought to be triggered by
a merger or secular process in the host galaxy (see [32] and references therein).
During this phase, the black hole is accreting at a relatively high rate, and the
accretion process is releasing large amounts of energy across the electromagnetic
spectrum. The lifetime of a typical AGN event for a typical black hole is small
compared to the age of the Universe, and is generally thought to be on the order of
	108 years (e.g., [42]). Cosmic downsizing is observed in AGNs as it is in galaxies:
the bright quasars we see in the early Universe are associated with massive black

M.C. Bentz (�)
Department of Physics and Astronomy, Georgia State University, 25 Park Place Suite 605,
Atlanta, GA 30303, USA
e-mail: bentz@astro.gsu.edu

© Springer International Publishing Switzerland 2016
H.M.J. Boffin et al. (eds.), Astronomy at High Angular Resolution, Astrophysics
and Space Science Library 439, DOI 10.1007/978-3-319-39739-9_13

249

mailto:bentz@astro.gsu.edu


250 M.C. Bentz

holes and large accretion rates, while today’s active black holes tend to be fewer in
number, less massive, and have smaller accretion rates (e.g., [38, 42, 70, 74, 75]).

Unfortunately, the rarity of bright AGNs compared to the plethora of galaxies
hosting quiescent black holes today leads to the situation in which we find ourselves,
where AGNs are generally distant and difficult to study even with the pristine spatial
resolution afforded by HST. The techniques that have been developed to constrain
the masses of inactive black holes in nearby galaxies rely on spatially resolving the
innermost parsecs of a galactic nucleus, so they are limited to distances .100 Mpc
and therefore not applicable to most AGNs. And yet AGNs act as beacons that shine
across the entire observable Universe, tempting us to try to understand black hole
and galaxy growth, and evolution out to z D 7:1 and perhaps beyond [54].

Luckily, AGNs are not only bright, they are also highly variable. We can, in
effect, substitute time resolution for spatial resolution in a technique known as
reverberation mapping to probe microarcsecond scales in the nuclei of even the
most distant active galaxies [13, 64].

13.2 Reverberation Mapping Primer

Many independent studies have led to the general picture of AGN structure that we
understand today (e.g., [1, 57, 65, 77] and references therein) as represented by the
cartoon diagram in Fig. 13.1. In the centre is the supermassive black hole, with a
mass in the range of 106–1010 Mˇ, and its associated accretion disc. The jet (if the
AGN has one) is perpendicular to the accretion disc and highly collimated. On larger
scales (corresponding to 	0:01 pc for typical Seyferts or approximately the extent
of the inner Oort Cloud in our own Solar System) lies a region of photoionized
gas that radiates line emission. The location of this gas deep within the potential
well of the black hole results in line-of-sight gas velocities that are quite large,
causing the emission lines to appear Doppler broadened in the AGN spectrum by
a few 1000 km s�1. We imaginatively call this region of gas the broad line region
(BLR). The outer edge of the BLR is most likely set by the dust sublimation radius
(e.g., [25, 55, 58]), as the inclusion of dust in the BLR gas will extinguish the
line emission. The dusty gas that exists outside this radius is generally referred to
as the “torus”, although the exact geometry of the region is not known. The dust
torus causes the AGN system to have different spectral signatures when viewed at
different orientations—a system that is close to face-on will have broad emission
lines in its spectrum, while a system that is viewed edge-on will have the dust torus
blocking the observer’s line of sight to the BLR, so no broad emission lines will be
seen. On even larger scales (	tens of pc for typical Seyferts), additional gas that is
photoionized by the AGN system also exists, but the location of this gas on galactic
scales results in line-of-sight velocities that are on the order of a few 100 km s�1. We
see the signature of this gas as narrow emission lines in the AGN spectrum, hence
the name attributed to this region of gas is the narrow line region (NLR).
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Fig. 13.1 Cartoon diagram of the typically-assumed structure of an AGN. Depending on the
orientation at which this structure is viewed, different spectral signatures will be seen. In particular,
the broad line region (BLR) is only visible to observers with a relatively face-on view. If viewed
from the side, the torus blocks the BLR and only narrow emission lines will be seen in the AGN
spectrum. (Reprinted with permission from Urry and Padovani [77])

Reverberation mapping (or “echo mapping”) measures the light travel time
between different regions in an AGN system. The continuum emission is expected
to arise from the accretion disc, and in the ultraviolet, optical, and near-IR it is
observed to vary on timescales of hours to days. The source of this variability is not
yet understood: one possible explanation is magnetic recombination in the accretion
disc, e.g., [41]. Whatever the cause, the variations that are observed in the continuum
emission are seen echoed at a later time in the fluxes of the broad emission lines (see
Fig. 13.2 for example light curves for the nearby Seyfert galaxy NGC 4151). The
time delay between the variations in the continuum and the echo of those variations
in an emission line is simply the average light travel time from the accretion disc
to the BLR. The accretion disc is generally assumed to be very compact, and so
the time delay can be interpreted as the average radius of the BLR in the AGN
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Fig. 13.2 Continuum and Hˇ light curves for the Seyfert galaxy NGC 4151 (left), autocorrelation
function of the continuum light curve (top right), and cross-correlation of Hˇ relative to the
continuum (bottom right). The emission-line light curve is visibly delayed from that of the
continuum and smoothed in time, both signatures that are obvious to the eye in the light curves
and the cross-correlation function, and indicative of the extended nature of the Hˇ-emitting BLR
gas. (Reprinted with permission from Bentz et al. [4])

system. By definition, reverberation mapping requires a line of sight that permits
the observer to view the broad emission lines in the AGN spectrum, so it is only
applicable to AGNs with a relatively face-on orientation.

Within the BLR, different emission lines are observed to respond to continuum
variations with different time delays, such that species with higher ionization
potentials, like C IV �1549, respond with a shorter time delay than those with
lower ionization potentials, like Hˇ (e.g., [12, 46, 69]). This behaviour points
to ionization stratification within the BLR—more highly ionized line emission is
radiated from a smaller radius within the BLR, while emission from more neutral
gas occurs at larger radii, farther from the central ionizing source. Photoionization
modeling constraints agree with this interpretation: the photoionized gas in the BLR
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preferentially emits line emission wherever the temperature and density are most
favorable for a specific atomic transition (e.g., [2, 48, 49]).

With reverberation mapping, the radius we measure is the responsivity-weighted
average radius, which may not exactly coincide with the emissivity-weighted
average radius of the gas for that particular line emission. But the general behaviour
that we observe is the same: in a single AGN, if the central luminosity increases,
then the time delay we measure for any specific emission line becomes larger
(e.g., [5, 43, 66]). It is important to keep in mind that we are not measuring a
geometrical radius, such as an inner or outer boundary of the BLR, with emission-
line reverberation mapping.

Even for a relatively nearby AGN, the size of the region probed by reverberation
mapping is quite compact and not resolvable with current imaging technology or
that which is likely to be developed in the foreseeable future. For a typical Seyfert
galaxy at a distance of 40 Mpc, the time delay expected for the Hˇ �4861 emission
line is 	10 light-days, which projects to an angular radius of 	50 microarcsec.

In practice, reverberation mapping relies on dense spectrophotometric monitor-
ing of an AGN system over an extended period of time. The basic requirements for
a successful monitoring programme are the following:

1. total campaign length of at least three times the longest expected time delay to
maximize the probability that variability of a large enough amplitude will occur
during the campaign [35];

2. sampling cadence that is sufficiently dense to resolve the variability and expected
time delays (e.g., Nyquist sampled in time);

3. exposure times that yield a signal-to-noise >50 in the continuum and substan-
tially higher in the emission lines, where the amplitude of variability is generally
only a few percent;

4. spectral resolution that is sufficiently high to distinguish broad emission lines
from each other and from overlapping or nearby narrow emission lines (generally
R of a few thousand);

5. flux calibration that is good to 2 % or better from observation to observation
throughout the campaign [67];

6. strong nerves and a healthy dose of good luck.

Meeting all of these constraints with a ground-based telescope is observationally
quite challenging. The weather especially can cause an otherwise well-planned
reverberation campaign to not live up to its potential or to fail outright. Added to
this uncertainty is the fact that AGN variations are stochastic and not guaranteed to
occur during the course of a monitoring campaign for any particular AGN of interest
(cf. the case of Mrk 290 which was monitored in 2007 and showed strong variations
[18], but showed little to no variation when it was monitored again in 2008 [11]).
The typical warning for the stock market also applies here: past performance is no
guarantee of future behaviour.

To date, successful reverberation campaigns have been carried out for 	60

different AGNs [9]. Constraints on readily-available resources have generally
limited the size of the telescope used in a reverberation campaign to 1.0–4.0-m
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class telescopes. Coupled with the need for high signal-to-noise ratio spectra in
each visit, most of these 60 AGNs are apparently bright and reside within the
nearby Universe (z < 0:1). Reverberation mapping is not fundamentally limited to
nearby objects, but the high luminosities necessary for high signal-to-noise spectra
of z D 2 � 3 quasars directly translates to a long emission-line time delay, which
is further stretched through cosmological dilation (cf. [39] and their monitoring
campaign length of 10 years). Ongoing efforts to multiplex reverberation mapping
with the Sloan Digital Sky Survey multi-object spectrograph may soon increase the
sample size by a substantial fraction and push the median of the sample to somewhat
larger redshifts [72], but large statistical samples of reverberation results at multiple
redshifts spanning the course of cosmic history are unlikely for the forseeable future.
Luckily, the results we have in hand for the current reverberation sample are able to
provide us with a foothold for investigating cosmological black hole growth.

13.3 Reverberation Mapping Products

Substantial progress over the last 10 years especially has led to several valuable
and widely used reverberation-mapping products, including direct black hole mass
measurements, black hole scaling relationships that can be used to quickly estimate
large numbers of black hole masses, and detailed information on the geometry and
kinematics of the BLR gas. As we describe in the following sections, the first two
items are fairly well-developed at this time, while we are just now beginning to truly
exploit the third.

13.3.1 Black Hole Masses

In order to directly constrain the mass of a black hole, a luminous tracer (usually
gas or stars) must be used to probe the local gravitational potential. In the case of
reverberation mapping, the photoionized BLR gas is deep within the potential well
of the black hole where its motion is expected to be dominated by gravity in the
absence of strong radiation pressure. While the effect of radiation pressure is still
debatable for lines such as C IV, these conditions are most likely to be satisfied for
Hˇ (e.g., [52, 56, 59]) which is expected to arise from gas that is well-shielded from
the central ionizing source. The Doppler-broadened width of the Hˇ emission line
is therefore a measure of the line-of-sight velocity of the gas within the BLR. And,
as described in Sect. 13.2, the time delay in the Hˇ emission line is a measure of the
radius of the BLR for that same line-emitting gas. Coupling these two measurements
together through the virial theorem allows a direct constraint on the mass of the
central black hole, modulo a scaling factor to account for the detailed geometry
(including inclination) and kinematics (whether rotation, infall, or outflow) of the
gas.
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Given the orientation-dependent picture of AGNs described above, and our
inability to directly resolve the BLRs of even nearby AGNs with current technology,
it is necessary to constrain the black hole mass scaling factor through some means.
This is typically accomplished in an indirect way by comparing the relationship
between black hole mass and host-galaxy bulge stellar velocity dispersion, the
MBH��? relationship, for nearby quiescent galaxies with stellar- and gas-dynamical
modeling-based black hole masses to the relationship for AGNs with as-yet-
unscaled reverberation masses, i.e., virial products. The average multiplicative
factor that must be applied to the AGN virial products to bring the AGN relationship
into agreement with that of the quescent galaxies is found to be 	4�5 (most recently
4:3 ˙ 1:1 [27], when all AGNs are treated equally and local high-luminosity AGNs
are included to extend the range of the MBH � �? relationship).

Certainly, there are many assumptions involved in determining this average
scaling factor, and it is important to keep in mind when applying the scaling factor
that it is a population average and therefore likely to be uncertain by a factor of 2–3
for any individual AGN. Nonetheless, several lines of independent evidence point
to this value of the mass scaling factor being in the right ballpark.

The first is to simply assume that the main contribution to the scale factor is
the inclination of the system, or the sin i term in the gas velocity. A scale factor
of 4:3 would imply a typical broad-lined AGN inclination of 	29ı, which is well
in line with expectations based on our current understanding of AGN structure.
Furthermore, this average inclination agrees well with the geometric inclinations
derived for the extended and resolved narrow-line region structure of several nearby
AGNs [23].

A more rigorous test is to compare the black hole masses derived from
reverberation mapping with those derived from stellar- or gas-dynamical modeling
in the same objects. As previously discussed, most AGNs are too far away for
dynamical modeling techniques to be applied, but a few very nearby AGNs can
be examined in this way. Direct comparisons have been carried out for two AGNs to
date—NGC 3227 [15, 18] and NGC 4151 [4, 61] (see Fig. 13.3). So far, the resultant
black hole masses agree remarkably well between such disparate measurement
techniques, each derived from independent observations and each with their own
independent set of assumptions and biases. While the agreement is reassuring for
these two objects, a sample of two is hardly definitive. Two more AGNs with
reverberation masses—NGC 6814 [11] and NGC 5273 [7]—are in various stages
of the dynamical modeling process, and a handful of other AGNs are being targeted
for reverberation-mapping with the hope of dynamical modeling to follow.

One current complication to this test, however, is the effect of bars on the
central stellar dynamics, and therefore the derived black hole masses (e.g., [14, 31]).
Even for the relatively face-on galaxy, NGC 4151, a significant bias was found to
be induced in the best-fit black hole mass from the weak galaxy scale bar [61].
NGC 5273 will be an especially interesting case for testing black hole masses from
reverberation mapping versus stellar dynamical modeling given its unbarred S0
morphological type. Furthermore, in the next several years, it is likely that JWST
will allow some advancement in the numbers of AGNs that can provide direct mass
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Fig. 13.3 Comparison of black hole masses derived from reverberation mapping with an average
mass scale factor applied, and from stellar dynamical modeling and gas dynamical modeling
which do not rely on a scale factor. Stellar dynamical modeling is in progress for NGC 6814 and
NGC 5273, but the expected location based on the reverberation mass for each is denoted in the
figure

comparisons across techniques. Gultekin et al. argue that dynamical modeling can
still place strong constraints on black hole mass even if the radius of influence of
the black hole is not strictly resolved in the observations [30]. JWST will provide a
comparable spatial resolution for studies of host-galaxy stellar absorption features
to that which is currently achieved with ground-based observatories and adaptive
optics, but the advantages of JWST include a stable PSF, a significantly higher
Strehl ratio, and very low backgrounds, all of which are important for deriving tight
dynamical constraints on the black hole mass.

Finally, as we discuss in Sect. 13.3.3, it is possible to directly constrain the
black hole mass, without needing to resort to the use of a scaling factor, from the
reverberation-mapping data itself. Data quality concerns have generally not allowed
this goal to be met in the past, but recent progress is encouraging, and the resultant
mass constraints generally agree with our expectations based on the arguments
above.
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13.3.2 Black Hole Scaling Relationships

One of the most useful scaling relationships to arise from the compendium of
reverberation-mapping measurements is the RBLR � LAGN relationship: the rela-
tionship between the time delay, or average radius of emission, for a specific
emission line and the luminosity of the central AGN at some particular wavelength.
This particular scaling relationship was expected from simple photoionization
arguments and looked for in the early days of reverberation mapping when the
number of successful monitoring campaigns and reverberation measurements was
still very small [47]. The addition of several high-luminosity local quasars from the
Palomar-Green Bright Quasar Survey to the reverberation sample led to the first
well-defined functional form of the RBLR � LAGN relationship [40]. Figure 13.4
shows the most current calibration of the RBLR � LAGN relationship between Hˇ

and the AGN continuum luminosity at rest-frame 5100 Å, where all luminosities
have been carefully corrected for the contamination of host-galaxy starlight using
high-resolution HST images and two-dimensional decompositions of the images to
separate the galaxy starlight from the AGN emission [6].

Fig. 13.4 The relationship between the Hˇ time delay and the specific luminosity of the AGN at
5100 Å, the RBLR � LAGN relationship. (Reprinted with permission from Bentz et al. [6])
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Rather than carrying out a long-term monitoring campaign for any AGN of
interest, the RBLR�LAGN relationship allows a single spectrum to provide an estimate
of the black hole mass through two simple measurements: the width of the broad
emission line as a proxy for the gas velocity, and the continuum luminosity of the
AGN as a proxy for the time delay expected in the emission line. This handy shortcut
provides a means for taking large spectroscopic surveys and producing catalogs full
of black hole mass estimates (e.g., [71]). Of course, as one might expect, the devil
is in the details.

Currently, Hˇ is the only emission line for which a well-calibrated RBLR � LAGN

relationship exists. Unfortunately, Hˇ shifts out of the observed-frame optical
bandpass at redshifts of only z D 0:7 � 0:8. The Mg II and C IV emission lines
in the ultraviolet rest-frame are therefore more accessible for most quasar surveys
conducted from the ground. But at this time, only a handful of measurements of
C IV reverberation time delays exist (see [39] for a first attempt to constrain a C IV

RBLR � LAGN relationship), and even fewer reverberation measurements exist for
Mg II. Quasar black hole masses therefore require bootstrapping the estimates into
the UV using the Hˇ RBLR � LAGN relationship for local AGNs as the cornerstone
(e.g., [78]). Furthermore, the exact prescription for turning two simple spectral
measurements into an unbiased mass estimate is still highly debatable (see [17, 19]
for discussions of specific details that can cause biases).

Interestingly, the small scatter in the RBLR � LAGN relationship has led to
the proposal that it may be used to turn AGNs into standardizable candles for
investigating cosmological expansion [45, 82]. Quasars are easily observed well
beyond z � 1, where Type Ia supernovae become rare and difficult to find and
where the differences in cosmological models are more apparent. One of the largest
practical difficulties in turning this idea into reality, however, is again the long time
delays involved in monitoring high redshift quasars and the necessity of high signal-
to-noise spectroscopy over the course of such a monitoring campaign.

Other black hole scaling relationships include the aforementioned AGN MBH �
�? relationship [26, 27, 60, 63] and the relationship between the AGN black
hole mass and the host-galaxy bulge luminosity, the MBH � Lbulge relationship
[3, 10, 80]. While the more commonly-used forms of these relationships tend to
be those derived for black holes with dynamically-modeled black hole masses
(e.g., [22, 24, 30, 50, 51, 53]), the AGN relationships provide a useful counterpoint
given the differences between the two samples. In particular, the AGN reverberation
sample has a large percentage of late-type, disc-dominated galaxies, whereas the
quiescent galaxy sample with dynamical black hole masses is comprised mainly of
early-type galaxies. It is not at all clear that galaxies of different morphological types
should all follow the same scaling relationships (see the review by Kormendy and
Ho [50]). Furthermore, active galaxies may not follow the same scaling relationships
as quiescent galaxies (e.g., [79]), but most studies of galaxy and black hole co-
evolution at cosmological distances are necessarily limited to active galaxies.

Even despite these differences between the samples, it appears that our current
constraints on the general forms of the MBH � Lbulge and MBH � �? relationships
are consistent for AGNs with reverberation masses and for quiescent galaxies
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with dynamical black hole masses. Several ongoing studies aim to refine and
more accurately constrain these relationships, and part of this effort is devoted
to tackling the key observational uncertainties that remain—such as determining
accurate distances to the AGN host galaxies, and replacing stellar velocity disper-
sion measurements from long-slit spectra with those obtained from integral field
spectroscopy of the host galaxies. Here again, barred galaxies (and galaxies with
“discy” bulges) are a source of confusion. While they are seen to be outliers in
the quiescent MBH � �? relationship [26, 37, 50], there is no such offset seen in
the AGN MBH � �? relationship [27] unless it is artificially inserted by scaling the
black hole masses in those galaxies by a different value [33]. Comparisons between
the different assumptions and biases in the AGN MBH � �? relationship versus the
quiescent galaxy relationship will therefore help to shed light on the underlying
causes for such puzzles. And while it has been the focus of less intense study in
the last decade or so, an accurately calibrated MBH � Lbulge relationship will be
especially necessary for constraining galaxy evolution through upcoming deep all-
sky photometric surveys with no spectroscopic component, like LSST.

13.3.3 BLR Geometry and Kinematics

Most of the progress in reverberation mapping has focused on the lowest-order
measurement that can be made, namely the average time delay of an emission
line, because this is what is required to make a dynamical mass measurement.
Historically, it was also the only measurement that could be recovered from the
marginally-sampled light curves from early reverberation campaigns. However,
there is much more information encoded in densely-sampled light curves. In
particular, the emission-line light curve is a convolution of the continuum variations
and the extended response of the BLR gas at different line-of-sight velocities and
light travel times relative to the observer. Resolving the time delays as a function of
velocity across an emission-line profile can therefore give constraints on the detailed
geometry and kinematics of the BLR gas. In Fig. 13.5, we show three examples
of emission-line response given one fairly simple model for the BLR and three
different possible kinematics of the gas: rotation, infall, and outflow. The differences
between the three are apparent in a full deconvolution of the emission-line response
(Fig. 13.5, shaded regions), or a first-order analysis in which the mean time delays
are computed for velocity bins across the line profile (Fig. 13.5, error bars).

While the wealth of information that is potentially available from reverberation-
mapping datasets has been understood for quite some time, the practical difficulties
involved in deconvolving a faint signal from sparsely- and irregularly-sampled noisy
data have limited much progress in this area. Notable early attempts include [20, 76,
81], but recovered maps of velocity-resolved results, reminiscent of those shown
in Fig. 13.5, were ambiguous at best. In the last few years, however, reverberation
programmes have enjoyed much more success given the careful experimental setup
and the resultant high quality of the data [8, 11, 16, 18, 29].
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Fig. 13.5 The expected emission-line response for a toy model BLR with three different possible
kinematics: (a) rotation, (b) infall, and (c) outflow. For simplicity, the geometry is kept the same for
all three cases—the line emission is restricted to a bicone with a semi-opening angle of 30ı and the
model is inclined at 20ı so that the observer is inside the beam. The radiation structure within the
BLR clouds is set so that the emission is enhanced for clouds at smaller radii, and the line emission
is partially anisotropic, such that the emission is enhanced in the direction of the illuminating
source. The gray-scale images show the full two-dimensional structure in time lag versus line-of-
sight velocity, while the vertical red error bars show the weighted mean and standard deviation of
the time lag within discrete velocity bins that are represented by the horizontal red error bars. The
overall shape is different for each of the three models: a symmetric structure around zero velocity
for circular Keplerian orbits, longer lags in the blueshifted emission for infall, and longer lags in
the redshifted emission for outflow. (Reprinted with permission from Bentz et al. [11])

With such high quality data now in hand, there are two general methods
for extracting the reverberation signal. Deconvolution techniques can be used to
produce a model-independent, but potentially difficult-to-interpret, velocity delay
map like the models displayed in Fig. 13.5. Direct modelling of the spectroscopic
data, on the other hand, produces easily-interpreted constraints on different possible
physical models, but is by definition model-dependent and limited by human
imagination.

The most widely employed deconvolution algorithm to date is the MEMECHO
code [34, 36], which uses maximum entropy balanced by 
2 to find the simplest
possible solution that fits the data. Each pixel in the AGN spectrum can be treated
as a separate velocity bin for which an entire light curve exists throughout the
monitoring campaign. The code solves for the time delay response function in all
the individual light curves for each of the pixels in the spectrum. From the many
response functions, a map of time delay as a function of velocity is reconstructed.

Figure 13.6 shows an example of the deconvolved response of the broad
optical recombination lines in the spectrum of the Seyfert galaxy Arp 151 [8]. The
differences in expected mean time delays for the lines is immediately apparent, and
also interesting is the strong prompt response in the red wings of the Balmer lines
compared to the lack of prompt response in the blue wings of those same emission
lines. An asymmetric response such as this could be produced by either rotating gas
with enhanced emission in one location (such as a hot spot or warp), or by infalling
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Fig. 13.6 The deconvolved emission-line response as a function of velocity for the broad optical
recombination lines in the spectrum of Arp 151. (Reprinted with permission from Bentz et al. [8])

gas, or some combination of these simplistic models. Similar asymmetries are also
seen in the deconvolved responses of a handful of additional AGNs [28].

Direct modeling, on the other hand, tests the data against specific geometric
and kinematic models to constrain the family of models that best represent the
observations. For the Arp 151 dataset above, direct modeling results prefer a thick
disc BLR geometry, inclined at 	25ı to the observer’s line of sight, and the
kinematics are dominated by inflow with some contribution from rotation [62],
in general agreement with the interpretation of the deconvolution results. Pancoast
et al. also find similar results for a few additional AGNs [62].

Furthermore, direct modeling is able to determine the individual scaling factor
that would need to be applied to the reverberation-based black hole mass as
described in Sect. 13.3.1 above. For the handful of AGNs with successful dynamical
models, we can see that the scale factor indeed varies from object to object, as
expected for a population of objects with random inclinations within some limited
range (see Fig. 13.7). The average of these individual scaling factors also agrees
quite well with the population average derived above through use of the MBH � �?

relationship (see Sect. 13.3.1).
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Fig. 13.7 The individual mass scale factor for 5 AGNs with direct modeling of their velocity-
resolved responses. The average value for this small sample is f � 4:8 (denoted by the horizontal
blue dashed line), in good agreement with values determined by comparison of the active galaxy
and quiescent galaxy MBH � �? relationships (denoted by the other horizontal lines). (Reprinted
with permission from Pancoast et al. [62])

13.4 Looking Ahead

The future is looking promising for applications of reverberation mapping. In
addition to the many ongoing areas of study summarized in the previous pages,
several recent or ongoing programmes, such as the multi-object SDSS reverberation
programme [72] and the massive HST plus ground-based reverberation programme
for NGC 5548 [16], are just starting to report results that will lead to both new
insights and new puzzles in the area of AGN physics. Additionally, the upcoming
OzDES programme [44] will help push to higher redshifts, providing a more stable
anchor for black hole mass estimates of high-z quasars.

The flurry of recent activity in velocity-resolved reverberation mapping is
unlikely to abate any time soon, and here we may hope to unlock many of the secrets
surrounding AGN feeding and feedback. New codes to deal with velocity-resolved
reverberation mapping data are currently being developed ([73], Anderson et al.
in prep), and new features are being added to currently-existing codes (Pancoast,
private communication).

With UV astronomy currently dependent on the continuation of HST, it is
certainly conceivable to think that the Kronos spacecraft [68], or a similar instru-
ment, may again make an appearance in proposal form. It is an exciting time for
supermassive black holes, reverberation mapping, and AGN physics!
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VisAO, 35
visibility, 44, 48, 55, 56, 63, 76, 98–100, 109
VISIR, 29
visual binary, 113
volume filling factor, 103, 109
von Zeipel theory, 69
Voronoi tesselation, 82
vortex coronagraph, 29
VV Pup, 210

W Vir, 137
wave, 59, 60
wavefront correction, 35
wavefront distortion, 4
wavefront error, 3, 26, 28
wavefront sensor, 23, 24
wavefront variance, 3
wavelet, 82, 84
weight function, 161–163
white dwarf, 155, 168, 205, 208, 210, 212, 213,

216, 217, 237, 242
wind, 155, 167, 173
wind speed, 4, 22
WISARD, 88
WZ Sge, 195

X-ray binary, 208, 237, 241, 243
X-ray image, 202

young binary, 66



274 Index
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Z Cha, 170, 173
Zeeman Doppler imaging, 223, 231, 232,

234–236

Zeeman effect, 228, 229
Zernike phase contrast wavefront sensor, 24
Zimpol, 35
Z Oph, 141


	Preface
	Contents
	List of Contributors
	1 Lucky Imaging in Astronomy
	1.1 Motivations for Employing Lucky Imaging Techniques
	1.2 Atmospheric Seeing ``101'' and Lucky Imaging
	1.2.1 Angular Resolution and the Fried Parameter r0
	1.2.2 Strehl Ratio
	1.2.3 Coherence Time τ0
	1.2.4 Probability of Lucky Imaging

	1.3 Lucky Imaging Precursors
	1.4 Technical Implementation
	1.5 Observing and Data Reduction Strategy
	1.6 Lucky Imaging Compared to Other High-Angular Resolution Techniques
	1.6.1 Passive Techniques
	1.6.2 Active Techniques
	1.6.3 Combining Passive and Active Techniques
	1.6.4 Additional Advantages and Limitations of Lucky Imaging

	1.7 Examples for Instrumentation and Science
	1.8 Summary and Outlook
	References

	2 Adaptive Optics in High-Contrast Imaging
	2.1 Introduction
	2.1.1 Science Case
	2.1.2 Requirements
	2.1.3 From Pioneering Adaptive Optics Experiments to Extreme Adaptive Optics System

	2.2 Fundamentals of High-Contrast Adaptive Optics Systems
	2.2.1 Characteristics of Images Distorted by the Atmospheric Turbulence
	2.2.1.1 Architecture of an AO System

	2.2.2 Wavefront Sensing
	2.2.3 Deformable Mirror Technologies

	2.3 The Transition to Extreme AO Systems
	2.3.1 Wavefront Error Requirement for High Contrast
	2.3.2 Coronagraphy and Diffraction Control
	2.3.3 Low-Order Wavefront Sensing and Non-common Path Aberrations
	2.3.4 Observation Strategies for Improved Stability and Speckle Removal
	2.3.4.1 Stability Considerations
	2.3.4.2 Observing Strategies


	2.4 Science Highlights and New Challenges
	2.4.1 Discs at Very Short Separations
	2.4.2 Planets in the Visible
	2.4.3 Spectra of Exoplanets and Brown Dwarfs

	2.5 Conclusions and Future Challenges
	References

	3 Aperture Masking Imaging
	3.1 Introduction
	3.2 Narrow Field Imaging
	3.3 Non-redundant Aperture Masking
	3.4 Kernel and Bispectral Phase
	3.5 Applications of Aperture-Masking Imaging
	3.5.1 Precision Binary Astrometry
	3.5.2 Faint, Low-Strehl Imaging
	3.5.3 High-Contrast Imaging (e.g. LkCa 15)

	3.6 Conclusions
	References

	4 Optical Long Baseline Interferometry
	4.1 Linking the Object to the Interference Fringes
	4.1.1 Interference of a Single Emitter
	4.1.2 Linearity Between the Emitter and the Fringes Displacements
	4.1.3 Integration Over Many Emitters

	4.2 Interpreting Interferometric Observations
	4.2.1 Partially Resolved: Diameter Measurements
	4.2.2 Parametric Analysis
	4.2.3 Aperture Synthesis Imaging 

	4.3 Instrumentation Suite
	4.3.1 Observing Facilities
	4.3.2 Support and Observing Tools

	4.4 Conclusions
	References

	5 Image Reconstruction in Optical Interferometry: An Up-to-Date Overview
	5.1 Introduction
	5.2 Principles of Optical Interferometry
	5.3 Bayesian Framework of Image Reconstruction
	5.3.1 Bayes Equation for Image Reconstruction

	5.4 Likelihood
	5.4.1 Non-convexity and Multi-modality of the Likelihood

	5.5 Regularisation
	5.5.1 Separable Regularisation Functions
	5.5.2 Example of Regulariser: Prior Images
	5.5.3 Example of Regulariser: Multiscale Approaches and Compressed Sensing
	5.5.3.1 Compressed Sensing
	5.5.3.2 Applying Compressed Sensing to Optical Interferometry
	5.5.3.3 Dictionaries for Optical Interferometry

	5.5.4 Regularisation Weight

	5.6 Optimisation Engines: The Software Landscape
	5.6.1 Stochastic vs Deterministic Approaches
	5.6.1.1 Classic Deterministic Algorithms
	5.6.1.2 Stochastic Algorithms
	5.6.1.3 Explicit vs Implicit Approach and Self-Calibration
	5.6.1.4 Multiwavelength: Proximal Methods

	5.6.2 Fidelity of Current Reconstructions

	5.7 Conclusion
	References

	6 Tori, Discs, and Winds: The First Ten Yearsof AGN Interferometry
	6.1 Active Galactic Nuclei 101
	6.2 The Dusty Environment
	6.3 Infrared Long-Baseline Interferometry of AGN: Pushing the Limits
	6.4 Science Results
	6.4.1 Sizes and What They Mean
	6.4.2 The Dust Is Clumpy, Indeed!
	6.4.3 The Inner Radius Scales with Luminosity, But What Kind of Dust Are We Seeing?
	6.4.4 Constraints on the Volume Filling Factor
	6.4.5 The Distribution of the Dust Revealed, But It Is Not Clear What It Means
	6.4.6 Where Is the Torus After All?

	6.5 Conclusions and Outlook
	References

	7 Disentangling of Stellar Spectra
	7.1 Introduction
	7.2 Disentangling of Spectra of Multiple Stars
	7.2.1 Fourier Disentangling
	7.2.2 Generalised Disentangling
	7.2.3 Constrained Disentangling
	7.2.4 Numerical Representation

	7.3 Disentangling of Spectra of Interacting Binaries
	Appendix: Bayesian Estimation of Parameters Errors
	Errors of Line Strengths and Radial Velocities
	Errors in Multidimensional Space of Parameters

	References

	8 Velocity Fields in Stellar Atmospheres Probed by Tomography
	8.1 Introduction
	8.2 Method
	8.3 Results
	8.3.1 Application to the Mira Variables RT Cyg and RY Cep
	8.3.2 Other Pulsating Variables
	8.3.3 Supergiants

	8.4 Future Prospects: Transforming Optical Depths to Geometrical Depths to Access the Shock Velocity
	References

	9 Eclipse Mapping: Astrotomography of Accretion Discs
	9.1 Context and Motivations
	9.2 Principles and Inner Workings
	9.3 Performance and Limitations
	9.4 Error Propagation Procedures
	9.5 Applications
	9.5.1 Spectral Mapping: Spatially-Resolved Disc Spectra
	9.5.2 Time-Lapse Mapping: Dwarf Nova Outbursts
	9.5.3 Flickering Mapping: Revealing the Disc Viscosity
	9.5.4 3D Eclipse Mapping: Disc Opening Angle and Superhumps

	9.6 Summary
	References

	10 Stokes Imaging: Mapping the Accretion Region(s) in Magnetic Cataclysmic Variables
	10.1 Introduction
	10.2 Polarisation Modelling
	10.3 Stokes Imaging
	10.4 Photo-polarimetric Observations of the Eclipsing Polar CTCV J1928-5001
	10.5 Future Work: Stratified Accretion Shocks
	10.6 Future Work: Multi-tomography
	References

	11 Doppler Tomography
	11.1 Introduction
	11.2 Principles of Doppler Tomography
	11.2.1 Coordinates
	11.2.2 3D Profile Formation
	11.2.3 2D Profile Formation
	11.2.4 Inversion
	11.2.4.1 Filtered Back-projection
	11.2.4.2 Regularised Fitting

	11.2.5 Doppler Tomography Extras
	11.2.5.1 Systemic Velocity
	11.2.5.2 Orbital Phase Uncertainty
	11.2.5.3 Finite Exposures
	11.2.5.4 Blended Lines
	11.2.5.5 Modulation Mapping

	11.2.6 Codes for Doppler Tomography

	11.3 Doppler Tomography in Practice
	11.3.1 Spiral Shocks
	11.3.2 Donor Star Emission
	11.3.3 AM CVn Stars

	11.4 Doppler Tomography of Polars: Accretion Streams, Accretion Curtains and Half Stars
	11.4.1 Accretion Streams and Curtains
	11.4.2 Accretion Curtains in Asynchronous Polars
	11.4.3 The Donor Stars
	11.4.4 Summary on Polars

	References

	12 Tomographic Imaging of Stellar Surfaces and Interacting Binary Systems
	12.1 Doppler and Zeeman-Doppler Imaging of Stellar Surfaces
	12.1.1 Doppler Imaging as a Tool to Study StellarMagnetism
	12.1.2 Principles of Doppler Imaging (DI)
	12.1.3 Measurements of Stellar Magnetic Fields and Zeeman-Doppler Imaging
	12.1.4 Zeeman-Doppler Imaging Science Highlights
	12.1.4.1 Chemically Peculiar Stars
	12.1.4.2 Cool Main Sequence Stars
	12.1.4.3 Classical T Tauri Stars
	12.1.4.4 Ongoing and Future Developments


	12.2 Roche Tomography
	12.2.1 The Motivation for Roche Tomography
	12.2.2 The Principles of Roche Tomography
	12.2.3 Roche Tomography: Early Maps
	12.2.4 Probing Stellar Activity
	12.2.5 Differential Rotation
	12.2.6 Future Prospects
	12.2.6.1 Problems to be Solved
	12.2.6.2 Future Directions and Opportunities


	References

	13 AGN Reverberation Mapping
	13.1 Introduction and Motivation
	13.2 Reverberation Mapping Primer
	13.3 Reverberation Mapping Products
	13.3.1 Black Hole Masses
	13.3.2 Black Hole Scaling Relationships
	13.3.3 BLR Geometry and Kinematics

	13.4 Looking Ahead
	References

	Index

