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Preface

This volume of the LNCS series contains the papers accepted for presentation at the
28th International Conference on Advanced Information Systems Engineering (CAiSE
2016), held in Ljubljana, Slovenia, during June 13-17, 2016. CAISE has established
itself as a leading venue on information systems engineering. It serves as a forum for
the exchange of ideas for researchers, practitioners, and students, where the most recent
results in the domain are presented and discussed. In addition, it is a place to learn,
meet the community, start new projects, and identify future trends.

Information systems are developed by people and for people. The CAiSE 2016
theme was “Information Systems for Connecting People,” emphasizing the wish to
satisfy the needs and requirements of people, both as individuals and as parts of
organizations, which are socio-technical systems. In particular, this theme emphasized
the role of information systems in communication among individuals, organizational
units, and organizations themselves. It could also imply knowledge building and
knowledge sharing, all kinds of decision making, negotiating and reaching agreements,
bridging differences and distances among various points of view, perspectives, posi-
tions, and/or cultures.

Following this theme, the scientific program of CAiSE 2016, whose papers appear
in this volume, included “traditional” topics associated with information systems
engineering, as well as more contemporary topics and ones specifically related to the
theme. The program included the following paper sessions:

Collaboration

Innovation, gamification
Cloud and services

Open source software
Requirements engineering
Business process modelling
Business process management
Variability and configuration
Process mining

Mining and business process performance
Mining and decision support
Conceptual modelling

CAIiSE 2016 received 211 full-paper submissions from all over the world: papers
were submitted from 48 countries in all five continents. After a rigorous reviewing
process, involving the CAiSE Program Committee and Program Board, 35 high-quality
papers were selected for presentation at the conference (acceptance rate of 16.5 %).
Notably, the papers accepted for publication in the conference include representatives
of all five continents, demonstrating how international CAiSE is.



VI Preface

The scientific program also included three keynotes and four tutorials, whose
abstracts appear in this volume. The keynotes are: “Three Projects and a Projection” by
Jonathan Grudin, “Making Your Users and You Tick” by Igor Benko, and “Processes
and Quality of Data” by Barbara Pernici. The tutorials are: “Sustainability in Infor-
mation Systems Engineering and Research” by Sergio Espafia, Patricia Lago, and Sjaak
Brinkkemper; “Quality of Business Process Models” by John Krogstie; “ICT-Based
Creativity and Innovation” by Michele Missikoff; “Capability-Driven Development for
Building Sustainable Information Systems” by Janis Stirna, Jelena Zdravkovic, and
Hrvoje Simic.

In addition, the conference featured a variety of workshops, three attached working
conferences, an industry track, a doctoral consortium, and a forum devoted to fresh
research ideas. Separate proceedings have been published for all these events.

As editors of this volume, we would like to thank all the members of the Program
Board and of the Program Committee, as well as external reviewers for their dedication
in providing thorough and fair evaluations. Our deepest thanks to Richard van de Stadt,
who helped us with the CyberChairPRO conference management system in an extre-
mely effective way. We also warmly thank the local organization team and the CAiSE
webmaster, publicity chairs, workshop organization chairs, forum chairs, tutorial and
panel chairs, doctoral consortium chairs, publication chair, and industry chairs. Last but
not least, we thank the general chairs, Marko Bajec and Johann Eder, who helped us
with patience and dedication, combining experience with enthusiasm, to deliver a
program that we are sure the community found interesting and inspiring.

April 2016 Selmin Nurcan
Pnina Soffer
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Three Projects and a Projection

Jonathan Grudin

Microsoft Research, USA
jgrudin@microsoft.com

Abstract. Thirty years ago, working as a software engineer, I was asked to help
develop information systems for connecting people—a range of communication
and collaboration support applications and features. It proved difficult to develop
systems that people wanted to use. To understand why I gravitated to research,
continuing to work with developers and HCI practitioners when opportunities
arise. In this talk I will discuss three favorite projects in recent years that had
directly applied goals. The goals were fully realized in one case, partly realized
in a second, and the third is a favorite because of what we learned. The project
areas were an enterprise email system extension, an enterprise ‘serious game’
platform, and K-12 (primary and secondary) education. I will then step back to
describe changes over thirty years that seem salient, and some of the challenges
and opportunities confronting us today.



Making Your Users and You Tick

Igor Benko

Google, USA
ibenko@google.com

Abstract. A successful system delights its users, makers, and operators. Making
such a system requires melding of different disciplines, practices, a good timing,
perseverance, social responsibility, risk management, and some luck. The
challenge amplifies when the system targets users across continents and vastly
different cultures. In this talk we will illustrate some of the challenges with
lessons from Google Search and Google Maps. In particular, we will look into
features that help connecting people and that help connect people to the issues
they care about. As examples we will use My Maps that connect people over
social issues. We will also look at experimental features in Google Search where
we enabled interactions between people and cultural moments, and where we
enabled American presidential candidates post content directly to Google
Search.



Processes and Quality of Data

Barbara Pernici

Politecnico di Milano - DEIB
Piazza Leonardo da Vinci 32, 20133 Milano, Italy
barbara.pernici@polimi.it

Abstract. While a great emphasis has been given in the literature on modeling
and analyzing the structure of processes, data being processed and managed
within processes are often considered with less attention. In the talk, the
importance of data in processes will be analyzed mainly from the point of view
of its quality. The data being considered include both the ones directly managed
by the process and also the ones that are available in the process execution
environment, providing information about its context of execution. In particular
the presentation will discuss the issues and possible techniques that can be
adopted for evaluating the impact of poor data quality on processes, for
assessing the importance of different data quality dimensions, such as, for
instance, accuracy, consistency, and completeness, for improving processes
adding data quality controls, for repairing processes when failures due to poor
data quality occur during execution. Finally, future directions for research
considering the opportunities and issues arising from the larger and larger
amounts of data available in process environments from different sources will
analyzed and discussed.
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CAIiSE 2016 Tutorials

This section contains the abstracts of the tutorials accepted for presentation at the 28th
International Conference on Advanced Information Systems Engineering (CAiSE
2016), held in Ljubljana, Slovenia, from the 13th to the 17th of June, 2016.

The objective of the tutorials is offering new insights, knowledge and skills to
managers, teachers, researchers, and students seeking to gain a better understanding
of the state-of-the-art in Information Systems engineering. They are a good way to get a
broad overview of a topic beyond a current paper presentation.

This year, 9 tutorial proposals were submitted for consideration at CAiSE 2016.
The tutorials were evaluated according to several criteria: relevance to CAiSE, structure
and contents of the proposal, attractiveness, novelty of the topic, perceived importance
in the field, methodology for the presentation, background of the speaker(s) and past
experience.

As a result, 4 tutorials were selected for presentation at the conference: “Sustain-
ability in Information Systems Engineering and Research”, by Sergio Espafia, Patricia
Lago and Sjaak Brinkkemper; “Quality of Business Process Models”, by John Krog-
stie; “ICT-based Creativity and Innovation”, by Michele Missikoff; “Capability Driven
Development for Building Sustainable Information Systems”, by Janis Stirna, Jelena
Zdravkovic and Hrvoje Simic. All the tutorials were assigned 90 minutes for presen-
tation and were included in the main conference program.

We would like to thank all the people involved in the organization of the event: the
CAIiSE 2016 Program Chairs, Selmin Nurcan and Pnina Soffer; the CAiSE 2016
General Chairs, Marko Bajec and Johann Eder; and all the colleagues who submitted
their tutorial proposal for consideration to the conference.

Barcelona/Geneva, March 2016

Xavier Franch, Universitat Politécnica de Catalunya, Spain
Jolita Ralyté, University of Geneva, Switzerland



Sustainability in Information Systems
Engineering and Research

Sergio Espafia’, Patricia Lago®, Sjaak Brinkkemper'

! Department of Information and Computing Sciences, Utrecht University,
The Netherlands
s.espana@uu.nl, s.brinkkemper@uu.nl
2 Department of Computer Science, VU University Amsterdam, The Netherlands
p.lago@vu.nl

Abstract. Academic and industrial interest in sustainability-related topics is
increasing. There is a growing awareness that, when it comes to improving the
impact in our surroundings, every little helps. This tutorial provides an overview
of sustainability in the realm of information systems, both from a research
perspective and from the point of view of industry practitioners. Starting from
the basics of sustainability and its relation with information technology, we then
review methods and technologies applicable to this domain. Moreover, we will
discuss the current challenges in sustainable information systems research and
development. Interlarded with examples and interactions with the participants,
our ultimate goal is to motivate you to take part in this interesting area with a
strong societal impact.

Keywords: Sustainability - Green IT - Information systems - Responsible
software - Responsible enterprise - Socio-environmental impact - Tutorial

1 ICT Sustainability Is Not Only a Hot Topic, but also Necessary

The behaviour of enterprises and citizens has an impact on the sustainability of the
economic, social and environmental systems [1]. Responsible enterprises and well-
informed citizens are agents of change towards a better world. Given the great chal-
lenges to be faced, their efforts need to be supported by the appropriate information and
communication technology (ICT).

The impressive advances in ICT over the last few decades have brought big threats
and opportunities. Among the threats, data centres serving the ever-growing demand
for information are now responsible for around 2 % of greenhouse gas emissions, a
similar share to aviation [2]. Advances in energy-efficient hardware and software are
expected to alleviate this problem [3]. Among the opportunities, the emerging second
wave of sustainable ICT is becoming more externally focused and service-oriented,
applying technology not only to exploit enterprise and customer opportunities but also
to address broader societal problems [4]. In this promising landscape there are many
opportunities for successful innovations to be applied in sectors such as agriculture,
construction, power, consumer services, manufacturing or transportation.
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2 Overview of the Tutorial: From Basics to Challenges

The tutorial aims to raise awareness on the role that advanced information systems
research and engineering can have in creating a more sustainable world. It is a call for
participation in a growing movement to save the planet and its people, while keeping
profit in mind. The main intended learning outcomes of the tutorial are the following:

e Know the basics of sustainability from the economic, social and environment points
of view (a.k.a. triple bottom line).

e Understand the role played by information systems research and engineering in
technical sustainability.

e Be aware of the relevant toolset of methods and technologies applicable to this
research domain.

e Be able to outline past and current trends on sustainable software, as well as the
open challenges of the area.

The tutorial provides a bird’s eye view on sustainable information systems engi-
neering and research. It intends to produce insights in the audience on how they can
contribute to a more sustainable world as researchers and as individuals, presenting the
necessary methods and tools to do so.

Eventually, we intend to motivate you to participate in improving our world:
practitioners will learn what they can do to improve the responsibility of their enter-
prises (well-established practices and tools); researchers will learn how they can
expand the frontiers of knowledge on sustainable software (relevant theories, research
methods and challenges).

References

1. Gibson, R.B.: Beyond the pillars: sustainability assessment as a framework for effective
integration of social, economic and ecological considerations in significant decision-making.
J. Environ. Assess. Policy Manage. 8(3), 259-280 (2006)

2. Global e-Sustainability Initiative -GeSI- and Boston Consulting Group: SMARTer 2020: the
role of ICT in driving a sustainable future (2012). http://gesi.org/portfolio/report/72

3. Procaccianti, G., Lago, P., Lewis, G.A.: Green architectural tactics for the cloud. In: 11th
Working IEEE/IFIP Conference on Software Architecture. WICSA 2014, pp. 41-44. IEEE
(2014)
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Quality of Business Process Models

John Krogstie

NTNU, Trondheim, Norway
John.krogstie@idi.ntnu.no

Abstract. The goal of the tutorial was to discuss issues of quality of business
process models, and how the SEQUAL framework on quality of models and
modeling languages can be used in practice to assess and evaluate a business
process model. Based on the tutorial and accompanying material, the partici-
pants should be able to use the framework in their own work. The expected
audience of the tutorial was people with intermediate or advanced background in
(process) modeling, although anyone with some familiarity with modeling, and
in particular business process modelling should be able to benefit from the
tutorial.

Keywords: Business process modelling - Quality of models - Modeling
languages

Tutorial Details

Business processes is at the core of organizational activities. A (business) process is a
collection of related, structured tasks that produce a specific service or product to
address a certain (organizational) goal for a particular actor or set of actors. The
management of business processes receives increasing interest [2]. An important area
in this regard is the modelling of processes - Business Process Modelling. Although a
lot of work is done in this area, we still have not developed a common agreement
relative to central notions such as:

e Quality of business process models so they can be used to achieve their purpose.

e Appropriate modelling formalisms and extensions of modelling formalisms and
approaches to support achieving and maintaining model quality.

e Needs for tools and methods to support process modelling.

Within process modeling we have found the move towards standardization, e.g. to
the use of BPMN, but it can be argued that BPMN do not address all the goals of
modeling [1]. To understand the issues of quality of conceptual models we have for
many years worked with SEQUAL, a framework for understanding the quality of
models and modeling languages, which we have seen can subsume all main aspects
relative to quality of models. SEQUAL builds on early work on quality of model [7],
but has been extended based on theoretical results [8, 9, 10] and practical experiences
[3, 4, 6, 11] with the original framework.
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SEQUAL has three unique properties compared to other frameworks for quality of

models:

It distinguishes between quality characteristics (goals) and means to potentially
achieve these goals.

It is closely linked to linguistic and semiotic concepts. In particular, the core of the
framework including the discussion on syntax, semantics, and pragmatics is parallel
to the use of these terms in the semiotic theory of Morris.

It is based on a constructivistic world-view, recognizing that models are usually
created as part of a dialogue between those involved in modeling, whose knowledge
of the modeling domain changes as modeling takes place.

Work to specialize SEQUAL for investigating the quality of business process

models is the topic of an upcoming book [5] and is the basis for this tutorial which
contains the following parts:

Sk W=

Characteristics of business process models

Quality of models relative to different goals of business process modeling
Overall presentation of the SEQUAL framework

Exemplifying the different aspects of the framework

Extensive examples of how the framework has been used in industrial settings
Summary with a quiz and take home lessons

References

. Aagesen, G., Krogstie, J.: Analysis and design of business processes using BPMN. In: vom

Brocke, J., Rosemann, M. (eds.) Handbook on Business Process Management. Springer,
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ICT-Based Creativity and Innovation

Michele Missikoff

Institute of Sciences and Technologies of Cognition, CNR, Rome, Italy
michele.missikoff@cnr.it

1 Framing Innovation

Innovation is a key factor to relaunch the EU industrial system. In particular SMEs, that
represent the 99 % of the enterprises active in Europe, need to systematically adopt
innovation as part of their everyday business (see: continuous innovation [1]). To this
end, SMEs need to rethink their culture, organization and, overall, their strategies in
adopting advanced ICT infrastructures. Hence, ICT plays a central role in carrying out
successful innovation; in particular, there is a new generation of ICT-based socio-
technical platforms that are proving to be very effective in supporting the challenging
activities of an innovation project.

This tutorial illustrates some of the key competences necessary to carry out a
successful innovation project. Some of them are directly derived from the experience in
Information Systems Engineering, but need to be revisited in the light of the advent of a
new breed of socio-technical systems, aimed at supporting innovation in networked
organizations (i.e., SMEs, but also large highly decentralised corporations, public
institutions, etc.).

Carrying out an innovation project is not an easily job for a single enterprise, then it
is really a challenge for a network of enterprise, having the problem of achieving the
necessary coordination and synergy in a distributed, multi-player operational and
decisional context. Managing an innovation project requires approaches, methods and
tools inherently different from those used in ‘traditional’ Project Management. It is
necessary a deep rethinking of existing tools and methods and, at the same time, new
tools and methods need to be developed. The BIVEE (Business Innovation in Virtual
Enterprise Environment) platform, developed by an European project (that received the
European Excellence Award), represents a valid example [2].

2 Objectives of the Tutorial

The objectives of this tutorial is to illustrate the opportunities that advanced ICT
solutions can offer to improve the innovation capacity of complex organizations, in
particular SMEs organized in virtual (networked) enterprises. To this end, the tutorial
starts with a reflection on the nature of Innovation, since this term represents a rich and
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articulated domain, often addressed without the awareness of its complexity. Then, the
tutorial proceeds addressing the following topics.

— Nature and essence of Innovation.

— Different types of innovation and the main approaches that can be used to address
them.

— Focusing on selected topics, e.g., how to improve creativity, by using game-based
technique, how to promote divergent thinking and serendipity in innovation.

— ICT methods and tools able to support the various activities found in the different
phases of the lifecycle of Innovation: from its inception (e.g., Creativity phase) to its
conclusion (e.g., Engineering and transfer to production).

— Practical issues to be considered when developing an ICT-based platform for
innovation support and management, starting from a specific case: the European
project BIVEE.

— Sharing conclusions on how to starting and carrying out an Innovation project.

The core of the presentation will be based on the 5-dimensional Open Innovation
Space. The 5 dimensions are: (i) key supporting disciplines (from Economics to Design
Science, from Art and Creativity to Engineering), (ii) enterprise facets (Process, Pro-
duct, Service, Organization, Market, Technology), (iii) digital enablers (from Col-
laboration platform to Knowledge Management, from Big Data Analytics to Decision
Support Systems), (iv) application domains (see below), (v) enterprise innovation
lifecycle (where the core is represented by the BIVEE Innovation Waves: Creativity,
Feasibility, Prototyping, Engineering).

It is important to remark once more that the approach and the addressed topics are
positioned at a meta-level, therefore the presentation is not concerned with innovation
in a specific application domain, such as automotive, health, agro-food, or aerospace.
We concentrate on innovation as a discipline per se, addressing it in a sufficiently
general fashion to seize the commonalities, principles, guidelines, but also methods and
tools, that are valid for a large variety of enterprises operating in different application
domains. But, naturally, the tutorial does not pretend to be exhaustive over all the
problems and solutions connected to innovation (that include, e.g., from change
management to HR, from organizational issues to business models); similarly, despite
the generality of the adopted approach and the proposed solutions, when such solutions
are actually applied to a concrete situation, a number of refinements, integrations and
customization need to be carried out.
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Abstract. The notion of capability has emerged in information system (IS)
engineering as the means to support development of context dependent orga-
nizational solutions and supporting IS applications. To this end a Capability
Driven Development (CDD) has been proposed. The CDD methodology sup-
ports IS development and designing as well as running applications that need to
be adjusted according to changes in the context. This tutorial presents the
methodology, demonstrates the tool support for CDD, as well as summarizes our
experiences of using CDD in four companies.

Keywords: Enterprise modeling - Capability design - Capability development

Introduction

A significant objective of today’s enterprise Information Systems (IS) is to be sus-
tainable, which entails producing value to their stakeholders over time. A major con-
cern is how IS can successfully support constant variations in business conditions
originating, for instance, from changes in customers’ demand, environmental aspects,
regulations, etc. A key challenge is the need to adjust according to change at runtime.

Capability as a concept originates from competence-based management and mili-
tary frameworks. It offers a complement to traditional Enterprise Modeling (EM)
approaches by representing organizational knowledge from a result-based perspective.
Lately, the notion has emerged in IS engineering as an instrument to context-dependent
business and application design. To ensure the needs of business stakeholders for the
variety of business contexts that an enterprise faces and thus facilitate sustainable
application delivery, we see the capability notion as the central concept to enable a
holistic approach to model-oriented IS development that integrates both the business
and technological development perspectives. Capability is seen as the ability and
capacity that enable an enterprise to achieve a business goal in a certain context [1]. It
is operationalized in a capability-oriented approach that integrates organizational
development with IS development taking into account changes in the application
context of the solution. This is referred to as Capability Driven Development (CDD). It
requires a number of organizational concepts to be modeled, such as business goals,
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processes, resources, Key Performance Indicators (KPIs), as well as the parameters for
describing business environmental contexts for organizations capabilities. CDD con-
sists of the following method components:

Capability Design for design, evaluation and development of capabilities by using
process models, goal models and other types of models.

Enterprise Modeling is included in CDD for the creation of enterprise models that
are used as input for capability design.

Context Modeling for analyzing the capability context, and the variations needed to
deal with variations.

Reuse of Capability Design for elicitation and documentation of patterns for
capability design.

Run-time Delivery Adjustment for defining capability adjustments at runtime.

The CDD methodology is supported by the CDD environment consisting of the

following key components:

Capability Design Tool (CDT): a graphical modelling tool for supporting the cre-
ation of models according to the capability meta-model. The CDT will provide the
developers with a suitable notation for EM and capability design.

Capability Navigation Application (CNA): an application that uses the models
created in the CDT to monitor relevant context and handle run-time capability
adjustments.

Capability Context Platform (CCP): the context platform supports capturing and
distributing context information to the CNA.

Capability Delivery Application (CDA): the business application that are used to
support the capability delivery. This can be a custom-made IS, or a configured IS
such as an ERP. The CNA communicates, or configures the CDA to adjust for
changing contexts during capability design and delivery.

CDD been applied in the following cases: SIV AG (Germany) for standard business

processes execution capability; FreshTL Ltd (UK) for maritime compliance capability;
CLMS Ltd (UK) for collaborative IS development using the MDD technology; Everis
(Spain) for service promotion capability, marriage registration capability, and SOA
platform capability.
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Abstract. Conceptual modeling is a creative, social process that is
driven by the views of involved stakeholders. However, few systems offer
view-based conceptual modeling on the Web using lock-free synchronous
collaborative editing mechanisms. Based on a (meta-)modeling frame-
work that supports near real-time collaborative modeling and meta-
modeling in the Web browser, this paper proposes an exploratory app-
roach for collaboratively defining views and viewpoints on conceptual
models. Viewpoints are defined on the metamodeling layer and instan-
tiated as views within a model editor instance. The approach was suc-
cessfully used for various conceptual modeling languages and it is based
on user requirements for model-based creation and generation of next-
generation community applications. An end-user evaluation showed the
usefulness, usability and limitations of view-based collaborative model-
ing. We expect that Web-based collaborative modeling powered by view
extensions will pave the way for a new generation of collaboratively and
socially engineered information systems.

Keywords: Views + Viewpoints + Collaborative conceptual modeling

1 Introduction

Conceptual modeling is a key tool for representing domain-specific information
during the requirements elicitation and design phases of information systems [16].
With the increased collaboration between stakeholders from different geograph-
ical locations and the emergence of Web technologies that enable near real-time
(NRT) communication and offer a proper medium for collaboration and infor-
mation exchange, new research opportunities emerge in the field of collabora-
tive conceptual modeling. Usually, (meta-)models are used to create abstract
representations of a system and to address different groups of stakeholders,

© Springer International Publishing Switzerland 2016
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e.g. developers, project managers, customers, partners, or investors. The com-
plexity of models and metamodels representing these systems is increasing
rapidly. Thus, it is often necessary to look at a complex system or applica-
tion from different points of view. Moreover, certain stakeholders may prefer or
require a different view to express their concerns [11,17]. Views (also referred to
as viewpoints) are used to deal with this complexity in (meta-)modeling frame-
works. View-based modeling aims at creating partial metamodels and models,
each one of them reflecting a set of concerns of the modeled system [17]. Previous
research during the late 90 s covers viewpoints and the generation of views from
metamodels, especially from a requirements engineering perspective [15,16]. The
works also explore the generation of views from metamodels, in various industry
or academia~driven information systems. However, as aforementioned, the Web
2.0 uprise has reshaped the social work behavior, making systems available for
heterogeneous communities free or at a low cost, on the Web, which is also valid
in the conceptual modeling case.

The motivation underlying this work is taken from a Model Driven Web
Engineering scenario where developers and end users collaboratively built a
Web application [4]. In this setting, a study was carried out using thirteen user
evaluation sessions in groups of two or three, with a total of 36 participants.
We observed how collaborative modeling can be leveraged by different stake-
holders during the design phase of an information system. We provided both
non-technical users and software developers with an NRT collaborative editor
for modeling and generating Web applications. Based on a common application
metamodel, they were given separate parts of a model for modeling the fron-
tend and backend of the application. In a first stage, participants were allowed
to model the backend of a given information system in NRT (services, data-
base, service interface, etc.). Then, they were asked to model in the same way
the interface for the already designed backend. The results show that many
end users perceived parts of the model as too complicated or were finding the
representation not relevant or intuitive for them. As such, they expressed the
desire to reduce complexity of a model by only being presented with relevant
aspects, which in the specific case were mostly considered to be HTML5 frontend
elements. Furthermore, many end users expressed the desire to have familiar rep-
resentations of such objects. Following these outcomes, this paper explores the
NRT collaborative definition of views through a metamodel-based approach and
their usage in NRT collaborative modeling scenarios.

We formulate three research questions:

— How can various stakeholders collaboratively define views as part of a meta-
model in NRT? (RQ1);

— How to generate customized views based on the metamodel definition where
stakeholders can further collaboratively edit parts of a generated model?
(RQ2);

— Do views impact NRT collaborative modeling with respect to user experience
improvement and the modeling process speed (RQ3)?
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In order to explore the collaborative work with custom-defined views, the
paper presents a view extension framework for NRT collaborative modeling in
the Web browser. The framework facilitates a collaborative, graphical definition
of views on the metamodel layer. This allows metamodelers to redefine enti-
ties (e.g. objects and relationships of a metamodel) in custom viewpoints and
then apply these viewpoints to the models. In previous work [5], we presented
SyncMeta, a Web-based NRT collaborative (meta-)modeling tool. SyncMeta
allows the collaborative creation of metamodels in NRT based on a visual lan-
guage specification (VLS) and the generation of model editors based on the
defined metamodels. The view extension was implemented on top of this frame-
work.

This paper is structured as follows. In the next section we introduce the
SyncMeta framework that offers the foundation for our collaborative view-based
modeling extension. Section 3 introduces viewpoints and views and provides a
formalization on view-based metamodeling. Section4 then describes the archi-
tecture and implementation of the framework and discusses the limitations of
our approach. Section 5 presents an end-user evaluation of the implementation.
Section 6 shows how the view-based extension goes beyond the state of the art.
Finally, Sect.7 concludes the paper and outlines the future work.

2 SyncMeta: Near Real-Time Collaborative
(Meta-)Modeling and the Views Extension

SyncMeta is a Web-based metamodeling framework that allows users to create
modeling languages collaboratively with NRT synchronization of edits. An illus-
tration of the concepts and roles in the SyncMeta framework is given in Fig. 1.
On the metamodeling layer metamodelers use the Meta-Model Editor for collab-
orative authoring of a metamodel, represented by a VLS. This builds the basis

Meta-Modeling Layer Modeling Layer %

i Meta-Model Editor Model Editor N local modeler
1

local meta-modeler Meta-Model / k

Visual Ianguage
specification

Near Real-time basis for Near Real-time
collaboration collaboration dehne
define
define
™ D
View
Viewpoint /
Meta-Model Editor Visual viewpoint
specification

remote meta-modeler

remote modeler

Fig. 1. Concepts and roles in the SyncMeta (meta-) modeling process [5], enhanced
with views extension
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for a model editor for the specified modeling language. A VLS is defined visually
using a graph-based visual modeling language (VML). An arbitrary number of
model editors can be generated based on the defined VLS. The NRT collabora-
tion takes place at both metamodeling and modeling layers. The implementation
details, architecture and interface offered by SyncMeta are detailed in the pre-
vious work [5]. The gray elements in Fig. 1 depict the view extension integrated
into the SyncMeta framework. These also reflect the contributions of this work.
On the metamodeling layer metamodelers may collaboratively define viewpoints
in SyncMeta’s metamodel editor. For the definition of a viewpoint the underlying
VML was extended with additional view types. The view types define references
to classes of the metamodel and offer to define conditions on the attributes of the
referenced class (RQ1). Additionally the appearance and rules for each view type
can be redefined in a view. To facilitate the metamodeling process a Closed-View
Generation (CVG) algorithm based on [20] was implemented to automatically
add classes and relationships to the viewpoint when a reference to an object or
relationship is defined in the metamodel (RQ1).

Similar to the VLS generated for a metamodel, for each viewpoint a visual
view specification (VVS) is generated which consists of a construction plan for
the view in the modeling layer (RQ2). Here, an existing model can be used in
combination with a certain VVS to generate a view on the model. Modelers may
collaboratively edit any view or the model itself in NRT, with all actions being
propagated to collaborators and reflected in all views and in the model (RQ2).

A simple example is given by the model-based community application design.
Domain-specific experts from a certain community, software architects and soft-
ware developers can define a metamodel for the information systems which
should be developed in the respective community. For that, they create the
metamodel collaboratively on the Web in NRT. Then, more VVS are defined in
the metamodel, e.g. a view for frontend elements as modeling objects for commu-
nity end users, a backend view for developers and a communication view between
frontend and backend. Based on the defined VVS, a model editor is generated
together with corresponding views. Community end users can collaboratively
create the frontends they require on the frontend view, together with develop-
ers. Developers can give immediate feedback on the functionality required by
end users. Developers can also edit in NRT the application backend and the
communication between the backend and frontend, while architects can see in
NRT the entire model and check the integrity of the modeled system. The view
extension framework — following the same implementation policies of SyncMeta
— is Web-based and fully open source (available in GitHub').

3 Views and Viewpoints

The terms view and viewpoint are used interchangeably in many different reports
and are often just introduced as examples. We therefore offer formal definitions
for these terms and explain the relations between the different concepts used in

! https://github.com /rwth-acis/syncmeta
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the visual modeling approach (RQ1, RQ2). The definitions are used in Sect.4
for explaining the implementation of the viewpoint modeling and the view gen-
eration.

As in [7] a viewpoint is defined as a language which represents a metamodel.
A viewpoint can restrict the original metamodel and it addresses a set of concerns
of one or more stakeholders.

A view is the presentation of a model by applying a specific viewpoint. Thus,
a view is a concrete instance of a viewpoint. A viewpoint is defined by a collection
of view types.

A wview type is a meta-class whose instances a view can display [8]. Thus,
a view type is an object or a relationship class which comprises a set of rules.
These rules can be “selectional” or “projectional” predicates that determine the
representation of a object within the view.

In the following we introduce the formal definitions for the terms introduced
above. First we define the sets of classes, properties and types and then define
the formal concept of a metamodel.

Let P be an infinite set of properties. Each p € P can be an arbitrary complex
function or a simple value from an enumeration type. We only require that each
p has a label, a type and a unique identifier.

Let T be the set of all types defined in the VML on the metamodeling
layer of SyncMeta, e.g., T = {Object, Relationship, NodeShape, Generali
zation, Association, . ..}. An overview of all types in the VML is depicted in
Fig. 3.

Let C be an infinite set of classes. Any class ¢ € C has a unique name, a type
description, and a set of properties.

We define label(c) = [ for ¢ € C. Analogously, we define label(C) =
{label(c) | ¢ € C} as the set of all unique identifiers of all classes in C. Thus,
we define the signature of a class ¢ as a triplet with ¢ = (I, ¢, A), where [ is the
unique name of the class, ¢t € T is the name of a type associated with the class,
and A C P a finite set of properties. We define type(c) = t as the type of class c.
Analogously, we define type(C) = {type(c) | ¢ € C}. Similar definitions can be
found in [20].

Definition 1. A metamodel is a directed graph G = (V,E) with V C C a
finite set of nodes and Ve € V : type(c) € T. E is a finite set of edges with
E={(tc,cj,A) | ci,c; € V,c; # ¢c;,t € T, an identifier, A C P}.

We assume that a metamodel may consist of an arbitrary number of classes
and each class may consist of an arbitrary number of properties. We only require
that the type of each class belongs to the VML. Analogously we can define
a viewpoint. A viewpoint is a metamodel on its own. We just require that a
viewpoint consists of at least one view type. Thus, we formally define a view
type before we give a formal definition of a viewpoint. We define a function
o that transforms an object class or a relationship class into a ViewObject
or ViewRelationship class, respectively. On other classes the function ¢ is the
identity function.
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Definition 2. Let VIe = {¢(c) | ¢ € C} and o(l,t,A) = (I',t/, A’,1) with
U the new unique label, t' is ViewObject or ViewRelationship if t is Object or
Relationship, else t =t'. Obviously, A’ C A C P.

A view type class of a viewpoint consists of a reference to a class in the meta-
model. The reference is the unique name [. Thus, a viewpoint is not independent
of the metamodel.

Definition 3. A viewpoint with respect to Vo is a metamodel with G' =
(V',E"), and 3c € V' : ¢ € VT A type(c) = ViewObject.

Based on these formal definitions of the concepts at the metamodeling layer
we can define the concept of viewpoint applied to a model of the modeling
layer of SyncMeta (RQ1). For the generation of the model editor instance a
VLS of the metamodel is generated. For simplicity we think of the VLS as
the metamodel described in Definition 1. First we formally define the relation
between the metamodel defined in the metamodeling layer and the model.

Definition 4. Based on graph G = (V, E) of a metamodel, a model is a directed
graph M = (V' E") with Vv € V' : type(v) € label(V) and Ve € E' : type(e) €
label(E).

We require each node and each edge of the model to be an instance of a node
type or edge type defined in the metamodel. To generate views we first need to
define a function which applies a view type to an entity within the model:

Definition 5. Let VP = (V, E) be a VVS of a viewpoint. Let ¢, (n): (I,t, A) —
(I, type(v), A"), v € VT is a view type class of VP. A" C P is the new set of
properties defined by view type v. Analogously, the function for edges is defined
as ¢,(e): (I, t,c1 09, A) — (I, type(v), 1, ca, A")), where A’ is generated from the
attributes defined for v.

With this helper function we can define a view as follows:

Definition 6. Let VP = (Vyp,Eyp) be a VVS of a viewpoint and M =
(Var, Err) a model. A viewV = (Vy, Ey) is a subgraph of M with Vi, = {¢,(c)
veEVypAceVy} C Vi and By = {p,(e) |[ve Vyp A e€ Ey} C Ep.

The resulting view is a subgraph of the model it is applied on. Each node/edge
whose type is referenced to a view type in the VVS is part of the view (RQ2).
For the view generation we need a VVS and a existing model as input.

4 Architecture and Implementation

Widgets. Figure 2 depicts an overview of the widgets offered by SyncMeta with
the view extension. The canvas widget visualizes the current state of the model
and provides mechanisms to manipulate the model—e.g. adding nodes and edges,
drag & drop, and similar. Each edit that alters the model is propagated locally
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Fig. 2. Widget components of Syncmeta with the view extension

to other widgets and remotely to other collaborators. The property editor wid-
get allows editing properties of node and edges selected in the canvas widget.
Each property modification (e.g., changing the title of a node) is propagated
back to the canvas widget. On the metamodeling layer the canvas widget saves
and retrieves all nodes and edges of the metamodel and the viewpoints. The
palette widget provides the nodes and edge types defined in the metamodel.
Additionally the palette dynamically adjusts to the types defined in a particular
VVS whenever a viewpoint is applied to a model. The activity widget tracks
and displays the edits made by all collaborators. This is mainly for awareness
purposes. SyncMeta consists of several additional widgets which serve special
purposes, for example the export widget allows to export a model in JSON or
PNG format. The view control widget allows to generate, export, and import a
viewpoint metamodel or a VVS.

Conflict Resolution. SyncMeta enables non-locking collaboration— that is,
each user can manipulate any part of the model at any time. The mechanisms
to resolve editing conflicts are achieved using the OpenCoWeb JavaScript Oper-
ational Transformation (OT) Engine API [18], which is based on a decentral-
ized peer-to-peer architecture. The details for the conflict resolution in the NRT
modeling are given in [5] and are not repeated here due to space restrictions.
The view extension uses also these mechanisms for modeling tasks and the view
definitions. All operations are propagated to all other collaborators. At each
receiving client the OT algorithms detect and resolve any occurring conflicts.
The OT engine ensures a congruent model state after processing all operations
at all client sides, following an optimistic approach (i.e. as opposed to approaches
which use locking for all or parts of the model [3], changes are propagated in
NRT andtherefore almost instantly visible at all sites).
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Fig. 3. Simplified extended metamodel hierarchy with view types

Metamodeling and Viewpoint Modeling(RQ1). In the previous section we
have presented the formal definitions of viewpoints, views and view types and
shown that we can apply the NRT collaborative modeling approach of SyncMeta
also to the view extension. SyncMeta implements a four-tier metamodel hierar-
chy, which is depicted in Fig. 3. Tier 3 defines the basic elements of a graph-based
modeling language. Tier 2 defines the node and edge types of the VML as well
as the view types of the viewpoint models. As stated in Sect. 3, Definition 2, a
viewpoint does not contain any Object or Relationship types. We replace them
by using the ViewObject and ViewRelationship types, which are a specialization
of Object and Relationship, respectively. These contain a reference to a node
type or an edge type in the metamodel. It is also possible to define conditions
on the attributes of the referenced class, i.e. in contrast to a simple object class
a view-object offers functionalities to customize the attributes of a view. Meta-
modelers are able to hide and rename attributes. The Conjunction attribute
determines the logical connector of the conditions. This can be either the logical
AND or OR. Thus, we can build a formula with the predicates 1, .., @, either
with a conjunction over all predicates 1 A ... A ¢, or with a disjunction over all
predicates @1 V ... V ¢,. Conditions on attributes allow metamodelers to make
simple queries on the attributes of an object class and filter the entities of this
class in the view canvas of the model editor.

With auxiliary classes it is possible to define custom node and edge shapes for
each view type. Tier 1 defines the actual metamodel or viewpoint. Metamodelers
are allowed to develop an arbitrary number of viewpoints in the same NRT
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model above

collaborative fashion they are used to define metamodels. The metamodel is the
input for the model editor instantiation and each viewpoint is generated to a
VVS. Tier 0 is the actual model of the modeling layer. On Tier 0 a viewpoint is
applied to the model. The resulting view supports NRT collaborative modeling
as well. While concepts on Tiers 2 and 3 are implemented in the framework,
models on Tier 0 and 1 are defined by modelers and metamodelers, respectively.

View Generation(RQ2). On the modeling layer modelers may apply the view-
points defined on the metamodeling layer. This is done for any existing model by
selecting the desired view from a drop-down menu (see Fig.4(b)). As described
in Sect. 3, Definitions 5 and 6 all nodes and edges of the model that are asso-
ciated with a view type in the viewpoint are then a part of the view, while all
other nodes and edges are hidden. In addition to filtering on the type level, the
framework also allows filtering nodes and edges on instance level based on the
values of their properties. The selected view applies custom styles like adjusting
the color, shape, labels or connectors. The following steps are used:

— Filter nodes/edges regarding the ViewObjects/ViewRelationships of the VVS
— Filter nodes/edges by conditions defined on their attributes
— Apply custom styles for each node/edge
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Figure 4(a) shows a small * model [21] about buyer-seller relationships, which
was also used in the evaluation (see Sect.5). Figure 4(b) depicts a possible view
on the model, which is called “SellerView”. It contains only nodes and edges
within the boundary of the “Seller” actor, along with their edges. For demon-
stration purposes we also defined a slightly different styling for node and edge
types. The palette widgets adapts to the view by only displaying node and edge
types defined in view.

Limitations. As described in [5], the visual-based (meta-) modeling approach
of SyncMeta has some restrictions, such as model checking functionalities on
the (meta-)modeling layer. By extension, the views do not allow the specifica-
tion of cardinalities or multiplicities with regard to the relationships and view-
relationships. Also, it is not possible to define conditions on inherited attributes
of super classes. Currently, only the definition of conditions for the attributes
of the referenced class is allowed. A simple solution for this problem is that
we define the attribute directly in the referenced class, but this is suboptimal
and fails to exploit the inheritance hierarchy. Finally, the view-based model-
ing approach requires an automatic diagram layout mechanism. In the current
implementation, a big disadvantage is that elements of a view are placed at
the same position as in the model. Solutions to these limitations are planned
to be implemented in future versions, since they are not critical for a research
prototype.

5 Evaluation

We performed an end user evaluation of the model editor. The main goal was to
evaluate the usability and usefulness of the view-based modeling approach and
monitor the NRT collaboration features (RQ3).

Participants. The end user evaluation comprised four sessions with four partic-
ipants each with a total of 16 participants, who were recruited from researchers
and students of our department. Their expertise in conceptual modeling, *
and SyncMeta was measured using seven-point Likert scale (from 1=novice to
T=expert). The results show that users had varying existing knowledge of mod-
eling. As such, expertise with graphical editors is quite high, but has a high
standard deviation (M = 4.38; SD = 2.42). The same holds for user’s general
expertise in conceptual modeling (M = 4.5; SD = 2.46). However, the level of
expertise with ¢* is rather low (M = 2.44; SD = 2.5).

Methodology. In each session, the four participants were split into two groups
(Group Alpha and Group Beta) with two people each. Both groups had to com-
plete two tasks of comparable scope. Each task comprised a list of detailed
instructions to extend a given * model with additional nodes and edges. This
could be performed without any i* expertise. The collaborators could decide for
themselves how to complete the instructions by communicating with each other
via chat or just start modeling and let SyncMeta resolve potential conflicts. The
first task was solved by Group Alpha and consisted of a predefined view applied,
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which customized the model editor regarding the requirements of the task (see
Fig.4(b)). Group Beta solved the same task without any view on the original
model (see Fig.4(a)). For the second task, they switched roles: Group Beta used
a predefined view, while Group Alpha solved the task without a view.

After each task the session participants were asked to rate statements regard-
ing their experience with and without views. The ratings were made using
a seven-point Likert scale ranging from “strongly disagree” (1) to “strongly
agree” (7). During the evaluation the working times for each task and group
was recorded to determine whether the views had an impact on the time it took
modelers to complete the tasks.

Results. The mean ratings for tasks solved with and without views are plotted
as series “view-enabled task” and “view-disabled task”, respectively, in Fig.5.
For most statements there is little difference between the ratings for view-enabled
vs. view-disabled task. We ran paired-sample t-tests for view-enabled vs. view-
disabled ratings to identify significant differences. Two statements exposed sig-
nificant differences at p < .05, namely statement 3, revealing that views helped
to find nodes and relationships quicker in the palette (p = .01), and statement 5,
revealing that the views actually hampered the awareness of the collaborator’s
edits (p = .04)

Additionally the working times for each group and task were recorded.
The average working time of Alpha groups for Task 1 without views (M =
253s;SD = 39) was on average 82 s or 52% longer than the average working
time for Task 2 with view enabled (M = 171s,S5D = 19). The average work-
ing time of the Beta groups for Task 2 without views (M = 191s;SD = 22)
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was on average about 24 s or 15% longer in comparison to Task 1 with views
enabled (M = 167s;SD = 31) . The lower improvement factor for the Beta
groups compared to the Alpha groups can be explained by a learning curve.
The Alpha groups used the views during the second task, where they were more
familiar with how to work with the tool. Conversely, the Beta groups used the
views during the first task when it was the first use with the tool for most of
them. This actually shows that modeling with views speeds up the modeling
process even for users who are unfamiliar with the tool (RQ3).

The findings are that views can improve user experience and speed up the
modeling process; they can also be used to customize the model editor in order to
ease adoption and to improve stakeholder involvement during the collaborative
modeling process. Participants also provided some textual comments about the
view-based modeling approach. They stated that they liked switching between
views and that the reduced palette gives a better orientation, which may explain
the faster modeling times with views enabled. The NRT collaboration features
were already evaluated in SyncMeta [5], but challenges were also encountered.
In the evaluation, NRT collaboration and edits awareness were only available
between views and the entire model editor. However, the evaluation results have
shown that users require also collaboration directly between individual views
and this feature was implemented as consequence (RQ3).

6 Related Work

Table 1 demonstrates that views and related concepts have been successfully
used in many research fields, including object-oriented databases (OODB) [2,
20], enterprise architecture (EA) [10,22] and corresponding frameworks and in
conceptual modeling (CM) [1,6,9,12,13].

OODBs fully support general concepts of object-oriented programming lan-
guages. One of the most popular view extensions is called MultiView [2], a simple
and powerful tool for supporting multiple views in the Gemstone OODB [19].
Multiview introduced the CVG-algorithm to facilitate the definitions of view-
points. A similar approach is provided by our view extension (cf. Sect. 2).

EA frameworks are used to look at complex information systems from dif-
ferent point of view—e.g. data, function, networks, organizational, structures,
schedules and strategy. The ARIS Framework [10] provides various model edi-
tors to build complex enterprise architectures, e.g. location allocation diagram,
network diagram, technical resource model. All entities of these model editors
are integrated into one comprehensive metamodel. The Zachman Framework [22]
is a two dimensional classification schema for descriptive representations of an
organization. It is an abstract guideline which proposes perspectives on a par-
ticular system of an enterprise in different development stages.

Finally, a plethora of CM tools also provide view extensions. MetaEdit+ [9]
is a tool set to define modeling languages and generate model editors. Unlike
SyncMeta only a locking collaboration approach is used. AToM? [12] and
ADOzzz [6] are domain-independent metamodeling frameworks with focus on
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simulation of models. AToM? allows to transform a model expressed in a certain
formalism to an equivalent model in another formalism. ADOxxx [6] provides
a query language called AQL for the generation of views on these models. In
contrast to SyncMeta Views these frameworks do not provide any NRT collabo-
ration features. Sirius [1] uses the Eclipse Modeling Framework (EMF) as basic
infrastructure. It offers fully customizable viewpoints on complex models. Mod-
elers can define conditional styles and filters for entities based on their attributes.
It is possible to generate a subset of the available palette and define optional
layers to show additional content. Sirius lacks NRT collaboration features, but
it offers many customization options which makes the framework very powerful.
CO2DE is a desktop collaborative modeling application. Similar to SyncMeta
it provides awareness features to help users recognize edits of model elements
and a chat room. CO2DE doesn’t support metamodeling. However, it does not
automatically solve editing conflicts. It uses a locking approach for enabling col-
laboration, which is therefore not in NRT. The philosophy is that users have to
discuss about conflicts and deal with them on their own.

As this comparison shows, the views framework we implemented exhibits the
key features for view definition, editing and use found in literature. As a highly
distinguishing feature, SyncMeta Views enables non-locking NRT collaboration
during view definition and use, which is not supported in any of the existing tools.
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7 Conclusion and Future Work

In this work, we explored how metamodel-based view generation can be effec-
tively combined with NRT collaboration in modeling for teams with different
competences and roles. For this purpose, we presented a view extension for the
SyncMeta metamodeling framework which allows the generation of views for
focusing on particular aspects of a complete model. The views are editable and
all edits are reflected in all views and in the model. Thus, we offer a unique
approach of NRT collaboration for free conceptual model editing on the Web
using optimistic concurrency control mechanisms, combined with known tech-
niques for views definition and generation from information systems domain. The
view-based extension was evaluated in group sessions using an instance of the ¢*
language generated and initialized with a simple model and views. The evalua-
tion results show that NRT collaboration for view-based authoring is possible,
that by using views the modeling speed is slightly improved and that the views
are useful for reducing complexity, especially when dealing with big models.

The view-based modeling proposed also opens many relevant new research
directions. We plan to enhance the expressiveness of the conditions on a view type
to allow more complex queries and model perspectives. Moreover, to improve the
NRT collaboration features of the framework we have replaced the OpenCoWeb
implementation and are currently evaluating SyncMeta Views with Yjs [14], a
real-time P2P shared editing framework for arbitrary data types, as it over-
comes scalability drawbacks and is much easier to use by developers. Further-
more, in order to improve the feedback during collaborative modeling and to
support end-users working with the views extension, we are currently develop-
ing an intelligent assistant system for collaborative modeling scenarios to guide
collaborators during the modeling process using different strategies like remote
support or conflict avoidance. Together with an automatic distributed approach
to deal with co-evolution of metamodels and models, these improvements will
gear the framework towards use in real-world information systems engineering
projects.
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Abstract. Human interaction-intensive process environments need col-
laboration support beyond traditional BPM approaches. Process primi-
tives are ill suited to model and execute collaborations for shared artifact
editing, chatting, or voting. To this end, this paper introduces a frame-
work for specifying and executing such collaboration structures. The
framework explicitly supports the required human autonomy in shap-
ing the collaboration structure. We demonstrate the application of our
framework to an exemplary collaboration-intensive hiring process.

Keywords: human Architecture Description Language - Collaboration
patterns - Collaboration configuration + Scripting collaborations

1 Introduction

Medical diagnosis, paper authoring, and peer reviewing are examples of
collabora-tion-intensive tasks. Such tasks increasingly require multiple partic-
ipants who benefit more from dedicated collaboration support than from rigid
control and data flow specification. Collaboration support ranges across distinct
forms and patterns [11] such as Shared Artifact, Social Network, Secretary/Prin-
cipal, Master/Worker, or Publish/Subscribe. Contemporary process technology
is ill equipped to provide such collaboration support in a general manner.

Business Process Management (BPM) approaches traditionally assume a sin-
gle executing entity per task or activity. In the rare cases where multiple human
process participants work on a joint task [12,20,21], process specifications per
se contain no details with respect to the applicable communication, coordina-
tion, or collaboration structures. The core question we address in this paper is
thus: how can we set-up and control flexible collaboration instances at runtime
in support of joint task execution?

Our solution is a framework for model-driven execution of collaboration
mechanisms. A collaboration model specifies an arbitrary combination of collab-
oration mechanisms such as shared artifacts, messages, streams, requests, and
the corresponding user roles expressed in the human Architecture Description
Language (hADL) [9]. At runtime, a client (i.e., a process) requests instantiation
of a hADL model with actual users and maintains control over the collaboration
instance via our framework.

© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-39696-5_2



A Framework for Model-Driven Execution of Collaboration Structures 19

Our approach is complementary to existing process modeling and execution
techniques. We don’t need to awkwardly model collaboration aspects in terms of
fine-grained task, control flow, or data flow primitives. Instead, we specify how
a process obtains control over who, when, and how to involve particular users in
a particular collaboration.

The evaluation use case demonstrates how our proof-of-concept framework
may facilitate the collaboration in multi-participant tasks. Our approach thus
provides processes along the specificity frontier [2]—from rigorously defined
workflows to ad-hoc activities—a novel capability for configuring collaborations
depending on process context: from automatically wiring up process participants
and collaboration objects to providing collaboration guidance.

The remainder of this paper is structured as follows. Section 2 motivates our
work based on a running scenario. We provide necessary background information
in Sect.3. Section 4 outlines the architecture, models, and internal workings of
our framework. Section5 demonstrates the application of our framework to a
use case from the motivating scenario. We discuss related work in Sect. 6 before
concluding this paper with a summary and outlook on future work in Sect. 7.

2 Motivating Scenario

Assume a collaborative employment process for a vacant post-doc position at a
university department. The department is interested in obtaining consensus on
the set of candidates invited for interviews and aims at executing the decision
process in a transparent manner. The hiring committee establishes a set of cri-
teria against which to evaluate the candidates. Each application is assigned to
a team of two department members for preparing a detailed assessment report.
All department members may give comments on any applicant such as whether
they know them from conferences, co-authoring, etc.

All assessment reports are discussed by the hiring committee. Committee
members are expected to prepare by reading through the reports prior to the
meeting. The university’s minority awareness officer inspects every assessment
for ensuring that evaluations are free from bias and that a sufficiently diverse
candidate set is considered for interviewing. When supported by a traditional
process-centric system without integrated collaboration support, such a process
very probably causes awkward handling of feedback into assessments, partici-
pants lacking process awareness and thus missing out on discussions or working
on out-dated information, as well as delays due to limited potential for parallel
work.

There is no single mechanism for collaboration that would fit the overall
process. We exemplify the benefit of introducing shared artifacts (here docu-
ments that allow synchronous editing and commenting) as well as communi-
cation streams (here chat rooms) for discussions (Fig.1). Shared artifacts pri-
marily enable parallel work while limiting the potential for write conflicts and
access to out-dated information. Chat rooms provide a well-known, well-scoped
mechanism for discussing, enabling late participants to quickly catch up with
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Fig. 1. Excerpt of a collaboration-intensive hiring process applying shared documents
(shaded) and chat rooms (with dashed, horizontal life-lines). Process language specific
details are omitted on purpose in order to abstract from integrations details and focus
on the collaboration aspects and their potential impact instead.

Officer

the current state of the collaboration. The minority awareness officer may start
early inspecting the reports without waiting for their finalization thus avoiding
an overload on the assessment due date. Additionally, and more importantly,
rather than escalating biased assessments after the deadline, any such concerns
can be swiftly dealt with through timely feedback on a continuous basis. Simi-
larly, the hiring committee can access the assessment reports early and just need
to read-up on any last changes after the deadline (ultimately reducing the time
needed to prepare for the application selection meeting). Realizing such a sce-
nario requires a dedicated framework for managing the collaboration structure.

3 The human Architecture Description Language

We provide a brief introduction to hADL [9] as our approach makes heavy use of
it. hADL provides a collaboration-centric equivalent of a software architecture
“component & connector” view. A hADL model describes a collaboration struc-
ture in terms of interacting user roles and their available collaboration mecha-
nisms. Figure?2 provides the hADL meta model (elements in italics). Figure 3
depicts the hADL model for the collaboration-intensive aspects of our motivating
scenario (elements in teletype). Note that hADL’s canonical representation
is provided as an XML schema, available for download among the supporting
online material (SOM) at http://wp.me/P1xPeS-6L.

hADL distinguishes between HumanComponents (e.g., DocUser and
ChatUser) and CollaborationConnectors to emphasize the difference between the
primary collaborating users and non-essential, replaceable users that facilitate
the collaboration. Collaboration connectors are responsible for the efficient and
effective interaction among human components, respectively ensuring desirable
collaboration outcome.
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Fig. 3. hADL model excerpt that describes the main collaborators, collaboration
objects and capabilities involved in the motivating scenario. DocUsers have either the
capabilities to own, to edit, or to read Folders and Docfiles, or additionally to comment
on the latter. ChatUsers have the ability to coordinate or to chat in a ChatRoom.

Humans employ diverse collaboration mechanisms that range from emails,
shared wiki pages, social network activity streams, to Q&A forums and vote col-
lection. These means implement vastly different interaction semantics: a message
is sent and received, a shared artifact is edited, a vote can be cast. hADL makes
these differences explicit by means of CollaborationObjects. CollaborationOb-
jects are first class modeling constructs which abstract from concrete interaction
tools and capture the semantic differences in various subtypes such as Message,
Stream (e.g., ChatRoom), or SharedArtifact (e.g., DocFile).

hADL Actions specify what capabilities a HumanComponent or Collabor-
ationConnector requires for fulfilling their associated role, e.g., document author-
ing or providing comments. Complementary, actions on CollaborationObjects
determine the offered capabilities. For example, editing a shared document (i.e.,
DocFile) requires the ability of performing a DocUser’s edit action, while a
ChatRoom offers the coordinate and chat actions. Additionally, hADL distin-
guishes among create (C), read (R), update (U), and delete (D) primitives to
indicate the intended effect of an action. Further, action cardinalities specify the
upper and lower boundaries on the number of collaborators which may simul-
taneously have obtained the action’s capabilities. For example, exactly one user
might own a document {1..1}, but many users might edit it {0..x}. Collabora-
tionLinks subsequently connect actions that belong to HumanComponents or
CollaborationConnectors to actions that belong to CollaborationObjects.
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The human Architecture Description Language provides CollabRelations
for modeling relations among HumanComponents and CollaborationConnectors
as well as ObjectRelations among CollaborationObjects. For example, the spe-
cific templateOf relation may be applied for modeling that one DocFile depend-
sOn another DocFile which serves as template. Other relation types include
references for specifying uni-directional relations between CollaborationObjects
and contains for modeling hierarchical substructures.

Together, all these elements establish the blueprint of a collaboration struc-
ture. Note that hADL specifies the a-priori defined collaboration object types to
be used at runtime (e.g., a DocFile), rather than their specific purpose within
the (process) context (e.g., an assessment report).

4 The hADL Execution Framework

4.1 Architectural Overview

The primary purpose of model-driven collaboration execution is separating the
specification of a collaboration structure (the what) from its realization on spe-
cific collaboration platforms (the how). This enables the hADL client—such as a
process—to focus on the desired structure, the involved collaborators, and how
the overall collaboration should evolve. Low-level details such as interacting with
the various collaboration platforms through their APIs, maintaining collabora-
tion state throughout the process’ lifetime, or adaptation due to platform API
changes remain hidden. Figure4 depicts this separation of concerns. The main
architectural elements and their duties are:

— the hADL client: requests instances of hADL elements to be created, re/wired,
and released.

— the hADL Collaboration Linkage Connector (CLC): manages the collabora-
tion structure, ensures valid client requests, and forwards those to surrogates
for enactment.

— the Surrogates: translate hADL-centric client requests into invocations of the
collaboration platforms.

— the hADL Runtime View: stores the current collaboration structure.

A hADL model describes the available element types (e.g., ChatUser,
DocUser, ChatRoom, etc.) and their possible wiring but not an actual run-
time topology involving actual humans. It’s up to the hADL client to specify
what instances of hADL elements from a particular hADL model it requires
and how and when to wire them. To this end, the hADL client issues “acquisi-
tion” requests to the CLC which concrete users to involve in what collaboration-
specific role (i.e., HumanComponent or CollaborationConnector) and what col-
laboration mechanism (i.e., CollaborationObjects) to utilize. A hADL client,
for example, requests to involve user Bob as Chat User, and acquire a Chat
Room with name PreMeeting. Here Bob and PreMeeting represent so-called
ResourceDescriptors that describe identity and properties of users and collabora-
tion mechanisms (see Fig. 5 middle). Once acquired, the hADL client determines
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Fig. 4. Conceptual architecture of the hADL execution framework.

the wiring among instances of human component, collaboration connectors, and
collaboration objects according to hADL actions, links, or relations. Wiring, gor
example, ChatUser Bob to ChatRoom PreMeeting via action coordinate.

The hADL Collaboration Linkage Connector (CLC) takes the client’s
acquisition and rewiring requests and ensures they are valid according to the
underlying hADL model. Its main purpose is maintaining the “prescribed” view
of the current collaboration structure, i.e., creating, updating, and removing
hADL element instances of the hADL Runtime View as pending to existing
(i.e., prescribed) or pending to be released (i.e., prescribed removed) (see Fig.5
right). Elements remain in the prescribed state until the corresponding change
at the collaboration platform has occurred and then enter the described state.
To this end, the CLC doesn’t invoke the collaboration platforms directly but
delegates any valid client request to surrogates (see below) which ultimately
update the instances’ status from prescribed to described.

Note that the CLC remains external to the actual ongoing collaboration. It’s
limited to setting up and evolving the collaboration structure. The collaboration
itself, such as joint content production, chat discussions, or message authoring
and dispatching, is subject to the involved users via the respective collaboration
platforms. The CLC’s name is inspired by software architecture terminology as
it assumes the role of a linkage connector but at the level of collaboration entities
rather than software components:

Linkage connectors are used to tie the system components together and hold
them in such a state during their operation. [...] a linkage connector may disap-
pear from the system or remain in place to assist in the system’s evolution [26,
p. 168].

We introduce Surrogates as the key mechanism for mapping a high-level col-
laboration model in hADL to the implementation-level collaboration platforms.
Typically, a hADL model will specify a separate surrogate for each HumanCom-
ponent, CollaborationConnector, and CollaborationObject (see Fig.5 left). A
surrogate is responsible for acquiring access to a collaborator (i.e., a ChatUser),
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respectively creating an instance of a CollaborationObject (e.g., a ChatRoom),
wiring up these elements, and eventually releasing them again. To this end, surro-
gates exhibit sophisticated capabilities around a collaboration platform’s (web)
API. A DocFile surrogate, for example, knows which GoogleDrive collaboration
platform API methods to invoke in order to establish/remove a own, edit, read,
and comment link with a DocUser as well as templateFile and fileInFolder rela-
tions. In contrast, the DocUser surrogate encapsulates all logic required to con-
tact a user and invite him /her to join the collaboration structure such as becom-
ing editor of a document, and so on. It is up to the surrogate’s implementation
what communication protocol to use for interacting with a collaboration plat-
form (typically JSON/XML over HTTP) and users (typically SMTP, XMPP, or
SMS). Eventually, at runtime, there exists a surrogate instance for each instance
of HumanComponent, CollaborationConnector, and CollaborationObject.

hADL.core\
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C N C C |
3 Vel —
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Fig. 5. Simplified UML model depicting the extensions to the core hADL model and
example realizations of abstract classes. Surrogates describe what ResourceDescrip-
tors they accept. At runtime, the CLC creates hADLElementInstances with reference
to their type and their ResourceDescriptor. Subclasses of hADLElementInstance are
identical to their counterpart in the hADL core model and thus are depicted as a single
class for sake of brevity.

Our framework is designed to remain independent from specific process lan-
guages and engines. Hence how the process conducts the assignment of actual
tasks to users is out of scope of this paper and requires process-specific mecha-
nisms, e.g., WS-HumanTask [18] or BPMN2 user tasks [1]. In the remainder of
this section, we describe how the framework’s main software components interact
and how to get from model to execution.
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4.2 hADL Framework Component Interactions

We outline the interaction among our framework’s software components based
on a typical interaction sequence depicted in Fig. 6 (also found in our motivating
scenario and use case implementation).

A interaction session starts with the hADL client acquiring (1) HumanCom-
ponents, CollaborationConnectors, and CollaborationObjects. Specifically, the
client passes one or more tuples specifying which ResourceDescriptor describes
a particular hADL element type. Here the client asks for Bob becoming a Cha-
tUser and a ChatRoom with name PreMeeting. The hADL CLC checks the
request whether hADL element types and ResourceDescriptors match (2), etc.,
and subsequently add instances to the hADL Runtime View (3). These instances
exist in the “descriptive” state, i.e., pending to exist. The CLC then initiates
the matching surrogates that will handle the individual hADL element instances
(4). But first, it returns an “observable” back to the client (5).

An observable is a subscription endpoint for the client to receive events from
the CLC and surrogates. We use this event-driven mechanism for asynchronous
notification of successful and failed request processing. Request processing at a
surrogate usually involves invoking the collaboration platform API and hence
potentially requires a significant amount of time. Request completion takes even
longer when the surrogate contacts a user for confirming the participation in a
collaboration. A client thus doesn’t block on a request but may process results
(e.g., successful setup of a chat room) or react to failures (e.g., user declined to
join a chat room) as these events arrive.

Next, the CLC passes all acquisition request together with the respective
hADL element instance, ResourceDescriptor, and observable to the individ-
ual surrogates who process these in parallel (6,7). Surrogate A for ChatUser
Bob invokes the HipChat API to check whether the user (as described in the
ResourceDescriptor) already exists or has to be invited (8). In the former case the
surrogate can immediately mark the hADL instance element as “descriptive”,
i.e., confirmed to exist (9). Subsequently, the surrogate dispatches an event back
to the client (via the observable mechanism) that the acquiring was successful
and includes a reference to the HumanComponentInstance representing Cha-
tUser Bob (10). Note that the observable mechanism strongly decouples client
and surrogates. The client remains unaware of surrogates—it only cares about
the request outcome—and surrogates remain unaware of event consumers.

Note that from here on, we no longer depict request checks, collaboration
platform invocations, or observables due to space limits.

In our example, the client continues to wireup chat room and chat user. It
does so by passing the source and destination hADL instances, and link type
to be established (14). Remaining at the hADL level, the CLC has no insights
into how a surrogate brings about changes. Hence, for establishing links (or
relations), it always triggers the surrogates of both involved endpoint instances
(16,17). The surrogates’ logic determines whether any action is required. For
example, Surrogate B checks whether the ChatUser Bob may obtain “coordi-
nate” capabilities and signals success (18) while Surrogate A “knows” that in
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this case no action is required (the surrogate implementation assumes here that
the user always agrees to become coordinator of a chat room). Note that no
interaction between any two surrogates occurs for establishing links (or rela-
tions). The surrogates remain completely decoupled and any implicit informa-
tion exchange occurs only via the well defined ResourceDescriptors. That is, for
example, Surrogate B receives a wire request which contains the reference to the
opposite endpoint (a HumanComponentInstance of type ChatUser, here Bob).
It extracts the ResourceDescriptor—Bob’s details—and thus obtains all the nec-
essary information to determine locally (and via the collaboration platform APT)
whether the link may be established or not.

Note that so far no actual wiring has occurred. The client has the opportunity
for further rewiring before calling start. Upon start (19), the CLC triggers all
surrogates with pending changes to execute the rewiring (20+). Any subsequent
changes require first calling stop. Stopping (23) signals the CLC and surrogates
that the client is about to request changes to, or final releasing of, the hADL
instances. A surrogate may then decide that its local view of the collaboration
is outdated and pulls in the latest updates from the collaboration platform.

In our example, the client intends to release ChatUser Bob (26). The CLC
marks this human component instance and all its links as “removed prescriptive”
(27) and first requests all links to be removed (28,29). Unwiring works exactly like
wiring. Only then does the CLC ask the surrogate to release ChatUser Bob (32).
For the various CollaborationObject types, releasing typically means closing a
stream, deleting or archiving a shared artifact, aborting a request, or removing a
message channel. For HumanComponents and CollaborationConnectors, on the
other hand, releasing implies notifying them on the ending collaboration and
removing their access rights to the various collaboration object instances. Finally,
upon completing the release procedure, the surrogate instance terminates (34).

4.3 From Model to Execution

From a developer’s perspective, model-driven execution of collaboration struc-
tures consists of three phases: modeling the collaboration types, scripting the
hADL client, and executing the collaboration structure at runtime.

The modeling phase comprises all activities necessary to (i) create the
hADL model, (ii) specify the collaboration platform-specific ResourceDescriptors
(i.e., GoogleUser, DriveFile, HipChatRoom), (iii) implement the corresponding
surrogates (i.e., surrogates for DocUser, ChatUser, DocFile, Folder, and Chat-
Room), and (iv) extend the hADL model with surrogate and ResourceDescriptor
details (see Fig. 5). We assume in this bottom-up approach, that the utilized col-
laboration platforms (i.e., HipChat and GoogleDrive) already exist and expose
an API suitable for invocation by the surrogates. The methodology for specifying
the hADL model and aligning the surrogates is out of scope of this paper.

In the scripting phase, the developer implements the hADL client’s logic
as a set of steps that setup and modify the collaboration structure. Typically
each step defines the required input (e.g., the ResourceDescriptors of the users
to invite to a chat room and the chatroom’s name) and the expected output,
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Fig. 6. Simplified sequence chart of an example interaction among hADL framework
components. The hADL client requests a user and chat room, wires the user to the
chat room, and ultimately removes the user again. The sequence chart is available in
high resolution among the supporting material at http://wp.me/P1xPeS-6L.
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i.e., the hADL element instances for use in subsequent steps (e.g., the chat user
instance and chat room instance). The developer inspects the extended hADL
model to learn what elements are available, how these can be linked (i.e., actions,
links, and relations), and which resource descriptors match. S/he subsequently
extracts the element identifiers for invoking the hADL CLC. For example, the
developer learns that a GoogleUser ResourceDescriptor may be used to acquire a
ChatUser and a DocUser. No insights into surrogate implementation or collabo-
ration platform APT are required. Listing 1 demonstrates how to invoke the CL.C
purely using model information. Note that in this listing all steps are condensed
into a single script for sake of brevity. The resulting hADL client script (cur-
rently plain java) becomes integrated into the application’s logic or a business
process specification.

Finally, in the execution phase the hADL client script is executed as regular
source code, requiring only that the surrogate implementations are accessible to
the CLC for instantiation.

5 Use Case Implementation

We demonstrate the basic capabilities of our framework and the feasibility of our
approach through the proof-of-concept implementation of a use case and hADL
execution platform. Specifically, we showcase the setup, rewiring, and releasing of
two distinctly different collaboration mechanisms—Google Drive documents and
HipChat chat rooms—as described in the example process' in Fig. 1. We provide
all hADL models, extensions, source code, and configurations for replicating
the use case as supporting online material (SOM) available at http://wp.me/
P1xPeS-6L.

We implemented surrogates for Google Drive files and HipChat chat rooms.
The file surrogate makes use of the official java client for Google Drive?, while we
extended a third-party java library® for implementing the chat room surrogate.
Both platforms automatically send notification emails to users when they obtain
access to files, respectively chat rooms. Hence our HumanComponent surrogates
are minimal implementations. The use case introduces ResourceDescriptors for
the Google Drive file (id, name, and mime type), the HipChat chat room (id,
name, and topic), and user identification (by email address, applied for Google
Drive and HipChat users); see also Fig. 5 middle. Setup includes registration of
the same five users for Google Drive and HipChat: two committee members, two
assessment team members (for one exemplary job application), and the minority
officer.

Listing 1 summarizes the hADL framework client pseudo code for supporting
the process in the motivating scenario. The pseudo code lacks use of our frame-
work’s asynchronous communication mechanism (i.e., observables and events)

! No process engine was used for our use case implementation as this paper addresses
the collaboration structure execution aspect only.

2 https://developers.google.com/api-client-library /java/apis/drive/v2.

3 https://github.com/evanwong/hipchat-java/tree/javaT.
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for sake of clarity and brevity. Note how collaboration changes are typically
enforced at the begin and end of process steps: lines 1-4 describe preparations
for the Fvaluation Criteria Meeting, lines 5—11 list the post-meeting changes to
document and chatroom. Lines 12-22 show the setup of the assessment team and
department members with access to report and chatroom. Lines 23-28 reduce
access upon the assessment deadline, and lines 29-33 setup the Applicant Selec-
tion Meeting, then the listing skips a few steps before lines 34-35 completely
close down the collaboration instance. The full script is available in the SOM.

Listing 1. Pseudo code for managing collaboration structures in support of
a hiring process: variables with ‘I’-postfix are hADL model runtime instances;
resource descriptors are reduced to simple strings, e.g., ‘Bob’.

: filell = acquire(Model. DOCFILE,’ EvalCriteriaReport’) {prepare meeting}

: usersll[] = acquire(Model. DOCUSER, [’ Alice’,’ Bob’]) {hiring committee}

: link(usersll, filell, Model. EDITING)

: start() {ready for meeting}

: stop() {upon meeting end}

: unlink(usersll, filell, Model. EDITING)

: link(usersll, filell, Model. COMMENTING)

: roomll = acquire(Model. CHATROOM,' CriteriaDiscussionRoom')

9: users2I[] = acquire(Model. CHATUSER, [/ Alice’,” Bob'])

10: link(users2I, roomll, Model. CHATTING)

11: start() {chatroom setup completed}

12: stop() {assessment phase begins}

13: file2] = acquire(Model. DOCFILE,’ Assessmentl’) {for job application 1}

14: users3I[] = acquire(Model. DOCUSER, ['Carol’,’ Dave’]) {assessment team}

15: user5I = acquire(Model. DOCUSER,’ Eve’) {minority officer}

16: link(users3I, filell, Model. READING) {access to eval criteria}

17: link(users3I, file2I, Model. EDITING) {access to assessment report}

18: link(usersll 4+ usersl, file2I, Model. COMMENTING) {commenting access for department members and
minority officer}

19: room2I = acquire(Model.CHATROOM,' ApplicationlDiscussionRoom’) {application specific discussion
room}

20: users4I[] = acquire(Model. CHATUSER, ['Carol’,’ Dave’]) {acquire remaining department members}

21: link(users2I + users4l, room2I, Model. CHATTING) {all department member may discuss}

22: start() {assessment scope setup completed}

23: stop() {assessment deadline reached}

24: unlink(users3I, file2I, Model. EDITING)

25: unlink(usersll, file2I, Model. COMMENTING)

26: link(userll +users3I, file2I, Model. READING) {read access for department members, commenting remains
for officer}

27: release(room2I) {close chatroom for application 1}

28: start() {execute changes}

29: stop() {before selection meeting}

30: file2I = acquire(Model. DOCFILE,' CandidateList’)

31: link(usersll, file31, Model. EDITING)

32: link(user5I, file3I, Model. COMMENTING) {minority officer can comment before meeting completion}

33: start() {execute changes}

34: stop() {skipping steps here ...}

35: releaseAll() {... ultimately, shutting down collaboration: files and chatroom}

0 NDU A WN =

6 Related Work

Managing human work dependencies is not limited to processes. Brambilla and
Mauri integrate social network-centric actions into web applications via social
primitives [5]. Their focus is on making commenting, posting, voting, and search-
ing capabilities of public social platforms available as WebML operations. Our
approach, in contrast, focuses on specifying and executing the collaboration
structures, leaving the actual collaboration per se to the users via the actual,
underlying platforms. Activity-centric approaches such as [2,12] put control into
the hands of users for flexibly defining and deviating from (ad-hoc) processes.
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Human and Artifact-centric BPM. Even traditional workflow description
languages dedicated to modeling human involvement such as Little-JIL [6],
BPEL4People [15], or WS-HumanTask [18] foresee no explicit communication
among process participants outside of tasks. Although BPEL4people supports
four eyes, nomination, escalation, and chained execution scenarios—and WS-
HumanTask allows attaching comments to tasks—all interaction is purely task-
centric. Similarly, La Rosa et al. [20] demonstrate how EPC-based models may
involve multiple users in a task including artifacts but neither how multiple par-
ticipants collaborate, nor their capabilities on the artifacts. In contrast, Liptchin-
sky et al. model the impact of social relations on software artifacts and the
respective engineering process [21]. The collaboration mechanisms that give rise
to social relations and process execution support remain out of scope. Subject-
oriented BPM [14] models all data flow exclusively with messages between
process participants. Hence other collaboration mechanisms such as shared arti-
facts, chat rooms, etc. are extremely awkward to represent.

Artifact-centric BPM approaches [17] (aka document-centric, data-centric, or
object-centric) focus on specifying artifact structure, states, and access rights.
Examples such as the Business Entity Definition Language [23], Philharmon-
icflows [19], FlexConnect [24] or ad-hoc processes driven by documents [8] remain
restricted to artifacts and leave aside other collaboration mechanisms such as
chatting, voting, or direct messaging. These approaches, however, model arti-
facts in much more detail compared to hADL.

Social BPM and Crowd Sourcing. Recent research efforts started explic-
itly targeting the integration of social media into business process manage-
ment (BPM) technology. Brambilla et al. present design patterns for integrating
social network features in BPMN [4]. A social network user may engage in task-
centric actions such as voting, commenting, reading a message, or joining a task.
Bohringer utilizes tagging, activity streams, and micro-blogging for merging ad-
hoc activities into case management [3]. Dengler et al. utilize Wikis and social
networks for coordinating process activities [7]. o BPM [16] relies on task and
artifact abstractions for coordinating business process modelling.

These approaches differ in several crucial aspects from our work: (i) they
integrate collaboration mechanisms only in single tasks, (ii) these mechanisms
are typically hard-wired social media connectors with no abstraction, (iii) and/or
collaboration aspects support the process design phase [13] only.

To the best of our knowledge, no contemporary research approaches address
the issue of modeling and executing collaboration structures. We focused in our
own, previous work on establishing a passive runtime view of the ongoing col-
laboration from monitoring a system’s software architecture [10] and addressed
the aspect of configuration and deployment of collaboration systems, i.e., pro-
visioning the technical infrastructure [25]. Our approach in this paper is com-
pletely independent of either works. The discussed work above presents primarily
orthogonal approaches worthwhile investigating for future integration.
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7 Conclusions and Outlook

In this paper?, we presented a first framework for model-driven execution of col-
laboration structures. We demonstrated how to specify collaboration structures
on an abstract level subsequently grounded in concrete collaboration platforms
via surrogates. The preliminary evaluation use case demonstrated the application
of our framework for supporting a hiring process via Google Drive documents
and HipChat chat rooms. The current implementation puts a significant burden
on the framework client for error handling and correct model usage. Future work
will explores the use of a Domain-Specific Language for expressing and gener-
ating the source code for type safe collaboration modification. Additionally, we
will focus on adding sophisticated error handling strategies and investigating the
integration with a process engine.
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Abstract. Social Business Intelligence (SBI) relies on user-generated
content to let decision-makers analyze their business in the light of
the environmental trends. SBI projects come in a variety of shapes,
with different demands. Hence, finding the right cost-benefit compromise
depending on the project goals and time horizon and on the available
resources may be hard for the designer. In this paper we discuss the main
factors that impact this compromise aimed at providing a guideline to
the design team. First we list the main architectural options and their
methodological impact. Then we discuss a case study focused on an SBI
project in the area of politics, aimed at assessing the effectiveness and
efficiency of these options and their methodological sustainability.

Keywords: Social Business Intelligence - User-generated content -
OLAP

1 Introduction

An enormous amount of user-generated content (UGC) related to people’s tastes,
opinions, and actions has been made available thanks to the omnipresent diffu-
sion of social networks and portable devices. This huge wealth of information
is raising an increasing interest from decision makers because it can give them
a timely perception of the market mood and help them explain the phenom-
ena of business and society. Social Business Intelligence (SBI) is the discipline
that aims at combining corporate data with UGC to let decision-makers (sim-
ply called users from now on) analyze and improve their business based on the
trends and moods perceived from the environment [4].

In the context of SBI, the most widely used category of UGC is the one
coming in the form of textual clips. Clips can either be messages posted on
social media or articles taken from on-line newspapers and magazines, or even
customer comments collected on the corporate CRM. Digging information useful
for users out of textual UGC requires first crawling the web to extract the clips
related to a subject area, then enriching them in order to let as much information
as possible emerge from the raw text. The subject area defines the project scope
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and extent, and can be for instance related to a brand or a specific market, or to
a wider domain such as EU politics. Enrichment activities may simply identify
the structured parts of a clip, such as its author, or even use NLP techniques
to interpret each sentence, find the fopics it mentions, and if possible assign
a sentiment (also called polarity, i.e., positive, negative, or neutral) to it [10].
For instance, the tweet “UKIP’s Essex county councillors stage protest against
flying of EU flag at County Hall. Well done to them”, in the subject area of EU
politics, mentions topics “UKIP” and “protest” and has positive sentiment.

We call SBI process the one whose phases range from web crawling to users’
analyses of the results. In the industrial world, the SBI process is often imple-
mented in the so-called social media monitoring tools [16], i.e., commercial tools
and platforms available for the analysis of UGC, such as Brandwatch, Tracx, and
Clarabridge. Their main feature is the availability of a fixed set of dashboards
that analyze the data from some fixed points of view (such as topic usage, topic
correlation, and brand reputation) and rely on some ad-hoc KPIs (e.g., topic
counting and sentiment), so they lack in providing flexible user-driven analyses.

In the academic world, the SBI “big picture” has not been deeply investigated
so far. In [2] we proposed a reference architecture and an iterative methodology
for designing SBI applications, and showed how its adoption can make the activ-
ities for developing and maintaining SBI processes more efficient and the SBI
process itself more effective. However, we also concluded that SBI projects come
in a variety of shapes, characterized by different relevance and sophistication
degrees for each design task and architectural component, which results in quite
different demands in terms of skills, computing infrastructure, and money. Hence,
finding the right cost-benefit compromise depending on the project goals, on its
time horizon, and on the available resources may be quite hard for the designer.

During the last few years we have been involved in different SBI projects.
In particular, in the context of the WebPolEU project we developed an SBI
platform aimed at investigating the connection between politics and social media.
The project used UGC written in three languages and was focused on the 2014
European Election. This experience has motivated us in writing this paper, whose
goal is to discuss the main factors that impact the above-mentioned compromise
aimed at providing design guidelines to the SBI design team. To this end, first
we list the main technical options for each architectural component together
with their methodological implications. Then we discuss a case study focused
on the WebPolEU project, aimed at assessing the effectiveness and efficiency of
these options as well as the overall sustainability of the methodological approach,
based on a qualitative and quantitative analysis of the critical issues related to
each architectural component and design activity.

2 Architectural and Methodological Framework

The reference architecture we proposed in [2] to support the SBI process is
depicted in Fig. 1. Its main highlight is the native capability of providing histori-
cal information, thus overcoming the limitations of social media monitoring tools
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Fig. 1. A reference architecture for the SBI process

in handling the data reprocessing typically required by cleaning and semantic
enrichment needs. In the following we briefly comment each component.

— The Operational Data Store (ODS) stores all the relevant data about clips,
their authors, and their source channels; the ODS also represents all the topics
within the subject area and their relationships.

— The Data Mart (DM) stores integrated data in the form of a set of multidi-
mensional cubes which support the decision making process.

— The Document-Base stores the clips in textual form and the related meta-data
to be used for text search.

— Crawling carries out a set of keyword-based queries aimed at retrieving the
clips (and the available meta-data) that are in the scope of the subject area.
The target of the crawler search could be either the whole web or a set of
user-defined web sources (e.g., blogs, forums, web sites, social networks).

— Semantic Enrichment works on the ODS to extract the semantic information
hidden in the clip texts. Such information can include its topic(s), the syntactic
and semantic relationships between words, or the sentiment related to a whole
sentence or to each single topic it contains.

— The ETL process turns the semi-structured output taken from either the
crawler or the CRM into a structured form and loads it onto the ODS. Then
it integrates data about clips and topics with the business data extracted from
the EDW (Enterprise Data Warehouse), and loads them onto the DM.

— Analysis enables users to explore the UGC from different perspectives and
control the overall social mood.

From the methodological point of view, we observe that the roles in charge of
designing, tuning, and maintaining each component of the SBI process may vary
from project to project, and so may vary the complexity of each design activity
and the control the designer and the user have over it. Specifically, as claimed
in [2], SBI projects can be classified into:
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— Best-of-Breed. A best-of-breed policy is followed to acquire tools specialized in
one of the parts of the SBI process. In this case, the designer has full control
of the SBI process by finely tuning all its critical parameters.

— End-to-End. Here, an end-to-end software/service is acquired and tuned.
Designers only need to carry out a limited set of tuning activities that are
typically related to the subject area, while a service provider or a system
integrator ensures the effectiveness of the technical phases of the SBI process.

— Off-the-Shelf. This type of projects consists in adopting, typically in a as-a-
service manner, an off-the-shelf solution supporting a set of standard reports
and dashboards. The designer has little or no chance of impacting on activities
that are not directly related to the analysis of the final results.

Moving from level best-of-breed to off-the-shelf, projects require less technical
capabilities from designers and users and ensure a shorter set-up time, but they
also allow less control of the overall effectiveness and less flexibility.

3 A Case Study on EU Politics

The WebPolEU Project (http://webpoleu.altervista.org) aims at studying the
connection between politics and social media. By analyzing digital literacy and
online political participation, the research evaluates the inclusiveness, represen-
tativeness, and quality of online political discussion.

SBI is used in the project as an enabling technology for analyzing the UGC
generated in Germany, Italy, and UK during a timespan ranging from March,
2014 to May, 2014 (the 2014 European Parliament Election was held on May
22-25, 2014). In the architecture we adopted, topics and related taxonomies
are defined through Protégé; we use Brandwatch as a service for keyword-based
crawling, Talend for ETL, SyN Semantic Center by SYNTHEMA for semantic
enrichment (specifically, for labeling each clip with its sentiment), Oracle to store
the ODS and the DM, MongoDB to store the document database for full-text
search, and Mondrian as the multidimensional engine. Given the nature of the
subject area, no EDW and no CRM are present in the architecture. We used
the Indyco CASE tool to design the DM, and we developed an ad-hoc OLAP &
dashboard interface using JavaScript, D3, and Saiku.

To enable topic-based aggregations of clips in the OLAP front-end, the classes
in the domain ontology describing the subject area (that was designed together
with the domain experts by classifying the topics emerged during macro-analysis)
have been arranged into a topic hierarchy (see Fig.2(a)). To effectively model
the topic hierarchy, taking into account its specificities (it is heterogeneous,
dynamic, non-onto, non-covering, and non-strict), the meta-star approach has
been used [4].

4 Architectural Options

The techniques to be used to support the processes appearing in Fig.1 may
change depending on the context of each specific project, resulting in heavier or
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Fig. 2. A DFM representation of the topic (a) and clip (b) hierarchies for WebPolEU

lighter architectures. In the light of our experience with SBI projects of different
types, in the following subsections we discuss the main options available to the
design team, as well as their methodological impact.

4.1 Analysis

A component for analyzing the UGC is always present in SBI architectures, and
it can take a variety of shapes characterized by quite different capabilities:

— Dashboards effectively summarize the trends and behaviors within the sub-
ject area, but only support a small number of predefined views and navigations
(e.g., by topic or by geography).

— Text search enables very detailed analyses of the UGC up to the single-clip
level, by supporting searches on both the clip text and its related meta-data.

— OLAP provides very flexible analyses based on the multidimensional
metaphor, which enables users to understand in depth the market mood by
slicing and drilling according to different dimensions such as time, topic, geog-
raphy, UGC source, and the related hierarchies.

— Text mining enables advanced analyses on textual data such as clip cluster-
ing and new topic discovery [5].

Standard commercial SBI systems normally provide only dashboards and text
search, and only a few of them support text mining (e.g., SAS Text Miner and
Temis). Providing OLAP capabilities requires an additional layer of multidimen-
sional data to be added to the architecture, as well as additional ETL processes
that obviously increase the overall complexity. In the WebPolEU implementa-
tion, a set of cubes (see Fig. 3) are provided; noticeably, their schemata are largely
project-independent, except for the topic hierarchy whose content and structure
strictly depends on the domain ontology. Besides, to enable text search func-
tionalities, the relational ODS is coupled with a document-oriented database.
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4.2 ODS

In principle, the ODS component could even be dropped (in which case, the
two ETL processes in Fig. 1 could be unified) since the users do not access it
directly. However, the presence of the ODS—in compliance with three-tier data
warehouse architectures—is warmly recommended in SBI for several reasons:

— Buffering and early analysis. Crawling and semantic enrichment activities
have a very different timing due to the complexity of enrichment. The ODS
can be seen as the buffer that makes the two phases independent of each other,
so as to give users the possibility of timely accessing a subset of information
that (i) enables some relevant early analyses; (ii) has a key methodological
role for tuning the crawling and enrichment processes at the next iteration.
Such information ranges from the clip meta-data returned by the crawler (e.g.,
source, author, and clip count) to some quick-and-dirty semantic enrichment.

— Clip reprocessing. Semantic enrichment is inherently an iterative process,
due to changes in topics and in the domain ontology which may occur even
months after the clips were retrieved. Storing clips in an ODS, where they can
be easily queried at any time, makes reprocessing feasible.

— Data cleaning. It is well known that data cleaning techniques are more
effective when applied to materialized data rather than when they are applied
on-the-fly to a data flow. In the specific case of SBI, cleaning is necessary, for
instance, to correct wrong character sequences, to repair enrichment/crawling
errors which may produce wrong or incomplete results, and to filter off-topic
clips based on relevance measures computed on both text and meta-data.

In our prototypical implementation, a relational ODS is used to store clips
and their meta-data together with topics and their relationships. However, other
alternatives could be explored. Choosing a NoSQL repository is mainly a matter
of scalability, strictly related to the quantity of data to be stored and processed.
In WebPolEU, about 10 millions of raw clips were retrieved and about 1.3 billions
of entity occurrences were produced by semantic enrichment. Although this size
is still manageable with traditional RDBMS, larger projects may make NoSQL
solutions more attractive. In our experience, the main advantages of using an

RDBMS are:

— The ODS plays the role of a hub for ETL data flows, and its tuples are subject
to several updates to trace the process steps. This determines a transactional
workload which is better handled if the ACID properties are preserved.

— The presence of a well-defined, structured, and normalized schema is very
useful to process the clip meta-data.

4.3 Crawling

The crawling component is the main entry point to the SBI system for all the
data that will be analyzed. From a technical point of view, the problem with
crawling is to ensure that a satisfactory compromise is achieved between retriev-
ing too much content (which adds harmful noise and leads to useless efforts
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during semantic enrichment and analysis, as well as during all test activities)
and retrieving too little content (which may dramatically reduce the reliability
of analysis results). The two drivers that can be used to tune this compromise
are clipping and querying.

Clipping is the process through which an indexed web page is parsed and
every building section of the page itself is identified in order to exclude from the
information extraction process all those contents that are not relevant and do not
contain any useful information [19,20]. Bad clipping implies that the crawler will
introduce into the system UGC filled with useless text such as hyperlinks, which
will make the information almost incomprehensible for the semantic enrichment
engine and often also for a human being—and also negatively affect the perfor-
mance and quality of semantic enrichment activities.

Besides an accurate page clipping, the other ingredient for an effective crawl-
ing is a proper set of crawling queries. The standard way to identify relevant
UGC from the web is by using Boolean keyword-based queries, where keywords
considered as relevant or descriptive for the project scope are combined using
different operators to instruct the crawler on the topics we are interested in and
the ones that are out of scope. The operators typically provided by crawlers
can be roughly classified into Boolean (e.g., AND, OR, NOT), prozimity (e.g.,
NEAR/n), meta (e.g., country, site, author); wildcards are supported.

In the light of the above, it is apparent that managing and tuning the spe-
cific features of crawling to ensure its effectiveness is a burdensome and very
time-consuming task. Noticeably, the roles in charge of these activity drastically
depend on the project type as defined in Sect. 2: (i) in best-of-breed projects, all
technical activities are in charge of the designer; (ii) in end-to-end projects, crawl-
ing templates are created and maintained by a service provider who is responsible
of the clipping quality, but crawling queries are managed by the designer; (iii) in
off-the-shelf projects, designers and users jointly carry out macro-analysis, but
all other activities are largely in the hands of the service provider—which means
that the designer can control the crawling effectiveness only to a limited extent
[2]. So, from a project management point of view, the main trade-off involved
in crawling is between (i) do it yourself—but it will take a lot of time and effort
and (ii) let the provider do it for you—but then you will have little control on
the overall quality.

4.4 Semantic Enrichment

The semantic enrichment process is maybe the one showing the widest spec-
trum of possible technological alternatives, with a very relevant impact on the
expressiveness of the supported OLAP queries and on the accuracy of the results.
Basic semantic enrichment techniques may be sufficient if users are only inter-
ested in analyzing raw data (e.g., counting the number of occurrences of each
topic in the UGC); in some cases (for instance, for languages—like German—
whose inherent complexity discourages automated analysis and interpretation of
sentences), semantic enrichment is done by manually tagging each sentence with
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its sentiment. In our WebPolEU project, semantic enrichment is achieved as the
combination of different (and possibly alternative) techniques:

— Crawler meta-data: Each clip is equipped with several meta-data, which
are mainly related to the web source (e.g., http address and web site nation),
to the author (e.g., name, sex, and nationality), and to the clip itself (e.g., its
language). As shown in Fig. 2(b), in WebPolEU these meta-data are used to
build the clip hierarchy.

— Information retrieval: The content of the clips can be analyzed by searching
the raw text for user-defined topics (or their aliases). Although this type of
analysis is not based on an in-depth comprehension of clip semantics, it returns
a quick and valuable first level of analysis of the texts. In particular it allows
to count the number of occurrences of a given topic and the number of co-
occurrences of a pair of topics in a clip. Figure 3(a, b) shows the IR Clip and IR
Topic Occurrence cubes of the DM; each event of IR Clip represents a clip and
its topics, while each event of IR Topic Occurrence represents the occurrence
of a single topic within a clip.

— Crawler sentiment: The crawler often provides its own sentiment score. In
WebPolEU we use Brandwatch, whose sentiment analysis module is based
on mining rules developed for each supported language and assigns a single
sentiment to each clip. In both the IR Clip and IR Topic Occurrence cubes, the
crawler sentiment for each clip is modeled as a measure.

— NLP analysis: It is the deepest analysis raw texts undergo. As shown in
Sect. 2, the commercial system SyN Semantic Center is in charge of extract-
ing the single entities, their part-of-speech, and their semantic relationships
from the raw data. Two cubes are derived through NLP analysis. The first one,
NLP Entity Occurrence (Fig. 3(c)), differs from IR Topic Occurrence since it also
stores all the entities (i.e., lemmas, annotated with their part-of-speech) dis-
covered in the text. The second one, NLP Semantic CoOccurrence (Fig. 3(d)),
stores semantic relationships and explicitly models couples of topics/entities
in the same sentence together with an optional qualifier (e.g., Angela Merkel
had lunch with Matteo Renzi).

— Domain expert: differently from social media monitoring solutions, SBI
projects allow additional meta-data to be provided by domain experts by
means of the domain ontology coded in the topic hierarchy (see Fig.2(a)) and
by additional meta-data to be added to the other hierarchies.

5 Case Study Analysis

Carrying out an SBI project requires to find the right trade-off between its
effectiveness, efficiency, and sustainability, respectively expressed in terms of
correctness of the results obtained, appropriateness of the response time, and
time/money required to run the project. In this section we provide a quantitative
evaluation of these aspects with reference to our case study.
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Fig. 3. A DFM representation of IR and NLP cubes. Topic and clip hierarchies have
been hidden to simplify the picture

Overall, the number of collected clips in WebPolEU was around ten millions,
which decreased to six millions after dropping non-relevant sources and duplicate
clips. Noticeably, the quantity of information generated by the semantic enrich-
ment process is much larger (JNLP Entity Occurrence| &~ 500 M for each language)
and places the project on the edge of big data. The topics were provided by the
team of socio-political researchers involved in WebPolEU; the number of topics is
about the same (around 500) for Germany, Italy, and UK, since the same issues
were discussed in the three nations. Although the number of clips collected for
Germany (933 K) is quite lower than that for Italy and UK (about 3 M each),
the number of occurrences generated is not so different; this is because the lower
number of clips for Germany is counterbalanced by their greater average length.

5.1 Effectiveness

Our first goal is to evaluate different semantic enrichment techniques in terms
of the trade-off they offer between added value on the one side, and resource
demand/effort on the other. In particular, we will compare the approach based
on crawler meta-data, crawler sentiment, and information retrieval (called IR
in the following) against the approach based on NLP analysis (called NLP).
We will focus on the Italian and English clips since they were both enriched
using the same tools (Brandwatch for IR and SyN Semantic Center for NLP).
As shown in Table 1(a), the two techniques find the same topic occurrences in
a clip in most cases. This shows that the KPIs based on topic counting, which
are widely adopted for UGC analysis, does not necessarily require the adoption
of sophisticated ontology-based techniques and a full comprehension of sentence
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syntax and semantic. Conversely, these techniques are required when analyzing
semantic co-occurrences is one of the users’ goals.

Table 1. Number of topic occurrences detected by IR and NLP (a) and number of
positive, neutral, and negative clips detected by NLP, by IR, and agreed upon by NLP
and IR (b)

ITA ENG
ITA ENG Sentiment| NLP IR Agreed| NLP IR Agreed
# Topic Occ. NLP[14 215 K 23 399 K] | Positive [566 K 36 K 19 K [1090 K 142 K 107 K
# Topic Occ. IR|15 401 K 25 006 K Neutral 893 K 2340 K 888 K [1368 K 2973 K 1337 K
# Shared Occ.|12 922 K 21 497 K| | Negative [934 K 17K 14 K |817T K 159 K 112 K

(a) (b)

The real power of NLP comes into play when analyzing sentiment. Table 1(b)
shows that Brandwatch, which adopts a rule-based technique for sentiment
analysis, hardly assigns a non-neutral sentiment to a clip: most of the clips
that Brandwatch labels as positive/negative are positive/negative for SyN too,
while the two systems often disagree on neutral clips.

There is not much point in discussing the differences in IR and NLP sentiment
without knowing which is the correct one. For this reason we evaluated the
accuracy of the returned sentiment by asking five domain experts to manually
tag a sample of the clips. The sample includes about 600 clips from the English
corpus, equally divided by media type and NLP sentiment (as computed by Syn).
Besides defining the clip sentiment as either negative, neutral, or positive, the
domain experts were also asked to rate, for each clip, its clipping quality (i.e.,
the amount of non-relevant text present in the clip), which could impact on the
difficulty of assigning the right sentiment, and its intrinsic text complezity (i.e.,
the effort of a human expert in assigning the sentiment due to irony, incorrect
syntax, abbreviations, etc.). Table 2 shows the IR and NLP sentiment accuracy
(i.e., percentage agreement with the consensus sentiment) for each sub-sample; a
correct interpretation of the results requires some further explanation due to the
different cardinalities of the sub-samples. It is apparent that the experts rated
most of the clips as neutral—thus, a dummy classifier always stating neutral
would most probably be very successful! Before commenting the tables, we recall
that the lower bound on accuracy is 33 %, which is the percentage of success of
a random classifier.

— The high accuracy achieved by IR on neutral clips is not actually due to its
real capability of discerning between negative, neutral and positive clips, but
rather to its inability/caution in assigning a non-neutral sentiment. Indeed,
its accuracy on negative and positive clips is below that of a dummy classifier.

— When using NLP, detecting positive sentiments turns out to be much easier
than identifying negative ones. This happens because positive opinions are
normally characterized by enthusiastic words, while negative ones are often
blurred by irony, which can hardly be detected. This is confirmed by the
experts, that mostly label positive clips as having standard complexity.
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— For clips whose texts complexity has been classified as hard, both IR and NLP
often fail in assigning the right sentiment.

— The clipping quality impacts more on NLP than on IR accuracy. It would be
interesting to investigate if this is related to the deeper level of text under-
standing NLP tries to achieve.

Table 2. IR and NLP sentiment accuracy for each sub-sample

Clipping Quality|Text Complexity Negative Neutral Positive
IR NLP TR NLP IR NLP
Standard 16.7% 62.7%| 85.1% 39.9% [21.7% 68.3%
High Hard 15.2% 36.4%(100.0% 44.4% | 0.0% 100.0%
Overall 15.9% 49.5%] 92.5% 42.2.%[10.8% 84.2%
Standard 20.0% 55.0%| 87.8% 54.9% |28.6% 57.1%

Low Hard 0.0% 0.0% [100.0% 0.0% - -
Overall 10.0% 27.5%| 93.9% 27.4% [28.6% 57.1%

Text Complexity Negative Neutral Positive IR | NLP

IR NLP IR NLP | IR NLP
Standard 18.3% 58.8%| 86.4% 47.4%(25.1% 62.7% |43.3%56.3%

Hard 7.6% 18.2%100.0% 22.2%]| 0.0% 100.0%|43.0%|36.2%
Overall 13.0% 38.5%| 93.2% 34.8%[16.7% 75.2% |43.2%|47.2%

As to analysis, the last phase of the SBI process, we can only give some
qualitative assessment. Moving from standard dashboards to user-driven OLAP
analysis has been recognized as truly valuable by the WebPolEU users since it
enables them to flexibly and autonomously navigate data to get a deeper insight
on the ongoing trends, leaning on hierarchies to better analyze data.

5.2 Efficiency

We start this section by mentioning how the architecture in Fig.1 has been
implemented in the WebPolEU project. ETL and analysis run on an 8-cores
server with 64 GB of RAM; the text search engine runs on a 7-nodes cluster
(each node equipped with a 4-cores processor and 32 GB of RAM); the semantic
enrichment component runs on a 6-nodes virtual cluster (each node equipped
with a 12-cores processor and 10 GB of RAM). As to the data volume, the raw
crawler files take 79 GB, the ODS 481 GB, the DM 116 GB, and the documents
for text search 65 GB. Noticeably, since the OLAP cubes in the DM mainly store
numerical data, their required storage is lower than that of the ODS.

Table 3 shows the time required for running the main ETL flows with refer-
ence to all clips (a 20 x parallelization was adopted to maximize the throughput)
and the time for the bi-directional ETL flow between the ODS and NLP seman-
tic enrichment as a function of the clip length (here times were measured on
a single-process basis). These results confirm that NLP semantic enrichment
deeply impacts on the time and space required to feed the DM, so its adoption
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Table 3. Average processing time in seconds for 10 000 clips; to the right, average
time for NLP semantic enrichment of one clip
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Table 4. Execution time for chart, OLAP and free-text queries

English

~ =~~~ Italian

Query type | Exec. time (s) Query example
Min | Avg | Max
IR charts 1.2 7.4 | 25.5| Daily trend of UK topic occurrences for each channel type and party
NLP charts | 0.8 | 62.2 | 288.7| Top 5 entities related to the “Cameron” topic
IR OLAP 0.3 7.7 | 50.1] Average crawler sentiment for each party and country
NLP OLAP | 0.4 14.7 | 79.4) Average sentiment for each topic sector and clip type
Free-text 0.2 1.1 2.9| “Europe” AND “Politics” (filter on Clip.Source = “telegraph.co.uk”)

should be carefully evaluated. Interestingly, both processing time and data size
are higher for Italian clips due to the greater complexity of the Italian language.
We close our efficiency analysis by showing, in Table4, the execution time
for an analysis workload including 33 queries, which can be classified into three
groups corresponding to the main functions of a typical SBI platform: charts,
OLAP analysis, and free-text search. The first group includes the queries whose
output is used to draw the charts available in the WebPolEU interface (e.g., tag
cloud, trends, etc.), while the other two groups were created by auditing and
sampling the queries actually issued by WebPolEU users. Although the average
query time is higher for NLP queries (because the corresponding cubes have
higher cardinalities), all the groups are compatible with interactive analyses.

5.3 Sustainability

The first design iteration for WebPolEU took 84 person-days overall; of these,
18 were for designing the domain ontology (including topic definition), 21 for
designing and testing semantic enrichment (in particular for tuning the dictio-
nary), and 26 for designing and testing crawling queries. The second iteration
was mostly used for tuning the ETL (20 person-days out of 30). The main critical
issues related to each activity are listed below:

— Ontology design: the correctness of the results is deeply affected by the num-
ber of topics and aliases defined. For example, with reference to Fig.2, the
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number of occurrences for each topic sector depends on the topics and aliases
summarizing that sector, hence, including an unbalanced number of topics for
the different sectors may lead to an unfair analysis. Keeping a proper level
of detail for different sectors requires a deep knowledge of the domain and
related vocabulary.

— Crawling design: commercial solutions (like Brandwatch) normally limit the
length of the crawling queries; this makes it harder to properly define the sub-
ject area, which is necessary to filter off-topic clips. Finding the proper for-
mulation of queries with constraints on their length and number may become
a real nightmare.

— ETL & OLAP design: although parsing a JSON file is a trivial task, handling
all the possible unexpected character sequences is more tricky and requires
continuous tuning along the whole project. On the other hand, unexpected
character sequences often determine a failure of semantic enrichment.

6 Related Literature and Conclusion

As stated in the Introduction, only a few papers have focused on the full picture
of SBI so far. Complete architectures for SBI have been proposed in [6,13]; in
both cases, the basic blocks of the architecture have been identified, but still with
a limited expressiveness. In particular, in [13] a comprehensive solution for the
extraction of Twitter streams and the enhancement and analysis of their meta-
data is presented; the approach of [6] extracts sentiment data about products
and their features from selected opinion websites and builds opinion facts. An
important step towards increasing the expressiveness of SBI queries has been
taken in [1], where a first advanced solution for modeling topic hierarchies has
been proposed. Another step in this direction has been made in [4], where topic
hierarchies are modeled by handling their dynamics and irregularity so as to
enable full OLAP analyses of social data. In terms of OLAP analysis over UGC,
a cube for analyzing term occurrences in documents belonging to a corpus is
proposed in [9], although term categorization is very simple and does not support
analyses at different levels of abstraction. In [12] the authors propose to use
textual measures to summarize textual information within a cube.

As to the enabling technologies for the SBI process, a number of academic
works have focused on specific issues that find application on strictly correlated
fields. First of all, web crawling is a central issue in information retrieval, in whose
context powerful languages to automatically and precisely capture the relevant
data to be extracted were studied (e.g., [3]). In terms of semantic enrichment
of raw clips and text understanding, different techniques have been studied in
several areas of computer science. Whereas most of these techniques are typ-
ically tuned to perform well on a limited set of selected (web) sources, their
accuracy tends to decrease when applied to a heterogeneous collection of docu-
ments extracted from multiple kinds of sources. In general, NLP approaches try
to obtain a full text understanding [18], while text mining approaches rely on
different techniques (e.g., n-grams) either to find interesting patterns in texts
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Table 5. Summary of main architectural options
Component | Option Pros Cons
Analysis Dashboard Effective summary of trends Low flexibility
Text search Detailed content analyses Increased storage
OLAP High flexibility Increased storage; extra ETL
ODS Text mining Enables advanced analyses Complexity; expert analyst
required
Relational Clip buffering, reprocessing, and Increased storage; performances
cleaning; structured
Crawling NoSQL Clip buffering, reprocessing, and Low control of data transformation

cleaning; scalability

and quality

Designer-managed

Good control of quality

Large effort

Sem. Enr.

Provider-managed

Small effort

Low control of quality

Crawler meta-data

Enables clip classification and
aggregation

Some complexity in collecting

Crawler sentiment

Enables analysis of sentiment; no
tuning

Unreliable for non-neutral clips

Inf. retrieval

Enables topic occurrence analysis

Low text understanding

NLP analysis

Enables analysis of sentiment; also
reliable for non-neutral clips

Complex tuning; affected by
clipping quality

Domain expert

Enables analysis of sentiment; fully

Costly; subjective

reliable

(e.g., named entities [14], relationships between topics [15], or clip sentiment
[11]) or to classify/cluster them [17]. Also hybrid approaches between classical
NLP and statistical techniques have been tried, either user-guided, as in [8], or
automated and unsupervised, as in [6].

In this paper we have analyzed the main factors that impact on the costs
and benefits of the main architectural options for SBI. A summary of the pros
and cons of the different options, as emerging from our case study, is shown in
Table 5. Remarkably, it turned out that crawling and semantic enrichment are
the components that impact the most on the overall cost-benefit compromise.
Here we summarize a few rules of thumb for making a good choice:

— The accuracy of both NLP and IR sentiment can be high on very specific
sources and closed domains (such as the CRM of a bank or the movie reviews
[7]), but it easily drops as soon as the domain becomes wider. Since a rele-
vant effort is required to properly handle sentiment, the design team should
carefully evaluate the use of sentiment analysis techniques by trading-off the
accuracy achievable with the related costs.

— Although Twitter provides a partial analysis of the social environment, the
shortness of tweets and the high percentage of non-neutral clips make it a good
candidate to be the main source for an effective sentiment analysis. Indeed,
experimental data show that Twitter clips yield the highest accuracy for NLP
sentiment (56.6 %, vs. 51.5% of forums and 42.4 % of news).

— Dashboards are the standard way for visualizing and analyzing data in SBI
projects since they yield an immediate, easy-to-understand, and well-focused
representation of results. However, as the role of SBI systems becomes more
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important in companies, full-OLAP capabilities will increasingly be provided
because they clearly enable more flexible and accurate analyses of the UGC.
Off-the-shelf projects provide quick-and-dirty answers but preclude the possi-
bility of carrying out in-depth analysis, tuning, reprocessing, and integration
with enterprise data. They should be pursued either at an early stage of adop-
tion of SBI solutions to assess the real value of social data for the company,
or if the available resources are very limited.
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Abstract. Due to complex and fragmented enterprise systems and modelling
landscapes, organizations struggle to cope with change propagation, compliance
management and interoperability. Two aspects related to the above are business
process models and business rules, both of which have a role to play in the
enterprise setting. Redundancy and inconsistency between business rules and
business process models is prevalent, highlighting the need for consideration of
integrated modelling of the two. An important prerequisite of achieving inte-
grated modelling is the ability to decide whether a rule should be integrated into
a business process model or modelled independently. However, in the current
literature, little guidance can be found that can help modellers to make such a
decision. Accordingly, our aim is to empirically test factors that affect such
decisions. In this paper, we describe 12 such factors and present the results of an
empirical evaluation of their importance. Through our study, we identify seven
factors that can provide guidance for integrated modelling.

Keywords: Business process management - Business rule management -
Integrated modelling

1 Introduction

The modelling of business processes and business rules has been an important topic of
Information Systems and Computer Science research over the last two decades [1-3].
Traditionally, business rules are modelled in a standalone fashion using rule modelling
notations. In more recent years, as new modelling languages and methods have been
developed [3], researchers have argued that business rules can be modelled indepen-
dently or integrated into business processes [4, 5]. Several researchers have motivated
integrated modelling of business processes and business rules [6, 7]. Such integration is
posited to result in improved model understanding, increased interoperability capacity,
better change propagation of new requirements and increased capacity for compliance
management [8—10]. Previous research has made several contributions towards this end
through analyzing the representational capacity, deficiency and overlap of process and
rule modelling languages [11], with a view towards their integrated use. Several initial
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approaches for the integration of business process models and business rules have also
been proposed [12].

Empirical findings [13] indicate that process designers often have the need to
represent in a process model business rules that go beyond control flow rules. Although
all process models contain some business rules in the way of control flow, other rules
may be, and often are, documented separately. Representing process models graphi-
cally without all relevant rules or operational constraints can result in flawed decision
making and non-compliant process execution. It is also a roadblock to achieving a
holistic understanding of the process, and thus affects shared understanding of
requirements between stakeholders. In turn, incomplete requirements lead to incom-
plete system implementation, in which business processes might be executed without
necessary constraints and monitoring mechanisms and, thus, might lead to high costs
due to operational and compliance risks.

We argue, along the lines of [3], that there are situations under which a business
rule is better modelled independently from a business process model, and situations
under which it is more appropriate to integrate the rule with a business process model.
It follows then that an important aspect of integrated modelling is the understanding of
such situations and how they influence business rule representation. While the decision
in regards to how a rule should be modelled is not a straightforward one, little guidance
exists that can help modelers make such a decision. This shortcoming results in
fragmented and inconsistent business process and rule models. In our earlier work [14]
we identified the factors that are likely to affect such decisions. In this paper, our aim is
two-fold: (1) to empirically evaluate the factors; (2) to identify guidelines for better
business rule modelling decisions.

This paper unfolds as follows. The next section provides an overview of business
process and business rule modelling, as well as prior efforts to identify factors that
influence integration in the context of modelling. Section 3 overview the methodology
used earlier for factor identification, and presents the methodology for empirical eval-
uation of the factors. Section 4 summarizes the factors and Sect. 5 discusses the
empirical evaluation. Section 6 provides an empirically-grounded discussion on how
these factors should affect rule modelling. Finally, we summarize the results of our study
in terms of the evaluation results and provide some guidelines for modeling of business
rules. We conclude the paper with a discussion of the findings and future outlook.

2 Background Concepts and Related Work

A business process model is a structured collection of activities that accomplishes a
specific goal that will create value for an organization. Such structures also involve
business rule models, which describe the constraints and requirements guiding and
controlling the behavior of business activities, and can be integrated into related busi-
ness process models or modelled independently. Business process modelling and
business rule modelling both focus on creating a representation of the organization’s
current and future practices. They are complementary approaches as they address dis-
tinct aspects of organizational practices. However, the two approaches evolved sepa-
rately over the last few decades and failed to integrate into a more powerful approach.
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Three types of methods for integrated business process and rule modelling have
been developed in literature viz. annotation, encapsulation and extension [12]. Anno-
tation is the use of additional textual elements to represent other aspects that are beyond
the representational capacity of the selected modelling language. The textual elements
are typically attached to graphical symbols within the process model to represent extra
information. Encapsulation is the embedding of related business rules into a specific
element in business process models. The embedded rules can be folded and unfolded,
thus allowing users to easily switch focus between the overall structure and detailed
parts of a process model. Extension either creates new elements or combines existing
meta-elements from other languages to increase the representation capability of the
underlying language to represent both business activities and business rules. Figure 1 is
a simplistic illustration of a business process model with rule integration, using an-
notation, encapsulation, and extension methods.

Encapsulation Extension

v v

Rule Task:
Enter Order Calculate 5 R
Discount :

Prepare Car for Deliver
Delivery

Receive Order Success

PR

It is obligatory to only accept e -
i

order from customers of legal
age and identifcation

Order Car from
Factory

A

Annotation

Fig. 1. Tlustration of a business process model with rule integration

Although the benefits and methods of integrated business rule modelling have been
well studied as stated Sect. 1, there is a paucity of research that examines or consol-
idates factors that are relevant for business process model and business rule integration.
zur Muehlen er al. [3] were the first to argue the need for guidelines to inform such
integration. They identified five potential factors expected to influence the represen-
tation of a business. However, without proper evaluation, the validity of each factor
cannot be fully established. Investigation and validation of each factor’s decision-
influence on the representation of a business rule is also needed, which is the aim of our
work as presented in the following sections.

3 Methodology

Our study involves two phases, viz. factor identification and factor validation. The first
phase is based on a review and analysis of existing literature and is documented in [14],
while the second is an empirical study of business rule experts in the form of academics
and practitioners. In the following sub-sections, we outline our methodology.



54 W. Wang et al.

3.1 Factor Identification

In our earlier work we embarked on a systematic identification of factors [14]. To
identify these factors, we conducted a systematic literature review based on a com-
prehensive set of well-regarded Information Systems and Computer Science journals
and conferences (see www.aisnet.org and www.core.edu.au) published between 1990—
2013, a period of time after the initial proposal of integration of the two approaches [2].
Our data set consisted of 43,021 full-text articles (see Table 1). Each article was
prepared (with OCR) for a full-text search. Subsequently, a full-text search was con-
ducted using the term ‘business rule’. We regarded a paper as relevant if the keyword
‘business rule’ occurred 3 times or more within the body of the text and only selected
those papers for the next round of analysis that met this criterion. Based on this
elimination process, 255 relevant papers were identified. For each of the 255 papers, we
read the abstract, the introduction of the paper, and each paragraph where the term
“rule” occurred to determine if the paper was relevant to our purpose. A paper was
identified as relevant if a characteristic of a business rule like change frequency,
reusability or impact is discussed or mentioned in the paper. This step resulted in the
identification of 78 papers.

Table 1. Dataset of 1990-2013 publications

Type Acronym # of # of
papers relevant
papers

Conferences ACIS, AMCIS, CAISE, ECIS, ER, HICSS, ICIQ, 27,326 |29
ICIS, IFIP, IRMA, IS Foundations, PACIS, BPM,
WIDM, WISE, CIKM, SIGIR, VLDB

Journals BPMJ, CAIS, EJIS, 1&M, ISF, ISJ (Blackwell), ISJ 15,695 49
(Sarasota), JAIS, ISR, MISQ, MISQ Executive,
TKDE, DKE, CACM, DSS, TOIS

The set of 78 relevant papers was then read in full and manually coded with a
dedicated coding protocol implemented via an Excel spreadsheet. The coding protocol
was designed and agreed by the three researchers after an initial coding of several
articles to refine the protocol and contained a field for a factor, the title of the paper,
context, and other comments. One researcher carried out the initial coding exercise
through iterative coding of the papers to identify all relevant factors and then refined
the result with the two researchers. The refinement included (1) selecting business rule
characteristics that had the potential to be factors and excluding unrelated character-
istics, (2) identifying and clustering synonymous factors and (3) selecting a repre-
sentative label for each factor and clarifying its definition. The result was refined over
three iterations until all three researchers were satisfied with the selection and definition
of each factor. Twelve factors were identified in total through this process, as sum-
marized in Sect. 4 and detailed in full in [14].
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3.2 Empirical Evaluation

To validate the identified factors for relevance and investigate their relative importance,
we designed an empirical evaluation instrument. The authors of the 78 papers relevant
for the factor identification were the target participants of the empirical evaluation.
These academics and professionals were invited to participate in an online survey
through invitation emails. In the invitation email, participants were informed about the
background and nature of the study, for which no incentives were offered. We used
Qualtrics' as the platform to deliver the survey and collect data.

The survey was designed, pilot-tested and revised through two iterations. In the first
round of pilot testing, 3 PhD students with knowledge of conceptual modeling were
asked to complete the survey and provide feedback on clarity of factor definitions and
questions. In the second round, the revised survey was pilot-tested with 2 PhD students
and a Master student by research, with knowledge of conceptual modelling and an
international expert in requirements modelling. The revisions as a result of the pilot
studies included changes to the definitions of factors and to questions so as to improve
clarity as well as research rigor (e.g. randomization of questions was introduced
through the pilot study). With our finalized survey instrument, we collected (1) the
importance of factors, (2) an importance ranking of the factors from each participant
and (3) expert opinions on how rules should be modelled given each factor.

We sent invitations to 112 authors of the 78 papers, and received 35 responses in
total, of which 13 were incomplete and had to be removed. Thus, we received 22 usable
responses, which represents a response rate of 23.08 % when calculated as responses
per paper. While low, it is hard to achieve high response rates in empirical research and
many consider any response rate of approximately 20 % to be usable [15-17].

4 Business Rule Modelling Factors

In total, twelve factors were identified. For further discussion of the factors, and the
sources/papers in which they were identified, please refer to [14]. In the following we
provide as a summary the definition of each factor, with arguments collected from the
literature review. Only the definitions (in italics) are used in the survey and the
argument statements or examples are excluded to avoid possible introduction of bias in
the responses.

Accessibility. Accessibility refers to the user’s need to view and manipulate a business
rule. If a stakeholder can easily view or manipulate a rule in a format that is suitable to
his or her need, then the rule has high accessibility, otherwise, the rule has low acces-
sibility. Making business rule repositories accessible to stakeholders whenever required,
as well as in a format that is suitable to their needs, is a basic requirement of information
systems [18]. Separating the rules can make rules easily accessible to business users, and
potentially reduce the complexity and waiting times in making changes required in
response to specific external or internal changes in requirements [19].

! Qualtrics is a web-based survey platform. See: www.qualtrics.com.
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Agility. Agility refers to how quickly a business rule can be adapted to a change. Rate
of change deals with how frequently the rule needs to be changed, and agility deals
with how long will it take for each change to be modelled in a rule. Some business
rules are required to take effect immediately to ensure the agility of the system [19].
Similarly, there can be others that may not have strict constraints on time of initiation
[20-22].

Aspect of Change. Aspect of Change refers to the component of the rule that can be
changed. The components of a rule that could change are the trigger condition, the
reaction, or the values of parameters, as well as rule phrases and design elements [23].
Depending on the component, the change might be simple or complex. While a
graphical process model may expose some simple configuration to business users, more
complex business rule changes may only be possible at a deeper level that may need a
business rule language representation.

Awareness of Impact. Awareness of Impact refers to how comprehensively the
implications of a business rule, or its revisions, are understood. Some business rules
have a direct and clear impact, while other rules may have an indirect or unclear
impact. Thus, the impact may or may not be clear to the stakeholders. Business users
may have to bring to bear their additional external knowledge to understand the
implications of a business rule [24]. If the impacts of a business rule are not com-
prehensively understood, e.g. a change in one department’s business practices is
necessitated by a change in another department and the effects cannot be safely pre-
dicted, then the deployment and implementation of the rule may need justification or
re-engineering in the future [3]. The advantage of rule models is “easier and faster
implementation in case adjustments needs to be made” [3].

Complexity. Complexity refers to the level of difficulty in defining or understanding a
business rule. Some rules are simple and some rules can be complex in nature. Thus,
the clarity and simplicity of business rules may differ based on the chosen represen-
tation [25]. Certain kinds of business rules cannot be clearly expressed in a business
process modelling language due to language representation limitations, while others
may be easily modelled as a standalone rule due to the more precise representation
capability [26].

Criticality. Criticality refers to the importance of the rule. Violation of critical rules
can lead to severe consequences for the organization, while violation of non-critical
rules may be less severe. Integrating a business rule into a business process model can
ensure that the business rule is implemented enterprise-wide. A standalone business
rule, on the other hand, has a risk of being overlooked when users perform manual
tasks relying on process models as guidelines for operations.

Governance Responsibility. Governance Responsibility refers to who ensures that
business activities are in accordance with business rules. Rules can be governed
automatically by programs/systems, or manually by humans [27, 28]. If the business
rule is to be checked automatically in the system, machine readability and execution
will be a basic requirement, while context availability and user-friendly representation
will be more important if the rule is to be checked by a human.
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Implementation Responsibility. Implementation Responsibility refers to who is
charged with implementing or updating the business rule. Both business users and
technical users could be responsible for the implementation of a business rule. Busi-
ness users generally have the configuration responsibility over business rules in busi-
ness rule repositories [3] and may not have process modelling expertise, whereas
technical staff or the IT department may be responsible for the implementation of
business processes [29].

Rate of Change. Rate of Change refers to the frequency at which a business rule
requires modification. Business rules can change in response to changes in regulations
and policies. Frequent business rule change requires mechanisms that support easy
modification and propagation. It is possible that frequently changed business rules
could be modelled in a stand-alone fashion, rather than being integrated into graphical
process models where they could be labor-intensive and cumbersome to update [30],
while stable business rules could be integrated into a business process model.

Reusability. Reusability refers to the potential for a rule to be used in new contexts. An
existing business rule may be adapted or modified to fit new contexts and scenarios to
reduce the resources required in developing new rules. Scattered [26, 31] and dupli-
cated [23] rules make it difficult to evaluate and maintain the integrity and consistency
[32, 33]. If a reusable business rule is integrated into a business process model, the
development, testing, and maintenance efforts may be increased when that rule changes
and requires update [23, 34]. On the contrary, modelling such a rule in a business rule
notation and storing it in a business rule engine could ease maintenance efforts.

Rule Source. Rule Source refers to the origin of the business rule. Rule sources could
be external or internal — e.g. laws and regulations or internal policies and standards.
Requirements defined by external regulatory bodies can be “critical to the organization,
while being outside the scope of their control. Particularly when the changes pertain to
compliance with regulations” [3]. According to [3] modelling external business rules as
part of a business process ensures that an audit trail is created, and thus facilitates
compliance management and audit.

Scope of Impact. Scope of Impact refers to the breadth of the impact of the rule. The
impact of a business rule can be focused on an activity, an entire process, a department
or the entire organization [3]. If an organization-wide business rule is integrated into a
large number of business process models any update to the rule will lead to a change in
a large number of models, thus triggering re-work and risk of inconsistency [3, 35]. If
the same business rule resides in a business rule repository, the update effort will be
limited to an individual business rule instance, while being linked to potentially several
process models.

5 Empirical Evaluation

In this section we present the empirical validation of the twelve factors. The main aim
of the empirical study was to derive a ranking of factors based on their perceived
importance by experts and capture expert indications as to how these factors affect
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modelling business rules in practice. To this end, in the following we first present a
discussion of the relative ranking of the twelve factors, considering also the level of
expert agreement in their ranking lists, and then explore the indications as to how these
factors affect modelling of business rules.

5.1 Demographics

Our survey was aimed at academics and practitioners who authored the 78 papers
relevant to this study. Table 2 shows that the overall business process modelling
experience of our participants is higher than in other similar studies, e.g. [13]. How-
ever, the experience of standalone rule modelling is slightly lower than that of pro-
cesses modelling, indicating that less participants are familiar with standalone rule
modelling.

Table 2. Participant demographics

Aspect Values | Percentage | Aspect Values Percentage
Responses 22 23 % Years of <2 years 14 %
Number of 1 9 % experience in 2-5 years 18 %
business 2 32 % business process 5-10 years 18 %
process 3 14 % modelling overall >10 years 50 %
mode?lling 4 14 % Years of None 14 %
notations used 5 18 % experience in <2 years 9 %
>5 14 % business rule 2-5 years |27 %
Number of 0 23 % modelling 5-10 years |27 %
business rule | 14 % notations overall 10 years 23 %
modelling 2 27 % Number of <10 18 %
notations used 3 23 9% business process 10-25 41 %
4 9% models created 25-50 9%
5 5% >50 32 %

5.2 Factor Importance

To distinguish the relative importance of each factor, we asked the participants to select
at least 5 most important factors and rank them according to their relative importance.
As current top-k ranking comparison algorithms require a constant k across all rankings
[36], only the top-5 factors are calculated in the ranking and agreement analysis. We
note that one participant selected 6 factors and two participants selected 7 factors in this
question, but these factors are already in top 50% of factors based on importance (see
Table 5).

To calculate consensus between the participants, the rankings provided by all
participants are aggregated into a single score. Consensus ranking [37] is used as it can
help minimize the overall distances between rankings. Since this is an NP-Hard
problem, some relaxed methods are used to find the approximate closest distance [37].
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We adopted the classical positional Borda’s method [38] to calculate the aggregated
ranking, which is well adopted in literature [37, 39].

Following this method, for a factor which ranked i <=5 in an individual ranking, we
assign 5-i points to the factor. For a factor which is not ranked within the top 5, we
assign 0 points. The total points of each factor are a sum of the factor’s points in each
individual ranking.

As shown in Table 3, agility is ranked as the most important factor, with 42 points,
and criticality is a close second. The factors rate of change and reusability are jointly
ranked third, with 37 points. Accessibility, awareness of impact, complexity, gover-
nance responsibility and scope of impact follow in that order. The lowest ranked three
factors are found to be those of aspect of change, implementation responsibility and
rule source.

Table 3. Aggregated ranking using Borda’s method

Factor Total Rank |SD Factor Total Rank |SD
points Points

Agility 42 1 2.05 | Complexity 25 7 1.16

Criticality 41 2 2.19 | Governance 21 8 1.61
responsibility

Rate of 37 3 2.00 | Scope of impact 17 9 1.79

change

Reusability 37 4 1.87 | Aspect of change 9 10 1.05

Accessibility |32 5 1.79 | Implementation 9 11 1.39
responsibility

Awareness 27 6 1.73 | Rule source 2 12 0.31

of impact

While Borda’s method allows us to identify the relative ranking, it is important to
determine whether there is an adequate level of agreement between experts’ individual
rankings. The concordance of the rankings is an indicator of such agreement. We use
compactness, defined in [40], to calculate the degree of agreement as suggested in [41].

m m ST 2
compactness = \/Zi_l %j_l( =) (1)

m(m — 1)

Normalized compactness ranges from O to 1, where 0 means the ranking lists are
identical with each other (i.e. participants agree with each other) while 1 means they
share nothing in common. Since for normalized concordance, 1 represents total
agreement and O represents total disagreement semantically, concordance has an
inverse relationship with compactness. Thus we use 1 — compactness to measure
concordance.

In formula (1), m is the number of factors, compactness is the average coupled
distance between all factors, and 7; — 7; is the distance between two rankings r; and r;.
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Weber et al. [36] provide a detailed classification of ranking distance measures in
different dimensions according to the nature of the rankings. The dimensions are
(1) conjoint and unconjoint ranking, (2) tied and untied ranking and (3) partial and full
ranking. In our case, each ranking is selecting top-5 factors from all 12 factors, thus the
ranking is a partial and conjoint ranking without ties. So we adopt the widely used
Kendall’s tao method introduced in [42] to calculate r; — 7;. Kendall’s tao distance is
calculated using formula (2). x, y are elements in the set P which consists of elements in
ranking r; and r;. p is assigned Y2 as the neutral approach. The detailed algorithm to
calculate K is described in [42].

=1 = Z{x,y}EP(mrj) i(l(‘;)) (ri’ r/) (2)

Combining formulas (1) and (2), the compactness of all the rankings is 0.36,
resulting degree of agreement among the participants’ rankings is 0.64, which is
deemed acceptable [41]. In addition to the compactness of all rankings, we can reason
about the compactness, or agreement, of the importance of each individual factor by
considering the standard deviation of its ranking position. Accordingly, Table 3 also
shows the standard deviation for each factor to provide an indication of the level of
agreement on that factor.

6 Factors Informing Business Rule Modelling

In the first part of our empirical analysis we were able to identify a relative ranking of
the factors. While this ranking provides an indication as to which factors should be
considered when modelling business rules, it does not provide any guidance as to how
a rule should be modelled given a particular factor. To carry out such an analysis we
must first determine the set of factors that had consistency of responses in terms of their
effect on business rule modelling. Thus, we first distinguish between ‘affecting’ factors
and ‘non-affecting’ factors. A factor is considered to be non-affecting if there is no
significant difference in expert opinion as to how that factor affects modelling. For
example, experts are asked to indicate for the aspect of change factor, which has two
circumstances: simple and complex, if the rule (to be changed or added) should be
modelled in an integrated manner or modelled separately (see Table 4).

Table 4. Vote distributions for non-affecting factors (When a participant indicated that a factor
is not important (importance rated as 1 or 2), this question was not applicable (N/A).)

Aspect of change | Integrated | Independent | I don’t know | N/A
Simple 4 11 3 4
Complex 4 11 3 4

The decision distributions are identical regardless of the complexity of change, thus
the factor aspect of change is considered to be a non-affecting factor because regardless
of the circumstance (i.e. simple or complex), experts favor independent modelling. We
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Table 5. Factor importance and effect matrix

Affecting Non-affecting

Top 50 % of factors based on importance Agility Criticality
Rate of changel Awareness of impact
Reusability

Accessibility
Bottom 50 % of factors based on importance | Rule source | Complexity

Governance responsibility
Scope of impact

Aspect of change
Implementation responsibility

use the difference of votes across the two opposite values of a factor as the metric of
factor effect. If the differences of votes are within or equal to 3 (the roundup integer of
10% of the number of participants) both for integrated and independent modelling, then
the factor is considered non-affecting.

We combine the importance and effect of factors in Table 5 (factors in each cell are
ordered by their rankings in Table 3). The table shows that 4 factors in the 6 top 50%
are affecting, and 5 factors in the 6 bottom 50% are not affecting. Criticality and
awareness of impact are not affecting although ranked high on importance, and rule
source is affecting although ranked lowest of importance.

In the following we will analyze the affecting factors to determine modelling
guidance given the factors’ circumstances.

In Table 6, ‘vote difference’ is the difference between the number of votes for
independent modelling and for integrated modelling, which is used as an indication of
modelling decision. A modelling decision for either type of modelling can be derived if
the difference in votes is at least 3 (the roundup integer of 10% of the number of
participants), otherwise the data can be interpreted as not providing any dominant view
of the type of modelling that is appropriate (noted in Table 6 as “Either”). For example
in Table 6, for the agility factor, where the need of agility is high, there are 13 more

Table 6. Dominant modeling preferences

Factor Factor value | Vote difference | Dominant view

Agility High 13 Independent
Low 1 Either

Rate of change | Frequent 17 Independent
Infrequent | —5 Integrated

Reusability High 20 Independent
Low -3 Integrated

Accessibility | High 8 Independent
Low 1 Either

Rule source Internal 1 Either
External 10 Independent
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votes for independent modelling than for integrated modelling, so independent mod-
elling is the dominant view for modeling.

Based on this analysis, the modelling decision is analysed for each circumstance of
a given factor. While there are three situations in which the experts could not agree on a
modelling decision, modelling guidance can be derived for the following seven
situations:

1. When a rule has relatively high agility, it should be modelled independently.

2. When a rule changes frequently, it should be modelled independently.

3. When a rule changes infrequently it should be integrated in a business process
model.

4. When a rule is highly reusable, it should be modelled independently.

5. When arule’s reusability is low, it should be integrated in a business process model.

6. When a rule requires relatively high accessibility, it should be modelled
independently.

7. When a rule comes from an external source, it should be modelled independently.

To provide further insights into the rationale of the responses, in the following we
briefly highlight relevant insights for non-affecting factors, which were collected
through open-ended comment sections for each factor in our survey. We use the
symbol P and a number to represent the participant number.

Criticality. The opinions on factor criticality are conflicting. Participants argue that
“it’s obviously more important that critical business rules are modelled in safe and
reliable ways than for less critical roles” (P20) and “criticality is important for the
enforcement or monitoring of rule violations” (P11), but “that doesn 't tell us anything
about whether the rule can be embedded in the business process or not” (P20), and
“whether this is done through a BRMS or a BPMS or manually does not matter, as
long as it is effective.” (P11).

Awareness of impact. Awareness of impact “could not always be estimated and could
not be easily represented” (P10), and “a rule may impact a process or something else”
(P11), thus it is considered as a less important factor.

Complexity. Since “BPMN is not suitable for BR modelling” (P17), simple and
complex rules can be easier to handle in a dedicated rule representation than integrated
into a business process.

Governance Responsibility. The importance of governance responsibility is chal-
lenged as “a business rule can be modelled separately and be embedded in a business
process at the same time” (P20), and “it depends on if the process model executed by a
BPMS or will a rulebook be used”. (P16).

Scope of Impact. Participants admit that “it might be easier to see which swim lanes
are affected by the rule change and how a separately modelled and maintained BR
scopes is hard to understand from a single BR out of context” (P17). However, they
believe this factor “has more to do with governance and documentation than with
modelling” (P17).
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Aspect of change. “If the rule logic changes, it’s easier to handle in the dedicated rule
representation. If a single parameter changes, it’s still easier to handle in a dedicated
rule representation” (P11). So the preference is independent modelling regardless of
whether the change is complex or simple.

Implementation Responsibility. Participants argue that “business and technical users
have different responsibilities for the same set of rules” (P12), with the underlying
assumption that modelling process and implementation process are separated.

7 Conclusions and Future Work

This paper recapped twelve factors that are thought to potentially influence decisions
on whether a business rule is modelled independently or modelled in a business process
model [14]. We explored empirically the relative importance of the identified set of
factors with academic experts and identified agility as the most important factor, fol-
lowed by criticality, rate of change and reusability. Accessibility, awareness of impact,
complexity, governance responsibility and scope of impact, with aspect of change,
implementation responsibility and rule source being the least important factors. We
also explored expert indications of how a business rule should be modelled given each
factor, which lead us to derive seven guidelines for business rule modelling.

Our work is not without limitations. First, this study focuses on the factors which
have a relatively high level of influence. Different modelling languages, tools and
integrated modelling methods will affect these factors differently and will be a
promising topic for future research. Second, we limit our scope of rules to those that
can be both modelled independently as well as modelled with a business process. The
rules that do not have the capability to be modelled into processes are beyond our
discussion since there is no option for an alternative modelling decision. Although
semantics and types of rule can be used to distinguish these rules in some cases,
modelers still need to judge each rule individually according to its characteristics. Last,
our study participants are predominantly academic experts in the field. The views of
common practice are also critical to understand and are the next step in our study.
Following that step, we plan to develop a decision framework and prototype to guide
business rule modelling decisions. We expect that further empirical study will help to
extend the decision framework through deeper insights into the decision processes.
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Abstract. Although Workflow Management Systems (WfMSs) are a
key component in workflow technology, research work for assessing and
comparing their performance is limited. This work proposes the first
micro-benchmark for WfMSs that can execute BPMN 2.0 workflows. To
this end, we focus on studying the performance impact of well-known
workflow patterns expressed in BPMN 2.0 with respect to three open
source WfMSs. We executed all the experiments under a reliable environ-
ment and produced a set of meaningful metrics. This paper contributes
to the area of workflow technology by defining building blocks for more
complex BPMN 2.0 WfMS benchmarks. The results have shown bottle-
necks on architectural design decisions, resource utilization, and limits
on the load a WfMS can sustain, especially for the cases of complex and
parallel structures. Experiments on a mix of workflow patterns indicated
that there are no unexpected performance side effects when executing
different workflow patterns concurrently, although the duration of the
individual workflows that comprised the mix was increased.

Keywords: Benchmarking + Micro-benchmark - BPMN 2.0 - Workflow
Patterns - Workflow Management Systems

1 Introduction

Despite the current trend of utilizing BPMN 2.0 as a common modeling and exe-
cution language for business processes [17], there are no means to measure and
compare the performance of Workflow Management Systems (W{MSs). However,
the need for a benchmark is regularly affirmed by the literature [21]. Before pro-
ceeding with the development of a standard complex benchmark one needs to
understand the individual characteristics of the workload components. As a first
approximation, the workload of a WfMS benchmark mainly consists of the work-
flow models to be executed and the frequency of their execution. However, we are

© Springer International Publishing Switzerland 2016
S. Nurcan et al. (Eds.): CAIiSE 2016, LNCS 9694, pp. 67-82, 2016.
DOI: 10.1007/978-3-319-39696-5_5



68 M. Skouradaki et al.

currently lacking any information regarding the impact of individual BPMN 2.0
constructs on the performance of a WfMS. Micro-benchmarks aim to stress fun-
damental concepts of a system such as single operations or target narrow aspects
of more complex systems. Therefore, we consider a micro-benchmark the appro-
priate tool for our goal as it targets the specific performance evaluation of atomic
operations [20]. Workflow patterns can be seen as generic, recurring concepts and
constructs that should be implemented by any workflow language [19]. In our
context and given the complexity of the BPMN 2.0 language, we focus on the
basic control-flow workflow patterns that apply on the core of the BPMN 2.0
language. Targeting to the simple workflow patterns we follow the assumption
that these are the simplest and more frequent atomic operations that a WfMS
would use. The main contribution of this paper is thus the first micro-benchmark
for BPMN 2.0 WfMSs based on the following workflow patterns: sequence flow,
exclusive choice and simple merge, explicit termination, parallel split and syn-
chronization, as well as arbitrary cycle. Similar efforts for different systems [1,12]
or languages (e.g., WS-BPEL [2]) have revealed fundamental bottlenecks in the
corresponding engines, and have therefore been proven beneficiary to improve
the tested systems. The main goal of this work is to enable further research in the
performance engineering of the BPMN 2.0 WfMSs, by examining three state-of-
the-art open-source WfMSs and providing the first insight on which BPMN 2.0
language factors impact the WIMSs performance.

This work focuses on studying the performance of the Process Navigator, a
core WEMS component responsible for driving the execution of the tasks of each
workflow instance with respect to the semantics of BPMN 2.0. More particularly,
the research questions that our work aims to answer are: (i) what is the impact
of individual or a mix of workflow patterns on the performance of each one of
the benchmarked BPMN 2.0 WfMSs? (4i) are there performance bottlenecks in
the selected WfMSs? We consider it important to understand the performance
behaviour of the WEMS fundamental components before proceeding to more com-
plex performance measurements that will also include external interactions. To
do so, BPMN 2.0 workflows that implement the selected workflow patterns are
given as input to two sets of experiments. The first set of experiments aims to exe-
cute a large load of workflow instances for each workflow pattern and investigate
the behavior of the WfMSs. The second set of experiments studies the behavior
of the WfMSs when they execute a uniformly distributed mix of all workflow
patterns. For all the experiments we have calculated the throughput, the process
execution time, and resource utilization from raw measurements, obtained using
a reliable benchmarking environment presented in previous work [6]. The results
revealed bottlenecks on architectural design decisions, wasteful resource utiliza-
tion, and load limits for specific workflow patterns.

To summarize, the original, scientific contributions of this work are: (i) pro-
viding the first micro-benchmark for BPMN 2.0 WIMS; (ii) analyzing the effect
of selected core BPMN 2.0 language constructs on the WfMS performance;
(#i) defining meaningful candidate constructs for BPMN 2.0 complex bench-
marks; (iv) running experiments on a reliable environment; (v) conducting a



Micro-Benchmarking BPMN 2.0 Workflow Management Systems 69

thorough analysis on the results of the performance evaluation of the selected
WIMSs to reveal performance bottlenecks. The remainder of this paper is struc-
tured as follows: Sect. 2 presents the workload mix of the experiments and Sect. 3
explains the setup of the benchmark environment and of the experiments. The
analysis of the results as well as possible threats to validity are discussed in
Sect. 4. Section 5 overviews the related work and Sect. 6 concludes and presents
our plans for future work. Moreover, supplementary material of the raw data and
aggregated metrics can be found at: http://benchflow.inf.usi.ch/results/2015/
caise-microbenchmark.tgz

2 Experiments Workload Mix

The workflows making up the workload of the micro-benchmark are designed to
comply with these constraints: (i) Maximize the simplicity of the model express-
ing the workflow pattern; (ii) Omit the interactions with external systems. All
tasks are implemented as script tasks, while human tasks and Web service invoca-
tions are excluded. This way we stress mainly the Process Navigator, since script
tasks are fully automated and only use embedded application logic that is co-
located with the engine. (ii) Most script tasks are empty. Only the ones required
to implement the workflow pattern semantics contain the minimal amount of
code and produce the minimum amount of data to do so. (iv) Define equal
probability of passing the control flow to any outgoing branch of the gateways.
(v) As it is recommended by the BPMN 2.0 Standard [9, p. 90], the exclusive
choice is combined with the simple merge [EXC] workflow pattern and the par-
allel split is combined with the synchronization [PAR] workflow pattern.

In the scope of this work, we focus on the basic control flow and structural
workflow patterns that can be expressed by BPMN 2.0 [22]. We have excluded the
deferred choice, multiple instances without synchronization, and synchronization
merge because the BPMN 2.0 elements that are used to implement them are not
widely used in practice [15]. The workflows designed for our experiments are
shown in Fig. 1. In the rest of this section we present the workflow models that
comprise the workload mix of the micro-benchmark and define our hypotheses
concerning their expected performance.

Sequence Flow [SEQ] - This workflow consists of two sequential empty
script tasks. Since this is the simplest structure a workflow model may have, we
expect that the execution times should be similar and stable on all three WfMSs
[HYP1]. Exclusive Choice and Simple Merge [EXC] - The first script task
randomly generates with uniform probability the numbers 1 or 2, according to
which the upper or the lower branch is chosen. In both cases an empty script task
is executed. The evaluation of the condition of the exclusive choice is expected
to have an impact on the performance [HYP2]. Parallel Split and Synchro-
nization [PAR] - This workflow executes in parallel two empty script tasks.
As parallelism generally demands more CPU power we expect this to reflect
on the performance measurements [HYP3]. Explicit Termination Pattern
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Fig. 1. Defined patterns for the workload mix

[EXT] - This workflow executes two branches concurrently and according to
the BPMN 2.0 language semantics when one of these branches ends it will also
terminate the rest of the executing branches and the overall workflow instance
will be completed successfully. The “Empty Script 1”7 is an empty script task,
while the “Wait 5 Sec” task waits for five seconds. The value of five seconds
was chosen to guarantee that the lower branch will be slower than the upper
one. As the “Empty Script 17 is the fastest, we expect that the workflow will
be completed with the completion of the path containing the “Empty Script 17,
and then the terminate event will interrupt the “Wait 5 Sec” task. The work-
flows in [PAR] and [EXT] have very similar structure, although they represent
different workflow patterns. We expect that the concurrent execution of tasks
should demonstrate similar performance behavior [HYP4]. Arbitrary Cycle
[CYC] - Cycles are not expressed through any specific BPMN 2.0 construct
but through a combination of exclusive gateways that form a cyclic structure
that has at least two entries or two exits. The [CYC] is implemented with two
entry points at the second and third exclusive gateways and starts by a script
task that randomly generates the integer number x = 1 or x = 2 and initializes
a variable i = 0. With respect to the value of the x variable the upper or the
lower branches are followed (cf. [EXC]). The lower branch executes the “Empty
Script 2”. The upper branch executes an “Empty Script 1”7 and then increases
the variable ¢. This path will be followed until the variable i == 10. To have a
different but deterministic behavior of the branches we have implemented the
“Empty Script 2”7 to assign ¢ = 5. In this case the cycle will be repeated fewer
times, until the variable ¢ == 10. In terms of size [CYC] represents a slightly
more complex structure than the other structures defined under the scope of this
work. This might contribute towards revealing performance bottlenecks due to
the usage of nested exclusive gateways, or sequential decision points [HYP5].
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3 Experiments Setup

3.1 WIfMS Configuration

The complex architecture of the WIMS introduces a set of challenges to be
addressed by the design of the benchmark: (4) controlling the initial condition of
the experiments is difficult due to the distributed nature of the WIMS; (%) vari-
able combinations of configuration parameters may have a significant impact
on the performance; (ii7) a standard API to interact with the WfMSs and to
access the execution data is not available; and (%) the asynchronous execu-
tion of processes introduces additional challenges for handling the performance
data collection. In previous work we have therefore introduced the BenchFlow
framework [6], that addresses the above challenges and provides a complete solu-
tion for benchmarking WfMS. Moreover, BenchFlow is compliant with the main
requirements of a benchmark: portability, scalability, simplicity, vendor neutral-
ity, repeatability, and efficiency [10].

To automate the configuration and deployment of the WfMS before the exe-
cution of benchmark, BenchFlow [7] uses the lightweight containerization tech-
nology Docker [13]. The execution of the benchmark is driven by Faban [4], a
framework for performance workload creation and execution, used in industry
benchmarks such as SPECjEnterprise2010 and SPECjms [18]. The load drivers
provide the infrastructure needed to issue the load to the WfMS. To the rest of
this paper the load drivers are also referred to as instance producers, as they
are sending the requests for the workflow instance initiation. In order to ensure
the reproducibility of the benchmark results one needs to explicitly describe the
benchmark environment and configurations. Thus, in the following we provide
this information.

The BenchFlow framework is used in this work for benchmarking three open-
source WfMSs: WEMS A, WfMS B and Camunda 7.3.0 [3]'. These WfMSs are
widely used in industry and have a large user community according to the ven-
dors’ websites. The selected engines are also already tested against conformance
to the BPMN 2.0 standard [8]. This makes them a suitable starting point for our
defined workload and ensures the possibility to execute more diverse, complex
workload in future versions of the benchmark. Moreover, WfMS B and Camunda
are provided in Docker containers with vendor-suggested configurations, a fact
that improves the reproducibility of our benchmark.

We benchmark these W{MSs on top of Ubuntu 14.04.01, using Oracle
Java Server 7u79. WIMS A and Camunda were deployed on top of Apache
Tomcat 7.0.62, while WEMS B was deployed on top of Wildfly 8.1.0.Final. All these
WIMS utilise a MySQL Community Server 5.6.26 as Database Management Sys-
tem (DBMS), installed in a Docker container?. For WfMS B and Camunda® we
have used the official Docker images, and we have followed the vendor-suggested

1 At the time of publication some of the vendors we contacted did not explicitly agree
to be named when presenting the results of the benchmark.

2 https://hub.docker.com/_/mysql/.

3 https://hub.docker.com /r/camunda/camunda-bpm-platform/.
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configurations. We configured WIMS A as suggested from the vendor’s website,
and we deployed it using the most popular Docker image. We have updated the
dependencies on the operating system and Java to be identical to the other two
WIEMS, to reduce possible discrepancies introduced by using different versions.

Every WIMS was given a maximum Java heap size of 32 GB, and the connec-
tion to the DBMS uses the MySQL Connector/J 5.1.33 with 10 as value for initial
thread pool size, 100 as maximum number of connections, and 10 minimum idle
connections. For WEMS A, we enabled the “Async executor” as suggested on
the vendor’s website. The other configurations are as provided in the mentioned
Docker images. In particular, all the WfMSs log a complete history of the work-
flows execution to the database (i.e., details on the execution of the workflow
instances as well as all the initial business process models). The containers are
run by using the host network option of Docker. This option enables the con-
tainers to directly rely on the network interfaces of the physical machine hosting
the Docker Engine, and has been proven not to add performance overhead in
the network communications [5].

The benchmark environment is distributed on three servers: one for Faban
that executes the instance producers, one for the WfMS, and one for the database
of the WfMS that maintains the execution information of the workflows. All
the servers use Ubuntu 14.04.3 LTS (GNU/Linux 3.13.0-33-generic x86-64) as
operating system and the Docker Engine version 1.8.2. The WMS is deployed
on a 12 CPU Cores at 800 Mhz, 64 GB of RAM. In this way we ensure that the
machine where we deploy the instance producer (64 CPU Cores at 1400 MHz,
128 GB of RAM) can issue sufficient load to the WMS and the database (64 CPU
Cores at 2300 MHz, 128 GB of RAM) and handle the requests from the W{MS.
For the interaction of the WfMS with the DBMS and of the Instance Producers
(IP), with the WIMS we use two different dedicated networks of 10 Gbit/s. Since
the BenchFlow environment guaranties a repeatable benchmark, any test that
follows the suggested configuration should reproduce the same results.

3.2 Experiments Methodology

We define two scenarios for the micro-benchmark. Scenario 1 issues a large load
to the WfMSs and investigates their behavior for individual patterns ([SEQ],
[EXC], [EXT], [PAR], [CYC]). In some cases a WEMS does not sustain the prede-
fined load. Then we re-execute the experiments with a lower load and observe the
WIMS behavior for this execution. Scenario 2 studies the performance behavior
when different workflow patterns run concurrently [MIX]. More particularly, we
test if the performance of a workflow pattern is affected when it runs concur-
rently with other types of workflow patterns. For this purpose, we benchmark
a mix of all the workflow patterns distributed uniformly (i.e., 20 % of instances
for each workflow pattern). The load of this experiment corresponds to the large
load defined in Scenario 1. Both scenarios are executed three times for each
WIMS to verify that the behavior is similar among the runs. The maximum
standard deviation allowed among the repetitions was set to 5 %, but it was
approximately 3.5 % on average.
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For each benchmark run we collect the raw execution data for each workflow
instance execution, and with these we calculate meaningful statistical data on
the workflow instance duration (W IDuration), which is defined as the time dif-
ference between the start and the completion of a workflow instance; the resource
utilization, in terms of C'PU utilization and Memory utilization; the absolute
number of the executed workflow instances by the WfMS per benchmark run
(#Work flowInstances(wi)); and the number of executed workflow instances

#WorkflowInstances(wi)) [11]
Time(s)

The load function (7}) we use consists of an experiment duration time of
10min (cf., Experiment Duration of Table 1) with 30s of ramp-up period (7).
During the experiment the instance producers (u) perform up to 1 request per
second (req/s) when the response time of the WIMS is low, and comprises the
variable for which we execute the performance test. Whereas a load time of
10 min might not be representative of a real execution time, we consider it ade-
quate for the micro-benchmark, as bottlenecks are already revealed within this
time period (cf. Sect.4). Given the used load function and the workload mix
with only one workflow, the expected number of started workflows (5) is com-
puted as S = Z;L;ll %rj + (T; — T,)ru where T, is the ramp-up period, T} is
the load time, and r is the user requests/s. The actual number can be less or
equal than the expected one, since it depends on the resource availability of the
servers where the instance producers are deployed, and the response time of the
WIMS. We have also set a connection time-out period T, of 20s. According to
our experiments it is an adequate time to indicate that the WfMS cannot handle
the issued load. At the end of the run we are collecting the data, and analyze
them to compute the relevant performance metrics. For all the data that are col-
lected for the statistical analysis we have removed the first one minute (2 x T;.).
This way we make sure that the analyzed results correspond to a stable state of
the WEMS.

per time unit (Throughput =

4 Evaluation

4.1 Results

For each workflow pattern and each WfMS, we show the duration (milliseconds,
Fig.2(a)), the CPU utilization (%, Fig. 2(b)), and the mean amount of RAM that
was allocated by the engine (MB, Fig.3(a)). Table 1 shows the statistics [14] of
the duration computed for each workflow pattern and for every WIMS. The data
provided in Table1 correspond to the means of measurements obtained under
the maximum load each WfMS could sustain, shown in terms of the number of
concurrent instance producers. In some cases the WfMS could not handle the
maximum load (1,500 concurrent instance producers), and we had to reduce the
number of concurrent instance producers. These cases and the resulting data
are discussed in detail in the following subsections. For every experiment, the
total number of completed workflow instance requests from all WfMSs is listed
in Tablel in column #Workflow(wi). We also include the total duration of
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each experiment (in seconds) and the average throughput in terms of workflow
instances per second.

Similar statistics have been respectively calculated for CPU and RAM usage
but they are omitted for space reasons, and they are provided with the supple-
mentary material. The behaviour of all the WfMSs is discussed thoroughly in
Sect. 4.3.

4.2 Results Analysis

Sequence Flow Pattern [SEQ]. The [SEQ] workflow pattern lasted on average
0.39ms for WIMS A, 6.39ms for WIMS B and 0.74 ms for Camunda. The short
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Table 1. Workflow instance duration and experiment execution statistics
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@ A. 13.294+0.06| 8| 4| 456/ 11.99| 9] 10 13]]1,500{772,013 540 1,429.65
«|B. 10.06 £0.06[10| 7| 145 2221 9] 10 10]]1,500{ 27,718 567 48.89
A 0.70 £0.01| 1] 0] 691 2.10| 0 1 1]11,500|773,883 540 1,433.12
o4 6.234+0.13| 2| 0] 478 18.68| 1 2 3|| 800|347,770 540 644.02
| B. 39.36 & 0.40(50|25| 146 9.52|30| 43 47]/1,500] 8,695 646 13.46
Ofc. 3.06 +0.04] 2| 0] 353 4.43] 2 2 3|| 600|177,770 542 327.99
v A. 8.16+0.07| 0| 0] 663] 14.65| 1 2 12|]1,500|758,659 541 1,402.33
=|B. 540.02 4 122.3|11] 6[5,195]1,525.27|10] 12 38|(1,500] 2,392| 1,343 1.78
= C. 1.224£0.02| 0| 0] 434 4211 0 1 1{/1,500|575,210 542 1,061.27

WIMS A: A., WEMS B: B., Camunda: C.

duration of this workflow pattern justifies the low mean CPU usage which is
43.21 % for WIMS A, 5.83% for WIMS B and 36.75 % for Camunda. WfMS B
also has a very low average throughput of 63.31 wi/s while for the other two
WIEMS the average throughput is similar. Concerning the memory utilization
under the maximum load WIMS A needed in average 12,074, WIMS B 2,936
and Camunda 807.81 MB of RAM respectively. As observed from the Table 1
[SEQ] is the workflow pattern with the highest throughput for all the WfMS
under test.

Exclusive Choice & Simple Merge Patterns [EXC]. Before proceeding
to the results analysis of the [EXC], we should consider that the first script
task of the workflow pattern generates a random integer, which is given as an
input to the very simple evaluation condition of the exclusive choice gateway.
This was expected to have some impact on the performance. However, Fig. 2(a)
shows that the duration times are not notably affected as the values are close
to those of [SEQ]. More particularly, we have a mean of 0.48 ms for WfMS A,
9.30 ms for WfMS B and 0.85 ms for Camunda. Concerning the CPU and RAM
utilization, we see a slight increase with respect to the [SEQ]. WIMS A uses an
average of 57.42% CPU and 12,215 MB RAM for executing 775,455 workflow
instances in 540 s, WfMS B takes approximately the same amount of time (562 )
to execute 27, 805 workflow instances. For this, it utilizes a mean of 5.73 % CPU
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and 2,976.37 MB of RAM, and Camunda 43.21% of CPU and 824.96 MB of
RAM for executing 765,274 workflow instances in 540s.

Explicit Termination Pattern [EXT]. As discussed in Sect.2 the [EXT]
executes concurrently an empty script and a script that implements a five seconds
wait. According to the BPMN 2.0 execution semantics, the branch of the [EXT]
that finishes first terminates the rest of the workflow’s running branches. We
have therefore designed the model considering that the fastest branch (empty
script) will complete first, and stop the slow script on the other branch when
the terminate end event following the empty script is activated. This was the
case for WIMS A and Camunda, which executed the workflow patterns in an
average of 14.11 ms and 0.4 ms respectively. The resource utilization of these two
WIEMSs also increases in this workflow pattern, i.e., we have 60.20 % mean CPU
usage and 12,025 MB mean RAM usage for WIMS A and 33.34 % mean CPU
usage and 794.92 MB mean RAM usage for Camunda. We can already see an
interesting difference on the performance of the two WMS as [EXT] constitutes
the slowest workflow pattern for WIMS A and the fastest for Camunda.

As seen in Fig. 2(a), WEMS B has very high duration results for this workflow
pattern. We have investigated this matter in more detail and we have observed
that over the executions WfMS B chooses the sequential execution of each path
with an average percentage of 52.23 % for following the waiting script first and
47.77 % for following first the empty script. Since the waiting script takes five
seconds to complete, every time it is chosen for execution it adds a five seconds
overhead, and thus the average duration time is so high. This alternate execution
of the two branches also explains the rest of the statistics. For example, we
observe a very high standard deviation of 2500.44 that indicates that there is
a very large spread of the values around the mean duration. Concerning the
resource utilization we can observe a very low average usage of CPU at 0.24 %
and a mean RAM usage similar to the rest of the workflow patterns at 2,747.34
MB. In Sect. 4.3 we attempt to give an explanation of this behavior for WfMS B.

Parallel Split and Synchronization Patterns [PAR]. The [PAR] exe-
cutes two empty scripts concurrently. For WfMS A and WfMS B we observe
an increase in the duration times to 13.30ms for WfMS A and 10.07 ms for
WIMS B. Camunda handles parallelism very fast, with a mean duration of
0.71 ms. Although WfMS B seems faster by looking the duration results, we
should take into consideration that it has a total execution of 27,718 workflow
instances in 567s while WEMS A executed 772,013 workflow instances in 540s.
Moreover, it is noteworthy that WEMS A has a standard deviation of 11.99 which
indicates that there were executions for which the parallelism introduced more
overhead in duration than the average value. WfMS B has a 5.64 % mean CPU
and 2,935.81 MB mean RAM usage and Camunda has a 41.67 % mean CPU and
828.37 MB mean RAM usage. For both WfMSs these values are in the same range
as the values resulted for the execution of the other workflow patterns. WMS A
utilizes in average 66.10 % of CPU and 12,201.16 MB of RAM. For WIMS A the
values of utilized resources are relatively higher than these obtained from the
other workflow patterns.
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Arbitrary Cycle Pattern [CYC]. The performance of the [CYC] workflow
pattern cannot be directly compared to the other workflow patterns, because it
contains a higher number of language elements and demonstrates a more complex
structure. The [CYC] is also expected to have some extra overhead because of
the number generation and the script that increases the value of the variable.
Finally, the duration of this workflow pattern is dependent on the generated
number, as in the one case it executes 10 cycles while in the other it will execute
5 cycles. During the execution of [CYC], Camunda showed connection timeout
errors for a load greater than 600 instance producers. For this reason, we had to
reduce the load to 600 instance producers for testing the other two WfMS. The
load for the results shown in Figs.2(a), (b) and 3(a) for this workflow pattern
is thus 600 instance producers. Table 1 shows the results for the maximum load
each WIMS could sustain: 800 instance producers for WfMS A, 1500 instance
producers for WIMS B and 600 for Camunda,. As expected, the mean [CYC]
execution duration is higher than the other workflow patterns. WfMS A has a
mean duration of 6.23 ms and Camunda a marginally bigger mean duration of
3.06 ms for this number of instance producers. WfMS B has a mean duration of
39.36 ms for approximately 600 instance producers.

Concerning the resource utilization, WfMS B and Camunda remain sta-
ble to the same range of mean CPU usage (4.67% for WIMS B and 41.67 %
for Camunda) as with the other workflow patterns. WfMS B remains on the
same range of mean RAM usage (2,851.9 MB), while we observe an increase
for Camunda to an average of 933.31 MB. Concerning WfMS A’s resource uti-
lization, we observe a tendency to increase in comparison with the rest of the
workflow patterns. For approximately 600 instance producers, WfMS A uses in
average 70.09 % of CPU and 12,201.16 MB RAM. We consider it also interesting
to report how the results evolved for WfMS A and WIMS B when we increased
the load to the maximum (1500 and 800 instance producers respectively). Then,
we observe WEMS A doubling the mean duration time from 2.92ms to 6.23 ms.
The CPU is also more stressed reaching 83.93 % while the mean memory usage
is only slightly increased to 12,429.67 MB. WfMS B remains in the same range
of the previous values with scarcely any increase to its performance. It uses in
average 4.59 % of CPU and 2,897.72 MB of RAM. This is because its response
time increases while adding instance producers.

Mix [MIX]. By a quick overview of the [MIX] statistics, one could conclude that
they express the mean duration times of the individual workflow patterns shown
in Fig. 3(b). The throughput of the mix, is also a bit smaller for all the W{MSs,
although WfMS A keeps it on the same range as the previous values at 1,402.33
wi/s. In Fig.3(b) we can observe the separate duration times of the workflow
patterns for the case that they are executed in the uniformly distributed mix. As
seen in Fig.3(b), all workflow patterns have a slight increase in their duration
times with respect to the execution as a single workflow pattern.
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4.3 Discussion

As reported in Sect. 4.2, the BPMN version of WIMS B presents some pecu-
liarity in its behaviour. This was also noticed by Bianculli et al. [2] on their
performance measurements on the WS-BPEL version of the WfMS B. Accord-
ing to the WfMS B documentation the REST API calls to the execution server
will block until the process instance has completed its execution. We observed
the effects of this synchronous API in our experiments. All instance producers
send requests to the WIMS using the REST API with a think time of 1s. The
instance producers need to wait for the completion of their previous request
before sending a new one, but in the case of WIMS B the clients that are wait-
ing for the entire execution of the workflow instance to finish introduce a high
overhead. This overhead causes a delay that burdens the WfMS’s performance.
In order to investigate this further we have executed a scalability test to ana-
lyze the WEMS behavior under different load intensity levels. The goal of this
experiment was to examine, whether by increasing significantly the number of
instance producers we could achieve a number of executed workflow instances
that can be more comparable to those of WfMS A and Camunda. We executed
the experiment for 500, 1000, 1500, and 2000 instance producers and observed
a mean response time of 7.15, 15.19, 22.58 and 30.89s respectively, while the
throughput remained stable to an average of 62.23 workflow instances per sec-
ond. These data basically show that () it is pointless to increase the number of
instance producers and target to the execution of more workflow instances; and
that (i) the fact that WEMS B is the only W{MS of the three under test using a
synchronous REST API does not impact the comparability of the measurement.

Another issue discussed concerning WIMS B was the inconsistent execution
behaviour of the [EXT]. Although the expected execution of [EXT] is that when
the path with the empty script ends the execution of the path with the 5s script
will also be terminated, we have observed many executions with the opposite
behavior. The path with the wait script was executing “first” and then, after
5s, followed the execution of the empty script. In this case, the end event that
corresponded to the empty task was never executed. This behavior of WIMS B
was also explained in their documentation. WMS B basically chooses to dedicate
a single thread to the parallel execution of scripts, leading to a non-deterministic
serialization of the parallel paths. Indeed data showed that in about 50 % of the
cases, the fast path is chosen to be executed first (cf., Sect. 2). When the branch
with the 5s waiting script is chosen then as expected the execution of the WfMS
needs to wait 5s until this branch is completed. This explains the very high
duration of the [EXT], as half of the executions have the 5s duration.

At this point we can draw some conclusions. Regarding the behavior of
WIEMS B on the duration of the workflow execution we observe much higher val-
ues for all the workflow patterns. The CPU and memory utilization of WMS B is
always on much lower limits when compared to the other two WfMSs because of
the lower throughput. However, th