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Preface

The 4th KES International Conference on Innovation in Medicine and Healthcare
(InMed-16) was held during 15–17 June 2016 in Tenerife, Spain, organized by KES
International.

The InMed-16 is the 4th edition of the InMed series of conferences. The 1st, the
2nd and the 3rd InMed Conferences were held in Italy, Spain and Japan, respec-
tively. The conference focuses on major trends and innovations in modern intelli-
gent systems applied to medicine, surgery, healthcare and the issues of an ageing
population. The purpose of the conference is to exchange the new ideas, new
technologies and current research results in these research fields.

We received submissions from more than ten countries. All submissions were
carefully reviewed by at least two reviewers of the International Programme
Committee. Finally 32 papers were accepted to be presented in these proceedings.
The major areas covered at the conference and presented in these proceedings
include: (1) Innovative Technology in Mental Healthcare; (2) Intelligent Decision
Support Technologies and Systems in Healthcare; (3) Biomedical Engineering,
Trends, Research and Technologies; (4) Advances in Data and Knowledge
Management for Healthcare; (5) Advanced ICT for Medical and Healthcare;
(6) Healthcare Support System; and (7) Smart Medical and Healthcare System.

We would like to thank Dr. Kyoko Hasegawa and Ms. Yuka Sato of Ritsumeikan
University for their valuable editing assistance for this book. We are also grateful to
the authors and reviewers for their contributions.

June 2016 Yen-Wei Chen
Satoshi Tanaka

Robert J. Howlett
Lakhmi C. Jain
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Non-lineal EEG Modelling
by Using Quadratic Entropy
for Arousal Level Classification

Arturo Martínez-Rodrigo, Raúl Alcaraz, Beatriz García-Martínez,
Roberto Zangróniz and Antonio Fernández-Caballero

Abstract Nowadays, assistive technologies together with ubiquitous and perva-

sive computing are emerging as main alternative to help ageing population. In this

respect, an important number of works have been carried out to improve the quality of

life in elderly from a physical point of view. However, less efforts have been made in

monitoring the mental and emotional states of the elderly. This work presents a non-

linear model for discriminating different arousal levels through quadratic entropy and

a decision tree-based algorithm. Two hundred and seventy eight EEG recordings last-

ing one minute each were used to train the proposed model. The recordings belong

to the Dataset for Emotion Analysis using Physiological signals (DEAP). In agree-

ment with the complexity and variability observed in other works, our results report

a low quadratic entropy when subjects face high arousal stimuli. Finally, the model

achieves a global performance around 70 % when discriminating between calm and

excitement events.

Keywords Entropy ⋅ EEG ⋅ Elderly ⋅ Monitoring ⋅ Modelling

1 Introduction

Nowadays, developed countries are experiencing a dramatic increase in popula-

tion ageing produced mainly by a raise in life expectancy [1]. According to United

Nations, the percentage of world population over 65 is about 9 % in 2016 and it is

expected to increase up to 16 % in 2050 [2]. Among others, advances in medical ser-

vices and improvements of healthcare systems are some reasons for this increasing
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trend. Unfortunately, the economic and social effects of an ageing population are

considerable; and this phenomenon is threatening the balance on pensions and social

systems [3]. Thus, healthcare is the largest area of expenditure in developed coun-

tries, increasing dramatically the cost as population ages. Bearing this in mind, it is

not surprising that the World Health Organization considers cost reduction in health-

care systems as one of the most promising challenges in the upcoming years [4].

It is well known that elderly people generally prefer to live in their own homes

over other options [5, 6]. This fact causes an additional tear in the healthcare system

balances since elderly have to be attended at their homes. In order to palliate this

negative effect, an important number of works have been performed, focusing on

research and development of telemedicine equipments, fitness accessories and enter-

tainment systems. The main objective of these works is to improve the well-being of

elderly who decide to stay at their homes, but always from a physical point of view.

To this respect, few efforts have been made at trying to regulate the elderly’s mental

and emotional state, even though it is known that mood greatly affects the elderly

welfare [7]. Indeed, it has been reported that elderly people become more reclu-

sive as loneliness sets in, increasing the probability of suffering mental illnesses like

depression, anxiety or stress [8]. Similarly, it is also reported on the high incidence

of elderly people suffering from disorientation or delirium while staying at home,

which reveals an underlying mental disorder [9]. Taking this into account, emotion

detection is the first step to develop systems based on emotional intelligence. Such

systems could help us to detect some basic emotions like stress or calm, which has

a vital role for improving well-being of elderly at home.

Within this context, it seems that technology should play a key role to face this

challenge by innovating in healthcare. The use of assistive technologies, together

with ubiquitous and pervasive computing, can help to palliate the ageing phenom-

enon. Novel advances in electronic devices, sensor miniaturization, power saving

and development of power efficient communication protocols, among others, have

led to the development of wireless body area networks (WBAN). WBAN consist of

sensor networks that are worn on clothes or implanted on human body, allowing a

continuous monitoring of physiological signals. Among physiological signals that

are integrated into WBAN, there is electroencephalograph (EEG) registers. Recent

studies have started to measure directly the electrical activity produced on the scalp

by means of EEG, because cognitive processes such as emotions are primarily gen-

erated in our brain [10].

This paper studies the differences between two opposite levels of arousal, i.e.

the excitement and calmness that a stimulus produces, throughout a standard EEG

10-20 electrodes system by using a non-linear methodology based on the quadratic

entropy. The main objective is to create and evaluate the performance of a mathe-

matical model capable of discriminating between these two emotional states.
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2 Measuring Emotional States

From a psycho-physiological point of view, emotion is a mental process character-

ized by a strong activity and high degree of hedonistic content, resulting in physical

and psychological changes that influence behaviour [11]. Different people feel dis-

tinct emotions when facing the same stimuli, depending on their mood, personality,

disposition and motivation. However, regardless of the subjects, neuro-physiological

researchers agree that feeling an emotion leads to changes in the physiological activ-

ity [12]. The physiological alterations caused by emotions produce variations in the

arousal of the nervous system with different levels of depth, which seems to be related

to different emotional states [13]. Traditionally, research on emotions has been car-

ried out by studying physical aspects such as speech or facial expression. However,

these features introduce uncertainty due to differences between facial expression and

tonal speech in different cultures [14]. In contrast, physiological signals are more

robust against these discordances, because they are connected directly with the auto-

nomic central nervous system. Thus, heart rate variability, electro-dermal activity,

electromyogram and skin temperature are some of the variables widely used in the

last years [15]. However, recent studies have started to measure directly the electrical

activity produced on the scalp by means of EEG registers. In this regard, it seems

more appropriate to directly measure in the main source of the emotional processes,

rather than through secondary variables produced indirectly by processes happening

in the brain (sweat, muscle contractions, breathing increasing, etc.).

Nevertheless, measuring EEG data involves an intensification in signal processing

methods, since non-linearity nature and complex dynamics of EEG signals require

to use non-linear methods [16]. Indeed, the difficulty to detect changes in physi-

ological EEG features through traditional lineal methods has been reported [17].

Otherwise, EEG recording approach presents some advantages over the rest of bio-

signals due to the standardization of the electrode placement on the scalp (10-20

system), guaranteeing the reproducibility of the experiments and the comparison

among different studies. However, measuring emotions is not a trivial task since

a number of cognitive processes are evolved at the same time. In fact, a complex

emotion consists of the combination of different feelings. Indeed, the lack of emo-

tional intelligence in human-computer interaction systems has been widely reported,

just because machines are inefficient in recognizing human emotional states. There-

fore, research in predictive models able to understand basic emotions is only the

first step in the future creation of more complex systems that will adapt machines to

humans needs.
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3 Methodology

3.1 Database Description

The Dataset for Emotion Analysis using Physiological Signals (DEAP) [18] has been

chosen, as it contains data collected from people with different arousal levels. This

publicly available multi-modal database covers data from 32 participants, where each

one watched 40 one-minute long excerpts from music videos. Then, participants

rated each video in terms of arousal and valence by using a self-assessment manikin

(SAM). 32-channels EEG signals were recorded and post-processed for each par-

ticipant. The signals were high-pass filtered with a 2 Hz cut-off frequency and eye

artefacts were removed by means of a blind source separation technique. Additional

information about the details of this database are publicly available [18].

The high number of samples forming this database and the use of audiovisual

stimuli makes this set suitable for our proper experimentation. In this regard, it has

been reported that audiovisual segments are comparable to naturally occurring emo-

tions, thus being more appropriate to elicit emotions [19]. From the entire database,

an EEG recordings subset was formed with those segments where subjects reported

an arousal level lower than 3 (group A or calmness) and higher than 7 (group B

or excitement). Finally, the group under study consisted of 278 samples, where 147

segments belong to group A and 131 to group B, respectively.

3.2 Definition of Quadratic Sample Entropy

Sample Entropy (SampEn) examines a time series for similar epochs and assigns

a non-negative number to the sequence, with larger values corresponding to more

irregularity in the data [20]. Two input parameters, a run length m and a tolerance

window r, must be specified for SampEn to be computed. SampEn(m, r,N), being N
the length of the time series, is the negative logarithm of the conditional probabil-

ity that two sequences similar for m points remain similar at the next point, where

self-matches are not included in calculating the probability. Thus, a lower value of

SampEn also indicates more self-similarity in the time series.

Formally, given N data points from a time series {x(n)} = x(1), x(2),… , x(N),
SampEn can be defined as follows [20]:

1. Form vector sequences of size m, 𝐗m(1),… ,𝐗m(N − m + 1), defined by 𝐗m(i) =
{x(i), x(i + 1),… , x(i + m − 1)}, for 1 ≤ i ≤ N − m. These vectors represent m
consecutive x values, starting with the ith point.

2. Define the distance between vectors 𝐗m(i) and 𝐗m(j), d[𝐗m(i),𝐗m(j)], as the

absolute maximum difference between their scalar components,

d[𝐗m(i),𝐗m(j)] = max
k=0,…,m−1

(
|x(i + k) − x(j + k)|

)
. (1)
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3. For a given 𝐗m(i), count the number of j (1 ≤ j ≤ N − m, j ≠ i), denoted as Bi,

such that the distance between 𝐗m(i) and 𝐗m(j) is less than or equal to r. Then,

for 1 ≤ i ≤ N − m,

Bm
i (r) =

1
N − m − 1

Bi. (2)

4. Define Bm(r) as

Bm(r) = 1
N − m

N−m∑
i=1

Bm
i (r). (3)

5. Increase the dimension to m + 1 and calculate Ai as the number of 𝐗m+1(i) within

r of 𝐗m+1(j), where j ranges from 1 to N − m (j ≠ i). Then, Am
i (r) is defined as

Am
i (r) =

1
N − m − 1

Ai. (4)

6. Set Am(r) as:

Am(r) = 1
N − m

N−m∑
i=1

Am
i (r). (5)

Thus, Bm(r) is the probability that two sequences will match for m points, whereas

Am(r) is the probability that two sequences will match for m + 1 points. Finally, Sam-
pEn can be defined as

SampEn(m, r) = lim
N→∞

{
− ln

[Am(r)
Bm(r)

]}
, (6)

which is estimated by the statistic

SampEn(m, r,N) = − ln
[Am(r)
Bm(r)

]
. (7)

Although m and r are critical in determining the outcome of SampEn, no guide-

lines exist for optimising their values. In principle, the accuracy and confidence of

the entropy estimate improve as the number of length m matches increases. The

number of matches can be increased by choosing small m (short templates) and

large r (wide tolerance). However, penalties appear when too relaxed criteria are

used [21]. For smaller r values, poor conditional probability estimates are achieved,

while for larger r values, too much detailed system information is lost and SampEn
tends to 0 for all processes. To avoid a significant noise contribution on SampEn
computation, one must choose r larger than most of the noise [21]. A slight modifi-

cation of SampEn to do it more insensitive to the r selection is the named Quadratic
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SampEn (QSE) [22]. This new measure allows to vary r as needed to achieve confi-

dent estimates of the conditional probability and is defined as

QSE(m, r,N) = SampEn(m, n, r) + ln(2r). (8)

Anyway, it is worth noting that the most widely established values for SampEn
computation are m = 2 and r = 0.25 times the standard deviation of the original data

[23] and, therefore, they were used in this work.

3.3 Statistical Analysis

Shaphiro-Wilks and Levene test proved that distributions were normal and

homoscedastic. Consequently, results are expressed as mean± standard deviation for

all the samples belonging the same group. Statistical differences for the two groups

and for each channel were assessed by a one-way ANOVA test. In this regard, a

value of statistical significance 𝜌< 0.05 was considered as significant. To evaluate

the discriminatory power for each recorded EEG channel, receiver operating char-

acteristic curves (ROC) were used. Brief, discriminatory threshold between groups

A and B were firstly computed, making use of all the segments described in the

database. Then, optimal thresholds were chosen for each channel as those values of

quadratic entropy reducing the classification error. Finally, total accuracy was cal-

culated as the ratio between the properly classified samples and the total number of

analysed samples. Moreover, to improve the classification performance between the

two groups, a decision tree classifier was used to investigate the non-monotonic and

non-linear relationships among the regularity of different channels. In this sense, the

optimal combination of EEG channels was analysed. The stopping criterion for the

tree growth is that each node contains only samples from one class or fewer than

20 % of all observations. The splitting criterion for each EEG channel, which is used

to evaluate the goodness of the alternative splits for each attribute, was carried out

by applying the Gini index [24].

4 Results

Table 1 shows the mean and standard deviation values of quadratic entropy computed

from EEG channels for the two groups under study. Only those channels reporting

statistical differences through a one-way ANOVA test are shown. As can be appreci-

ated, 4 channels out of 32 reported statistical differences among the two groups. All

of them are located in the frontal and parietal zones on the head, being symmetrical

to each one (see Fig. 1). Thus, FC5 and FC6 correspond with left and right channels

located in the fronto-central part of the brain, respectively. Similarly, CP5 and P4

correspond to left and right part of central-parietal and parietal zones on the brain,
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Table 1 Statistical significance between groups A and B

EEG channel Group A Group B 𝜌

Mean ± deviation Mean ± deviation

FC5 3.1914 ± 0.7667 2.9967 ± 0.6836 0.05

FC6 3.2305 ± 0.8798 2.9600 ± 0.8881 0.0253

CP5 3.2442 ± 0.7891 2.9484 ± 0.7280 0.0056

P4 2.7824 ± 0.7836 3.0721± 0.6721 0.0048

Fig. 1 10-20 EEG system

representation

O1

P3 P4

O2

PO3 PO4

Cz C4C3

Oz

Pz
P8P7

T8T7

F3 F4Fz

Fp1 Fp2

AF3 AF4

F7 F8

FC5 FC1 FC2 FC6

CP5 CP1 CP2 CP6

respectively. Information about the location and labelling of the different channels

can be found in Fig. 1.

Results regarding average quadratic entropy show a decreasing complexity in

FC5, FC6 and CP5 when the arousal level increases, while P4 presents an increas-

ing trend when the arousal level arises. From a statistical point of view, the most

remarkable trends are provided by parietal channels CP5 and P4. Regarding per-

formance classification, Table 2 shows the results for each EEG channel by using a

ROC approach. All the parameters present a comparable performance, achieving a

global accuracy around 60 %. Nevertheless, P4 channel presents the highest predic-

tive ability, reaching a global accuracy of 62.50 %, while FC5 presents the lowest

classification performance, obtaining a global accuracy of 56.53 %.

Finally, in order to study the possible relationship among EEG channels, a deci-

sion tree algorithm is programmed. It is worth noting that all the channels are again

included in the classification process. Then, the growing criteria and splitting rule are

considered to compute the tree classification model. As can be appreciated, a two-

level classification tree is obtained, where two parameters are chosen as the most
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Table 2 Discriminatory power of entropy for each EEG channel using a ROC curve and decision

tree

Receiver operating curve
Channel Sensitivity (%) Positive predictability (%) Global accuracy (%)

FC5 58.72 54.55 56.53

FC6 49.54 75.76 62.02

CP5 61.47 57.58 59.43

P4 56.57 67.89 62.50

Decision tree
P4 and FC5 63.29 82.00 69.79

Fig. 2 Combination of P4

and FC5 channels by means

of a decision tree classifier

representative to improve the overall performance classification (see Fig. 2). Thus,

P4 is chosen first, and an entropy lower than 3.41793 is set as the threshold for those

samples belonging to group A. Otherwise, the tree model is split again by using FC5

channel. In this case, an entropy lower than 3.98216 is established as the threshold

for those samples belonging to group B, and entropy higher or equal than 3.98216 is

set for those samples belonging to group A. Results using the classification tree can

be observed in Table 2. As it is shown, the classification performance achieved by

means of the combination of P4 and FC5 outperforms the results obtained with only

P4. Thus, an improvement of more than 6 % and 14 % is observed for the sensitivity

and positive predictability, respectively, improving the global accuracy more than

7 % regarding the analysis of P4 alone.
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5 Discussion and Conclusions

In the last years, an intensification on the study of valence-arousal space from an EEG

point of view is emerging as an alternative to the traditional methods for quantifying

emotional states. The main reason is that brain signals represent actions directly

from the source, while other physiological signals are activated by the autonomic

nervous system in response to commands originated in the brain. In this work, a

predictive non-lineal model to classify differences between low and high arousal

level has been proposed. Although a low-high arousal level can contemplate positive

and negative connotations depending on the valence level, our final application is

focused exclusively on the excitement or calmness that a stimulus produces in the

elderly.

Quadratic entropy is used in this research to determine the complexity or irreg-

ularity of EEG signals under different elicited arousal degrees. Given the statistical

significance obtained for some channels, it seems that non-lineal analysis could be

a good indicator of the brain working dynamics under different values of arousal.

According to the results, excitement states experience lower entropy levels than calm

states. These differences are mainly located in central and left parietal channels. The

reduction of entropy values represents a decreasing in the brain system complex-

ity and, therefore, an increasing of the regularity. On the contrary, when subjects

are under calm events, brain complexity increases, arising the complexity of EEG

signals. These findings are in line with other works where a reduction in fractal

dimensions in participants under negative emotional stress has been reported [25].

Nevertheless, right parietal electrode P4 shows a different trend compared with the

rest of significant channels. This finding could be related with the dissociation exist-

ing in the brain between arousal and valence. Indeed, it has been reported that

changes in arousal and valence are linked with the brain activity at parietal location

[26]. Given that our study is exclusively focused on changes in arousal, the quantifi-

cation of how pleasant or unpleasant a stimulus is, could be influencing in the results

obtained on P4.

Regarding classification performance, the proposed tree-based model yields a bet-

ter diagnostic accuracy than when only one channel is considered. An improvement

of more than 7 % is achieved by combining CP5 and P4, thus showing underlying

relationships among different brain locations. On the other hand, only two channels

out of thirty-two were considered in the model, thus improving an easier understand-

ing of its outcome. Consequently, the implementation of this model in a real-time

monitoring and diagnosis system is a future exploratory research line.
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Emotional Induction Through Films:
A Model for the Regulation of Emotions

Luz Fernández-Aguilar, José Miguel Latorre, Laura Ros,
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Abstract This paper introduces a software program to recognise discrete emotions

on an ageing adult from his/her physiological and psychological responses. This

research considers the capacity from an audiovisual method to evoke different emo-

tions and uses it to interpret and modulate basic emotion states. Different body sen-

sors, in the case of physiological response, and a set of questionnaires, in the case of

psychological responses, are selected to measure the power in causing fear, anger,

disgust, sadness, amusement, affection and the neutral state, through a set of films

used as an emotional induction method. The initial results suggest that it is possible

to extract discrete values about positive and negative emotional states with films and

to use these responses as keys to get emotion regulation.

Keywords Emotion induction ⋅ Films ⋅ Emotional regulation

1 Introduction

In the history of health research, numerous papers have focused on physical aspects,

especially in older people. Although the concept of quality of life includes “phys-

ical health of the subjects, their psychological state, level of independence, social

relationships, and their relationship with the environment” [1], only a few works

have attempted to regulate their emotional state. The recognition of emotions is very
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Fig. 1 Outline of the project

important for the relationship between people, in this case ageing adults, and their

psychological health.

On the one hand, thanks to technological and medical advances, there has been

an increase in life expectancy and an increasing ageing population [2]. On the other

hand, most people prefer to stay at home as long as their quality of life does permit

it. From both premises the project “Improvement of the Elderly Quality of Life and

Care through Smart Emotion Regulation” [3–5] is born (see Fig. 1). It addresses a

challenge related to “Economy and Digital Society”, linked to the Spanish Strategy

for Science, Technology and Innovation. The main goal of this project is to look

for tools capable of improving the quality of life and care of the ageing adult who

continues living at home by choice. This has to be achieved through the creation/use

of Ambient Intelligence and smart emotion regulation devices. Indeed, we believe

that the ability to monitor changes in the emotional state of a person in his/her own

context allows implementing regulatory strategies for reducing negative affect. In

some specific goals, we want to:

1. Develop a system capable of detecting emotions through facial expression and

physiological response, and adapt the system for use with elderlies.

2. Develop an emotion regulation system by using stimuli like colour, lighting,

sound landscape, music or autobiographical memories, among others, and adapt

the system for use with ageing adults.

To get all of this, cameras and body sensors are used for monitoring the older

people’s facial and gestural expression, activity and behaviour, as well as relevant

physiological data [6, 7]. This way, the older people’s emotions are inferred and

recognised. Music, colour and light are the means of stimulation to regulate their

emotions towards a positive and pleasant mood [8, 9]. The present research focuses

on the use of films as method to detect basic emotions.
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2 Films and Emotion Recognition

For research it is essential to have effective screening models of emotions that allow

their application in the field of emotion regulation. On the one hand, mood induc-

tion procedures (MIPs) are making a great contribution to our understanding of the

relationship between what we feel, what we think and what we do, to our under-

standing the links between emotion, cognition and behaviour in normal and clinical

populations [10]. On the other hand, Psychology has studied a large number of these

methods to provoke emotions differentially, or what is the same, there are different

ways to manipulate emotional states in experimental research designs as pictures,

music, imagination, Velten elicitation or films [11]. For the purpose of our work,

we have selected a set of films that should act as stimuli capable of eliciting the

basic emotions (anger, fear, amusement, affection, sadness and disgust) besides of

the neutral state [12].

Induction by films consists in watching a brief set of fragments which usually

come from commercial films. These fragments have an intense content of positive

or negative emotions. At present it is one of the most widely used techniques due to

films have a greater ecological validity because they promote a dynamic context with

auditory and visual stimuli similar to those that can be seen in real life. In addition,

they are a standardized method that does not require individual adaptations as other

as hypnosis or imagination procedures which involving subjective techniques [13].

It has also been shown that the use of film scenes for induction does not require large

attentional effort and that when the instructions to evaluate them are not too direct,

the potential problem that subjects respond differently because it is an experimental

context decreases (demand effect).

Films are a method and there exists an evidence that they elicit the activations

across many of the response systems associated with emotions. Indeed, films can

elicit discrete emotions unlike other methods as music or smells that can only dif-

ferentiate between pleasant and unpleasant [7, 13–15]. They are also preferred due

to their degree of standardization and the possibility to use them with relatively low

levels of demand [13, 14, 16]. Moreover, films allow an accurate selection of the

stimuli according to their position in the affective space defined by the dimensions

of valence, arousal and dominance. In the current study, these variables are evaluated

from their physiological and psychological responses.

To measure the subjective responses, we use different psychological tests:

∙ Self Assessment Manikin (SAM) [17]: This test evaluates the dimensions of

valence, arousal and dominance through five figures or manikins by every dimen-

sion (Likert scale 1–9).

∙ Discrete Emotions Questionnaire (CED) (Spanish version) [14]: There are 18

items with emotional labels (Likert scale 1–7): fun, rage/anger, anxiety, confu-

sion, satisfaction, disgust, fear, guilt, happiness, interest, joy, love/affection, pride,

sadness, shame, surprise, unhappiness and embarrassment.
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∙ Control questions (YES/NO): The participant is asked to answer some question

sometime during some fragment, and whether he/she has ever seen the film pre-

viously.

To measure the objective responses, we evaluate different physiological responses

with cameras and sensors. In particular, a wristband is used that includes:

∙ Electrodermal activity (EDA): The spontaneous skin conductance (SSC) is the

result of an increasing activity in the sympathetic nervous system [18], and the

basal skin conductance (BSC) is related both with the sympathetic nervous system

and the dermal characteristics of skin [19]. Different markers that evaluate the

intensity and duration of the events are computed [20].

∙ Heart activity: It is caused by the autonomous nervous system. Heart rate vari-

ability (HRV), showing the alterations of heart rhythm, is usually computed to

evaluate the arousal level of an individual [21].

∙ Temperature: If human body is under stress, his/her temperature drops due to the

contraction of blood vessels [22].

Also, facial emotion detection is provided. We use a real-time facial expression

recognition system based on geometric features. This system works by detecting

facial points associated with emotions and making a classification for each emotional

category [23, 24] (see Fig. 2).

Fig. 2 Example of webcam capture where the detected emotion is a Joy. b Sadness. c Anger. d
Fear. e Disgust. f Surprise. g Neutral
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3 Participants and Procedure for Emotion Elicitation
by Films

The participants consisted of fifteen persons (seven females and eight males). They

participated voluntarily and received no financial compensation. All participants

were between the ages 18 and 83 years. Young subjects were people under 35 years

old (M = 20.16), participants between 35 and 59 years old were considered middle-

age (M = 46.83) and subjects over than 60 years of age were considered elderly

(M = 71.66), as you can appreciate in Table 1. All participants were recruited from

Universidad de Castilla-La Mancha (students and workers) and from University of

Experience (academic courses for elderly). The three age groups had similar years of

education. No participants suffered from severe chronic illness, neurological and/or

mood disorders according to the Diagnostic and Statistical Manual of Mental Dis-

orders, Fourth Edition (DSM-IV) criteria. Moreover, none of the participants were

taking any medication that could affect the process or task results.

The experiment is performed in a small room equipped with a comfortable arm-

chair and a 27-inches screen monitor TV. Upon arrival of the participants, they are

welcomed by offering an overview of the experiment and the sign a written consent.

Before starting the experimental session, Beck Depression Inventory (BDI) [25],

and Positive and Negative Affect Schedule (PANAS) [26], are administered to know

the participant’s current emotional state. Moreover, if the participant is older than

60, Mini-Mental State Examination (MMSE) [27] is administered to rule out any

cognitive impairment.

The experimental task has an average duration of 50 min depending on the test

participant who may answer the complete questionnaire quicker or slower. The exper-

iment has been designed with software E-Prime 2.0, which includes, for each event,

the instructions for the experiment, the bank of audiovisual stimuli composed of 55

Table 1 Means (and standard deviations) of valence, arousal and dominance ratings from the Self

Assessment Manikin (SAM) for the neutral, negative and positive films

SAM

(n = 15)

Valence M

(SD)

Significance

p

Arousal M

(SD)

Significance

p

Dominance

M (SD)

Significance

p

(Rank 1–9)

Neutral 6.20 (1.61) 3.90 (2.30) 6.86 (2.00)

Anger 1.93 (1.87) 0.000 6.67 (2.16) 0.000 4.33 (2.25) 0.006

Sadness 3.93 (2.86) 0.011 5.93 (1.98) 0.004 5.60 (2.38) 0.186

Fear 2.67 (1.71) 0.000 6.53 (2.20) 0.000 5.33 (1.29) 0.032

Disgust 2.27 (2.12) 0.000 5.87 (2.20) 0.000 5.67 (1.91) 0.124

Affection 6.73 (2.28) 0.310 5.07 (2.18) 0.012 5.33 (2.28) 0.093

Amusement 7.73 (1.83) 0.020 5.07 (2.28) 0.029 6.20 (1.78) 0.232

Note T-TEST (Significance): statistically significant differences between the neutral films and other

emotional categories. Critical value of p < 0.050
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Fig. 3 Classification of films according to discrete emotions

films (ranging between 24 s, and 6 min and 4 s) [13, 14, 27] relevant questionnaires

and a distracting task. The films used to the experiment are listed in Fig. 3.

At the beginning of the experiment, the electrodes are positioned and the cam-

era is activated while the experiment procedure is explained. First, the computer

presents basic instructions for starting the experiment. Next, two neutral film clips

are presented so that the participant can practice with the task. As he/she is relaxed,

we get a baseline of the different physiological parameters. After seeing a scene,

the participant must complete the SAM and the CED questionnaires for each scene

[12–14] and perform a distracting task for one minute. The distracting task is the

emergence of a geometric figure on the screen for 5000 ms. When the figure is a cir-

cle the participant must press 1, and when a different figure is shown on the screen

the participant must press 2. This task is offered to prevent the cumulative effect of

one emotion to another. In total, every subject watches a set of 9 films including 7

emotional fragments that appear in a counterbalanced way.

At the end of the session, another neutral clip is presented to recover a relaxing

state. Physiological parameters and facial expressions can be evaluated at the same

time that the participants watch each film clip, and the subjective emotional response

is evaluated immediately after each film clip. A example of an event sequence is

shown in Fig. 4.
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Fig. 4 Sequence of one event

4 Initial Results and Conclusions

As described before, fifteen volunteers were recruited at Albacete School of Medi-

cine, Universidad de Castilla-La Mancha, Spain, to take part in the pilot test. The

initial results suggest that films are a good method to elicit different emotion states.

Also, the wristband and the camera are good tools to measure key parameters in basic

emotions. Although the number of participants is small to draw clear conclusions,

we believe that there is some evidence about general tendencies related to the results

obtained from physiological and psychological responses.

This article has described the first steps in the use of films to induce emotions. The

objective of this study is to find solutions for regulating affect and thus improving

the quality of life and care of ageing adults living at home. The initial results are

complying with the goals of our running project related to the improvement of the

elderly quality of life. For further progress, it is expected to significantly increase

both the sample size and the inclusion of older people in the near future.
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Application of the Lognormal Model
to the Vocal Tract Movement to Detect
Neurological Diseases in Voice

Cristina Carmona-Duarte, Réjean Plamondon, Pedro Gómez-Vilda,
Miguel A. Ferrer, Jesús B. Alonso and Ana Rita M. Londral

Abstract In this paper a novel method to evaluate the quality of the voice signal is
presented. Our novel hypothesis is that the first and second formants allow the
estimation of the jaw-tongue dynamics. Once the velocity is computed, it is
approximated by the Sigma-Lognormal model whose parameters enable to distin-
guish between normal and pathological voices. Three types of pathologies are used
to test the method: Laryngeal Diseases, Parkinson and Amyotrophic Lateral
Sclerosis. Preliminary results show that the novel features proposed are able to
distinguish between parameters of normal and pathological voice. Moreover, it is
also possible to discriminate between the three types of pathologies studied in this
work.
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1 Introduction

The Kinematic Theory of rapid human movements [1] has successfully been
applied to handwriting modeling. According to this theory, the way in which
neuromuscular systems are involved in the production of muscular movements is
modelled using lognormal velocity profiles, here after referred to as the
Sigma-lognormal model [1]. This theory has been successfully used in handwriting,
studying the neuromuscular system for rapid movements [2], the handwriting
variations in time [3, 4], the specification of a diagnostic system for neuromuscular
disorder [5], the assessment of brain stroke risk factors [6], etc.

Just as the trunk and arm muscles act to generate handwriting, in the case of
speech articulation, the tongue and jaw muscles move to generate different vowel
sounds.

In fa preliminary study [7] we have investigated the possibility of applying the
Kinematic Theory of rapid human movements to analyse the acoustic-phonetic
articulation. This study validated the hypothesis that vocal tract dynamics, which
includes jaw and tongue could be modelled by Sigma-Lognomals as calculated
from the velocity profile from speech signal.

Indeed, in speech production, the resonating cavities modifiable by the articu-
latory organs allow the energy of the speech signal to be focused at certain fre-
quencies (formants), due to oropharyngeal tract resonators. In speech analysis, it is
known that a specific vowel phonation is related to the velopharyngeal switch, the
mandibular system, the tongue neuromotor system and the laryngeal system. When
the vowels are analysed, it is possible to obtain from the two first formants (F1 and
F2) [8] a representation space as described in [9]. Specifically, the Kinematic
Theory models the movement of tongue dynamics by the velocity computed by a
transformation of the first and second formant frequencies.

There are many studies dealing with pathology detection by mean of the speech
processing such as: Laryngeal Diseases, Parkinson and Amyotrophic Lateral
Sclerosis.

In the case of abnormal vocal fold structure or noise in the speech recorded,
formant extraction could fail producing artefacts; in this case the lognormal
reconstruction would show low Signal to Noise Ratio (SNR) due to an incorrect
change in formant extraction not resulting from a real movement. The pathological
subjects in the Laryngeal Disease database presented abnormal vocal fold behavior
[10, 11].

Parkinson’s disease is usually produced by a dopamine deficiency [12] and it
causes motor symptoms such as tremor, muscular rigidity, etc. [13]. Some studies
showed that speech is one of the first biosignals affected [14]. There are recent
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studies about evaluation of Parkinson speech using the variability of pitch, speech
rate and pausing [15–18].

In turn, Amyotrophic Lateral Sclerosis is a neuromuscular disease characterized
by a reduced velocity of speech movements affecting rhythm [19]. In this case,
there are also previous studies about the evaluation of this disease using the speech
signal [9, 20, 21].

In this work we applied the Kinematic Theory to a dataset of normal and
laryngeal pathological speech. The objective is to parameterize healthy and
pathological speech in order to find out if they can be automatically distinguished,
and to establish different parameters within pathological speech patterns for subjects
with or without neurological diseases.

In order to study the case of neurological pathologies, a database including three
Parkinson and two Amyotrophic lateral sclerosis (ALS) subjects has been consid-
ered. On the other hand, to study laryngeal diseases, 20 laryngeal pathological and
51 healthy subjects were studied.

This paper is divided as follows: first a brief introduction explaining how the
velocity is obtained from the formants is presented. Secondly, in Sect. 3, the
kinematic model and the parameters used for speech evaluation are described.
Thirdly, in Sect. 4 the method and subjects used in this work are summarized. In
Sect. 5 the results are shown and finally in the last section, conclusions are
commented.

2 Velocity Estimation

In speech production, the resonating cavities modifiable by the articulatory organs
allow the energy of the speech signal to be focused at certain frequencies (for-
mants), due to oropharyngeal tract resonators. The formant estimation is obtained
from a digital inverse filter formulation. Iterative Adaptive Inverse Filtering algo-
rithm [22], can give an adequate estimation of the glottal excitation. Moreover, a
linear prediction model based on an autoregressive process (AR) [23] is enough to
determine the formants (in non-nasal phonation) [24]. The first (F1) and second
(F2) formants correspond to the two first maximum values in the linear prediction
(LPC) spectrum.

In the vowel phonation the formants F1 and F2 vary for each vocal creating a
vowel triangle [2] (Fig. 1).

The first formant is due to the muscles involved in jaw movement and the second
formant due to tongue movement. These movements can be correlated with the
formants positions in the plane F1 versus F2 [9] as:

Δx
Δy

� �
=

c11 c12
c21 c22

� �
ΔF1
ΔF2

� �
ð1Þ
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where Δx and Δy are the relative displacement from the previous position of the jaw
and tongue. cij are the weights of the combination matrix.

Once the displacement is calculated, the velocity signal v ⃗ðtÞ is estimated as:

v ⃗ðtÞj j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔxðtÞ2 +ΔyðtÞ2

q
Δt

ð2Þ

3 Sigma-Lognormal Model Application

3.1 Overview

In this work, Sigma-Lognormal model [25] is used to parameterize the velocity
profile of the tongue movement. This model considers the resulting velocity of a
neuromuscular system action describing a lognormal function (⋀(t)) [26]:

D∧ t; t0, μ, σð Þ= Dffiffiffiffiffi
2π

p
t− t0ð Þ e

− ðln t− t0ð Þ− μÞ2
2σ2

� �
ð3Þ

where D is the scaling factor and t0 the time occurrence of the command.
Summing up each resulting lognormal vector, the complex movement pattern is

given by equation:

vn!ðtÞ= ∑
M

i=1
vj⃗ðtÞ ð4Þ

where vj⃗ðtÞ is the velocity profile of the jth stroke (simple movements involved in
the generation of a given pattern of each neuromuscular impulse) and M represents
the number of strokes.

Fig. 1 Vowel representation
spaces adapted from. Spanish
(full circle) and American
English (long-dash circle)

28 C. Carmona-Duarte et al.



The error between the original and its reconstructed signal gives the recon-
struction quality in the sigma-lognormal domain. This could be evaluated using the
Signal-to-Noise-Ratio (SNR) between the reconstructed velocity profile ðvn!ðtÞÞ and
the original one ðv ⃗ðtÞÞ. The SNR is defined as [27]:

SNR=10 log

R tn
ts

v ⃗ tð Þ2
h i

dt
R tn
ts

vn⃗ tð Þ− v tð Þð Þ2
h i

dt

0
@

1
A ð5Þ

3.2 Parameters

The proposed parameters from the reconstructed sigma-lognormal velocity profiles
to measure the speech quality are the following:

• Δto: This parameter is the mean of the difference between the starting time of M
consecutive strokes:

Δt0 =
∑M

i=1 t0i − t0 i− 1ð Þ
�� ��
M

ð6Þ

to measure the beginning time of each lognormal that conformed the velocity
response.

• Mean of µ: mean of the difference between the logtime delay (µ):

Δμ=
∑M

i=1 μi − μ i− 1ð Þ
��� ���
M

ð7Þ

• Mean of Δσ: measure the differences between lognormal response time (σ):

Δσ=
∑M

i=1 σi − σ i− 1ð Þ
�� ��
M

ð8Þ

• Nlog: Number of lognormals in 0.5 s in the central part of the phonation.
• SNR: Signal to noise ratio between reconstructed and original velocity profiles

(Eq. 5).
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4 Method

4.1 Subjects

Three different databases were used in the present study: two for the study of
neurological pathologies (Parkinson and ALS) and the third for laryngeal diseases.

Firstly, a database including 3 Parkinson subjects was used from patients
selected by neurologists. The subjects produced the five Spanish vowels. Each
subject was asked to say the five Spanish vowels, in the same order and normal
loudness and velocity. Each sample of the database comprises the five Spanish
vowels (/a/, /e/, /i/, /o/, /u/ in the International Phonetic Alphabet) pronounced in a
sustained way, lasting approximately 2 s for each vowel separated by silences.

Secondly, two cases of Amyotrophic lateral sclerosis (ALS) were recorded (in
this case producing sentences in Portuguese). The target sentence was /tudo vale a
pena quando a alma não é pequena/ (IPA: [tʊΔʊɥɑɭɐ pInæ∼kwæn- dʊaaɭmɐ
nɐ∼ε∼pkenæ∼]) (All is worthwhile if the soul is not small). Control normal sub-
jects were also recorded speaking the same sentence.

In the last two cases, all the samples were manually selected to avoid formant
estimation artifacts.

Finally, a laryngeal disease and a healthy database were used to evaluate voice
quality. For this purpose pathological (abnormal vocal fold behavior) and healthy
voices are used. This database was recorded at the Hospital General “Doctor
Negrín” in Gran Canaria (Spain) from vowels uttered by 20 pathological and 45
healthy subjects [16]. Half of the subjects (35) were male and the other were
female. Each subject was asked to say the five Spanish vowels, in the same order
and normal loudness and velocity, as in the first dataset. The pathological voices
were obtained from speakers with a large range of speech system pathologies as
hypo-function, vocal fold paralysis, polyps, etc.

4.2 Experimental Procedure

The experimental procedure was as follows:
First, the above mentioned parameters for subjects with neurological pathologies

were compared with the healthy controls. The Anova analysis was used to measure
the statistical significance of the above mentioned comparison. The compared
results were considered different when the residual p-value was lower than 0.05
[28]. Bonferrroni correction was not necessary as it is a simple comparison.

The above method was repeated for normal and laryngeal pathological subjects.
The discriminative ability were worked out automatically using all the database.
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5 Results

5.1 Normal Versus Parkinson

The voice was manually selected in the part of the signal where there was certainty
that the formants were well estimated.

We can observe in Table 1, that there are two parameters showing a p-value
lower than 0.05: Δt0 and Δσ. These two values are the lowest found in Parkinson
speech. Figure 2 shows the results with Δσ.

A small Δσ in Parkinson speech may mean that Parkinson’s Disease has limited
the spread of neuromotor strokes, so the variation in the resulting movement is
smaller than for a healthy subject.

5.2 Normal Versus ALS

We also repeated the experiment with speech from two ALS patients. This
experiment shows (Table 2 and Fig. 3) how the differences in the Δσ parameter are
the opposite than for the Parkinson case. We can intuitively think that the log-
normals in the ALS case are wider than in the normal subjects but it is necessary to
confirm this conjecture with more data.

Table 1 Average
parameters: normal versus
Parkinson voices

Parameter Normal Parkinson p-value

Δt0 0.42 0.31 0.04

Δμ −1.3 −1.3 0.6

Δσ 0.22 0.07 <0.01

Nlog 14.15 12.33 0.1
SNR 24.04 20 0.25

Fig. 2 Parkinson versus
normal phonation
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5.3 Normal Versus Laryngeal Pathology

We can observe in Table 3, that there are four parameters where it is possible to
appreciate a p-value lower than 0.05: Δt0, NLog, SNR and Δμ. These four values
are the lowest p-value found for laryngeal pathology speech.

The comparison was repeated using the parameters for the five vowels and it
shows that these parameters are vowel and gender independent.

Figure 4 shows how the Δσ parameter is distributed in normal and laryngeal
pathology speech and there is not statistically significant variation between healthy
speakers and speakers with laryngeal pathology. A robust formant estimation is
necessary to the correct kinematic estimation.

Table 2 Average
parameters: normal versus
ALS voices

Parameter Normal ALS p-value

Δt0 0.40 0.34 0.624

Δμ −1.13 −1.01 0.8

Δσ 0.19 0.37 0.045

Nlog 19.5 33 0.05
SNR 24.46 23.35 0.68

Fig. 3 ALS versus normal
phonation

Table 3 Average
parameters: healthy versus
laryngeal pathology voices

Parameter Normal Laryngeal pathology p-value

Δt0 0.36 0.286 <0.01

Δμ −1.19 −1.26 <0.01

Δσ 0.18 0.14 0.88

Nlog 10.90 8.87 <0.01
SNR 24.12 22.07 <0.01
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5.4 Discussion

Laryngeal pathologies are characterized by excitation problems (instability in the
vibration frequency of the vocal cords, air flow and presence of noise). These
diseases have no relationship with deterioration in the articulatory model.

In light of the results (Table 4), it seems that Δσ do allow for characterization of
differences in articulatory movement behavior, while Δσ are no statistically sig-
nificant variation between healthy speakers and laryngeal pathology speakers.

6 Conclusions and Future Study

In this work, the Sigma Lognormal model parameters have been calculated for
different kinds of pathological speech. We have found that it is possible to get
significant differences between healthy and laryngeal pathological speech with the
parameters Nlog, Δt0 and the SNR. These parameters can be used as an indicator of
the quality of the speech recording framework or the level of noise in speech.

Also we found that the discriminative ability of these features is independent of
gender and vowel in our datasets.

As far as the case of neurological diseases is concerned, it has been found that
the most relevant parameter is Δσ .

Experimental results confirm that the application of the Sigma-Lognormal model
to speech is a promising method to discriminate between healthy and different kinds
of pathological speech.

The study has to be extended to more patients with Parkinson and ALS. Also, we
could study how to improve formant extraction and how to improve the quality and
robustness of formant features based on the Sigma-Lognormal parameters.

Fig. 4 Healthy versus
laryngeal pathology voices

Table 4 Healthy versus
pathologies voices

Parameter Normal Laryngeal
pathologies

Parkinson ALS

Δσ 0.18 0.17 0.07 0.27
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Exploring and Comparing Machine
Learning Approaches for Predicting
Mood Over Time

Ward van Breda, Johnno Pastor, Mark Hoogendoorn, Jeroen Ruwaard,
Joost Asselbergs and Heleen Riper

Abstract Mental health related problems are responsible for great sorrow for

patients and social surrounding involved. The costs for society are estimated to

be 2.5 trillion dollar worldwide. More detailed data about the mental states and

behaviour is becoming available due to technological developments, e.g. using Eco-

logical Momentary Assessments. Unfortunately this wealth of data is not utilized:

data-driven predictive models for short-term developments could contribute to more

personalized interventions, but are rarely seen. In this paper we study how modern

machine learning techniques can contribute to better models for predicting short-

term mood in the context of depression. The models are based on data obtained

from an experiment among 27 participants. During the study frequent mood assess-

ments were performed and usage and sensor data of the mobile phone was recorded.

Results show that much can be improved before fine-grained mood prediction is use-

ful within E-health applications. Subsequently important next steps are identified.
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1 Introduction

Mental health problems have a high impact on the lives of patients, their social sur-

rounding, and the society in general. It obstructs patients to learn, work or participate

in society. Many affected therefore turn to professional help. The costs for society

have been estimated at a startling amount of 2.5 trillion dollars per year worldwide

in 2015, and will rise to 6 trillion dollars per year by 2030 [1]. These problems are

the driving force behind health-related research that aims to provide more effective

therapies for patients and their social environment. Major developments in mobile

technologies offer new possibilities for mental health interventions, such as perform-

ing Ecological Momentary Assessments (EMA) more effectively. Using new tech-

nology you can more frequently assess the mental state of the user as well as the

context in which it is measured. The context can be collected unobtrusively using

sensors. Such measurements provide highly detailed insights into the behavior and

mental state of the patient and can be a driver for more personalized and effective

therapies.

Although studies that involve EMA are increasing in number, only very few stud-

ies try to fully take advantage of the wealth of data that results. Predictive modeling

on a more detailed level, e.g. predicting mood level changes in terms of hours, are

rarely seen while they can be a great driver for more real-time (semi) automated

forms of therapy. Most predictive modeling endeavors focus on more long term pre-

dictions such as therapeutic effectiveness or long term recovery. There are some

exceptions, such as [2] or [3]. However, these studies do not take advantage of more

recent developments in the area of machine learning that can lead to more accurate

results and as a consequence show relatively poor performance.

In this paper, we try to utilize sophisticated machine learning techniques to accu-

rately predict the mood within the context of depression. Depression has a life-time

prevalence of 17.1 %, making it a major health problem [4], associated with mor-

bidity, mortality, disability and psychological agony for the sufferers and their social

surrounding [5]. Our starting point is a dataset collected among 33 participants in

which sensory information from the smart phone of the participants has been col-

lected as well as regular self-ratings of the mood. The current focus for the modeling

is on predicting the current mood state of individual participants based on their indi-

vidual histories as well as their current measurements using the smart phone. From

the raw dataset, we derive a set of attributes following [2]. We then explore several

ways to predict the aforementioned mood, specifically by using time-series tech-

niques, dynamic time warping techniques, and a number of state-of-the-art machine

learning techniques to see whether better techniques can contribute to more accurate

predictions.

This paper is organized as follows. First, specific information about the data we

will be using is discussed in Sect. 2, followed by the techniques we apply in Sect. 3.

The results of our experiments are described in Sect. 4, and a discussion about the

results can be found in Sect. 5.
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2 Data

The data used in this research paper originates from the VU Unobtrusive Ecological

Momentary Assessment pilot study data (for more info see [3]). First, the setup of

the pilot study will be discussed, followed by the precise data that has been collected.

2.1 Pilot Study Setup

In the pilot study, measurements were performed over a period of approximately

six weeks. A total of 33 participants were selected for the pilot of which 27 con-

tributed enough data for meaningful analysis. The data consists of 76 variables and

1249 observations, running for 52 days. The data was obtained through two appli-

cations installed on the participant’s smartphone: the eMate EMA application and

the iYouVU application. The eMate EMA application prompts the user to rate their

mood five times per day (at 09:00, 12:00, 15:00, 18:00 and 21:00) on a unidimen-

sional scale as “mood” on a scale from 1–10, and the iYouVU application is a sensor

logger, which is active in the background, unnoticeable to the participant. The dura-

tion for which the participants logged data varies and manual input was not always

provided. In case the participants expressed their mood multiple times a day, an aver-

age was calculated for each day.

2.2 Data Description

For each participant, for each day an averaged mood value is present, which is

referred to as an obtrusive feature attribute, because the participant manually needs

to input their mood level over the day. The variables obtained through the iYouVU

application are referred to as unobtrusive, because they are measured automati-

cally. The values are aggregated per day. The number of calls and SMS messages

to the top 5 contacts are measured as normalized frequency values. The duration

of calls made to the top 5 contacts was measured, and the frequency and dura-

tion of the applications are measured as well. The appCat.n and appCat.duration are

attributes representing the number of uses and duration for application categories.

These variables are normalized per day between all categories of their respective

class. The categories include: android, books, browser, business, education, enter-

tainment, game, life style, email, music, news, productivity, social, tools, transporta-

tion, and unknown. The following attributes are also included: the number of images

taken (image.n), the average screen duration per screen-on moment (screen.duration)

and the screen-on frequency (screen.n), which were all normalized within the par-

ticipant. Another variable obtained through the iYouVU application is the average

percentage of accelerometer data that is classified as “high” (accelerometer.high). A

summary of the dataset attributes are shown in Table 1.
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Table 1 The attributes that are present in the dataset in the form of averages per day

Attribute name Type Information Range

mood T Daily mean unidimensional to be predicted

mood

[0, 1]

mood.l1 OF Current mood, daily average [0, 1]

call.c1c - call.c5c UF Number of calls made to top call contact 1–5 [0, 1]

call.c1d - call.c5d UF Duration of calls made to top call contact 1–5 [0, 1]

sms.c1c - sms.c5c UF Number of SMS sent to top SMS contact 1–5 [0, 1]

app.a1c - app.a5c UF Number of times top app 1–5 was launched [0, 1]

app.a1d - app.a5d UF Duration of use of top app 1–5 [0, 1]

appCat.n UF App use frequency for each app category [0, 1]

appCat.sum UF App use duration for each app category [0, 1]

screen.duration UF Mean screen-on moment (standardized) [0, 1]

screen.n UF Screen-on frequency (standardized) [0, 1]

image.n UF Number of photos taken on smartphone [0, 1]

accelerometer.high UF Mean percentage of accelerometer.high data [0, 1]

Most of the where T is the target feature, OF is an obtrusive feature, and UF is an unobtrusive

feature

3 Method

In this section we describe the methodology we have followed for generating our

predictive models. We begin by discussing the steps taken to prepare the data: the

process of derivation of additional attributes on top of the attributes described in

Sect. 2 and the imputation of missing values. Then, we describe the techniques

deployed on the dataset.

3.1 Data Preprocessing

Attribute Engineering The basic attributes which have directly been based on mea-

surements in the pilot have already been discussed in Sect. 2. While these attributes

are certainly useful, new information that can be derived from these attributes could

potentially also be beneficial. We therefore constructed a number of additional

attributes, that we included in a separate analysis. One attribute that was added con-

cerns the weekday, which was calculated by using the already available data/time

attribute. Another two attributes were the sum of call request and/or SMS to the top

5 persons for each day, and the sum of application usage of applications belonging

to the top 5 used applications each day.

Missing value imputation The dataset contains several missing values for both the

measurements of the smart-phone sensors as well as the EMA data. We consider data
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as missing if there is no single measurement on a day (the granularity of measure-

ments considered in this case). There are a number of ways to deal with missing data;

time points with missing values can either be removed or the missing values can be

imputed. As already mentioned in the data description, the number of measurement

points is quite limited. Therefore, the decision was made to only remove the time

points of which the variable mood was missing, and impute the other values.

There are a total of 1249 time points, where for 1224 the mood variable is avail-

able. 1099 observations are without any missing values. We chose to impute the

missing values with the mean of the variable per participant, using all observations

of that individual.

3.2 Predictive Models

Different methods can be used to make numerical predictions. The decision for which

predictive models to use in this experiment was made based on their properties. Pre-

dictive models we considered preferably are state-of-the-art algorithms, are known

to perform well, can be used for regression, do not require much parameter tuning

and do not take an excessive amount of time to train models. On a higher level the

rationale behind selecting these predictive models for comparison is that we want to

apply techniques that (1) only consider trends in the target based on its previous value

(i.e. predict future mood based on past developments of mood): mood only, (2) try to

use previously seen participants and predict based on their data: similarity, and (3)

that use the feature attributes and prior values of mood for predicting future mood:

full predictive modeling. Each of the three options mentioned above are explained in

more detail below.
1

Mood only For predicting mood exclusively using the mood series for each individ-

ual, we start with time series modeling using Auto Regressive Integrated Moving

Average (ARIMA). The ARIMA model explores if the mood signal is a ‘stationary’

signal, i.e. the model tries to find statistical properties that make the mood series

constant over time.
2

Similarity To explore similarities in the mood series the Dynamic Time Warping

(DTW) algorithm was applied. This algorithm compares two time-series for simi-

larities, even if they differ in terms of time or speed. Such similarities could possibly

exist between different individuals related to their mood series, and then possibly

be used for predicting mood of individuals with highly similar mood series pat-

terns. Since the DTW algorithm cannot deal with missing values, these values were

1
All models were constructed making use of R [6].

2
For fitting the ARIMA model the Forecast package [7] was used (AICc with a correction for finite

sample sizes).
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imputed using the average of the variable before and after the missing value. This

imputed sequence was normalized after which the algorithm was applied.
3

Full predictive modeling For full predictive modeling we use two techniques: Sup-

port Vector Machines (SVM) and Random Forests (RF). SVM generates hyperplanes

in a multidimensional space for purpose of classification or regression. Our imple-

mentation of SVM uses a gaussian radial basis function for the regression task.
4

The

RF is a technique that averages the performance of a number of decision trees. The

individual decision trees are trained on different parts of the dataset, and together do

not suffer from overfitting problems.
5

3.3 Setup and Measurements

Mood only For each participant the ARIMA models use the whole series as training

data. This first step, i.e. to reproduce the data, is important because we want to know

the potential power of the method. Thus, the time series model has maximum poten-

tial to find statistical attributes to explain the dynamics for each individual. After

this, for each individual the tuned model is fed the data related to each time point in

an attempt to predict the target variable (the mood value) for each next time point.

The final MSE for this method is calculated by taking into account the MSE for all

individuals and all time points.

Similarity The similarity measure uses the whole series as training data as well,

because we want to see the extent of similarities that are present between participants

in the most ideal circumstance. In such a way we can better assess the potential

of similarity measures for predicting mood series. Regarding the evaluation setup

however, as is discussed in Sect. 4, we do not believe this has much potential yet.

Therefore no evaluation setup is necessary for this method. Related to the settings of

the algorithm, the “Sakoe-Chiba” band was used with a maximum window size of

6. The hierarchical clustering that was applied used the complete-linkage clustering

method.

Full predictive modeling For each participant the SVM and RF methods are trained

based on the past days that are available and predict the target variable, the mood

value, for the next time point. This way, as time increases, more training cycles

become available for the machine learning method to train on. So, starting on day

three, each model has two training cycles, predicting the mood for the current day;

on day four, each model has three training cycles, and so on. The final MSE for each

method is calculated by taking the MSE for all individuals for all time points. Due to

3
For using this technique the DWT package [8] was used, supported by [9] to allow for open

begin/end comparisons. The clustering of time series was done making use of the TSClust package

[10].

4
For implementation we used the kernlab package [11].

5
For implementation we used the random Forest package [12].
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Fig. 1 Overview learning setup

this setup, the methods tend to have better performance as more training data cycles

become available over time. The configuration for learning the algorithms is shown

in Fig. 1.

Concerning the settings of the methods; for the SVM method, the epsilon regres-

sion was applied using a radial kernel, with the cost of constraint violation set to .5,

epsilon to .1 and the sigma was determined by the built-in hyperparameter estimation

heuristic function signet [13]; and for the RF method, the number of variables ran-

domly sampled as candidates at each split was set to the number of columns divided

by 3, the number of trees to grow to 500. Because fitting 1170 models (without para-

meter tuning) takes a considerable amount of time, no further parameter tuning on a

per model basis was done as of yet, as this would further increase the computation

times.

4 Results

As discussed in Sect. 3, we applied three types of methods: one where only the mood

is considered for predicting mood for the next time point, one where we explore sim-

ilarity analysis methods for predicting mood, and one where we apply full predictive

modeling methods, namely RF and SVM. To compare the performance of the meth-

ods we added a benchmark method which simply predicts the same value as the

average mood of all available past days.

4.1 Mood Only

We start with time series analysis by deconstructing the univariate mood series of

participants by representing them as ARIMA series. In this case we started with

exploring how well the ARIMA is able to reproduce the trends seen for the mood as

this is critical as a first step towards prediction. For exemplary purposes in Fig. 2 the

fit of the ARIMA models on the mood series of participant 1 and 5 is shown.

Based on being trained on forehand on the full mood series for each individual.

The ARIMA model produces an MSE of 0.475 for the reproduction of the mood
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Fig. 2 Participant 1 and 5—best fit of the ARIMA models on the participant mood series

Fig. 3 Dendogram of clustered time series

patterns. Since this is even below the naive benchmark explained before (0.442) we

conclude that using mood only is not enough to predict mood series accurately for

individuals.

4.2 Similarity

Next, we applied Dynamic Time Warping to see whether patients exhibit similar pat-

terns and could potentially be used to predict the mood of unseen patients. The appli-

cation of this approach resulted in a matrix with associated similarities between the

different participants. We applied hierarchical clustering on this matrix.
6

The result-

ing dendogram can be found in Fig. 3. It may be concluded that the mood series of

participant 7 is quite unlike that of the other participants. Furthermore the dendo-

gram provides insight into how the participants are clustered and provides a quick

view into how a participant compares to others participants. An example of two

6
Specifically referred as UPGMA.
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Fig. 4 Similarity DTW participants 16 and 24

similar time series and the resulting DWT path is illustrated in Fig. 4, where the

series of participant 16 and 24 are plotted. Although being an interesting analysis,

as can be seen in Fig. 4, based on the great variation in patterns and limited number

of participants we did not consider this a viable option for prediction either.

4.3 Full Predictive Modeling

Finally, we applied the more traditional machine learning approaches. Here, we var-

ied whether we used the added features (cf. Sect. 2 or not. Without these features,

the SVM model obtains an MSE of 0.411, and the RF models scores 0.425. With the

added features, the SVM models perform with a MSE of 0.410, and the RF models

with a MSE of 0.420. In any case both methods are able to outperform the naive

benchmark method, with an MSE of 0.442. Both SVM and RF did have a slight

advantage with the added features. An overview of the performance of each of the

methods is displayed in Table 2. Figure 5 shows how the MSE changes as more his-

torical data is provided to the algorithm. It can be seen that predictive performance

stabilizes after around 20 days of historical data. Note that the MSE is only measured

for the day following the number of days considered as history.

Table 2 The performance of the different algorithms

Method name MSE

Benchmark method (Naive) 0.441

SVM without added features 0.411

RF without added features 0.425

SVM with added features 0.410

RF with added features 0.420



46 W. van Breda et al.

Fig. 5 The cumulative performance (MSE) over time for all participants. The x-axis shows the

number of days of history considered

5 Discussion

There is limited work on using sensor data to predict short-term developments

of mood and related aspects, especially studies that have used machine learning

approaches for this purpose. In this paper, we have therefore taken a more exploratory

approach and applied a number of well-known machine learning techniques to a

dataset collected in a small pilot study. We looked at the possibility to use time-

series models to predict mood, where only the mood series itself was used without

the measurements using the sensors on the phone. Thereafter we did include the

unobtrusive measurements combined with dynamic time warping and more classi-

cal machine learning approaches.

Predicting mood based on past mood alone turned out to have low predictive

performance. Mood generally does not seem to have intrinsic statistical properties

that can explain the dynamics of mood to a large degree. Also, looking at similari-

ties between mood series of different individuals, it was found that certain pairs of

individuals do share more similarities than others, but we found the similarities too

limited to be of use for prediction. Finally, the predictive models using SVM and

RF that leveraged all data did result in better performance compared to the naive

benchmark and the time-series models. This finding indicates that contextual data

about the individual is useful and needed to increase predictive performance, but,

given the attributes we had to our disposal, is not yet at the level to meaningfully

employ within an E-health application. We think that the focus should be on finding

the most relevant attributes that highly correlate with the dynamics of the target vari-

able (in our case short-term mood), and think about how to optimally measure such

attributes. Only then a sharp increase in predictive performance can be expected.
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Next to finding new meaningful variables related to the target variable, we think

preprocessing the data is an very important part of the process. The feature attributes

we added in the preprocessing stage enabled a small increase in performance but we

feel there is still a lot to gain.
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Cross-Cultural Telepsychiatry:
An Innovative Approach to Assess and Treat
Ethnic Minorities with Limited Language
Proficiency

Davor Mucic

Abstract Current refugee crisis within European Union (EU) challenges mental

health care systems in each EU country. For ethnic minorities in EU access to mental

health care is a problem due lack of clinicians who understand their language, culture

and special needs. Linguistic, cultural and even racial differences between patient

and provider can have an impact on the therapeutic alliance. Therefore communi-

cation between providers (mental health professionals) and cross-cultural patients

is even more complicated with a third person i.e. interpreter, involved. However,

refugees and asylum seekers still receive the most of treatment provided via inter-

preters. Innovative solution for this problem might be “cross-cultural telepsychiatry

model” within various settings. Since 2004, “cross-cultural telepsychiatry” has been

tested, developed and established in outskirts areas of of Denmark through various

pilot projects. Overall high patient satisfaction was reported by patients as well as

by involved professionals.

Keywords e-Mental health ⋅ Telepsychiatry ⋅ Asylum seekers ⋅ Refugees and

migrants ⋅ Access to care ⋅ Language barriers ⋅ Interpreters ⋅ Cross-cultural (tele)

psychiatry

1 Introduction

Accessibility and availability of culture-appropriate care are critical pathways to

establishment of an effective care system. However, the access to relevant care

is not always an easy task for e.g. asylum seekers, refugees and migrants within

EU. Language and cultural barriers are among greatest obstacles for cross-cultural

patient population to access adequate care. The patients with limited language pro-

ficiency are less likely to receive empathy, establish rapport, receive information
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and encouragement to participate in decision making [1–7]. Language barriers are

associated with lower rates of patient satisfaction and poor care delivery in com-

parison with care received by patients who speak the language of the care provider

[8, 9]. The patients who face language barriers are less likely than others to have a

usual source of medical care; frequently receive preventive services at reduced rates;

have an increased risk of non-adherence to medications; are less likely than others

to return for follow-up appointments after visits to the emergency room; and have

higher rates of hospitalization and drug complications [10].

The presence of a third person i.e. an interpreter, in a confidential relationship

affects patient satisfaction, as it influences both transference and counter transference

between individuals involved, with unavoidable consequences on a doctor-patient

relationship [11]. Further, interpreter mediated communication is linked to increase

risk of loss of confidentiality which is why the most asylum seekers, refugees and

migrants exposed for such kind of communication tend to be suspicious wondering:

“How soon will everyone in this little city speak about my illness?” [12]. It is not

unusual as among ethnic and racial minorities, in comparison to the majority group,

mental illness may be even more stigmatized [13]. Further, no matter whether the

treatment is acute or long term, the consequences of interpreter provided care are

increased treatment expenses and much longer time used to assess and/or treat each

patient. Consequently, patient satisfaction, treatment alliance as well as compliance

are affected.

On the other hand, adequate language concordance is significantly associated

with higher reporting of past experience of traumatic events and of severe psy-

chological symptoms, contrasting with much fewer referrals to psychological care

when language concordance is inadequate [14]. Clearly, language- and even racial-

concordance are associated with better patient compliance, better adherence to treat-

ment, and higher patient satisfaction within mental health as well as in other health-

care settings [15–17].

“Ethnic matching” appears to be the most desirable model used in addressing

language barriers and cultural disparities in mental health-care provision of cross-

cultural patient population. The term covers over the use of culturally competent

bilingual clinicians who have the same ethnic and cultural background as their

respective patients. Ethnic matching, supplemented by culture competency training,

has been proved as a common strategy to address a number of barriers in cross-

cultural related health-care provision [18, 19].

However, ethnic matching is not that easy to implement. When the patient and

the ‘matching’ clinician are located in different places then a consultation is likely to

require travel, either for the patient or the clinician. Effective responses to issues men-

tioned above require innovation, the capacity to “think outside the box”, culturally

competence, and institutional support. One solution is to bring “cultural expertise”

to the patient by use of the e-Mental Health (eMH). eMH is the use of telecommu-

nication and information technologies to deliver mental health services at a distance

[20]. eMH interventions have a number of advantages: They are easily accessible,

provide anonymity to the user and are less expensive than patient-provider contacts

in-person [21].
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Telepsychiatry is the most described and evidence based form of eMH that

enables patient and doctor to see and hear each other and interact regardless the dis-

tance. While various telepsychiatry applications have been tested and developed over

the last five-six decades, there are relatively few published reports describing the use

of telepsychiatry in the provision of mental health care to cross cultural patients [22–

25]. Innovative model of telepsychiatry is “Cross Cultural Telepsychiatry” (CCT).

It covers the delivery of culturally appropriate mental health care from a distance. It

can be done in “real- time” by the use of videoconferencing (synchronous telepsychi-

atry) and more recently developed asynchronous telepsychiatry (“store and forward”

model), where we speak about a transmission of recorded clinical related material

i.e. assessment, psychiatric interview/consultation between referring physicians and

specialist. The clinical service may include the interview, other assessment, psychi-

atric consultation between referring physicians and specialist, and other components

[26].

2 “Cross-Cultural Telepsychiatry Model”

The first CCT pilot project in Denmark was developed in period 2004–2007. The

aim of the project was to overcome the burden of poor service access for ethnic

minorities in Denmark and promote a new way of delivering mental health care by

use of videoconferencing in real-time [23]. Thereafter, different approaches have

been described dealing with specific needs of Hispanics/Latinos and Asians [27–30]

and Native American [31, 32].

The hypothesis behind the development of CCT in Denmark was that the majority

of cross-cultural patients would prefer contact in their mother tongue, even when

provided via telepsychiatry, rather than interpreter provided in-person contact with

a Danish doctor.

Little Prince Treatment Centre in Copenhagen has telepsychiatry cross-cultural

expertise more than other places in Europe [33]. The Centre is a private clinic spe-

cialized in treatment of ethnic minorities where affiliated clinicians are bilingual,

cultural competent mental health professionals. Four stations (i.e. two hospitals, one

asylum seekers centre and one social institution for rehabilitation of refugees and

migrants) were connected via videoconference with Little Prince Treatment Centre

in Copenhagen. Bilingual clinicians affiliated to the Centre assessed and/or treated

patients via their own language, providing reliable assessment and valid treatment

for a wide variety of psychiatric disorders. A patient satisfaction questionnaire was

special designed (Table 1) for completion at the end of the visit. High acceptance and

satisfaction regardless the patients’ ethnicity or educational level was reported [34].

All patients preferred “remote” contact compared to in-person care with a interpreter,

due to perceived higher anonymity, confidence/trust in providers and self-efficacy to

express intimate thoughts and feelings without a third person involved. As expected,

there was a clear correlation between the number of sessions, reported satisfaction

level, and quality of care [34].
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Table 1 Questionnaire

Yes, in high

degree (%)

Yes, in some

degree (%)

No, only in

less degree

(%)

No, not at all

(%)

1 Did you get enough

information about

telepsychiatry?

2 Do you perceive “contact

via TV” as uncomfortable?

3 Did you feel safe under

telepsychiatry contact?

4 Have you been satisfied

with sound quality?

5 Have you been satisfied

with picture quality?

6 Did you achieve your goal

via telepsychiatry/could you

express everything you

wanted to?

7 Would you recommend

telepsychiatry to others?

8 Would you prefer contact

via translator in future?

9 What advantages did you

perceive by telepsychiatry

contact?

10 What disadvantages did you

perceive by telepsychiatry

contact?

A sustainable telepsychiatry service between Psychiatric department on island

Bornholm and Little Prince Treatment Centre remained functioning after the first

pilot project ended in 2007. It is to our knowledge the only such service in EU.

3 Telepsychiatry Within Hospital Setting

CCT assessments of hospitalized suicidal cross-cultural patients are particularly use-

ful especially when it comes to patients that have had a telepsychiatric contact prior

to involuntarily admission. Narratives from daily clinical work may significantly

increase the understanding and acceptance of telepsychiatry among professionals

with no telepsychiatry related experiences or professionals that are still in doubt.

The following episode occurred within the first telepsychiatry pilot project:
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NN, 38 y.o. male, refugee from Bosnia-Herzegovina, diagnosed with PTSD and
treated via telepsychiatry for 1 year prior to involuntary hospitalization caused by
increased suicide risk and suicidal threats that NN presented for his general practi-
tioner who decided to send NN to psychiatric emergency department located on the
island where NN lives. There NN was assessed by Danish psychiatrist via Bosnian
interpreter and involuntarily hospitalized. A day after NN was seen by the psychia-
trist who treated NN via telepsychiatry prior to hospitalization. It was convenient for
psychiatric department located on isolated island to call the psychiatrist that speak
the same language as the patient in order to assess the patient’s mental state, includ-
ing the current risk of suicide. Despite the fact that the consultation has been done
remotely NN could disclose much more via videoconference on mother tongue than
via interpreter provided in-person consultation with Danish doctor the day before.

4 Telepsychiatry Shared-Care Model

Involuntary admissions are relatively frequent among mentally ill ethnic minorities

compared to domicile population. This might be due to poor contact with General

Practitioners (GPs) and outpatient psychiatric services, and thus at greater risk of

serious deterioration in mental illness before treatment is started [35–37]. Most often

GPs, are not provided by equal access to psychiatric supervision and expertise. The

necessity of sending patients onwards in the system often ends with long waiting

time during which patients are usually not given any help, and their mental con-

dition worsens. According to scientific research, there is increasing recognition that

improving the detection, treatment and outcomes for mental health problems requires

service models that integrate mental health care within primary health care practice

[38]. “Shared care” covers a broad spectrum of collaborative treatment arrangements

and there is no standard definition in the literature [39, 40]. Nevertheless, shared

care successfully integrate and link mental health services with primary care [41].

When joint primary and specialist level collaborative care models have been evalu-

ated using RCT designs, a range of clinical and service benefits are reported [42].

The Little Prince Psychiatric Centre was in charge of a project which offered an

alternative approach by applying telepsychiatry provided shared care model i.e. col-

laborative care model via videoconference.

Little Prince Treatment Centre in cooperation with 6 GP clinics on the outskirts

of Denmark conducted a shared-care pilot project in period July 2010-December

2015. Patients were both “domestic” (of Danish origin) and ethnic minorities. The

results has shown that collaboration via use of videoconferencing across levels of

health care sectors can be a useful alternative that offers learning, leads to conti-

nuity, reduces costs and improves the quality of care. Telepsychiatry has been well

received by patients and general practitioners as a method reducing waiting time and

bridging the distance between patients and specialized psychiatric care. GPs involved

in the project perceived the service as a valuable and effective supplement to already

existing practice.
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5 Telepsychiatry in Vocational Rehabilitation

A study of the Danish labour market showed that mental illnesses and psychological

difficulties are some of the main reasons impeding a growing number of unemployed

individuals from entering and integrating into the labour market [43]. Further, active

functioning in the labour market has been identified as one of the seven targets for

successful integration of foreigners into the Danish society [44].

The Job Centres in Denmark are responsible for providing help in finding jobs and

granting disability pensions. One of the specific responsibilities of a job center is to

implement a vocational rehabilitation offer, which is usually relevant for individuals

with physical, psychological and/or social difficulties. A vocational rehabilitation

offer in Denmark means implementation of different activation programs such as

education or job training and state financial support. In order to offer a vocational

rehabilitation program or grant a disability pension, a caseworker at the job center

has to explore and confirm, that a working capacity of the individual in question is

reduced. In case of suspected mental illness, the clarification of vocational capacity

requires a professional statement from a psychiatrist.

A total of ten job centres, located in different parts of Denmark, 64–299 km away

from Little Prince Treatment Center in Copenhagen, have agreed to participate in

the project. Twenty caseworkers were selected by the job centres. A three-phase

pilot project was carried out in period July 2010–January 2012. Ten job centres,

located in different parts of Denmark, participated by referring their clients to Little

Prince Treatment Center. Mental health specialists with the relevant language skills

conducted the assessment interviews via videoconference and generated an assess-

ment report. A satisfaction questionnaire was completed by the caseworkers and the

clients. Forty nine unemployed individuals were referred by caseworkers during a

period of 19 months. A variety of psychiatric diagnoses was disclosed. The overall

satisfaction with the telepsychiatry service was reported by both the clients and the

caseworkers.

6 International Telepsychiatry

The most comprehensive international telepsychiatry service in the world was estab-

lished in Denmark in mid-2006 (May 2006–October 2007) as a part of cross-cultural

telepsychiatry pilot project mentioned above [45]. Because resources with cross-

cultural skills were more readily available in Sweden than in Denmark, it was desir-

able to involve cross-cultural clinicians from Sweden. Videoconferencing equipment

connected the Swedish Department of the Little Prince Psychiatric Centre with above

mentioned 4 stations during period of 18 months. Overall, high patient satisfaction

was reported and minor disadvantages of telepsychiatry were offset by the fact that

the doctor-patient language and cultural matching acceptance. The use of bilingual
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clinicians with a similar ethnic and cultural background to their patients compensates

for the distance and lack of physical presence.

The crucial indicators of patient satisfaction were:

∙ Accessibility of culturally competent care via mother tongue;

∙ Ability to express intimate thoughts and feelings from a distance, without third

person involvement;

∙ Perceived safety and comfort by the service;

∙ High quality of sound and picture;

∙ Time savings associated with no need for travel;

∙ Reported willingness to use telepsychiatry again and recommending it to others;

∙ Preference for telepsychiatry in comparison to interpreter-assisted care.

7 Discussion

Commonly, clinicians prioritize in-person contact with the patient. When the com-

munication is preceded by long travel, long waiting time or involvement of an inter-

preter then both the clinicians and the patients may benefit by use of telecommu-

nication technology. The large majority of the patients accepted the CCT model

regardless the type of the service setting. The patients’ judgement of enhanced safety

and comfort by telepsychiatry might be due to less likelihood of meeting the doc-

tor on the street and the risks of spreading rumours in the patients’ neighbourhood;

this is similar to Native American populations in small tribes in the U.S. [46]. Eth-

nicity did not appear to be associated with the patients’ attitudes towards telepsy-

chiatry. Differences in perception of the service were identified with respect to the

patients’ previous experiences with the mental health system in Denmark. Patients

who had earlier received treatment via interpreters in Denmark were more favourable

to mother tongue-provided telepsychiatry, compared to patients without previous

interpreter-related experiences. It was easier for the patients to express themselves

from a distance, and they actually felt more secure and could control the situation

which resulted in them being more open.

However, there is no doubt that some patients will prefer remote consultations

due to controlling the presence of the psychotherapist, so as to feel less influenced

by the clinician i.e. having the opportunity to “switch off” the therapist.

Continuity remained by seeing the same doctor no matter where the patient is

located is probably one of above described services most important advantages com-

pared to traditional mental health care provision.



56 D. Mucic

8 Conclusion

Even before current refugee crisis in EU, it has become increasingly evident that

standard treatment approaches require modification or adaptation in order to ensure

that cross-cultural patient population with limited language proficiency receive effec-

tive mental health care. The use of videoconference enables opportunity to build

the bridges over cultural and linguistically barriers by connecting patients with pro-

fessionals who “match” culturally and linguistically. Promising results of the first

international telepsychiatry project, might pave the way for potential development

of an international service where bilingual professionals all over the globe would be

able to share their knowledge and expertise in order to assess and/or treat mentally ill

ethnic minorities via respective mother tongue. Clinical and scientific objectives and

goals of such international telepsychiatry service as well as the potential outcomes

are endless [47]. Within clinical practice, we have never been presented with the tool

that requires so little investment while it in turn gives us so much.
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A Comparison of Performance of Sleep
Spindle Classification Methods Using
Wavelets

Elena Hernandez-Pereira, Isaac Fernandez-Varela
and Vicente Moret-Bonillo

Abstract Sleep spindles are transient waveforms and one of the key features that

contributes to sleep stages assessment. Due to the large number of sleep spindles

appearing on an overnight sleep, automating the detection of this waveforms is desir-

able. This paper presents a comparative study over the sleep spindle classification

task involving the discrete wavelet decomposition of the EEG signal, and seven dif-

ferent classification algorithms. The main goal was to find a classifier that achieves

the best performance. The results reported that Random Forest stands out over the

rest of models, achieving an accuracy value of 94.08 ± 2.8 and 94.08 ± 2.4% with

the symlet and biorthogonal wavelet families.

Keywords Sleep spindles ⋅ Wavelets ⋅ Machine learning

1 Introduction

According to the current AASM definition [3], the Sleep Spindle (SS) is a “train of

distinct waves with frequency 11–16 Hz (most commonly 12–14 Hz) with a duration

greater or equal to 0.5 s, usually maximal in amplitude in the central derivations”.

The sleep spindle waves are characterized by progressively increasing then gradu-

ally decreasing amplitude, that may be present in low voltage background Electroen-

cephalogram (EEG), superimposed to delta activity, or temporally locked to a vertex

sharp wave and to a K complex [16]. Spindles are one of the key features that con-

tributes to sleep stages assessment, specifically is one of the hallmarks of Non-Rapid
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Eye Movement (NREM) stage 2 sleep, both in adults and children. Unfortunately,

their visual identification is very time-consuming (there are typically hundreds of

sleep spindles in a full night recording), and they are borderline in frequency or

duration, or superimposed on other waveforms. Moreover, there are varying defini-

tions of sleep spindle in the literature, making the criterion used for spindle scoring

inconsistent across studies. Another limitation is that interscorer reliability for visual

identification suggests a variability between scorers possibly due to subjectivity or

expertise of the scorer [27]. Thus, automated sleep spindle detectors have been devel-

oped to reduce the workload of experts and eliminate the subjectivity.

The earliest sleep spindle detectors were dependent upon hardware [13, 20]. After

these detection systems several software solutions have been attempted. Two prin-

cipal approaches become accepted: those using band-pass filtering and amplitude

detection, and those applying feature extraction follow by decision-making for clas-

sification. The first approach, followed in [10, 29], suffers from the interscorer vari-

ability and that is one of the reasons for the second approach to be a noted research

line. Concerning algorithms based on features extraction followed by classification,

the Short Time Fourier Transform (STFT) is a suitable tool to identify the frequency

content of the sleep spindles. In [17], Gorur used STFT coefficients as inputs of a

classifier. An agreement rate of 88.7 and 95.4 % were obtained with a multilayer per-

ceptron (MLP) and a support vector machine (SVM) respectively. Another method

used for features extraction is adaptive autoregressive modelling (AAR). In [1] the

AAR coefficients were used as inputs for different classifiers: a discrete perceptron, a

MLP and a SVM. The results obtained were compared in terms of sensitivity, achiev-

ing values of 99.2 %, 89.1 % and 94.6 % respectively. In recent years advanced time-

frequency analysis tools like wavelets have been applied to the sleep EEG to derive

improved feature vectors for sleep spindles. Ahmed et al. [2] proposed a automatic

detector based upon the Teager Energy Operator (TEO) and Wavelet Packet Energy

Ratio, and achieved an accuracy of 93.9 %. In [11] a multi-resolution decomposi-

tion technique based on wavelets and STFT, is developed to detect sleep spindles.

After the detection, TEO is applied to determine spindle duration. By this approach,

an overall sensitivity and specificity of 96.17 and 95.54 % were achieved. TEO is

employed too in [19] where this operator isolated candidate spindle zones on sleep

EEG and spectral edge frequency confirmed its presence. The algorithm used a nor-

malized threshold and did not require patient-specific adjustments. It achieved 80 %

and 97.6 % values of sensitivity and specificity respectively. Günes et al. [18] pro-

posed a hybrid method based on time and frequency domain features. Welch spectral

analysis has been used for the extraction of frequency domain features and a MLP

for classification. The obtained classification accuracies for three feature sets (only

time domain, only frequency domain and both frequency and time domain features)

were 100, 56.86 and 93.84 %. In [24], an algorithm that models the amplitude fre-

quency spindle distribution with a bivariate normal distribution is proposed. Spindle

detection is not directly based on amplitude and frequency thresholds, but instead

on a spindle distribution model that is automatically adapted to each individual sub-

ject. Authors concluded that normal modelling enhanced performance and improved

spindle detection quality.



A Comparison of Performance of Sleep Spindle . . . 63

This work studies the capabilities of several machine learning techniques to clas-

sify sleep spindles. The feature extraction is accomplished using a discrete wavelet

decomposition applied to the raw samples of the EEG signal segments. The paper is

structured as follows: Sect. 2 proposes the research methodology, Sect. 3 describes

the experimental procedure used in the research, Sect. 4 presents the results obtained

and finally, the conclusions are presented in Sect. 5.

2 Research Methodology

The main objective of this work is to obtain a method that achieves the best accuracy

results in the sleep spindle classification task. Over the EEG signal from several

sleep recordings, a set of isolated waveforms was obtained. Using these patterns,

the coefficients of a discrete wavelet decomposition were used as inputs for several

classifiers.

2.1 Data Set

Patient data was gathered from the Sleep Laboratory of the André Vésale Hospital

in Belgium. It consists of eight whole-nights recordings coming from patients—4

men and 4 women aged between 31 and 53—with different pathologies. Two EOG

channels, three EEG channels and one submental EMG channel were recorded. The

sampling frequency was 200 Hz for six records of the complete data set, 100 and

50 Hz for the two remaining ones. A segment of 30 min was extracted from each

night from the central EEG channel for spindles scoring. No effort was made to

select good spindle epochs or noise free epochs, in order to reflect reality as well as

possible. These segments were given to a medical expert for sleep spindle scoring.

The total number of identified spindles was 289 [10].

2.2 Feature Extraction

The wavelet transform is an efficient tool for decomposing a signal into a fundamen-

tal function set and obtaining sub-band localization. Figure 1 depicts the wavelet

decomposition tree.

In the first step, a high pass filter g(n) and a low pass filter h(n) are applied to the

original signal x(n). After the filtering process, half of the samples at high frequency

are discarded according to Nyquist Criteria. This operation is performed recursively

for every remaining sample and the desired frequency intervals are obtained. We can

mathematically express this procedure as follows:
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Fig. 1 Wavelet decomposition tree

Yhigh[k] =
∑

x[n]ġ[2k − n] (1)

Ylow[k] =
∑

x[n] ̇h[2k − n] (2)

where Yhigh[k] and Ylow[k] are the outputs of the high pass (D) and low pass (A)

filters, respectively.

The discrete wavelet transformation [26] provides a decomposition of a given sig-

nal into a set of approximation (ai) and detail (di) coefficients of level i. The decom-

position process can be iterated, with successive approximations being decomposed

in turn, so that a signal is broken down into many lower-resolution components.

Thus, in this case the samples of the EEG signal, are processed to obtain a level-1

transformation (a1 and d1 coefficients). Subsequently, each set of ai coefficients is

decomposed into a set of approximation ai+1 and detail di+1 coefficients. Also, to

obtain this decomposition some different types of wavelets functions can be used.

The level-detail was determined taking into account the sample rate of the EEG sig-

nal and the wavelet families were chosen after performing some other experiments

and discarding several wavelet families, specifically, the Symlet, Haar, Daubechies,

Coiflets, Biorthogonal, and the discrete approach of the Meyer wavelet [9].

2.3 Classification

In this section, we provide an overview of the methods used in the research for sleep

spindle classification. Several approaches were considered, two lineal models—a

one-layer feedforward neural network and a proximal support vector machine—, and

five non linear ones—a multilayer feedforward neural network, a classification tree,

a Random Forest, a Support Vector Machine and a Naive Bayes classifier—.



A Comparison of Performance of Sleep Spindle . . . 65

∙ One-layer Feedforward Neural Network, One-lay FNN

The one-layer feedforward neural network (FNN) is a single-layer FNN without

hidden layers. This is a linear classification system that was trained using the super-

vised learning method proposed in [8]. The contribution of this learning method

is that it is based on the use of an alternative cost function that measures the errors

before the nonlinear activation functions instead of after them, as is normally the

case. An important consequence of this formulation is that the solution can be

obtained directly using a system of linear equations due to the fact that the new

cost function is convex [14]. So, the method avoids local minima, and a very good

approximation to the global minimum of the error function is obtained.

∙ Multilayer Feedforward Neural Network, FNN

The multilayer feedforward neural network is one of the most commonly used

neural network classification algorithms [4]. The architecture used for the classi-

fier consisted of a three layer feed-forward neural network: two hidden and one

output layer. The optimal number of hidden neurons for this problem was empiri-

cally obtained.

∙ Classification Trees, Class. Tree

Classification trees are used to predict membership of cases or objects in the

classes of a categorical dependent variable from their measurements on one or

more predictor variables. In these tree structures, leaves represent class labels and

branches represent conjunctions of features that lead to those class labels [5]. Each

internal (non-leaf) node of the tree is labelled with an input feature. The arcs com-

ing from a node labelled with a feature are labelled with each of the possible values

of the feature. Each leaf of the tree is labelled with a class or a probability distri-

bution over the classes. A tree can be “learned” by splitting the source set into

subsets based on an attribute value test. This process is repeated on each derived

subset in a recursive manner. The recursion is completed when the subset at a node

has all the same value of the target variable, or when splitting no longer adds value

to the predictions. This process of top-down induction of decision trees is by far

the most common strategy for learning decision trees from data [25].

∙ Random Forests, RF

Random Forests [7] are an ensemble learning method for classification that oper-

ates by constructing a multitude of decision trees at training time and outputting

the class that is the mode of the classes. For an ensemble of decision trees for

a multiclass classification function, one of the general methods is Bagging. This

method is the simpler, more robust and more highly parallel technique. In the

Bagging version used, a fixed-sized fraction of the training data is employed to

construct each classifier in the ensemble. The Bagging method simply produces

an ensemble of N decision trees constructed from N random subsets of the training

data, where each subset is of the fixed-size mentioned in the previous sentence.

With Bagging, the original method from the literature [6] of choosing a subset of

points from a complete training set of N points was to choose a bootstrap sample

[12]. Simply put, this means randomly choosing N points with equal probability

from the set with replacement, so that some points may be chosen more than once

or not at all.
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To compute prediction of an ensemble of trees for unseen data, the Random Forest

model takes an average of predictions from individual trees. To estimate the pre-

diction error of the bagged ensemble, predictions for each tree are computed on

its out-of-bag observations, are averaged over the entire ensemble for each obser-

vation and then the predicted out-of-bag response is compared with the true value

at this observation.

∙ Support Vector Machine, SVM

A Support Vector Machine is a supervised classification technique that works by

nonlinearly projecting the training data in the input space to a feature space of

higher (infinite) dimension by the use of a kernel function. This results in a lin-

early separable data set by a linear classifier. In many instances, classification in

high dimension feature spaces results in overfitting in the input space; however, in

SVMs, overfitting is controlled through the principle of structural risk minimiza-

tion [28]. The empirical risk of misclassification is minimized by maximizing the

margin between the data points and the decision boundary [21].

∙ Naive Bayes, NB

Naive Bayes classifiers are a family of simple probabilistic classifiers based on

applying Bayes’ theorem with strong (naive) independence assumptions between

the features. This assumption dramatically reduces the number of parameters that

must be estimated to learn the classifier. Naive Bayes is a widely used learning

algorithm, for both discrete and continuous inputs. The Naive Bayes Classifier

technique is particularly suited when the dimensionality of the inputs is high.

Despite its simplicity, Naive Bayes can often outperform more sophisticated clas-

sification methods [23].

∙ Proximal Support Vector Machine, pSVM

The proximal Support Vector Machine [15] is a method that classifies points

assigning them to the closest of two parallel planes (in input or feature space)

that are pushed as far apart as possible. The difference with a SVM is that this one

classifies points by assigning them to one of two disjoint half-spaces. The pSVM

leads to an extremely fast and simple algorithm by generating a linear or nonlinear

classifier that merely requires the solution of a single system of linear equations.

3 Experimental Procedure

In order to characterize the performance of the system, the sensitivity and accuracy

standard measures were used. The procedure presented has two stages: a feature

extraction stage that establishes the main inputs for classification and the classifi-

cation model itself. The initial step of the proposed methodology is the processing

of the available EEG signals, obtaining isolated waveforms. The positive examples

were identified by the medical expert and in order to achieve a balanced data set, the

same number of negative examples were selected from the whole set of recordings.

To get these negative examples, signal windows of 0.5 s (minimum sleep spindle

duration) were randomly selected.
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The sleep spindles contain low frequency components that are placed at 11–16

Hz band. Therefore, 8–16 Hz band covers all the information required for spindle

detection. Thus, the computational cost and detection errors can be reduced by lim-

iting the search to this sub-band. A discrete wavelet transformation was used as a

pre-processing phase to reduce and fix the number of inputs of the classifier. Experi-

mentally, for this work it was determined that the absolute value of the level-4-detail

coefficients (d4), the level-3-detail (d3), and the level-2-detail (d2) are the set of inputs

that obtains the best sleep spindle classification results for the different sample rates

(200 Hz, 100 Hz and 50 Hz respectively). Also, in order to make the decomposition,

the symlet and biorthogonal wavelet families were used with a length of the filter

equal to 10, 14 and 7 (symlet of order: O5, sym5 and O7, sym7; and biorthogonal of

order O1.5, bio1.5).

The number of coefficients supplied by the wavelet transformation depends on

the number of samples of the supplied pattern. In this case, the minimum number

of samples is 25 (as 0.5 s is the minimum duration of a sleep spindle and the lowest

sample rate is 50 Hz), therefore, the number of corresponding wavelet coefficients

is 13. As the number of inputs to the classification module must be fixed, the maxi-

mum number of coefficients that could be used is 13. For those patterns in which the

duration is the minimum (0.5 s) all the coefficients (13) were used. For those other

patterns with a duration greater than 0.5 s (for which more than 13 coefficients could

be obtained) the first 13 coefficients were used as inputs to the classifier.

The experimental procedure is detailed as follows:

1. Extract the initial set of features to be used as inputs.

2. For each nonlinear classifier, establish its architecture. For the FNN a two hidden

layer architecture with 10 and 8 units respectively was chosen. For the Random

Forest, the number of trees chosen was 20 and for the SVM, the RBF kernel

function was used.

3. Take the whole data set and generate 10-fold cross validation sets in order to

better estimate the true error rate of each model. Eight folds are used to train the

models, and the remainder ones to validate and test them respectively.

4. Train each model and obtain 10 performance measures over the validation sets

and the test sets.

5. Select the best model in terms of accuracy.

The experiments performed in this work were executed using the software tool

Matlab [22].

4 Results

In this section, the results obtained over the test set, after applying wavelet trans-

formation and several classifiers are shown and compared in terms of accuracy and

sensitivity. These results are yield against the standard reference, i.e. the medical

expert scores. Tables 1 and 2 show the performance measures obtained.
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Table 1 Sleep spindle classification results

pSVM One-lay.

FNN

Class. Tree RF FNN SVM NB

sym5 86.20± 3.9 89.58± 3.9 91.83± 4.5 94.08± 2.8 87.89± 4.5 89.01± 4.3 93.66± 1.7

sym7 83.66± 6.8 85.35± 4.6 86.20± 3.2 89.58± 3.2 82.54± 6.6 86.90± 4.5 85.77± 5.2

bio1.5 86.20± 2.8 88.59± 2.7 93.38± 4.2 94.08± 2.4 86.48± 6.4 88.59± 3.9 93.66± 2.9

Mean test set accuracy (%) of a 10-fold cv. Best values marked in bold font

Table 2 Sleep spindle classification results

pSVM One-lay.

FNN

Class. Tree RF FNN SVM NB

sym5 97.99± 1.9 96.01± 3.4 91.86± 6.8 95.78± 2.8 86.45± 6.1 92.67± 4.3 95.15± 1.5

sym7 95.04± 4.9 90.30± 3.8 85.47± 7.8 88.69± 6.5 82.16± 7.9 89.67± 4.5 89.63± 4.3

bio1.5 99.72± 0.8 98.89± 1.1 93.14± 4.3 95.81± 3.3 87.05± 7.9 92.08± 4.1 96.36± 3.6

Mean test set sensitivity (%) of a 10-fold cv

Among the linear models tested (pSVM and one-layer FNN), the one-layer FNN

showed the best performance, achieving the highest accuracy for all the wavelet fam-

ilies used. For this classifier, the bio1.5 wavelet offers the best inputs. Over the non-

linear models, the Random Forest obtained the best results. These facts state no mat-

ter what wavelet family used. Nevertheless, the biorthogonal wavelet is the one that

provides the best inputs for the classifier.

In terms of sensitivity, the linear models, pSVM and one-layer FNN, showed the

highest values with the bio1.5 wavelet, but their accuracy values are not as good as

expected. For the Random Forest model, the sensitivity values achieved were satis-

factory for the sym5 and bio1.5 wavelets.

5 Conclusions

This paper presents a comparative study over the sleep spindle classification task

involving the discrete wavelet decomposition of the EEG signal, and seven different

classification algorithms. The main goal was to find a classifier that achieves the best

accuracy results.

As a starting point, the extraction of isolated waveforms was carried out. Up to

the authors knowledge, not many previous methods were proposed for sleep spindle

classification that used the discrete wavelet decomposition as the feature extraction

method. In this environment, several wavelets families were probed, being the symlet

and biorthogonal families the ones that obtain the best results for the classifiers.

The results obtained were similar to those reported in the bibliography [2, 11] but

a fair comparative study is not possible due to differences in both datasets and eval-

uation methods. In this work, from the classifier point of view, the results reported
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that Random Forest is the best option, achieving an accuracy value of 94.08 ± 2.8
and 94.08 ± 2.4% with the symlet (order O = 5) and biorthogonal (order O = 1.5)

wavelet families. For these models, the sensitivity values are similar (95.78 ± 2.8
and 95.81 ± 3.3 respectively). The results are encouraging and a deeper study will

be done first in the negative examples extraction task. Different waveforms durations

should be considered to make more difficult the classifier task instead of providing

it with easy examples. Besides, we plan to test the use of ensembles of classifiers,

trying to take advantage of the strengths of the different algorithms tested here and

combine them in order to improve the classification accuracy. Finally, to confirm

Random Forest best results, experiments over the entire signal length should be per-

formed.
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Evaluation of Head-Mounted Displays
for Macular Degeneration: A Pilot Study

Howard Moshtael, Lanxing Fu, Ian Underwood and Baljean Dhillon

Abstract Head-mounted displays are increasingly available and have been pro-
posed as a platform for a new class of low vision aid. Two kinds of head-mounted
display, smart glasses and a smartphone-based headset, are evaluated here in terms
of their visibility and desirability for users with age-related macular degeneration.
This evaluation is performed through a test to measure the extent of visibility of the
screens, through a reading speed test and through a questionnaire. All but one of the
participants could read from the displays and see at least 45 % of at least one of the
screens. The majority found it easier to read from the displays than from paper.

Keywords Head-mounted displays ⋅ Low vision ⋅ Visual aids ⋅ Image pro-
cessing ⋅ Reading

1 Introduction

The head-mounted display (HMD) is a niche but growing class of electronic display
system. An HMD comprises a miniature electronic display screen in close prox-
imity to one or both eyes viewed through compact imaging optics which cause a
highly magnified virtual image of the miniature screen to appear at a comfortable
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distance for the viewer. A simple HMD can be made by mounting a smartphone
into a frame which incorporates the necessary optics at a suitable distance. This idea
was popularized by Google Cardboard and can be used as a budget “virtual reality”
system. Another class of HMD features a partially transparent screen instead of the
typical opaque type. As such, the user’s view of their surroundings is not occluded.
When the display screen is housed in something resembling a spectacle frame it is
referred to as “smart glasses”. This technology continues to be actively developed
with many products currently available only as developer kits. But with numerous
vendors set to release commercial products the technology is expected to become
much more widespread; the smart glasses market is expected to almost double in
the next 4 years [1].

Age-related macular degeneration (AMD) is one of the leading causes of
blindness in the Western world [2]. It is characterized primarily by a scotoma in the
central visual field and thus can severely inhibit daily tasks [3]. Continuing to be
able to read is a central concern to those that develop AMD [4]. Various low vision
aids (LVAs) exist to enhance the use of residual vision, with the most common
technique being magnification.

The use of HMDs in LVAs was first attempted while the technology was in an
early stage of its development, meaning the resulting device was bulky and 1 kg in
weight [5, 6]. Later a few devices were commercialized and a 2004 study compared
four of them with conventional optical LVAs [7]. They were found to enhance
distance and intermediate visual acuity, but to offer no significant improvement for
near acuity. Advances in display technology have improved on the known limita-
tions of these devices, such as their restricted near field of view and substantial bulk
[8]. Some recent work on utilizing HMDs in LVAs includes: A well-known aug-
mented reality device, Google Glass, as a platform for edge enhancement [9]; a
depth camera connected to an HMD as a navigation aid [10]; non-linear magnifi-
cation to enhance reading [11]. In parallel to the development of hardware, various
image processing methods for the specific benefit of the visually impaired have
been developed and begun to be tested [12].

To evaluate the suitability of an HMD for low vision users, we need to measure
the extent to which they can see and read from the display, as well as their sub-
jective feedback using it. This data is lacking in the literature. Further, the
methodology for making these measurements on displays in general has not been
developed. This paper investigates a device from both of the HMD classes
described above: Partially transparent smart glasses and an opaque
smartphone-based system. It presents the results of a pilot trial to measure the area
of the screen visible to the low vision users, their ability to read from the screens
and their experience using the devices.
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2 Methodology

2.1 Participants

Ten individuals with AMD were recruited from the low vision clinic of the Princess
Alexandra Eye Pavilion, Edinburgh, UK, and from the Macular Society. Relevant
details are included in Table 1. The age range was between 52 and 91 years with
equal numbers of both sexes. All patients were English speaking. The planned
study received a favorable opinion from the National Research Ethics Service
Committee and gained R&D approval from NHS Lothian. Informed, written con-
sent was obtained from all participants prior to commencement of the study.

2.2 Head-Mounted Displays

The model of smart glasses used in the study was the Epson Moverio BT-200
(Seiko Epson, Japan; see Fig. 1a). It is comprised of two miniature high definition
color displays, one aligned to each eye, which then appear as a single screen in the
center of the visual field with a field of view of approximately 23°. The screen
appears at infinity. For the other HMD, a popular smartphone with a high pixel
density of 538 ppi—the LG G3 (LG Electronics Inc., South Korea)—was chosen.
The Homido headset (Homido, France), shown in Fig. 1b, holds the smartphone
and uses a pair of lenses to magnify and image the screen, and helpfully includes a
means to adjust the interpupillary distance. It includes three pairs of lens mounts
that are chosen for normal, myopic or hyperopic vision. The field of view is
approximately 100° and the image appears close to the eye.

Table 1 Clinical characteristics and past experience with LVAs

Participant Sex Age Years
since
diagnosis

Sight
registration
status

Wet/dry
AMD

Reading
acuity
(logRAD
scorea)

Previous
use of
optical
LVAs?

Previous
use of
electronic
LVAs?

101 M 59 15 Blind Dry 1.3 Y Y

102 F 89 5 Unregistered Dry 0.435 Y N

103 M 52 5 Unregistered Not told 0.73 Y N

104 M 78 20 Unregistered Dry 0.8 Y N

105 F 80 14 Unregistered Both 0.5 Y N

106 M 74 20 Blind Wet 1.56 Y Y

107 F 80 11 Blind Wet 1.67 Y Y

108 M 76 8 Unregistered Dry 0.725 Y N

109 F 74 13 Blind Both >1.7 Y Y

110 F 91 25 Unregistered Wet 0.525 Y N
alogRAD is the reading equivalent of logMAR; see Sect. 2.4
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The luminance was measured through the lens at the position where the eye is
placed using a Topcon BM-9 luminance meter (Topcon Technohouse Corporation,
Japan). At the phone’s 80 % brightness setting, as used in the study, the luminance
was measured to be 190 ± 3 cd/m2 for an all-white screen and less than 1 cd/m2 for
an all-black screen. The luminance of a white and black screen on the smart glasses,
set to maximum brightness, was measured to be 400 ± 50 cd/m2 and 6 ± 1 cd/m2

respectively. The larger standard deviation arises due to the relative difficulty of
measuring the brightness for the very small microdisplay screen. As the smart
glasses are partially transparent it was also necessary to maintain a consistent
background illumination level. A black background was chosen with a reflected
luminance of 2 ± 1 cd/m2. The luminance reflected from the white page from
which the print was read was dependent on the angle at which it was tilted due to
the light source being a ceiling bulb. It was measured as 70 ± 3 cd/m2 when
vertical but 92 ± 3 cd/m2 when tilted 20° from the vertical towards the ceiling.

Each participant used both HMDs, with the order of use randomized. When
using the smart glasses, participants wore their distance glasses, whereas in the case
of the smartphone headset the optimal lens mount was selected by each participant.

2.3 Extent of Visibility

As AMD involves the appearance and growth of scotomas, a test was needed to
measure which parts of the screen were and were not visible to the participants. We
refer to the percentage of the screen seen by patients as the extent of visibility. We
used the approach taken in perimetry tests, the standard method for measuring the
visual field, but adapted for the HMD. The test involves a flashing cross at the
center of the screen to be the point of fixation for the participant. The stimuli, white
dots of approximately 5 arcminutes in diameter, were flashed for a duration of
300 ms and the subject was asked to say “Yes” when they observed one. The time
window for responding was designed to automatically adapt to the speed with
which the participant would respond. A second chance was given to all stimuli that

Fig. 1 Devices used a Epson Moverio BT-200 with the lighter of the two neutral density filters
[idnes.cz]. b Homido headset with smartphone [homido.com]
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were not seen the first time. For the smart glasses, a total of 29 stimuli were evenly
spread across the screen, whereas for the smartphone the 24 stimuli were evenly
spread across the central 60° field of view. The duration of the test is between 1 and
4 min.

Though similar in method to perimetry, this test does not seek to measure the
visual field of the participants. Rather, it maps the areas of the screen visible and not
visible to the participant. This data could be used to tailor the presentation of screen
content to the particular vision of the user. Further research is required to investi-
gate this.

2.4 Reading Performance

Performance reading from the smart glasses and smartphone respectively were
compared to performance reading from print. The English Radner Reading Chart,
held at 25 cm, was used to measure reading acuity and reading speed from print.
Those who could not read the top line at 25 cm were allowed to read from a
distance of their choosing; this distance was then measured and the text size cal-
culated accordingly. It consists of a bank of 28 sentences, each with a standardized
structure.

The size of the print is defined by the height of a lower case “x” character [13].
The minimum angle of resolution (MAR) is defined as the angle in arcminutes
subtended by a fifth of this height (the stroke width of a letter). The print sizes are
logarithmically scaled and range from 1.3 to 0 logMAR when viewed at a distance
of 25 cm. The Radner Chart defines logRAD (reading acuity determination) score
for measuring reading acuity as logRAD (equivalent to logMAR) of the smallest
sentence partially read plus 0.005 for each syllable incorrectly read.

As the HMDs use a virtual display, the print size is measured in terms of visual
angle then converted to logMAR. The smartphone based HMD is a simple mag-
nifying glass optical system with the lens held at the focal length from the display.
As the eye is positioned with negligible distance from the lens, the visual angle
subtended on the display is given by simple trigonometry. In the case of the smart
glasses, the optical system is more complicated. However, as the total visual angle
subtended from corner to corner of the display is known to be 23° (as stated by the
manufacturer), the visual angle of the letters was calculated as a proportion of this.

A limitation to the smartphone-based system is that the smallest text size that can
be displayed is 0.5 logMAR. This is because the smartphone display is highly
magnified thus the text size on the screen itself has to be very small. Thus even a
screen with a very high pixel density display such as the LG G3 used here, the
stroke width of the letters at 0.5 logMAR is smaller than a pixel. A limitation of the
smart glasses is the relatively small field of view. This means that a sentence with
text size 1.1 logMAR or larger would not fit on the screen in the same format
presented on the Radner Reading Chart.
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2.5 Questionnaire

Of equal importance to the objective measures of the participants’ performance are
their subjective views of using the devices. Therefore a questionnaire was devised
to gather this feedback, the questions of which are reproduced in Table 2. The style
and format of the questionnaire was based on a validated visual function ques-
tionnaire [14]. The questions relate either to the display itself or to the look and feel
of the headset. Open questions were also included to gain further feedback. The
questionnaire was interviewer-administered. All ten participants took the ques-
tionnaire on the smart glasses, and nine took it on the smartphone based system.

3 Results

3.1 Extent of Visibility

A unique profile was generated for each of the eight participants (103–110) who
took the test. The extent of visibility of each screen to each participant was cal-
culated as the percentage of points they saw. At least 45 % of the points were seen
on at least one display by all the participants, except participant 109 who saw just
one point. All participants saw a higher proportion of points on the smartphone
headset than they did on the smart glasses.

By way of example, the results of the test are shown for participant 106 (who is
registered blind) using the smart glasses in Fig. 2a and the smartphone headset in
Fig. 2b. All the stimuli are shown, be it with a diamond to indicate a point that was
seen, or a cross to indicate that it was not. A few stimuli are marked with both,
meaning they were not seen on one occasion but were seen on the other. Note that
the two plots would not be expected to match because they correspond with dif-
ferent screens of different fields of view (not directly with the retina of the patient).

Table 2 Questionnaire items and responses

Question Response options

Compared to reading large print from paper, did
you find reading from the display to be…

Much easier/a little easier/the same/a
little harder/much harder

Did you prefer reading from the display or from
paper?

The display/paper

How comfortable did you find the headset to
wear? Was it…

Very comfortable/fairly
comfortable/fairly uncomfortable/very
uncomfortable

Based on the appearance of the headset, how
comfortable would you feel to wear the headset at
home? Would you feel…

Very comfortable/fairly
comfortable/fairly uncomfortable/very
uncomfortable
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3.2 Reading Performance

For a comparison between the three media of paper, smart glasses and smartphone,
the participants’ vision needed to be good enough to read at least the top line of the
chart and bad enough not be able to read below the 0.5 logMAR limit set by the
smartphone display. Five participants (102, 103, 104, 106 and 110) fit this criteria
and were tested on all three media. Their results on each media are shown in
Fig. 3a. The level of uncertainty, arising from the calculation of visual angle, was
estimated at ± 0.03 logRAD for the smart glasses and ±0.02 logRAD for the
smartphone headset. For all five of these participants, the smart glasses allowed
them to read the smallest text size. The mean and standard deviation in logRAD
score for paper, smart glasses and smartphone headset are 0.8 ± 0.4, 0.5 ± 0.3 and
0.9 ± 0.1, respectively.

To calculate the mean reading speed for a participant, the speed of reading 5
lines above their critical print size (the print size below which reading speed drops)
was averaged together. There were five participants (103, 104, 105, 108 and 110)
who read at least 5 lines for each media. Their results for each media are shown in

Fig. 2 Results of the extent of visibility test for participant 106. a From the smart glasses. b From
the smartphone headset

(a) (b)

Fig. 3 Reading performance. a The reading acuity for 5 participants, with error bars set at ±0.03
for smart glasses and ±0.02 for smartphone headset. b Mean reading speeds for 5 participants,
with error bars indicating standard error
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Fig. 3b. The mean and standard deviation in words per minute on paper, smart
glasses and smartphone headset are 123 ± 7, 97 ± 8 and 98 ± 17, respectively.

3.3 Questionnaire

Responses to the questionnaire (Table 2) are shown in Figs. 4, 5 and 6. Figures 4
and 5 show the responses in terms of the proportion of participants giving a
response to each of the options.

Fig. 4 Responses to the
question, ‘Compared to
reading large print from
paper, did you find reading
from the display to be…’.
Results for smart glasses on
the left and smartphone
headset on the right

Fig. 5 Responses to the
question, ‘Did you prefer
reading from the display or
from paper?’, comparing with
a smart glasses and
b smartphone headset

Fig. 6 Responses to the
questions, ‘How comfortable
did you find the headset to
wear?’ and ‘Based on the
appearance of the headset,
how comfortable would you
feel to wear the headset at
home?’
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4 Discussion

The extent of visibility test, as well as the reading test, sought to determine whether
or not AMD would render these screens unusable. It may have been assumed,
particularly for the smaller, centrally-positioned screen image of the smart glasses,
that a central scotoma would almost entirely block the screen. However, all but two
of the participants saw at least 45 % of the points on the smart glasses, and all but
one on the smartphone. Also, all but one of the participants were able to read from
both displays, including 2 out of 3 who were registered blind. This suggests there is
potential for both of these displays to be used for those with AMD.

However, the fact that none of the participants saw every stimulus on the smart
glasses suggests that screen tailoring is required for users with AMD. The results in
Fig. 2b, for example, show that the area of the screen to the left of the central
fixation point was visible to the participant, whereas the area to the right was not.
This participant is highly trained in eccentric viewing and thus aligned his preferred
retinal locus, located in the top right of his vision, to the fixation point (rather than
the fovea as for normal viewing). Consequently his visual field was shifted towards
the bottom left, thus partly accounting for the results. This emphasises how the
results are relative to the fixation point. Further research is being carried out on
methods to tailor displays for low vision users.

One point to emphasize with regards to the reading test is that, in this pilot, the
text is being presented on the display in a print-like format—static, black-on-white
and uniformly spread across the display. Clearly, if the aim was to enhance reading
speed, then far more could be done to make better use of the additional capabilities
of an electronic platform. Indeed, this will be the next stage in the development
process. However, even this basic display presentation method has its advantages
over paper. A few participants described how these displays helped them read by
removing background distractions and helping them concentrate on the text. The
fact that displays are luminous would, no doubt, also have been of assistance. This
would be a factor in the improvement seen in reading acuity from the displays. One
reason the smartphone display may not have seen an overall improvement in
reading acuity is that text size between 0.7 and 0.5 logMAR were included in the
results, but were not perfectly rendered on the display.

The procedure used did not include practice time before the participants were
timed to read sentences, which likely contributed to the average reading speed from
both displays being slower than from paper. One participant stated, “If I got used to
the headset I would prefer it”, citing their experience of becoming accustomed to
their e-reader.

Although the text was rendered to subtend the same visual angle for each
medium, our perception of size is related to our perception of the distance of the
object. Viewing a virtual display confuses our perception of distance, particularly in
the case of the smart glasses. One participant pointed out that when trying to read
small print, established practice is to bring the print closer to the eye (and thus
increase its visual angle). However, as the visual angle of the smart glasses display
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is fixed, viewing the display on top of a distant wall makes it appear large, but
moving closer to the background wall makes the display appear to shrink.

This highlights another important difference between the media that a different
participant highlighted: When using paper, the participants retained control over the
page and could move, tilt or rotate it as they pleased (whilst keeping it at a distance
of 25 cm); but the HMD is held in a fixed position with respect to the head. This
characteristic of the HMD may have contributed to the slower average reading
speed from the displays, with one participant saying the smart glasses moved
around a lot (with respect to the background) and another saying that the smart-
phone display was too close and they “wanted to take a step back”. However, we
believe having the display in a fixed position is only a disadvantage if it is not
tailored to the vision of the user. Further work is planned to investigate the use of
the extent of visibility test for tailoring of the display.

The smart glasses rated more highly than the smartphone headset in terms of
both comfort and how comfortable they would feel to wear the headset at home, but
both were on the positive side of the rating scale. Several participants additionally
commented that they would not hesitate to wear the smart glasses outside too. Their
comments on prospective use, such as reading the news, labels on packets and
buttons on the cooker, give insight into their challenges. A comment by a partic-
ipant sums up an important factor in terms of prospective use: “If it made me see
more, I’d use it!”

This pilot study suggests that HMDs are acceptable to those with AMD and that
this pathology usually leaves a high proportion of the screen visible for viewing and
reading from. A patient trial is planned to verify these claims amongst a wider
patient population. Further research is required to investigate the tailoring of dis-
plays in light of data on extent of visibility. In addition, the inherent benefits of
HMDs for improving reading performance need to be exploited as the technology
matures and demand continues to grow.
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Method of Infrared Thermography
for Earlier Diagnostics of Gastric
Colorectal and Cervical Cancer

B. Dekel, A. Zilberman, N. Blaunstein, Y. Cohen, M.B. Sergeev,
L.L. Varlamova and G.S. Polishchuk

Abstract In this work we present a novel non-invasive method and the corre-
sponding devices to diagnose ansinternal anomality, that is, various kinds of
intrinsic cancer, in a living subject by sending a passively occurring middle-infrared
(MIR) radiation signal associated with the abnormality and inside an orifice of the
Diagnostics includes detection and identification of the abnormality. A device or
instrument is used either to bring a sensor into the orifice (in vivo diagnosis) or to
transmit the MIR signal to the device or instrument located outside of the orifice
(in vitro diagnosis). The example of instrument includes a prior art endoscope or
gastroscope. The corresponding test results are presented as a proof of the proposed
methodology of earlier diagnostics of internal cancerous structures.

Keywords Non-invasivemethod ⋅ Infrared thermography ⋅ Earlier diagnostics ⋅
Gastric colorectal ⋅ Cervical cancer

1 The Field and the Background of the Research

During the recent decades it was stated a few common intrinsic cancers associated
with orifices and the current art methods of diagnosis. Various embodiments were
configured for detection, imaging and identification of colon cancer, cervical can-
cer, lung cancer, cancer of the esophagus, and stomach cancer, as well as of
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different kinds of internal tumors, lesions and other inner cancers by combined
analyses of visible and infrared (IR) optical signals based on integral and spectral
regimes for detection and imaging leading to earlier diagnosis and treatment of
potentially dangerous conditions.

Gastric cancer is the seventh most frequent cause of cancer mortality over the
world. The main screening methods for gastric cancer are:

Upper endoscopy imaging—A small visible spectral-range camera and light
source are attached to a flexible guide and inserted through the throat and into the
stomach of the patient. The resulting images are examined by a doctor and, if
abnormalities are noted, tissue samples can be taken. This technique undergoes new
improvements, like the ability to enable a zoom of magnification helping to identify
the detailed surface structure [1]. Yet, this technique is a subjective and depends on
the experience of the operator.

Barium upper gastrointestinal radiographs—For this test, people drink a
barium-containing solution that coats the lining of the esophagus, stomach, and first
portion of the small intestine, then, the radiologist takes multiple X-ray pictures.
The accuracy of this test is not high, accomplished with other test can improve
reliability [2].

Endoscopic ultrasound—A transducer probe placed into the stomach through
the mouth or nose uses sound waves to produce images of internal organs. The
transducer emits sound waves and detects the echoes bounced off internal organs. It
is used to estimate how far cancer has spread into the wall of the stomach, to nearby
tissues, and to nearby lymph nodes. To date endoscopic ultrasound is the most
accurate imaging technique for staging depth of tumor invasion, not for preliminary
detection [3].

Computed tomography (CT)—The CT scan is an X-ray procedure that produces
detailed cross-sectional images of the stomach. Good sensitivity and accuracy are
achieved with this non invasive method [4]. Main drawback is the X-ray radiation.

Positron emission tomography (PET)—In this test, radioactive glucose (sugar) is
injected into the patient’s vein. Because cancers use sugar much faster than normal
tissues, the cancerous tissue takes up the radioactive material. A scanner can spot
the radioactive deposits. This test, which is still being studied, is useful for spotting
cancer that has spread beyond the stomach and can’t be removed by surgery. It may
be a very useful test for staging the cancer [5].

Magnetic resonance imaging (MRI)—MRI scans use radio waves and strong
magnets. The energy from the radio waves is absorbed and then released in a
pattern formed by the type of tissue and by certain diseases. A computer translates
the pattern of radio waves given off by the tissues into a very detailed image of parts
of the body. At present MRI appears to perform well in evaluating the local and
distant extents of cancer but less well at detecting unsuspected primary tumors [6].

Endoscopic autofluorescence spectroscopy—A new technique based on emitting
UV light for the excitation of tissue autofluorescence via the endoscope. Endoge-
nous fluorescence spectra emitted by the tissue is collected with a fiberoptic probe
and analyzed with a spectrograph. Yet results are not satisfactory [7].
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Colorectal cancer is the third most common malignant neoplasm worldwide.
The following current methods are used for colorectal screening [8–12].

Fecal occult blood test—The presence of hidden blood is detected in the stool.
Blood in the stool that is not visible is often the first warning sign that a person has
a colorectal disorder. The disadvantages of this method are that it detects blood in
stool, but not its cause, and false-positive and false-negative results are common.
Thus a more sensitive and precise test is needed.

Flexible sigmoidoscopy and endoscopy—These techniques are similar to upper
endoscopy except that the endoscope is called a sigmoidoscope or colonoscope and
inserted in the rectum rather than the throat. These techniques can discover from 50
to 65 % of polyps and are subject to all of the limitations of upper endoscopy.

Virtual colonoscopy (CT Colonoscopy)—Refers to examination of
computer-generated images of the colon from data obtained by CT or MRI
machines. The performance of this non-invasive method depends heavily on the
size of the lesion. It can miss polyps smaller than 10 mm and generally suffers from
the limitations of CT and MRI imaging mentioned above.

DNA mutation of the stool—This new non-invasive method is based on the
detection of mutations in faucal DNA. At present the cost of this technique is high
and sensitivity results are the same as colonoscopy.

Barium enerma—Flow of barium is monitored on a X-ray fluorescence screen.
This method has a low rate of detection even of large adenomas, but the technique
is valuable in cases in which the colonoscopy does not reach the lesion [13].

Cervical cancer is cancer of the uterine cervix, the portion of the uterus attached
to the top of the vagina. Ninety percent of cervical cancers arise from flattened or
“squamouse” cells converting the cervix. Most of the remaining 10 % arise from the
glandular, mucus-secreting cells of the cervical canal leading into uterus, This
cancer is the second most common cancer in the women worldwide. The following
methods are usually used for cervical screening and detection [8–10].

Pap smear—This screening examination is obtained by collecting a sample of
cells from the cervix with a wooden or plastic spatula and brush. Specimens are
placed on glass slides and examined by a special pathologist or cytologist. If
abnormalities are found, women are typically asked to return for colposcopy. The
quality of the pap smear technique can be compromised by inflammatory exudatem
or failure to sample the transformation zone. As a result, a relatively high
false-negative rate of 20 % pap smears might cause failure to diagnose pre-invasive
disease.

Colposcopy—This technique uses a magnifying lens to view the surface of the
cervix under white and green light after a mild vinegar solution is applied. If
pathologic areas are seen, a biopsy is taken. This method is not performed in real
time and has the disadvantages of other forms of visible light endoscopy as was
mentioned above. Particular, visible light endoscopy is subjective and depends on
physician experience alertness.

It should be stated that none of above mentioned techniques of detection of all
kinds of cancers are capable of positively identifying tumors. Therefore according
to current art distinguishing tumors from other benign or pathotological conditions
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requires biopsy. However, biopsies have many obvious disadvantages which we
briefly reflect: firstly a biopsy requires intrusive removal if tissue that can be painful
and expensive. Particularly, in internal cavities and more particularly, in the
stomach and intestines, biopsies run a high risk of serious simplifications. These
simplifications can lead to very painful conditions, including ulcers, they can force
limiting diet or activity of a patient for significant periods of time and complications
may even require treatment and drastic interventions (for instance surgery). Only a
very limited number of sites can be biopsed in one session. Secondly, biopsy
samples must be stored and transported to a laboratory for expert analysis. Storage
and transportation increase the cost, increase the possibility that samples will be
mishandled, destroyed or lost, and also cause a significant time delay in receiving
results. This time delay means that examination follow up requires bringing the
patient back to the doctor for a separate session. This increases the inconvenience to
the patient, the cost and the risk that contact will be lost or the disease will precede
to a point of being untreatable, Furthermore, the waiting period causes significant
anxiety to the patient, Finally, interpretation of biopsies is usually by microscopic
analysis, which results in qualitative subjective results that are not well suited to
consistent interpretation.

Therefore, in medical diagnosis, there is great interest improved sensitivity, safe
non-operative detection technologies capable of revealing internal cancers in their
earlier stage and also in improved techniques for identification to differentiate
between cancer, benign conditions and other pathotolies of internal tissue.

The present work relates to a novel method and the corresponding devices to
detect and identify pathologies inside orifices of a living subject and more specif-
ically to a method and devices to detect and identify gastric, colorectal and cervical
cancer, based on near infrared (NIR) and middle infrared (MIR) devices and
instruments.

2 The Proposed Methodology and the Device

The proposed method is based on the detection of malignant tissues related to the
gastric, colorectal and cervical cancers based on two techniques [14]:

1. Infrared imaging method-NIR and MIR.
2. NIR and MIR spectral method

Optical methods of imaging were coming from detection and diagnosis of skin
cancer. We do not enter into this subject because it is out of scope of our work,
referring the reader to excellent papers [15–17].

As for spectral regime, using optical radiated signal ranged at the wide frequency
bands, it based on perceiving reflected light in the visible and near-infrared
(NIR) bands. Identification by use of this regime of specific abnormalities is based
on information about the corresponding “signature” of radiation associated with the
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corresponding anomaly measured in the frequency domain. Recently,
middle-infrared (MIR) spectral methods have also been used to improve an accu-
racy and reproducibility of biopsy evaluation for the gastric and stomach cancers
[18–21].

In our case of interest, the image capturing is based on usage of an endoscope
consisting of a NIR or MIR camera based on micro-bolometric or pyroelectric
detector array mounted on the distal tip of the flexible tube (as shown in Fig. 1) and
a conventional visible camera. In addition to capturing image frames in the visible
and Mid-IR spectral regions, light source, air, water and small instruments can be
used to take samples of suspicious tissues through the endoscope. This device is
inserted through the mouth or anus the same method as it is done by the visible
endoscopes at present. Schematic drawing of the endoscope is shown in Fig. 1.

The flexible guide consist of five channels:

(1) Mid-IR channel, which includes a window in the distal tip and a series of
optical elements in a wide field configuration, all are transparent in the Mid-IR
spectral range (like Zinc Selenide, Silver halide and others), and a
microbolometric CCD.

(2) Visible channel the same as the Mid-IR channel except that the materials of
the components are transparent in the visible spectral range.

(3) Air/water channel delivers air, water or to suction intraluminal contents.

Fig. 1 Schematical presentation of the flexible guide
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(4) Illumination channel provides illumination in the visible spectral range to the
suspected tissue.

(5) Instrument channel provides the physician tools to take samples from sus-
pected tissues.

The power supply unit is responsible to maintain the Mid-IR detector, the visible
detector and the illumination unit in operational mode. The image processing unit
delivers two video images captured by the two sensors, a Mid-IR thermal image and
a visible image. This unit is carrying out image processing algorithms and per-
forming the contrast algorithm to improve the probability of detection.

There are two methods of tissue surface and sub-surface anomalies detection and
identification. The first method is called the integral regime of tissue detection
using information about the corresponding gradient of temperature between the
normal tissue and the cancerous tissue. The second method is called the spectral
regime of tissue detection using information about the spectral lines of irradiated
field from cancerous tissue, that is, about the corresponding “signature” of the
anomaly in the frequency domain.

The broad spectrum from NIR- to MIR-band is used for diagnostics and iden-
tification of the tissue anomaly. This method is based on the integral and spectral
thermograph analysis of infrared flows radiated by the living tissue surface, the
cancerous and the regular tissue. It consists:

(1) Measure of the space distribution of the integral flow from the object at the
range of wavelength from 3–5 μm (NIR-band) to 8–12 μm (MIR infrared),
most often from the open surface of the body.

(2) Spectral regime based on the following parameter such as spectral density of
emitting radiation (dR/dλ) from human body as a black body with temperature
T0 ≈ 36.6 °C using visual spectrum from 200 to 900 nm and infrared spectral
range of 3.0–20 μm. The normalized heat flow difference (or contrast) was
measured in the anomalous zones in the chosen wavelengths with the known
narrow waveband Δλi of measurements. The counting of the mean spectral
density of the measured heat flows in each band of measuring according the
formula:

Sλ i =Rλ i Δ̸λi, ð1Þ

where
Sλ i is the mean spectral density of the heat flow for the chosen;
λi is the bandwidth (ith wavelength);
Rλi is the measured value of the heat flow in the chosen λi band;
Δλi is the spectral width of the chosen ith band.
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3 Applications of NIR and MIR Techniques and Devices

For identification of gynecologic cancer cells during a surgical procedure, an
in vitro system based on MIR-ATR spectroscopy was designed for the purpose of
examination of the adequacy of MID-IR spectroscopy, in conjugation with ATR
(see Fig. 2) for the detection of gynecological malignancies in real time during
surgery. The second device with the corresponding ATR-MIR spectroscopy
instruments for identification of the colonoscopic and gastric cancer cells during
surgical procedure was developed recently (see Fig. 3). Its purpose was to examine

Fig. 2 An in-vitro operated MIR-ATR system

Fig. 3 The open view on an
in-vitro operated MIR-ATR
system
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the adequacy of middle infrared spectroscopy in conjugation with ATR, for the
detection of colonoscopic and gastroscopic malignancies in real time during sur-
gery. Recently, this device in a series of clinical tests at the medical center in
Jerusalem. During this stage the system and histopathology data were taken in
parallel and the correlation was computed between the two measurements. About
70 samples were taken up to date. In the next stage our system will classify the
biopsies.

Then, the possibility to check in vivo all cancerous cells during surgical pro-
cedure was investigating and the corresponding hollow fiber and a MIR-ATR probe
were performed based on the technology presented and described in Fig. 1. The
corresponding product is shown in Fig. 4.

Such a probe allows us to identify in real time whether tissue is malignant. The
technique involves inserting a hollow optical fiber in the working channel of the
endoscope and detecting the signal from the ATR probe.

Moreover, the developed probe based on hollow fiber technology allows to
construct an in vivo system for enhancing Colposcopy procedure, using the spectral
properties of cervical cancer in the NIR spectral range. The main goal of usage of
such a MIR-ATR probe was to improve the detection precision in the Colposcopy
procedure by using the unique properties of the malignant tissues in the combined
visual optic system (VIS) and NIR spectral ranges that now exists separately.

4 Summary

Using Near- and Mid-IR techniques for detecting and identification of gastric,
colorectal and cervical cancers is different with respect to other methods in that the
conventional methods are based on the subjective inspection in the visible spectral
range of the physician, where in our method we are based on the overheated
characteristic of cancerous tissues and detecting these anomalies with a NIR or MIR
camera.

In our work, based on different kinds of instruments and devices, the detection
and identification of cancers using the combination of the visible, NIR and spectral

Fig. 4 The view of
MIR-ATR probe
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regimes in combination with the contrast, is different with respect to other methods
in that the preliminary classification of anomaly is done, using IR optical band in
the range of 3–12 μm.

We developed a new endoscope based on an array of infrared and visual optic
micro detectors operating in the waveband range of 3–12 μm working both in
integral and spectral regimes based on the sign and amplitude of the contrast of
cancerous anomalies with respect to those for normal living tissues.
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Tijuana’s Sustainability for Healthcare
Measurement Using Fuzzy Systems

Bogart Yail Márquez, Arnulfo Alamis,
Jose Sergio Magdaleno-Palencia, Karina Romo, Felma González
and Sergio Mendez-Mota

Abstract The proposed methodology is focus as an alternative to analyze and
describe the most accurate social phenomena according our reality using different
computational mathematical theories, which are not used conventionally in social
sciences applications and this is a new approach to create new computer’s simu-
lation architectures.

Keywords Fuzzy logic ⋅ Natural phenomena ⋅ Data mining ⋅ Sustainable
development

1 Introduction

This project is oriented to study the main characteristics related to border’s cities
sustainability, defining relations, actions and rules that exist in real world and these
are difficult to represent statistically; the methodologies are based on complex social

B.Y. Márquez (✉) ⋅ A. Alamis ⋅ J.S. Magdaleno-Palencia ⋅ K. Romo ⋅ F. González ⋅
S. Mendez-Mota
Baja California Autonomous University, Calzada Universidad 14418,
Tijuana, Baja California, Mexico
e-mail: bogart@tectijuana.edu.mx

A. Alamis
e-mail: alanis@tectijuana.edu.mx

J.S. Magdaleno-Palencia
e-mail: jmadaleno@tectijuana.edu.mx

K. Romo
e-mail: karinaromeroalvarado@gmail.com

F. González
e-mail: felmagonzalez@gmail.com

S. Mendez-Mota
e-mail: smonix359@gmail.com

© Springer International Publishing Switzerland 2016
Y.-W. Chen et al. (eds.), Innovation in Medicine and Healthcare 2016,
Smart Innovation, Systems and Technologies 60,
DOI 10.1007/978-3-319-39687-3_9

93



simulations, these need to be confirmed by specific necessities and main relation
from sustainability.

This research is motivated by the existing problems in border’s cities and
specifically in the North of Mexico, thus since in recent decades this city has grown
faster than in the rest of the country and this affect directly in the cities sustain-
ability. This trend, together with patterns of land occupation where the efficiency in
land use has not been promoted actively, it has generated urban fragmentation areas
with high population density, a high percentage of interurban unbuilt lots and
average population densities as is the case of Ciudad Juarez where the population is
1,321,004 and Tijuana with a population of 1,559,683, these are the most populated
cities in the State of Baja California, Mexico [10].

The border’s cities are closer to the United States, and that aspect influences
directly to trade, migration, the source of employment and foreign exchange
earnings for this area. previous social research in this area tell us that the new sub
centers are the result of industrial expansion forces, all of this around of interna-
tional crossings borders and distant room building new areas that demanded new
trade centers distance, and also it defines that expansion transformed the urban
structure of a city; it is necessary analyze different morphologies [7].

Some studies done using zonal based models were elaborated for Third World
cities, such studies pretended explain the patterns in land use, with the social group
identity, this studies were looking for to establish hegemonic behavior within the
urban space. Different urban development plans, the expansion of the urban sprawl,
this expansion is done by a process of continuing land occupation, in the reality it is
very different because this occupation is very irregular and it is done in isolated
zones that are not connected between them, or in the best connected by traditional
ways, such as gaps or dirt roads [11].

2 Identification of the National Problem to Be Addressed

The situation of the Mexico’s North Border has meant a series of problems, many
of them are perceived in daily life. The borders represent to many people the
opportunity to get better jobs, more salary and as a result of this in better living
conditions; it represent the access to the world’s largest market for domestic
companies; also for criminal organization, the North Borders is the right place to
negotiate drugs and also to get guns to their criminal activities [12].

Internal migration was routed toward the poles whose economic activity was
more intense. In the North of the country, the population increase and it is because
exists more jobs, which it influences to the population mobility. In three cities the
migration increase considerably: Tijuana, Mexicali and Ciudad Juarez, this city are
the most representatives of this phenomena, our focus of study are in these cities [9].

The study will address the issue of “movements and human settlements” and a
model will be generated considering historical tendencies of the increasing urban
sprawls, and the fundamental of economic basic of the population distribution, the
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economic activities in the territory will be associated to this study. In addition, this
study will increase the accuracy of the bearings and predominant directions asso-
ciated with the dispersion of the urban area at different times, so they can be settle
better if they are opened and be related and they are opened to new areas to
urbanization, with the development of large public and private projects, and of
course the attraction that they tend to generate [8].

In the other hand, the widespread presentation of the physical expansion is not
provided for a formal document that shows and gives information of its behavior,
sustained in a theoretical document, this research is looking to fill this document,
and valorizing the importance of the different phenomenal that have been used in
the city delimitation. In this regard, the development of this research will be based
on the theory of Complex Social Systems.

Objectives

Our objective is to analyze and simulate the sustainable development in border
cities more important of the country. Specifically according the following:

• Create a sustainable simulation model that helps to experiment and predict
social problems avoiding costs and possible risks.

• Analyze and predict human settlements in border cities
• Analyze and predict water consumption in border cities and analyze the con-

vergent problematic
• Analyze and predict population growth of border cities.
• Analyze and predict the generation of employment in border cities.

Scientific Methodology

The concept of Fuzzy Logic, was conceived by Lotfi Zadeh a professor at the
University of California at Berkeley, who disagreed with the classical sets (crisp
sets), which allows for only two options; membership or not an item to the all
presented as a way of processing information about allowing partial memberships
joint as opposed to the classic called Fuzzy Sets. If we make a comparison between
the classical and fuzzy logic we can say that classical logic provides a logical
parameters between true or false, that is, using binary combinations of 0 and 1, 0 if
false and 1 if true. Now if we take into account that the fuzzy logic which intro-
duces a function that expresses the degree of membership of an attribute or variable
to a linguistic variable taking the values between 0 and 1, this is called fuzzy set and
can be expressed mathematically:

A= fx μ̸A(x)∀x∈Xg ð2Þ

This work is motivated by the need to establish a methodology for the study of
complex social systems, because it is going to has a difference with previous studies,
this methodology is intended to encompass issues as adaptive and emergent, such
situation in which the conventional analysis is not enough to describe the complexity
of real social phenomenal and the social actors. The proposed methodology in
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general describes the use of several computational techniques and interdisciplinary
theories. This continuous consensus growth must be capable to describe all social
life aspects as well as serve as a common language in which the different theories can
be proven.

Our project has the main objective to create a sustainable system model, for
urban growth, to achieve this reproduction, we will use computer science tech-
niques, depending on the economic social level [4].

Dynamic systems, it will allow us to represent all the elements and relations of
the structure sustainable system and the evolution according time. Also the system
will allow obtain the mathematical equations of the model at macro level [1, 3].

Multi-agent systems (MAS), consists of autonomous agents that work together
to solve problems, characterized in that each agent has information.

Incomplete ability to solve the problem [2], there is no global control system,
data are decentralized and the computation is asynchronous [14]. The agents
dynamically decide which task is going to be done. Using geographic information
of each city divided by AGEBS, where each AGEB delimit a part or the whole of a
town of 2500 inhabitants or more, each AGEB representing an agent and contains a
quantitative information about employment, education, income, and infrastructure
that has a location.

Cellular automata (AC), this technique will be used to simulate human settle-
ments in space, it is a useful tool for modeling a geographic system. AC meanwhile
structures are ideal for direct and discrete representation of complex behaviors at
the cellular level [5], multicellular and population. The modeling of the project is
based on methods and mathematical expressions [13], which theoretically represent
the behavior of land use of our model [6].

3 Methodology

Since the appearance of the unmanned aerial vehicles in the early days these were
develop by the United States for surveillance reconnaissance purposes in the World
War 1 and World War 2 and then they were widely used in the 20th century
between the 60s, 80s and 90s then several countries begin using the unmanned
aerial vehicles and now they are worldwide used by military and civilian, the main
purpose was the surveillance of individuals and aerial reconnaissance but now days
has been incorporated as a means of recreation and now they’re taking further steps
not just as a recreation but now as a tool for several purposes such as photography,
Acrobatic filmmaking, aerial footage reconnaissance, real estate inspections, search
and rescue operations and some other uses, here we are focusing on mapping for
geographical purposes. There are several types of vehicles some are called fix wing
and other are called quadcopters, in both cases they require a camera for the taking
of the aerial imagery, this is called aerial photogrammetry, the image taken by the
camera have to be process by a software for the purpose of making the mapping of
the area, building or object. By using a digital camera we have several advantages
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these include easy of used, handy, imagery in digital format that is ready to be use
and depending of the type of camera and size this cameras can be put into a several
type of aerial vehicles depending on their capabilities and some of them can be
equipped with a global positioning system GPS. Predicting the population growth
according to the current inertia, to solve the problems that generate a pattern
without a sustainable urban development, that only resolve land necessities in a
expansive way and without considering ecological care required by border cities.
Promote reflection of environment care in consequence with the exponential set-
tlements land use.

Table 1 shows the category of UAV defined by Unmanned Vehicle Systems-
International (UVS) (Ahmad, A. Digital Mapping using Low Altitude UAV, 2011).

The green line is the point of origin, the yellow line is the path that the UAV will
take and the small square dots are the images capture during the flight path, once we
have the information then we can continue with the process of forming a chain of
images as the following image shows (Fig. 1).

Fig. 1 UAV

Table 1 Category of UAV

Category name Mass (kg) Range (km) Flying altitude (m) Endurance (h)

Micro <5 <10 250 1
Mini <250/30/150 <10 150/250/300 <2
Close range 25–150 10–30 3000 2–4
Medium range 50–250 30–70 3000 3–6
High alt. long endurance >250 >70 >3000 >6
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Intelligent System for Learning of Comfort
Preferences to Help People with Mobility
Limitations

Sandra López, Rosario Baltazar, Lenin Lemus Zuñiga,
Miguel Ángel Casillas, Arnulfo Alanis, Miguel A. Mateo Pla,
Víctor Zamudio and Guillermo Méndez

Abstract It is essential to provide better living conditions for vulnerable sectors of
society using technology and it is important to consider that the technology must be
friendly with users, and even adapt to their needs and desires. We can see in current
systems the user has to learn to use the devices or services, but with an intelligence
system, the technology is a very effective way to determine the needs of users. In
this research, we present the physical implementation of a system to assist users and
patients in daily activities or duties. The system include a architecture of agents
where a Deliberative agent learns from the interaction with the user, in this way the
system detects thermal comfort preferences for give an automatic assistance. We
propose an algorithm with a proactive stage and learning stage adapting a classi-
fication algorithm. We select the classification algorithm with the best performance
using cross validation. The algorithms of pattern recognition was Back Propagation
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neural network, Naïve Bayes, Minimum Distance and KNN (k near neighbor). Our
motivation of this work was to help people with motor difficulties or people who
use wheelchairs, for this reason it was essential to use a wireless controller and use a
friendly interface. The system was implemented in a testbed at the Leon Institute of
Technology in Guanajuato, Mexico, and include sensors of humidity and temper-
ature, windows actuators, wireless agents and other devices. Experimental tests
were performed with data collected during a time period and using use cases. The
results were satisfactory because it was not only possible remote assistance by the
user but it was possible to obtain user information to learn comfort preferences
using vector features proposed and selecting the classification algorithm with
better performance.

Keywords Assist in daily activities ⋅ Movement restrictions ⋅ Architecture of
agents ⋅ Learning of thermal comfort ⋅ Pattern recognition ⋅ Classification
algorithm

1 Introduction

The interaction of people with technology is more and more common, it is easy to
see how computers, mobile devices, etc. are increasingly used, so we could say that
are used naturally. However, in almost all this devices, the user has to use them
continuously for being acquainted with them.

Unlike current computing systems where the user has to learn how to use the
technology, an IE (intelligent environment) adapts its behavior to the users, even
anticipating their needs, preferences, or habits. For this reason, the environment
should learn how to react to the actions and needs of the users, and this should be
achieved in an unobtrusive and transparent way. In order to provide personalized
and adapted services, it is necessary to know the preferences and habits of users [1].

There are many works about learning of users, the researchers at Essex’s iDorm
lab have given prominence to the problem of learning. They are one of the most
active groups in the area of fuzzy logic control on Ambient Intelligence. Their
initial efforts (Hagras et al. in [2] and Doctor, Hagras, and Callaghan in [2]) were
focused on developing an application that generated a set of fuzzy rules repre-
senting a user’s patterns. Vainio et al. [3], also used fuzzy rules to represent habits
of the user. In contrast to the approach followed in the iDorm project, these authors
manually constructed the membership functions and used reinforcement learning to
replace old rules.

The group that has been working on the MavHome and Casas projects is one of
the most active groups in the area of sequence discovery. The first applications
developed by this group were focused on building universal models, represented by
means of Markov models, in order to predict either future locations or activities
(Cook and Das [4], Heierman and Cook [5] and Rao and Cook [6]).
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According to expose in [7], the use of ANNs has a limitation related to their
black box nature; therefore their internal structure is not human-readable. Other
authors (Stankovski and Tmkoczy [8]) have pointed out that the model generated
by decision trees is easy to understand and suitable for human inspection.

Aztiria et al. [1], have started to use the strategy of combining different tech-
niques in order to identify complex patterns in Intelligence Ambient environments.

In application for remote healthcare system, in [9] the users can monitor their
healthy lifestyle through daily check-ups and make changes based on the pre-
scription provided. In [10], the authors propose a system that has been designed to
monitor elders which live alone and want to keep living independently. An
important contribution in this work is related with the capability of the system to
adapt its behaviour to that of the monitored elder. In [11, 12], the authors developed
a framework where the agent agents adapt the environment depending on the user’s
emotions.

Other authors, as [13], have already developed a system that consists of two
basic modules. At the lower level, Wireless Sensor Network (WSN) capture the
sensor data based on the usage of house-hold appliances and store the data in the
computer system for further data processing.

We present an architecture of agents that have the ability of monitoring data of
the user. At the same time the user uses the system in a remote way to make his
daily activities. When the system learn the patterns of the user this react in the
environment for give a personalized assistance to the user. We decided use a neural
network and other classification algorithms because they are used very sparingly in
learning of thermal comfort preference.

One of our main motivations for this work was to provide independence, privacy
and dignity to elderly persons or people with physical disabilities. Another
important aspect that motivates us to make this work, was the fact that there is the
problem of finding the right person for comfort. In [14], the author says that the task
of finding the optimum values for the human body has the feeling of comfort for all
people is virtually impossible, due to the great physiological and psychological
differences of individuals. The best way to solve the problem of finding these values
is to use the “Charter effective temperature” or “Letter of Comfort”, but this way is
a general solution, this mean that it has no customization.

2 System Description

This section describes the development and implementation of an intelligent system
for learning a user, that goes beyond simple assistance but based on their interaction
with the system, is realized learning of behaviors that belong at user. To do this,
first the architecture and properties of the agents were designed, developed and
implemented in a room that is used continually. The room is in the Leon Institute of
Technology in Guanajuato, Mexico, see Fig. 1.
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2.1 Design of Architecture Agents

Agents sensors were developed to detect environment information, actuators agents
to manipulate external elements, same that interact with the user, and to process and
route data, agents, information managers were developed and a deliberative agent
where were implemented artificial intelligence techniques, among others. The
system consists of the following agents:

User Agent: It is considered the same user that interacts with the environment, as
an agent of the system. Therefore, sends actions of control to the different actuators,
this is realized through a mobile device using Bluetooth communication. This agent
has the property of be deliberative.

Agent User Interface: Through this agent, the user agent can communicate with
the system. This agent comprises a graphical interface implemented on a mobile
device.

Agent Gateway: Its function is change a communication protocol in another.
Deliberative Agent: Responsible to request registers in a database of historical

information and current information from the different sensors agents implemented
in the environment. Based on this information the agent issues a decision processed
by its intelligent algorithm, so that their response is sent to the various actuators
corresponding.

Management Information Agent (IMA): Is responsible for sending the messages
issued by the Deliberative Agent or User Agent, to the various sensors agents,
actuators and viceversa. Management Agents information receives the message
from the Deliberative Agent via an interrupt and store it in a queue, so it sends the

Fig. 1 Image of the room of test
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message to its proper destination in order of arrival (first in, first out), so does the
response messages received from the sensors agents and actuators.

Agents Sensors: They are responsible for receiving the order of the Deliberative
Agent or the Agent Middleware that is sent through agents Information Manage-
ment, to take a measurement. Such measurement is returned to the agent that issued
the request through the Information Management Agents.

Agents Actuators: They are responsible for receiving the order of the Deliber-
ative Agent or User Agent that is send through the Information Management Agents
to perform a certain action.

Middleware Agent: Responsible for receiving messages with different commu-
nication protocols to send data to the database agent. It also sends orders each
certain time, to obtain information of the sensors via Agents Information Man-
agement, so that the measurement is returned to the Agent Middleware for it to send
it to Database Agent.

Database Agent: Responsible for keeping records that are sent from the Mid-
dleware agent, saving the time and date of registration as well as the identifier and
the registry value.

The Agents architecture designed can be seen in Fig. 2, where in this is also
presented information flows system. The system consists of the following infor-
mation flows: u (Information flow dependent of user agent), d (Information flow
dependent of deliberative agent), m (Information flow dependent of middleware
agent), b (Information flow dependent of database agent), c (Information flow
dependent of management core information agent), g (Information flow dependent
of information management agent), s (Information flow dependent of sensor agent),
a (Information flow dependent of actuator agent).

Communication between the various IMA, is designed in form centralized, i.e.
messages sent by the deliberative agent, user agent and agent middleware arrive the
ACIM (Agent Central Information Management) to manage the different orders of
others IMA and reach their destination.

2.2 Detailed Description of the Hardware of the Agents

We developed 12 agents for information management, 8 temperature sensor and
humidity sensor agents, 4 agents window actuators, 1 Gateway agent, 1 interface
agent. We use the hardware of the System in [15], in [16] and the middleware in
[17].

It was selected the DHT22 temperature-humidity sensors for agents which uses
the I2C protocol to transmit measured values. In order to communicate the sensor
agent with IMA, an electronic board was developed with a MSP430 microcontroller
from Texas Instrument, the microcontroller is programmed to perform 2 different
functions (synchronization sensor with IMA and receive the order to send data of
temperature-humidity). We developed Window actuators agents. This have the
function of move sliding windows that have a dimension of 1.20 m.
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The hardware of each IMA was designed in 3 sections (wireless communication
using the ZigBee protocol processing stage and a power stage). Each stage is an
electronic boards that fit together one after another to form the IMA, see Fig. 3.

Fig. 2 Relationship between agents and information flow

Fig. 3 Hardware of AGI
information management
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3 Learning Method Proposed

The data from the human-system interaction was obtained. The next step was
recording these over a period of time and establish strategies to turn the data into
useful information (each data was recording, see Fig. 4). In this way it is possible to
find preferences of the user. It was decided to consider human behavior and his
reaction to temperature changes as particular rules for each person.

We decided made a learning of rule user. In this case, we propose the following
algorithms: Back-Propagation Neural Network, Minimum Distance Classifier,
Naive Bayesian Classifier and Classifier K Near Neighbor (KNN).

It was registered the data during 14 days (at month September-October). We
have 31,500 records of sensors and actuators. The data collected in the database
were transformed to make them useful information for the classifier, ie, the feature
vectors were obtained. We formed two databases feature vectors, one with 21
features and other features 9. The 21 characteristics that were taken were: month,
day, hour, average temperatures 7 sensors in different parts of the room, the external
average temperature, average humidity 7 sensors, the external average humidity and
differences in temperature and humidity. The 9 characteristics of the other database
includes the same features as above, but 7 temperature sensors are combined to
form one temperature, in the same way the 7 humidities are combined. We use the
state of the four actuators laboratory window to set each label.

The proposed learning method described below:

1. Obtaining feature vectors with labels
2. Determine number of vectors in the database, calculate number of classes and

number of vectors per class.
3. Obtaining feature vectors with labels
4. Determine number of vectors in the database, calculate number of classes and

number of vectors per class
5. Sort the classes by number of vectors (high to low), take classes by adding the

number of vectors for each to get 70 % of the database.
6. Training classifier with frequent new database classes.
7. Stage proactivity. Environmental conditions are detected in the environment,

these form a new input vector. This vector will be introduced in the classifier
trained. The classifier will throw the classification label, which is the configu-
ration status of the actuators. In this way the system must move the actuators in
the real environment.

Date Hour Id Element Data

Fig. 4 Elements of the data base
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4 Experimental Tests and Results

The tests were performed for a single user during 14 days (September-October) in
the room. The user manipulates the system using the graphical interface and the
user reacts to changes in the environment. 13 different tests were performed using
the Back Propagation neural network. The tests were conducted with different
values of learning rate constant and different network structure. The cross validation
method was used to compare the performance of neural networks. 10 folders were
performed for comparison. It was performed 33 executions of the program for each
folder because the weights and thresholds are initialized via a search engine
pseudorandom. 100,000 iterations maximum and minimum error 0.2 were
established.

We use the database of 9 characteristics for the test 1–7. We use the database
with 21 characteristics for test 8–13, see the results in Fig. 5. The performance of
tests 1, 2 and 3 were higher than 90 %. In the test 1, the neural network was set with
9. In the test 1 neurons in the input layer, 17 neurons in the hidden layer and 1
neuron in the output layer. In the test 2, the neural network was set with 9 neurons
in the input layer, 17 neurons in the hidden layer and 3 neurons in the output layer.
In the test 3, the neural network was set with 9 neurons in the input layer, 17
neurons in the hidden layer and 12 neurons in the output layer. These three test was
made with a constant speed adaptive of 0.2.

Three neural networks were selected because the three results had the best
performance. We compared the three networks with the Naive Bayes classifier, the
Minimum Distance classifier and the KNN classifier, see Fig. 6. The results shows
classifications higher than 90 %, except the minimum distance that got a percentage
of average classification of 83 %, it was the lowest of the six classifiers.

The proposed strategy was tested in order to measure its potential. For this
purpose we decided to design test scenarios to consider different environmental
conditions due to changes in the climate of Leon, Guanajuato, Mexico. We set
different patterns of a reaction user about environment. 4 scenarios was proposed
(winter season, warm atmosphere, rainy days and an ideal environment were chosen
in the scenarios for a specific comfort). The results using a data base of 21

Fig. 5 Results using neural networks with collected user data
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characteristics were not satisfactory, for this reason we decided not to use it. In the
next test we use the data base of 9 characteristics.

We run 13 test (with the same structure and learning rate constant that 13 test
above) with the proposed scenarios. The yields of the 13 tests were deficient
because ratings less than 20 % were obtained, the neural networks not converged
with the proposed vectors. 6 tests were performed using Batch Propagation neural
network with Momentum, but the percentages classification showed no improve-
ment. The test (using scenarios) with the algorithms Naive Bayes, minimum dis-
tance and KNN had a classification yield of 98.66 %, 58.65 % and 88.65 %
respectively.

5 Conclusion and Future Work

In this work, it is presented a system to help people with a physical disability to get
comfort in any room of a house, this due to the actuators can be controlled by a
mobile device. In the same time, the system detects thermal comfort preferences for
give an automatic assistance.

In first results, the neural networks show classification higher percentages of
90 % (in the 1, 2 and 3 test). In the test, we can see that the neural networks have to
adjust various parameters to try to achieve good ratings. In a process of continuous
learning is possible to get new patterns and set parameters again. When increasing
the number of classes for other environmental conditions, the results obtained were
unfavorable with ratings less than 20 % (using proposed scenarios). Neural net-
works cannot be a good solution for learning user rules (considering the charac-
teristics used). Therefore was selected Naive Bayes Classifier because had
classifications more than 90 % for both user data monitored for 14 days or for the
scenarios proposed.

As future work we propose to make a study using corporal temperature of the
user. It is also hoped that other future research can be performed with data

Fig. 6 Percentage classification with collected user data
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collection of a year (or prolonged time) as learning research behavior of users,
whose changes in habits can be influenced due the changes of the seasons, the
climate, external information as personal agenda, holidays that celebrates the user
and even consider implementing health sensors in the user. It is important to
consider that can be performed usability studies to see if the system is accepted by
users in real conditions.
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Design of a Middleware and Optimization
Algorithms for Light Comfort
in an Intelligent Environment

Teresa Barrón Llamas, Rosario Baltazar, Miguel A. Casillas,
Lenin Lemus, Arnulfo Alanis and Víctor Zamudio

Abstract The evolution of technology allows to people with special capabilities of
mobility to perform the activities faster and easier. The intelligent environments
combined with optimization algorithms and middleware agents could help to this
aim. This paper presents the design and the implementation of an architecture of a
middleware agent that allows us to make the communication between heteroge-
neous devices (sensors and actuators of different communication protocols from
WiFi to ZigBee). On the other hand, we present a comparison study between
micro-algorithms used to get lighting comfort in order to perform an activity in a
confined space; this is affect by the light from the outside, which can be blocked by
shutters and doors, and lighting of lamps obtained within this space. The
micro-algorithm evaluated were: Genetic Algorithm (GA), Artificial Immune
System (AIS), Estimation Distribution Algorithm (EDA), Particle Swarm Opti-
mization (PSO), Bee Algorithm (BA) and Bee Swarm Optimization (BSO).
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1 Introduction

The basic idea behind Ambient Intelligence (AmI) is that by enriching an envi-
ronment with technology (mainly sensors and devices interconnected as agents), a
system can be built to take decisions to benefit the users of that environment based
on real-time information gathered and historical data accumulated [1]. With the
creation of Intelligent Environments, people with mobility difficulties can be sup-
ported on their tasks or activities, because the environment where they meet provide
comfort physical and/or omission of physical activities that AmI be able to perform.

Also in Čongradac raises as goal corroboration, by a simulation, increasing the
energy efficiency of a system of adjustable lighting in a typical room, using a GA
with obtaining direct light components [2]. A comparison of GA and BSO for
obtaining lighting by lamps necessary for the completion of an activity [3]. We,
based on this research, add lighting obtained from outside through windows and
doors that are affected by time of day and state of blinds.

There have been several studies on the use of micro-algorithms has shown good
performance in solving optimization problems outperforming algorithms that are
not micro, as in the case of [4]. Another comparison made with micro-algorithms is
proposed in [5], which shows the use of a micro-algorithm based on clonal selection
theory for solving numerical optimization problems. Due to it is difficult to obtain
the distribution of the intensity of light and the optical design of LED lamps, in [6],
using the micro-genetic algorithm to determine the optimum angle of a planar prism
and the best distribution of the intensity in these lamps.

This paper presents the design of a middleware that allows us to communicate
with different agents (sensors and actuators) in a smart environment. In addition, the
middleware developed helps us make management information database, which
users make management; this information is sent from the sensors to the computer
and the computer if you have to make modifications to the environment sends
information to actuators. To determine if the environment should be modified we
use optimization micro-algorithms.

2 Intelligent Environments to Support in Activities
to People with Mobility Problems

Ambient Intelligence refers to smart Software and Hardware that helps people in
their daily lives; the AmI may be related to areas such as Artificial Intelligence,
Sensor and Actuator Networks, Computer Networks and Middleware, Ubiquitous
Computing (Ubicomp) and Human-Computer Interaction (HCI) [7].

Operating an AmI system begins with obtaining environment information using
sensors. This information is transmitted by a network and is pre-processed by what
is called middleware, the middleware provides the bridge between the different
technology sensors/actuators and the rest of system [8, 9]. To make decisions about
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the changes in the environment, then a comparison algorithms, historical data
and/or humans is necessary. Having made a decision, whether to modify the
environment in a similar way we obtained the information from the sensors,
information is sent to the actuators to modify the environment.

With the creation of an AmI, we obtain an atmosphere of comfort according to
the activities carried out within a closed space. The use of AmI allows us to make
proper use of available resources, that is, without wasting. In this project devices
that help us manage the lighting in a room used to help people with mobility
problems. To reach this objective we compared several algorithms to design an
Intelligent Environment that helps to determine or give output parameters that will
provide interaction of the ambient with the user, or simply change the ambient.

The optimization algorithms used in this researchwere: Genetic Algorithm (GA) is
a technique for solving search and optimization problems based on the theory of
evolution of species and natural selection [10]. Artificial Immune Systems (AIS) are
adaptive systems, inspired by theoretical immunology and observed immune func-
tions, principles and models, which are applied to solving problems [11].

Estimation of Distribution Algorithm (EDA) in contrast to GA’s, in the EDA’s
don’t have crossover and mutation operators. Instead, the new population of indi-
viduals is sampled from a probability distribution that is estimated from a database
comprised of individuals from previous generations [12].

Particle Swarm Optimization (PSO) is tied to artificial life (A-life), swarming
theory in general; it is also related with evolutionary computation, and has ties to both
genetic algorithms and evolutionary programming [13]. Bees Algorithm (BA) is an
optimization algorithm inspired by the natural foraging behavior of honey bees to find
the optimal solution (nectar) [14]. Finally, the Bee Swarm Optimization algorithm
(BSO) is a meta-heuristic hybrid between the PSO (discussed below) and BA algo-
rithms. The main idea of BSO is based on taking the best of each meta-heuristic to get
better results than those obtained any of them [15].

The aforementioned algorithms were programmed as micro-algorithms. The
micro-algorithms have basically the same functionality as the standard algorithms;
the only difference is that use small populations of less than 10 individuals [16].
The main objective of the use of micro-algorithms in this work is to find an optimal
solution to the problem already raised and reduce processing time [17].

3 Agents Connected in a Multi-agent Architecture

To get information for Intelligent Environment, we use agents that measure envi-
ronmental variables of light or another kind that contributed to the support to people
with mobility problems. In this paper the detection, measurement and data col-
lection of the environment is processed within of the architecture of the middleware
agent where the information is coming true heterogeneous devices. One type of
devices is a microcontroller NanoCore12 [18] that has a MC9S12CMCU another is
the microcontroller LaunchPad MSP430 [19]. This plate work to 16 bits, it is
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inexpensive and includes its own hardware interface for programming and
debugging both of them have a light sensor, the middleware agent takes the value of
the sensor and it is transmit to a destination, which may be another device. Another
device is a Sun SPOT: (Sun Small Programmable Object Technology) is small
wireless device developed by Sun Labs [20]. This device includes specific appli-
cations for sensors and actuators, such as accelerometers, light sensors, temperature
sensors, LEDs, buttons and general pin I/O. The Mote IRIS has a Radio Processor
Module IRIS or XM2110: (2400–2483.5 MHz) uses the Atmel RF230 is com-
patible with IEEE 802.15.4, has an integrated RF transceiver Zig-Bee with a
microcontroller atmega1281. These motes have an integrated open source operating
system based on embedded components called TinyOS [21].

Finally, the middleware has the capability to get the data from sensors, including
cameras, microphone, accelerometer and touch screen of tablets and smartphones,
in order to interact with the intelligent environment. These devices or agents have
capacity to receive data from the sensors or other agents and send information to
actuators.

All of these devices are connect to obtain measurements of lighting in an
enclosed space; these measurements are use as input variables of the algorithms.

4 Middleware in Intelligent Environments

In this work a middleware that was designed to interact with different types of
devices is presented. The devices have different operating systems and communi-
cations protocols. They are connected directly to the computer through a

Fig. 1 Middleware agent architecture
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middleware designed to this purpose. Figure 1 shows the Middleware Architecture
used. Communication Manager Module is responsible for send/receive information
to/from users and different devices connected to the computer where the application
and database are located, as well as to format the information. The job of the Server
Manager module is responsible for starting and stopping servers needed to initiate
communication with some devices. The information received/sent to users/devices
must be stored for future reference or analysis, which the Database Manager
module handles. This module is also responsible for providing information required
by the optimization algorithms. Drivers and APIs are needed software that allows
your computer to communicate with devices correctly; this software can be installed
automatically if the computer recognizes the device, if not, can be found on the
official websites of the devices or CD included if purchased as a KID. The sensors
used for this jurisdiction lighting project that are embedded in different devices
mentioned above.

In Fig. 2 illustrates how the AmI works when set to run the application (on a
server or a normal computer) and devices are also turn on. The sensors begin to
send data with their respective communication protocols and these give a format to
the data according to how each device sends its information. Once you set a data
format, they are sent to objects in the database that stores. Then, only certain
information is sent to Algorithms objects by Database objects. After obtaining a
solution of the conditions in which the ambient should be, deliberator agent consult
information from database and determine if the ambient must be modified, if this
happens, the deliberator agent send a MyQSL instruction to the database to store
instructions on modifying the ambient. It is ready to connect actuators that routed to
the proper format with the instructions on modifying the environment. Some
experiments to obtain the information of the devices were made to establish
communication with the middleware and send the data to the Database. The user
through a GUI can make the starting and ending of the communication. This
interface has the images of the five different devices or agents to start the acquisition
of the data.

5 Testbed and Algorithm Parameters

Testbed had a surface 12.5 m long and 8.7 m wide. It contains 21 lamps (L), 4
windows whit their blinds (P), 1 door (D), and 21 workspaces or zone (Z). The
possible activities are read, computer work, stay or relax, project, and exposition,
see Table 1, in this table shows the luminosity needed to perform an activity inside
of the laboratory. The required illumination in each activity had a tolerance of ±50
luxes.
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Fig. 2 AmI functionality. Hardware network includes sensors/actuators and the equipment or
server where the devices are connected. Software represents the organization of Java classes and
how they communicate between them with the GUI made with the framework ZK

Table 1 Lighting
recommended for each
activity [4]

Activity Description Average lighting service (lux)

1 Read 750
2 Computer work 500
3 Stay or relax 300
4 Project 450
5 Exposition 400
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5.1 Objective Function

Getting comfort lighting is need a mathematical representation of the test scenery,
which we obtain only the luminosity needed in a specific moment of time and
according to the users inside. The size of the individual (TI) used to execute in each
micro-algorithm is given by Eq. (1) and the visual representation is given in Fig. 3.

TI = P *Bp
� �

+ D *Bdð Þ+ ðL *BlÞ ð1Þ

where:

• P,D and L: is the number of blinds, doors an lamps (respectively)
• Bp,Bd and Bl: is the number of bits representative of each blind, door and lamp

in the individual or particle. The decimal value of the binary representation
blind, door and lamp will help us determine the percentage of light that is
coming from the outside to a specific area of the laboratory.

The aim is to obtain the required lighting for users working in specific zones of
the Testbed this to maximize the use of natural light. The objective function to
determine the required lighting in the laboratory is given by Eq. (2) and the
objective function for each zone is given by Eq. (3).

F = ∑
Z − 1

z=0
absðFzÞ ð2Þ

Fz = Iaz − Ipz − Idz − Ilz ð3Þ

where:

• F: is the total illumination required in the laboratory.
• Fz: is the total illumination that a user will receive given by combination of

luminous flux of the different light sources and the activity being performed in
the zone.

• Iaz: is the luminous flux that is required to perform an activity specified by the
user in a zone.

• Ipz, Idz and Ilz: is the luminous flux that blinds, doors and lamps (respectively)
allow moving into a zone of the laboratory, It is given by Eqs. (3), (4) and (5)
respectively.

Fig. 3 Size of the individual in the algorithm
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To determine the objective function are:

Ip = ∑
P− 1

p=0

Fpzvp*Sp
100

ð4Þ

Id = ∑
D− 1

d=0

Fdzvd*Sd
100

ð5Þ

Il = ∑
L− 1

l=0

Flz*vl
Vl

ð6Þ

where:

• Fpzvp and Fdzvd : are the flow rate respectively of a blind p or a door d allow
moving into to a zone z according to the decimal value vp and vd respectively. vp
and vd are obtained from the binary representation of a blind Bp and Bd of an
individual/particle respectively.

• Sp and Sd: is the luminous flux that a sensor located near of a blind p and door d
is measured.

• Flz: is the luminous flux that a lamp l will provide a zone z.
• vl: is decimal value obtained from the binary representation of a lamp Bl of an

individual.
• Vl: is the maximum decimal value from the binary representation of a lamp Bl of

an individual.

5.2 Results

Initialization parameters of the micro-algorithms were obtained experimentally. The
distribution is as follows: Population size 5 individuals/particles, calls to function
2000, Elitism for GA, AIS was 20 % of the population. To create the Probabilistic
Model of EDA was used 40 % of the population, speed for the BSO and PSO was
20, to search radius of the BA and BSO 5 individuals/particles were used and search
for each individual/particle 5.

The real test scenario used in this comparison of micro-algorithms is as follows:
“Tuesdays and Thursdays between 17:00 and 19:00, z0 and z1 are computer work
zones; classes (exhibitions) covering the zones z9, z10, z11, z12, z13, z14, z15, z16, z17
and z19 are given. In total 5000 lux (500, 500, 400, 400, 400, 400, 400, 400, 400,
400, 400, and 400) are required”.

The fitness (F) obtained using the aforementioned parameters are listed in
Table 2. To determine which micro-algorithm is the best, we use the Friedman test
[22] using the SPSS program. The results of the application of this statistical test are
show in Table 3.
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While it is known that our objective function (Eq. 2), we expect to have a
difference of 0, we have considered a light range in each activity, in our case it is
±50 luxes. Since there are 12 activities in a specific time range the values obtained
by F, given the absolute, is from 0 to 600 luxes. Similarly, the values obtained in Fz

(Eq. 3) are both positive and negative, so that when you set the status of the
different objects will be a tradeoff between those in which the lighting is exceeded
and those they lack.

Table 2 Medians of the different tests

Iteration Micro-algorithm
GA AIS EDA PSO BA BSO

1 553.5625 549.848214 549.848214 327.839286 457.625 314.714286
2 536.303571 512.125 512.125 321.491071 421.910714 339.517857
3 586 586 586 302.991071 467.098214 305.848214
4 592.839286 585.339286 585.339286 346.642857 441.303571 306.446429
5 570.071429 570.071429 570.071429 332.848214 424.9375 312.017857
6 580.125 580.125 580.125 340.625 469.232143 318
7 513.366071 511.223214 511.223214 350.678571 424.651786 313.303571
8 587.723214 570.946429 570.946429 331.392857 404.616071 309
9 609.758929 609.758929 609.758929 293.526786 489.044643 306.928571
10 565.901786 559.044643 559.044643 292.625 441.25 310.089286
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6 Conclusions

This work allows us to obtain a state of comfort regarding lighting in various
activities within the Testbed. To make the integration of different types of devices
was necessary to know how they worked each and how to communicate with the
team for the storage of information. This was possible with the implementation of a
middleware that allowed us binding diversity of components (software and
hardware).

In addition, micro-algorithms have been proven to be useful approach in order to
find optimal solutions in short periods to various types of problems. Because not all
algorithms are useful for all kinds of problems it is necessary to make comparisons
between them. We developed an objective function that helps us to get ambient
comfort according to information sent from devices and execution of algorithms.
Using the Friedman test obtained that the samples of each data set are different and
the micro-algorithm that gives us a better combination of the state in which blinds,
door and lamps have to be to get the appropriate lighting according to the activity
performed was the µBSO. This is taking an asymptote of 0.05. We conclude that the
BSO was the best micro-algorithm due to the combination of the method of
updating the particles taken from PSO (which took second place), and the radius of
search implemented in the best particles taken from BA.

As future work, we pretends to include other types of sensors (humidity, pres-
sure, temperature, etc.) and actuators (door locks and windows) programs, which
are linked by the middleware.

Include context for understanding the environment is able to automatically detect
the activities that are being carried at a particular time and place or area.

This work can be implemented in other enclosed spaces such as homes, offices,
public facilities, etc. This implementation helps to save energy and improve lighting
comfort. Moreover, thanks to its modularity, it can improve by using new tech-
nologies emerging.
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Abstract Autism is a complex neurological disorder that typically lasts a lifetime.
It is part of a group of disorders known as autism spectrum disorders. PPPs for
Autism EdNinja, were developed by experienced therapists in the neurological
disorder autism. This tool support in the treatment and development of skills a child
with this disorder between the ages of 4–10 years. The company MindHUB
developer of EdNinja APS is a company in the city of Tijuana, Baja California,
Mexico; They APS these are developed considering the cultural characteristics of
Mexico, not rear confusion in the child. To market to other countries this tool, you
must do the translation and adaptation to the corresponding culture.
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1 Introduction

Autism is a complex neurological disorder that typically lasts a lifetime. It is part of
a group of disorders known as autism spectrum disorders (ASD) in English. Cur-
rently diagnosed with autism is 1 in 68 people and 1 in 42 children, so it is the most
common cancer, diabetes and pediatric AIDS combined. It occurs in all racial,
ethnic and social groups and is four times more common in boys than in girls.
Autism affects a person’s ability to communicate and interact with others. It is also
associated with routines and repetitive, such as obsessively arranging objects or
following very specific routines behaviors. Symptoms can range from mild to very
severe, Rodriguez [7].

If the child is diagnosed with autism, early intervention is essential for you to
benefit the most of all existing therapies. Although parents may be difficult to label
a child as “autistic”, the former to faster diagnosis may act is done. Currently there
are no effective means to prevent autism, no fully effective treatments or cures for
this disorder. However, research shows that early intervention in an appropriate
educational setting for at least 2 years during the preschool years can have
significant improvements for many young children with autism spectrum disorders.
As soon as autism is diagnosed, early intervention should start with programs
focused on effective communication skills, socialization and cognitive develop-
ment, Autism [2].

The MindHUB company Tijuana, Baja California, Mexico, has developed
applications designed to help children in special education as autism and dyslexia
among others these applications are integrated into a package called EDNINJA,
which concentrates applications such as: sequences for autism, patterns, find the
letters, sorthings for autism, expressions for autism, these applications developed by
experienced therapists in autism, specifically for children with special learning
needs, EdNinja [4].

2 Autism Disorder Neurological

Tortosa [8], one of the main ways to help children with autism communicate better
with others is the use of adapted systems. Currently, there is no standard treatment
for autism spectrum disorder (ASD). There are several ways to maximize the child’s
ability to grow and learn new skills. The sooner you start, the more likely to have
more positive effects on symptoms and skills. Treatments include behavior and
communication therapies, skills development and/or medications to control
symptoms.

Most parents of children with ASD suspect that something is not right when the
child is 18 months old and seek help from 2 years old. Children with ASD are
characterized by problems with:

124 E.M. Rojas et al.



• Simulation games
• Social Interactions
• The verbal and nonverbal communication

Some children seem “normal” before the first or second year of life and then
have a sudden regression and lose language or social skills they had previously
acquired. These symptoms can range from mild to severe, Amin [1]. A person with
autism can be:

• Extremely sensitive about sight, hearing, touch, smell or taste (for example, you
can refuse to wear clothes “that gives itching” and distress if forced to use it).

• Have unusual distress when routines are changed.
• Perform repeated body movements.
• Show an exaggerated attachment to objects.

Communication problems may include:

• You are unable to initiate or sustain a social conversation.
• Communicates with gestures instead of words.
• Develops language develops slowly or not at all.
• Do not adjust gaze to look at objects that others are watching.
• Do not refer to yourself properly (for example, says: “You want water” when

they mean “I want water”).
• Do not point to direct the attention of others to objects (occurs in the first

14 months of life).
• Repeats words or memorized passages as commercial.

In the social interaction is another aspect that can be detected in children with
ASD, clearly it shows the lack or difficulty making friends, play interactive games,
retracts, it is possible to respond to eye contact or smiles or can avoid contact visual,
you can treat others as objects rather spend time alone and not with others, it shows
a lack of empathy. Early supports early detection strategies including verbal and
nonverbal communication, contingency, taking turns, imitation and joint attention
in children with autism. These strategies are based on five general principles.

Response to sensory information:

• Do not startle to loud noises.
• Has heightened or low senses of sight, hearing, touch, smell or taste.
• Normal noises that may seem painful and hold hands to his ears.
• You can avoid physical contact because it is very stimulating or overwhelming.
• rubbing surfaces, objects leads to the mouth or licking.
• Seems to have an increase or decrease in response to pain.

Game:

• Do not imitate the actions of others.
• Prefers solitary or ritualistic play.
• Displays or acted imaginative play.
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Behaviors:

• It acts with attacks of intense anger.
• It is dedicated to a single topic or task.
• have a short attention span.
• has very narrow interests.
• Hyperactive or too passive.
• It shows aggression towards others or himself.
• Shows great need for equality.
• Uses repetitive body movements.

3 Technology Support Autism Treatment

The “Adaptive Technology” is used to define the field of action of technological
care for people with disabilities. Rehabilitation Technology, Assistant Technology,
Technology Access, or Assistive technology are some of them, Dietrich and
Romano [3].

The intended for people whose disabilities cannot use the linguistic code
oral-verbal communication systems it is called special communicators.

Adaptive technology can reduce the impact of disability and guarantee the right
quality of life of people with special needs use of new technologies in autistic
children, PRNoticias [6].

As Perez de la Maza [5], the most widespread use of ICT in the intervention with
people with ASD says it focuses on five distinct areas:

1. Education
2. Communication
3. Leisure
4. Classification
5. Diagnosis

The company MindHUB Tijuana, Baja California, Mexico, has developed
applications designed to help children in special education as autism and dyslexia
among others. These applications are integrated into a package called EDNINJA,
which concentrates applications such as: SEQUENCES FOR AUTISM, which
teach everyday activities and skills by ordering sequences of pictures; PATTERNS
Improve math skills by Identifying shapes, forms and colors; FIND THE LET-
TERS, that Improve reading skills by Identifying and coloring letters;
SORTHINGS FOR AUTISM, Learn to Identify and sort Real-life objects in Their
correct places or semantic fields; EXPRESSIONS FOR AUTISM, Train and
Improve human emotion recognition by recreating facial expressions. These
applications developed by experienced therapists in autism, specifically for children
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with special learning needs. The main difference between applications for children
with autism and other games is the sequence of detailed activities, as each is
separated systematically, with daily and repetitive activities, making this ideal for
therapists, special education teachers and support tool, EdNinja [4].

The characteristics of these applications shows the player’s progress (child) to
track per user, time and number of errors, you can choose between a male or female
voice for instructions and tutorials, and is a bilingual application (English and
Spanish).

Some advantages of this application:

• Improved communication with others.
• Improved temporal-spatial location.
• Improved ability to structure ideas and thoughts.
• Focus on self-help skills.
• Users can simplify daily activities in steps, improving their social skills.

EdNinja based applications development under the supervision of specialized
therapists, this strongly supports the use of the tool as support treatment, and there
is also another important element to consider: the cultural features of the country
where this tool is used. For the company MindHUB, these APPS can market to
other countries, you must make the acculturation and adaptation to the target
country.

4 Conclusions

Increasingly, society takes greater awareness of the autistic problems. There is more
integration for people with autism understand their scope is more and more tools to
help them understand the world around them and communicate with others more
effectively created.

Communication is one of the main factors that isolate children with autism in
their environment. One of the great challenges of the families of those affected by
this disorder and the professionals who adhere, once the diagnosis is known, is to
influence their communication skills and in their personal and social autonomy. In
this sense, new technologies are a very important platform and excellent support
tool, and if used properly, can amplify the benefits that communication poses to the
child’s development.

“Tell me and I forget, show me and I remember, involve me and I learn.”
Benjamin Franklin.
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Abstract Health is an issue of significant importance to any country, in Mexico,
government institutions actions promoting advancement plans and implementation
of strategies that allow the inclusion of information and communications technology
in supporting been made diagnosis, treatments and procedures in public health. The
computerization of the health sector ensures efficient processes and access to
accurate, timely information at the right time, elementary factors in decision-making.
The use of media such as cloud computing, storage and efficient access to patient
information. What is the real situation observed in the city of Tijuana, Baja Cali-
fornia. This study presents the opinion of health experts in the public sector, on the
use and interest to use technological tools as support in substantial activities in the
provision of health care.
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1 Introduction

Now speak of development in a society, it is to speak of progress in different areas
of science and technology, and how these advances affect daily life, and enable
humans to achieve better standards and quality of life.

Advances in science and technology change the lifestyle of human beings today
most human activities revolve around the use of electronics and computing. You
have electronic communication devices, it is very common, which offer applications
and tools in daily life. These mobile devices have revolutionized the different
communities, Smartphones (or smartphones) and tablets (or electronic tablets) have
changed the way people consume information and communicate.

Access to information is made through mobile data connections, you may be
conected to the Internet anytime, anywhere.

Health is one of the areas most should benefit from this revolution, every day
new applications emerge whose objectives are to improve human well-being,
increase information has aspects related to health and/or improve management and
the control of diseases and health areas.

There are medical applications, which are software tools designed for use on
mobile devices and offer a variety of services and utilities.

According to studies, it was estimated that by 2015, the sector of mobile
applications related to health have been more than 500 million users [1].

The use of cloud computing is another area of opportunity to store and access
data from anywhere and at any time, so it is possible to become an important
support in the area of health.

This article presents an analysis of the use of information technologies in the
area of health is presented, the current situation is analyzed through a descriptive
study of doctors from the Mexican Social Security Institute, in the city of Tijuana,
BC, and integration of cloud computing to support the storage of electronic medical
records, sending information by this.

2 Research Background

Health is a topic of great relevance and a factor that determines and/or is determined
by different factors such as the demographic situation, levels of health and edu-
cation, hospital infrastructure; access to medicines, basic health services, among
others.

You can identify breakthroughs in the health area; The National Development
Plan 2013–2018 in Mexico, places health as one of its cross-cutting strategies.
There are significant achievements such as increased life expectancy and decreased
infant mortality in the country; However, progress is pending in some other key
indicators in health development, as is the use of technology, which can support and
promote progress and achievements in this area. In particular the development and
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application of mobile technologies in the area of health can become a tool of a
relevant value. The health promotion can not be without linking individuals with
technology.

A tool of great importance that you can use in the area of health is cloud
computing, which is identified by the Computer Society, as a paradigm in which
information is stored permanently on Internet servers and sends the temporary
client.

It is important to know the current situation regarding the issue of use and
implementation possibilities of mobile technologies in the area of health as well as
the diagnosis of needs, in particular the information was collected in a clinic in the
Mexican Social Security Institute, in particular the clinic no. 36 of the Mesa de
Otay, Tijuana, Baja California.

In 2009 President Obama used the American Recovery and Reconstruction Act
(ARRA, the “Stimulus”) to set aside up to $39 billion to fund adoption of electronic
health records and to create health information exchanges along with a number of
related programs to spur adoption and to pave the way for further development of
the field. I feel it is also spawning a new wave of innovative entrepreneurial
activity, most of it based in the cloud, the inspiration for the title of this book. Cloud
computing has the goal of making computer resources available as they are needed
some-what like other utilities we all rely on such as electricity and water. When
combined with the increasing utilization of wireless and mobile technologies it
offers a truly transformative platform for healthcare delivery [2].

3 Mobile Health Applications

Evaluate the results obtained in the teaching-learning of computer use, through the
Clearly the smart phone has become a vital tool for humans, as well as connect via
courier and social networks, we offer other services such as health care. Mobility is
certainly support the work of health professionals in areas such as patient.

The smart phone has become a vital tool for humans, as well as connect via
courier and social networks, we offer other services such as health care.

Mobile devices have acquired the status of a basic necessity rather than simply
be an auxiliary device and luxury. Mobile networks are the platform more wide-
spread communication that exists today and could be used as one of the most
effective means for interconnecting providers, experts and other stakeholders to a
large substantial number of consumers in the health system.

Mobility is certainly support the work of health professionals in areas such as
patient tracking, management appointments and personalized management of
medical records and electronic prescriptions. You can in turn become a practical
method as hospitals strategies, in which the roles are avoided and allow storing
medical records. Some organizations like the FDA (Food and Drugs Administra-
tion) US warn of the need to regulate this market applications addressing the
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possible impact that the use of them may have on the health of citizens. The FDA
has made a classification of mobile health applications into two broad:

1. Applications for consultation and storage of information generated by devices
and clinical information systems.

2. Applications on a Smartphone, to make this work as a medical device, which
can incorporate sensors such as an electronic stethoscope or show radiological
diagnostic images.

Moreover Deloitte Center for Health Solutions, conducted a study based on the
new trends of a change in the habits of consumption of health services.

Among the findings highlighted that:

• Latin America is one of the world’s highest per capita number of mobile
telephony.

• Applications that allow you to monitor your heart rate, measuring the amount of
water ingested in one day, remember taking medication, my health offer users
more autonomy and control of their welfare, and are already part of the routine
of many people.

In Mexico, 107 million people have access to mobile phones, of which 50 % has
a “ Smartphone”, and uses applications [3].

Every day is more common term of mHealth, which describes the practice of
medicine and public health through mobile devices in Latin American countries.

There is evidence that in Mexico, health applications rank fourth in shock,
leaders and experts in the field of health have mented that technological applica-
tions in health are indispensable to increase addiction among users instrument; why
it is important, that working intensely on developing mobile tools to prevent and
treat various diseases [4].

4 Cloud Computing

They have made efforts to assist in Baja California the development of Science and
Technology, among the achievements of these efforts we can identify the devel-
opment cluster, among which are: the cluster of information technology and
communica Cloud Computing. It is the term used to describe the possibility of
using computer programs and resources from the internet. This is one of the main
trends of development of computer applications as it increases the number of
services offered, generating benefits and advantages such as the availability of
information immediately.

Cloud computing is a popular model to Provide technology-related services
Several enabling the Access on demand, through the net, to a set of shared
resources [5].
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5 Instituto Mexicano del Seguro Social (IMSS)

The IMSS is the institution with the largest presence in health care and social
protection of Mexicans since its founding in 1943, for it combines research and
medical practice, management of resources for the withdrawal of its policyholders.
Today, more than half of the Mexican population, has something to do with school,
so far, the largest of its kind in Latin America [6].

6 Methodology

This study was conducted through desk research and exploratory and descriptive
study, which presents the opinion of a group of practicing general practitioners who
care for patients in a clinic in the Mexican Social Security Institute.

Application technique directed questionnaire was used, the design of the ques-
tionnaire was using the Likert scale and Cronbach’s alpha technique was applied to
the validation [7].

7 Results

In descriptive exploratory research it was conducted in IMSS Clinic No. 36, located
in Otay Mesa. Tijuana, located in the Technological Avenue Unnumbered, Otay,
Tijuana, Baja California.

This clinic has eleven offices for general medical patients, in which patients are
treated in both, serving approximately thirty patients daily for office.

A questionnaire to thirty doctors, who are attached to this clinic was applied, the
most significant results obtained in this instrument are:

Thirty doctors who are I apply the questionnaire, 19 of them were males and 11
females. 87 % have mobile and there is still 13 % that does not use mobile phones.

47 % know of any mobile application in the area of health and 53 % do not
know any mobile application in the health area.

The question was asked if they would like appointments to the consultations
were managed by an application, to which they replied:

13 % that never interested them, 30 % might be interested, 34 % definitely
interested and 23 % would not be interested.

To the question you like clinics incorporate mobile technologies to track the
patient care?

56 % believe that if interested in this type of application.
I think 17 % is not necessary, 20 % think it might be good, 7 % think not interested.

Asked Considers that better control in the clinic would, if incorporated tech-
nological applications?
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40 % think that if would take better control implemented this type of application.
47 % think that perhaps a better control in the clinic would be achieved.
13 % think that not necessary this type of application.

When asked technologies has made applications to diagnose diseases?

3 % answered yes using any application.
97 % answered not using any application.

To the question would use mobile applications for patient information?

57 % mention whether be interested in using mobile applications for patient
information.
20 % think that maybe used.
23 % think that not interested to receive information by these means.

8 Conclusions

In general, mobile applications do not involve a significant advance from the point
of view of medical technology. The most important achievement is to get facilitate
and standardize the use of devices and applications by more natural interfaces.

Achieving highlight the potential of mobile health in improving disclosure of
facilities based on health, such as maintenance schedules and appointments, send
and receive information on patient treatment and diagnostic.

Using cloud computing to provide greater mobility and ease of access to real-
time patient data from anywhere using any device.

We conclude that a smartphone in the pocket of her robe a doctor becomes a tool
that will allow you to access and manage clinical patient information at any time
and from any location.

It is important to adopt these technologies to advance and meet the standards and
quality levels required in the health of our population tools.
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Automatic Quantification
of the Extracellular Matrix Degradation
Produced by Tumor Cells

Nadia Brancati, Giuseppe De Pietro, Maria Frucci, Chiara Amoruso,
Daniela Corda and Alessia Varone

Abstract Understanding the mechanisms of invasion of cancer cells into surround-

ing tissues is of primary importance for limiting tumor progression. The degradation

of the extracellular matrix (ECM) and the consequent invasion of the surrounding

tissue by tumor cells represent the first stage in the development and dissemination

of metastasis. The quantification of such a degradation is thus an important parame-

ter to evaluate the metastatic potential of tumor cells. Assessment of degradation is

usually performed in in vitro assays, in which tumor cells are cultured on a gelatin

(or other matrix)-coated dishes and the degraded gelatin areas under the tumor cells

are visualized and quantified by fluorescent labelling. In this paper, we present an

automatic method to quantify the ECM degradation through the feature analysis of

the digital images, obtained from the in vitro assays and showing the tumor cells and

the degraded gelatin areas. Differently from the existing methods of image analysis

supporting biologists, our method does not require any interaction with the user pro-

viding quickly corrected and unbiased measures. Comparative results with a method

frequently used by biologists, has been performed.
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1 Introduction

The extracellular matrix (ECM) is a highly dynamic structure that is present in all tis-

sues that continuously undergoes controlled remodeling; this is an essential process

for development, wound healing and normal organ homeostasis. Many pathological

conditions, such as inflammation, cardiovascular disease and tumor cells metastasis,

arise when extracellular matrix remodeling becomes excessive or uncontrolled [12].

The analysis and quantification of the ECM degradation by cancer cells is thus a cru-

cial feature to consider in order to determine their metastatic potential [4, 5, 20, 21].

To analyze the invasiveness of tumor cells by means of quantification of the ECM

degradation, in vitro assays based on cells cultured on a gelatin-coated support, are

often used [10]. Measures of the possible degradation of the gelatin matrix allow a

quantification of the invasiveness of tumor cells. Different fluorescence substances

are generally used to label with different colors the cells and the gelatin support. This

process is required to allow the acquisition of two digital images, after a given period

of observation of the assay of interest: one image includes only the tumor cells (in

the following, cell image), while the second image represents the gelatin support (in

the following, gelatin image) located under the tumor cells of the first image (see

Fig. 1). The digital images are processed to perform the measure of the degradation

areas for each tumor cell. Specifically, segmentation processes of the two acquired

images are used to extract the regions of interest (cells and degradation areas, respec-

tively); then, image analysis methods are performed to find both the correspondence

between a cell and the relative degradation areas, and the computation of the area of

these regions.

Many segmentation methods have been reported for the analysis of biologi-

cal preparations [3, 8]. They differ in the type of measurements to be carried out

[17, 19], in the type of cell images [2, 16] and in the complexity of these images

Fig. 1 Example of an assay. a Cell image; b gelatin image
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[18, 22]. In particular, for the types of images of interest in the present study, seg-

mentation processes based on threshold algorithms are commonly adopted: they pro-

duce a binary image in which the foreground represents the regions of interest. The

binarization processes and the quantification of the degradation areas are performed

by means of standardized procedures based on available image processing software

[1, 6, 13, 14].

One of the most popular procedures used for this scope, is described in [13] and

involves the following steps:

∙ a manual threshold setting for each binarization process;

∙ an indication of the feature to compute (for this context, the area);

∙ the choice of processes to eliminate the noise;

∙ the selection of the cells for which the degradation areas has to be calculated.

The main limitation of such a procedure is the necessary interaction with the user

for the choice of the threshold values to apply in the binarization processes and the

methods to remove noise from foreground. Such an interaction can produce arbitrary

and subjective measures [7, 9]. In this paper, we propose a method to perform a

fully automatic computation of the degradation areas, obtaining quickly results on

the whole set of tumor cells under examination.

2 Method

The binarization of the cell image is performed using the faster version [11] of the

Multi Otsu Threshold Algorithm [15]. This algorithm requires the definition of the

following parameters: the range [m,M] of gray levels in which the threshold val-

ues should be computed and the number n of classes in which the image should be

partitioned. Generally m = 0 and M = 255; in this work, the first parameter is auto-

matically defined considering the minimum and maximum values of the gray levels

associated to current image. On the basis of the value of the second parameter n, the

algorithm provides n threshold values t1 = m, t2 …, tn < M. The choice of the second

parameter n depends on the type of the image to be segmented. Clearly, a binarization

process implies a partition of the image in two classes (foreground and background)

and for this, n should be set to 2 to generate a threshold value m < t2 < M; however,

the partition performed on the basis of the value t2 might produce an under or over

segmentation. For this, a value n > 2 can be appropriate to generate more thresh-

old values and use one of the threshold values or the combination of these values

to obtain the correct partition of the image. To obtain the appropriate values of n
for both binarization processes, a set of tests has been performed on a dataset of 30

assays, including the digital images of the tumor cells and gelatin supports. Accord-

ingly, the appropriate number n of classes, for the cell images, has been chosen equal

to 3. Thus, the algorithm provides three threshold values t1 = m, t2 and t3 < M; the

foreground of the cell image is represented from pixels with gray levels belonging

to the range [t2,M], while the set of remaining pixels represents the background (see
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Fig. 2 binarization of the image of Fig. 1. a Foreground in green and background in blue; b reduc-

tion of noise

Fig. 2a). To reduce the noise in the binarized image, the holes present in the regions

of the foreground are filled (see Fig. 2b).

The foreground associated to the cell image is now used as a mask to binarize only

the parts of gelatin image in which degradation areas could be detected. In particular,

a connected component labeling is performed on the foreground of cell image so that

any region of the foreground, representing a cell, is labeled by a single value. For each

cell, a new image is built including only the part of the gelatin image corresponding

to the selected cell (see Fig. 3a). The same threshold algorithm used for the cell image

is applied on this new image, but the values m e M are computed only in the area

masked by the current cell and n is experimentally set to 5 to generate five threshold

values t1 = m, . . . , t5 < M. Since the degradation regions are the dark regions of

the images (on the contrary, the cells are lighter than other regions in the relative

image), pixels with low gray levels should be taken into account for the detection of

the foreground. Precisely, the foreground of the current image is represented from

pixels with gray levels belonging to the range [t1, (t2 + t3)∕2]; the set of remaining

pixels represents the background. To eliminate the noise on the found foreground,

the same process applied to cell image is carried out (see Fig. 3b). Finally, the area

of the foreground is computed.

As soon as the degradation areas of all cells are evaluated, the final result is shown

to the user. More precisely, the contours of the cells are outlined in green, and the

gelatin degradation areas are visualized in red (see Fig. 4a); moreover, the values of

the total degradation area for each cell are given in a table (see Fig. 4b).

Since in some cases, several small degradation areas may not be detected, an

optional step to improve the binarization is introduced. In particular, the user can

draw a rectangle around the region of interest (ROI). The binarization, with n = 3,

is performed on the ROI and the foreground is given by the set of pixels with value

less or equal to t2. An example of this improvement process is displayed in Fig. 5.
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Fig. 3 a Gelatin support related to the first cell; b binarization with reduction of noise: foreground

in red and background in blue

Fig. 4 Result of the detection of the degradation areas. a Contours of the cells in green, and degra-

dation regions in red; b measure of the degradation area

Fig. 5 Example of semi-automatic improvement of the binarization on a magnified part of the

Fig. 4a. a The blue rectangle is defined by the user to obtain a better detection of the degradation

area in this part; b improved detection of degraded area



142 N. Brancati et al.

Fig. 6 a Cells images; b
gelatin images; c results of

the procedure [13] for the

cell outlined in green. Only

the red degraded areas

included into the selected

cell are successively taken

into account; d results of the

proposed, automatic method
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3 Results

To evaluate the advantages of the method presented in this study a comparison

with the procedure proposed in [13] has been performed. For this, biologists were

employed to measure the degradation areas for the dataset of 30 assays, by adopting

the standard procedure proposed in [13] and applying, at the same time, our method

without taking into account the optional step for the improvement of the binarization.

Biologists evaluated the results and confirmed that our method produces generally

a comparable or a more accurate detection of degraded areas, for a set of samples

large enough. Some examples of the results obtained by applying the two methods

are shown in Fig. 6, while comparisons of the quantitative results on the computa-

tion of the degradation areas for a given cell, are reported in Table 1. Since different

results for the procedure [13] has been obtained by different users, the manual thresh-

old values reported in the Table 1, represent the average of the values provided by

biologists employed in the test.

Generally, the threshold values obtained manually for the binarization of the

gelatin image are slightly higher than the values automatically computed. This

implies that the degradation areas calculated with the procedure in [13] are always a

little greater than the ones computed with the method we are reporting. A reason for

this phenomenon is partly due to the incorrect human perception of contours of not

well defined degraded areas and to the presence of small noisy regions produced by

the over segmentation.

According to the overall evaluation of biologists on the use of our method, the

advantages can be summarized as follows: (1) the measures can be obtained very

Table 1 Results of the calculation of the degradation areas

Manual threshold values Automatic threshold values Degradation area in µm2

Image in row Cell Gelatine Cell Gelatine Procedure

in [13]

Proposed

method

1 15 80 46 77 7677.8 7155.2

2 15 80 42 72 5563.35 4190.55

3 25 90 37 80 6041.75 4442.75

4 30 90 40 69 2654.6 1968.2

5 25 100 45 103 173.55 109.2

6 25 90 41 80 2735.2 1851.2

7 35 80 43 70 289.9 117

8 30 70 44 67 3285.75 2883.4

9 45 60 40 57 7089.55 6268.6

10 45 60 46 65 4767.1 3784.3

11 60 70 46 69 3999.45 3804.45

12 40 90 35 81 6924.45 6002.1
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rapidly and consistently; (2) no requirement for selecting a threshold values as for the

procedure [13]; (3) reproducibility of the results, independently from the operators;

(4) a more accurate identification of the degraded areas.

4 Conclusion

In this paper a fully automatic method for the computation of the ECM degrada-

tion areas produced by tumor cells is presented. The method is based on automatic

binarization processes of the images obtained on assays of tumor cells cultured on

gelatin-coated dishes. Comparisons with the standard semi-automatic procedures

reported earlier [13], indicate that the detection and the quantification of the degrada-

tion areas are faster and their identification more accurate according to our method;

moreover, the choice of parameters is completely unbiased as it is independent from

the operators.
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Abstract Post-stroke rehabilitation has an enormous impact on health services
worldwide because of the high prevalence of stroke, in continuous growth due to the
progressive population aging. Systems for neuro-motor rehabilitation at home can
help reduce the economic burden of long lasting treatment in chronic post-stroke
patients; however the efficacy of these systems in providing a correct and effective
rehabilitation should be established. From this point of view, coupling home reha-
bilitation systems with quantitative EEG methodologies for objectively character-
izing patients’ cerebral activity could be useful for the clinician to optimize the
rehabilitation protocol and assess its efficacy. Moreover, the use of virtual/
augmented reality technologies could assist the patients during unsupervised reha-
bilitation by providing an empathic feedback to improve their adherence to the
treatment. These two aspects were studied and implemented in RIPRENDO@home,
a multidisciplinary project, aimed to develop an integrated technological platform
oriented to home neurorehabilitation for stroke patients.
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1 Introduction

Stroke is one of the most important cause of long-term disability and its effects may
involve the physical, psychological, social, and financial spheres for both patients
and their families. In the developed countries, stroke is the second leading cause of
mortality [1, 2] and the continuous ageing of the population is an important cause of
soaring stroke incidence.

Stroke represents an expensive economic burden for the health systems; its costs
are up to 3 % of all yearly health expenditure in industrialized countries [3].
Neurological damages due to cerebrovascular diseases are a worldwide relevant
issue and rehabilitative interventions should be implemented in order to improve
patients’ conditions and reduce the socio-economic impact of the stroke [3].

Approximately two thirds of the patients affected by cerebrovascular diseases
require rehabilitation and most of them present residual and disabling long-term
deficits due to impaired motor function. In order to increase the patients’ life quality
and to reduce the economic burden, transferring the proposed therapy to the living
environment of the patient can be a smart strategy. For this reason home-based
neuro-rehabilitation systems have been recently proposed [4].

In this scenario, the RIPRENDO@home project was conceived by a multidis-
ciplinary team of researchers working together in the field of neurorehabilitation at
the new center of the Italian National Council of Research, located in Lecco,
Lombardy. The project proposes an integrated technological platform oriented to
the home neurorehabilitation of the upper limb in stroke patients. The platform is
composed by (i) active devices for arm motion, dynamic repositioning orthoses
with pseudoelastic properties and multiparameter monitoring system, (ii) techniques
and methods for a quantitative functional patients’ characterization, along with
(iii) virtual/augmented reality technologies for patient engagement and adherence to
the treatment. Among the different aspects tackled in the project, two of them are
specifically devoted to improve and evaluate the effectiveness of home rehabilita-
tion. Specifically, the automatic extraction of quantitative indices from electroen-
cephalographic (EEG) signals, related to the cerebral activity of the patient, could
objectively support monitoring of the rehabilitation protocol and assessing of the
efficacy of the rehabilitation itself; the virtual/augmented reality technologies assist
the patients during the unsupervised rehabilitation at home, by providing an
empathic feedback aimed at improving his/her adherence to the treatment.

This work is aimed at presenting technologies and methods implemented in the
RIPRENDO@home platform for introducing EEG analysis ad virtual/augmented
reality in the framework of home-based rehabilitation. The paper is structured as
follows: Sect. 2 describes the developed methodologies for the functional charac-
terization of the patient’s cerebral activity by quantitative electroencephalography
(qEEG); Sect. 3 illustrates the developed “virtual reality” environment; Sect. 4
presents conclusions, future applications and challenges.
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2 Quantitative EEG for Cerebral Activity
Characterization

EEG reflects the activity of the cortical pyramidal cells and it is very sensitive in
detecting the abnormalities of cerebral rhythms that are typical of stroke.

In particular, it is well established that quantitative EEG (qEEG) indices, based
on the relationship between the power of slow and fast activity or measuring brain
activity symmetry, as estimated by resting-state EEG power spectrum analysis, are
reliable markers to characterize the brain status [5] and can be employed to improve
patient management during ischemic stroke [6] and to predict clinical efficacy of
rehabilitation even in the chronic stage [7].

Moreover, brain neuronal responses related to voluntary movements are known
to produce EEG power modulations in alpha (8–12 Hz) and beta (12.5–30 Hz)
frequency bands in the motor areas [8]. In the specific context of
neuro-rehabilitation, recent studies explored the effects of rehabilitations using
robotic devices, reporting alpha and beta desynchronization in the motor areas
during sensorimotor processing [9, 10].

Starting from this neurophysiological knowledge, in RIPRENDO@home we
developed both EEG resting state spectral analysis and EEG movement-related
time-frequency analysis to characterize the electrical cortical activity of the patients
and assess its evolution after the rehabilitation treatments.

2.1 QEEG in Resting-State Conditions

In RIPRENDO@home, the resting state EEG analysis was based on three minutes
of EEG acquisition, recorded with the subject in supine position with eyes closed.
A Synamps 2/RT EEG system (Neuroscan) was used to record cerebral activity.
The system has a 70-channels amplifier system, consisting of 64 monopolar, 4
bipolar, and 2 high-level input channels. All electrodes were placed according to the
international 10–20 electrode placement standard. EEG signals were acquired at a
sampling frequency of 1 kHz.

Data pre-processing and filtering were performed in Matlab (The Mathworks,
MA) using EEGLAB (http://www.sccn.ucsd.edu/eeglab/index.html) [11] and
homemade scripts. Signals were resampled at 500 Hz and low-pass filtered at
45 Hz (resting-state EEG). Artifacts were removed using an Independent Compo-
nent Analysis (ICA) [12]. Frequency bands considered for this study were delta
(1–3 Hz), theta (4–7 Hz), alpha (8–12 Hz) and beta (13–30 Hz).

Power spectral density was estimated for each channel using the Welch’s
method. From the average power spectra, the mean power was computed across the
frequency bands. The resulting mean bandpower values were used to automatically
calculate the following quantitative indices:
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1. Delta/Alpha Ratio (DAR): defined as the ratio of delta to alpha absolute power.
2. Power Ratio Index (PRI): the ratio of ‘‘slow” to ‘‘fast” activity defined as the

ratio of delta-plus-theta to alpha-plus-beta absolute power.
3. Laterality Index (LI):

LI =
APipsi −APcontra

APipsi +APcontra
ð1Þ

where APipsi and APcontra are the absolute powers of corresponding ipsilateral and
the contralateral channels (electrodes), respectively.

As an example, in Fig. 1a, power spectral densities in a healthy subject and a
stroke patient (pre and post upper-limb rehabilitation, 1 month) are shown, as
obtained by our procedure. With eyes closed, the EEG spectrum of the awake
healthy subject is characterized by a high power in alpha frequency band. Con-
versely, this particular patient exhibits a higher slow activity (delta and theta) before
the rehabilitation treatment. After the rehabilitation, the power spectrum of patient
displayed a more evident alpha power component, which is more similar to the
healthy subject. In Fig. 1b the quantitative indices extracted from the power spectra
are highlighted. In the healthy subject the brain activity is almost completely
symmetric (LI ≈ 0). The patient’s brain activity is more asymmetric as indicated by
the LI values in both total brain and M1 (primary motor area). It is reasonable to

Fig. 1 An example of resting-state EEG analysis. a Power spectra of a healthy subject and a
patient (pre and post rehabilitation) acquired with eyes closed. b Quantitative indices are displayed
in the same subjects. DAR, PRI and LI (total brain) where calculated as a mean value over all the
brain electrodes indices. LI (M1) was calculated on the electrodes corresponding to the primary
motor cortex M1 (C4, C6 right and C3, C5 left)
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believe that the rehabilitation treatment had a role in partially compensating this
asymmetry (LI decreases). In a similar way, DAR and PRI indices were found to
decrease after the treatment in this patient, and became closer to the healthy sub-
ject’s values.

2.2 QEEG During Movement

EEG acquisition during movement were performed with patient in supine position
and eyes open. The same system described in the previous paragraph was used. The
patient was asked to carry out flexion extension movements of the elbow (30
movements, 10 s of rest after each movement). The duration of the protocol was
about 5 min. Four surface electromyography (EMG) bipolar electrodes were used
as movement trigger and located on different upper limb muscle (biceps, brachio-
radialis, anterior deltoid, triceps).

In contrast to the resting-state processing, EEG data were band-pass filtered
(2.5–45 Hz) and the data were epoched to distinguish each movement. A time-
frequency analysis was performed in order to obtain the event-related spectral per-
turbation (ERSP) which measures the mean event-related changes in the power
spectrum in each data channel [11, 13]. In order to calculate ERSP, the power spec-
trum over a sliding latency window must be computed and then averaged across data
trials. ERSP is defined as:

ERSP=
1
n
∑n

k=1 Fk f , tð Þj j2 ð2Þ

where f and t are the frequency and the time respectively, n is the number of epochs,
Fk(f,t) is the spectral estimate of trial k at frequency f and time t and was computed
using a sinusoidal wavelet (short-time DFT) transform. ERSP can be viewed as a
generalization of the event-related desynchronization (ERD) [14], where ERD is
defined as:

ERD=
BPmov −BPrest

BPrest
ð3Þ

where BPmov is the power within the frequency band of interest (alpha or beta)
during the activity period, while BPrest is evaluated in the baseline EEG signal
before the movement starts.

In Fig. 2, an example of time frequency analysis of EEG acquired on a stroke
patient during the flexion extension movement of the elbow is displayed. The
graphs at the bottom display the mean ERD in beta band in both ipsi and con-
tralateral M1 areas. Before the rehabilitation a residual weak desynchronization in
beta band is appreciable in contralateral motor area and in the ipsilateral area. After
the rehabilitative treatment, in this subject, the activation of the contralateral M1 is
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more evident as a desynchronization in beta band and the difference between
ipsilateral and contralateral area is increased as well.

3 Virtual Reality for Upper Limb Rehabilitation

During the last few years, various systems that exploit virtual or augmented reality
(VR/AR) were developed with the aim of entertaining and/or motivating patients
during their rehabilitation path. The need to provide patients with engaging sce-
narios and supporting mechanisms during the rehabilitative exercises arises from
the fact that therapy often requires high-frequency repetition of the same move-
ments to be effective [15]. The repetitiveness of the same tasks, and the lack of
immediate remarkable improvements, may lead the patients to abandon rehabili-
tation—especially when they are expected to be doing unsupervised at-home
rehabilitation [16].

In this scenario, VR/AR applications appear as good means to increase patients’
motivation and adherence. Game-based elements (scores, changing environments,
rewards, etc.) act as key elements to boost users’ motivation and have been largely
employed in many VR systems for rehabilitation [17–19]. User satisfaction ques-
tionnaires often reported a positive opinion of the patients toward this kind of
alternative therapy [20], although no study seems to have been conducted yet

Fig. 2 An Example of time-frequency analysis of the EEG signal acquired during active elbow
flexion/extension tasks. ERSP of a stroke patient in contralateral and ipsilateral primary motor
cortex is displayed (upper panels). Blue areas are indicative of brain desynchronization while red
areas are related to resynchronization. ERD in beta band are displayed in the bottom panels
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including an appropriate follow-up period [18]. Thus, it is not possible to determine
if boredom or other issues emerge for longer periods than the trial (which typically
lasts from 4 to 12 weeks).

Another important aspect linked to the use of digital environments for rehabil-
itation is the possibility to provide patients with multisensory feedback, in order to
improve their performance by increasing their body awareness [21–23]. This aspect
not only takes into account specific patient’s desires [24], but also allows creating
home-based rehabilitation systems, able to identify wrong behaviors automatically
and signal them to the patients using visual, auditory or haptic cues.

Within the Riprendo@HOME project, we followed these indications to develop
a VR application, called REAPP [25–27]. REAPP was not designed as a game, but
with the aim of providing different kinds of feedback, appropriately weighted on the
patient’s cognitive capabilities and mood, to improve patient’s body and movement
awareness and make him/her more conscious and involved in the rehabilitation
path.

3.1 System Architecture

Since the REAPP system was conceived for domestic use, one of the main con-
straints was to keep the costs low. Thus, the minimum requirements for this VR
application dedicated to stroke patients are a Windows-8 PC with a screen and a
low-cost tracking sensor: the Microsoft Kinect v2.

In order to accommodate user-specific requirements, REAPP implements several
widgets that provide different types of feedback, which can be shown or inactivated,
depending on the patient’s characteristics or mood [26].

The first REAPP key widget is the patient’s avatar, which provides a visual
feed-back about the positions of all body segments during the execution of a certain
rehabilitation task. The 3D avatar is rendered in real-time on the patient-dedicated
graphical user interface (GUI), using the data coming from the Kinect sensor. The
choice of using an avatar (rather than, for instance, a video camera) offers the
possibility to change the point-of-view either focusing patients’ attention onto a
specific body part, or letting them choose their favorite viewpoint.

Moreover, the avatar allows giving the patients an immediate visual feedback
when a certain body part is out of the optimal range or trajectory, through the red
blinking of the corresponding virtual body segment. The constrains which deter-
mine the optimal ranges, in which the single body parts should stay during specific
tasks, must be defined by the therapist in a medical examination, during which the
patient’s capabilities and limitations are assessed.

The other key widget of REAPP is the virtual assistant (VA) (Fig. 3). It sub-
stitutes the human therapist during the unattended home sessions, taking care of all
of the instructions and messages that have to be delivered to the patient. The
one-to-one interaction between the patient and therapist is a crucial element for
patient’s recovery in traditional rehabilitation [28, 29], and the positive aspects of
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this relationship ought not to be lost in case of virtual-assisted domestic rehabili-
tation sessions [24]. To try and keep the advantages of the human-to-human
interaction, avoiding any other kind of bias (e.g. race, gender, etc.), the VA was
designed as an animated smiley-like character that emphasizes the messages both
with the voice tone and the hand gesture (i.e. thumb-up and wink for the “con-
gratulation” message) [30].

In addition, the VA asks the patients about their mood and their physical con-
dition with the twofold aim of acquiring data for the human therapist (that can
re-examine all the session data) and re-creating what normally happens at the
beginning and at the end of a traditional therapy session. During the exercises,
instead, the VA is not always present on the patient GUI but appears when there is
the need to correct the patient after a repeatedly wrong execution of the motor task
(for which the visual clue from the avatar was not enough) or to encourage him/her
because he/she is performing well. The temporization between two subsequent
appearances of the VA can be varied in order not to overwhelm the patient with too
many pieces of information in a little time.

Besides these two widgets, the patient GUI can be enriched with other widgets
that are exercise-specific and were devised to help the patient accomplish the
exercise in the best possible way (e.g. target/direction indicators). Additional
widgets and exercises, even associated with different robotic devices [26, 27], can
be easily added to REAPP, since the entire software has been designed to be
modular and flexible, so that the same core can be adopted by different patients,
providing each one with his/her own customized platform.

4 Conclusions

In this paper, two methodologies to support the home-based rehabilitation treatment
in chronic ischemic patients, which are parts of the RIPRENDO@home project,
were described; (a) quantitative EEG for brain characterization activity and eval-
uation of the treatment and (b) VR environment to support the rehabilitation of the
upper limb.

Fig. 3 The patient avatar (blinking in red to signal an error) and the virtual assistant
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There is a need for quantitative and objective measures in the clinical practice to
assess the efficacy of rehabilitation. For this reason, EEG and VR methods can help
the caregivers to adapt the treatment to the patient’s response and to assess day by
day the patient’s progress and his/her status.

The methodologies presented in this paper, even if useful and robust, were tested
on a small number of subjects and for a limited period of time, so no information
about the rehabilitation effects can be drawn yet. However some interesting topics
and applications have emerged for future works and will be soon tested in a clinical
environment, thanks to the strong collaboration of the clinical centers that work on
neurorehabilitation in the Lecco’s area.

More in detail, further researches will be conducted to determine if REAPP, as it
is, can be a good mean to promote rehabilitation at-home or if, instead, minor (e.g.
better customization of the avatar) or major changes (e.g. use of immersive envi-
ronment or AR) are required to provide a more appropriate users’ experience.
Within this context, EEG could be used not only to provide a prediction on the
outcome of the treatment but also to investigate how much the patient is involved
during the virtual rehabilitation training. EEG and VR can be integrated in more
complex tele-health systems or decision support systems to improve the patient
management and the rehabilitative process directly at home reducing the economic
burden of the health systems. Patients at home should be more motivated to perform
the proposed treatment and this can improve the efficacy of the therapy and the life
quality of the subjects and their families.
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Towards a Sustainable Solution
for Collaborative Healthcare Research

Nikos Karacapilidis and George Potamias

Abstract This paper describes a novel web-based environment that empowers
healthcare research communities to efficiently and effectively collaborate thanks to
reliable and user-friendly access to integrated and interoperable resources of dif-
ferent types. The proposed solution enables heterogeneous data and knowledge
sources, as well as healthcare-related processing methodologies and tools, to be
wrapped through appropriate web services. The paper sketches the motivation
behind the proposed solution, discusses its architecture and types of services to be
integrated, and comments on the foreseen advancements in healthcare research from
a technological, a collaborative and an organizational perspective.

Keywords Healthcare ⋅ Knowledge management ⋅ Decision making ⋅ Col-
laboration ⋅ Virtual research environment

1 Introduction

Collaborative research environments require user-friendly solutions that mask the
overall complexity of the problem, allowing stakeholders to easily handle big
volumes of data and providing them with meaningful recommendations upon which
they can base their decisions [1]. This is even more imperative in healthcare
research, which is characterized by high levels of inter-disciplinarity,
data-intensiveness and cognitive complexity. In such settings, knowledge man-
agement, sense making and decision making issues are heavily associated with
voluminous multi-faceted data residing in heterogeneous resources, and need
appropriate treatment [2, 3].
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In line with the above, this paper proposes a sustainable virtual research envi-
ronment that empowers healthcare research communities to efficiently and effec-
tively collaborate thanks to reliable and user-friendly access to integrated and
interoperable resources of different types. The proposed environment is an inno-
vative web platform, where heterogeneous data and knowledge sources—as well as
respective processing methodologies and tools—are wrapped through appropriate
web services, while integration is performed on a service level. Exploiting and
advancing the outcomes of the DICODE project [4], the proposed platform enables
the seamless integration of heterogeneous services and ensures their interoperability
from a technical, conceptual and user interface point of view.

As discussed in the next sections, our overall approach builds on the synergy
between human and machine reasoning capabilities to tame information overload
and cognitive complexity in healthcare research settings. It offers an innovative
solution that improves the quality of the outcome of a collaboration process, while
enabling users to be more productive and focus on creative activities. It provides
researchers with the required capacity to easily assemble their own working envi-
ronment using their preferred tools, as well as to exploit the wealth of available
resources and competences.

2 Concept and Motivation

2.1 The Current Situation in Conducting Healthcare
Research

The motivation that triggers and guides the development of the proposed collab-
orative research environment lies in the fact that contemporary healthcare research
is heavily influenced by the current flood of digital content. The generated raw data
are so overwhelming that healthcare researchers and stakeholders are often at a loss
to even know where to begin to make sense of them. This is today a common
situation in most scientific fields, where research employs a range of disciplines to
form, acquire and synthesize the appropriate levels of evidence for targeted research
hypotheses.

Furthermore, the ever-increasing rate in the delivery of research results narrows
the utilitarian potential of accumulated knowledge. This is more intense in domains
where the investigated and identified associations among intermediate results lack
supporting evidence, making their translation into reliable recommendations and
decisions unfulfilled. This is due to the fragmentation of healthcare research, which
comprises: (a) intra-discipline fragmentation—the same research hypothesis is
explored under different experimental set-ups and protocols (e.g., by using different
platforms or data analysis methods); (b) inter-discipline fragmentation—the same
research hypothesis is explored on different levels or from different perspectives. In
both cases, research results and findings, for the same research question, remain

160 N. Karacapilidis and G. Potamias



unlinked. In such a fragmented context, researchers become ‘isolated’; they are
drowning in a flooded, even unlinked, digital pool of research results to support not
only their findings but also the research question itself.

As a consequence, healthcare researchers often fail to make the right decisions
about their research quests, as well as to get the most out of their research, mainly
due to failure in knowledge coupling; that is, they miss the assimilation and reliable
amalgamation of interdisciplinary knowledge constructs. This situation results in
over-reliance of the unaided human mind to recall and organize all the relevant
details. Consequently, collection, sharing, analysis and interpretation of large
quantities of available data and knowledge (often referred as the Big Data chal-
lenge) do not only constitute foundational requirements, but also highly critical
challenges in the field of healthcare research.

2.2 Towards a New Research Ecosystem

The proposed collaborative healthcare research (CoHeRe) platform aims to bridge a
number of gaps that exist in interdisciplinary healthcare research communities, such
as the data gap (diverse data sources to be linked), the semantic gap (multiple
vocabularies and ontologies to be merged), the knowledge gap (heterogeneous, fast
growing and fragmented knowledge resources to be associated), and the collabo-
ration gap (differences in interests, objectives and methodologies of diverse
stakeholders). The development of the proposed platform is based on open stan-
dards and custom web technology; this allows an easy extension of the platform by
using and adapting existing resources (i.e. data resources and data analysis tools), or
developing new ones to cover the needs of related contexts.

To meet the emerging and continuously increasing needs of healthcare research
communities, we adopt a component-based approach where each component
encapsulates a particular functionality (and related data) and is associated with a
web service. The proposed solution distinguishes three layers of components—
namely, the data layer, the knowledge layer and the collaboration layer—and
offers a flexible, scalable and customizable information and computation infras-
tructure that: (i) provides healthcare research communities with the whole spectrum
of commodities needed to accomplish their tasks and goals; (ii) exploits the com-
petences of researchers and stakeholders by incorporating the underlying collective
intelligence; (iii) enables controlled sharing of research outcomes and assures data
provenance. Moreover, the proposed solution pays much attention to usability and
ease-of-use issues, aiming to enable users without any particular programming
expertise to use the proposed platform.

CoHeRe targets and promotes the maximum sharing and reuse of existing
resources, including datasets, services, computing power and hosting machines,
aiming to manage the scale and complexity of contemporary healthcare research
processes through a sustainable solution. Appropriate resource management ser-
vices enable users assemble the components they need in their research workflow
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without worrying about implementation details and acquisition of necessary com-
putational resources.

3 The Proposed Solution

CoHeRe provides a sustainable virtual research environment that empowers inter-
disciplinary healthcare research communities and stakeholders to efficiently and
effectively collaborate thanks to reliable and user-friendly access to integrated and
interoperable resources of different types. The proposed solution is an innovative
web platform, where heterogeneous (both in their formats and content) data and
knowledge sources, as well as respective processing methodologies and tools, are
wrapped through appropriate web services and integration is performed on a service
level. The CoHeRe solution does not pose any restrictions on the back-end tech-
nology. The platform enables the seamless integration of heterogeneous services
and ensures their interoperability from a technical, conceptual and user interface
point of view. Semantics techniques are highly exploited to define an ontological
framework for capturing and representing the diverse stakeholders and services
perspectives. Users are able to easily customize the platform through the proper
assembly of web services and associated data resources that suit to their needs.

Through novel virtual workspaces, CoHeRe enables healthcare researchers and
stakeholders to set up and engage in a highly interactive and collaborative process
of discovery and evidence-based documentation of research indications and find-
ings, where they can easily: decide about which data repositories should be con-
sidered; trigger and parameterize the associated data and knowledge processing
mechanisms; explore and assess their discovery patterns; argue about the weak-
nesses and strengths of the identified patterns, assign evidential supports to them
and rank putative hypotheses; control the complexity of the research output; set up
new iterations of the data and knowledge processing procedures by defining other
analytic alternatives or considering alternative services and data sources; exploit the
wealth of available resources and expertise through intelligent resource and com-
petence management services.

CoHeRe provides an innovative service-driven research environment that
enables insightful collaboration among healthcare stakeholders thanks to a proper
exploitation of the synergy between human and machine reasoning capabilities.
This environment ensures easy access to integrated resources and streamlines
diverse research activities. It is composed by an interoperable set of web services
(Fig. 1), which meet the underlying requirements of capturing, delivering and
analyzing pertinent information, and can be orchestrated through scientific work-
flows. The proposed solution is able to turn information growth into knowledge
growth; it improves the quality of the outcome of collaborative healthcare research
activities, while enabling users to be more productive and focus on creative
activities.

162 N. Karacapilidis and G. Potamias



The CoHeRe platform seamlessly integrates the following types of services:

• Data management services, which enable the targeted discovery, capturing,
archiving, sharing and processing of tractable large scale data existing in diverse
data sources and formats. Much attention is paid to data integration (to inter-
connect structured data from different sources) and data cleansing (to remove
noise from database contents or discard useless records).

• Knowledge processing services, which exploit most prominent large data pro-
cessing technologies to offer functionalities such as high performance literature
mining, targeted data indexing, mining (classification, clustering, subgroup
discovery etc.), abstraction and interpretation. Advanced text mining techniques
such as relation extraction, similarity learning and opinion mining help to
extract valuable semantic information from unstructured texts.

• Collaborative research services, which facilitate and augment the synchronous
and asynchronous collaboration of researchers and stakeholders through adap-
tive workspaces, efficiently handle the representation and visualization of the
outcomes of the abovementioned services through alternative and dedicated data
visualization schemas, enable appropriate knowledge co-production and gaining
of insights, and accommodate the orchestration of a series of actions for the
appropriate handling of diverse research issues. These services enhance (both
individual and group) sense-making and decision making by supporting stake-
holders in: (i) expressing, arguing about, and meaningfully interacting with

Fig. 1 The CoHeRe platform architecture
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relevant information and knowledge, (ii) handling data provenance and trust
issues, and (iii) monitoring and comprehending the evolution of collaboration.

4 Advancing the State-of-the-Art in Collaborative
Healthcare Research

CoHeRe is able to advance the state-of-the-art in healthcare research environments
across the following three dimensions:

• Technological dimension: It concerns the large-scale integration and interop-
erability of diverse healthcare research resources. Adopting open standards and
semantic web technologies, CoHeRe guarantees their conceptual and technical
integration, while properly addressing a variety of issues including openness,
flexibility, provenance, and workflow management.

• Collaborative dimension: Exploiting and building on the synergy between
human and machine reasoning capabilities, CoHeRe provides innovative ser-
vices to augment the efficiency, effectiveness and overall quality of collaborative
research activities, thus enabling healthcare stakeholders to tame sense making,
situational awareness, argumentation, knowledge co-production and collective
decision making issues.

• Organizational dimension: Adopting suggestions and directives manifested in
recent EU studies and initiatives, such as eResearch2020 (http://www.
eresearch2020.eu) and GRDI2020 (http://www.grdi2020.eu), CoHeRe thor-
oughly addresses the issues of sustainability, governance and adoption of the
foreseen working environment.

4.1 Technological Dimension

According to a recent study [5], scientific collaborations become “increasingly
global, multipolar and networked”, something that calls for “innovative, dynamic
and ubiquitous research supporting environments where scattered scientists can
seamlessly access data, software, and processing resources managed by diverse
systems in separate administration domains through their web browser”. A variety
of systems have been already developed towards this trend, often exploiting grid
computing and cloud computing technologies, ranging from ad hoc portals with
limited access to content resources to general-purpose management systems with
advanced services defined over a wide range of resources [6]. While useful in
addressing particular needs of diverse research communities, current systems
exhibit a series of limitations with respect to the functionalities offered:
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• First of all, the vast majority of them miss the dynamicity and openness features
of a virtual research environment, in that they should not only provide an
environment for hosting, indexing, and retrieving large data sets but also
leverage Web 2.0 technologies and social networking solutions to give
researchers an all-inclusive environment for teamwork and resource discovery
[7].

• Second, they do not provide the appropriate framework to fully support the
associated “communities of practice”, which are groups of researchers and
stakeholders who have similar interests or goals, and are willing to share their
knowledge, insights and experiences about specific aspects that have to be
collaboratively addressed [8]. These groups are characterized by informal
structures and volatile memberships, an attitude of sharing information and
experiences, and follow the “social theory of learning” paradigm (learning as
social participation).

• Third, current systems fail to offer a unified and virtualized view of resources
that come from different providers. In most cases, their scope is strictly con-
strained, rendering them inflexible to accommodate evolving needs and asso-
ciated resources. Thus, they are unable to promote and maximize sharing and
reuse of related resources.

• Fourth, they do not have the required control over intermediate and final
research outcomes. They pay no or very limited attention to the issues of
research results’ ownership, provenance and attribution, thus averting stake-
holders’ interest in contributing to collaborative research efforts [9].

• Fifth, although there is a large number of scientific workflow management
systems, such as Taverna (http://www.taverna.org.uk/) or Kepler (https://kepler-
project.org/), there is a lack of open and standard-based workflow systems
applied in healthcare research. Workflow solutions should be adapted to each
domain, since workflow requirements in science are highly heterogeneous
compared to business workflows. Specific tools are needed to facilitate data
interoperability, standard-based compatibility, the right level of abstraction for
the domain, etc.

• Sixth, current integration approaches are not capable of handling all possible
cases of heterogeneity. Database annotations are designed to cover a very
specific type of semantic equivalences, based on the classical
element-to-element approach inherited from relational models. RDF however
allows a more complex modeling of data and requires more advanced approa-
ches for their semantic homogenization [10]. Similarly, low usability of inter-
faces for building queries for data integration systems hinders the deployment in
real world environments. Advanced solutions must be found to foster their
acceptance among the research community.

• Finally, current systems do not properly deal with the full spectrum of issues
concerning interoperability of resources, which span from organizational to
semantic and technological ones. The semantic underpinning of the underlying
resources does not shape a unified space of data sets, services and stakeholders.
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CoHeRe provides contemporary research communities with an innovative
web-based working environment that abolishes the above limitations. It serves the
different resource integration requirements through alternative integration types. It
offers a highly flexible and customizable solution, enabling any researcher to easily
define his/her own workflow and accordingly assemble his/her working environ-
ment with the corresponding resources without worrying about technical details.
Adopting a generic approach, based on a unified and virtualized view of resources
that may come from different providers, it is able to serve the highly evolving needs
of healthcare researchers.

CoHeRe promotes and maximizes sharing and reuse of existing resources
towards serving the diverse needs of a research community. In addition, CoHeRe
provides a set of innovative resource management services, enabling researchers to
locate the data and services they need through system-generated recommendations,
as well as innovative competence management services, aiming to sustain the
involvement of appropriate stakeholders in successful collaborative research
activities.

As regards scientific workflow management, CoHeRe will collect requirements
to capture the analytical steps describing computational experiments in healthcare
research. Different alternatives will be analyzed among scientific and business
workflow management systems, and additional tools will be developed based on
widely adopted standards. Also, the possibility of generating automatic data-driven
links among different tools by using domain specific vocabularies and ontologies
will be studied. A portal-based tool will provide access to specific healthcare
workflows that will allow researchers to easily automate large-scale processes,
including data management, analysis, simulation and visualization.

As far as semantics underpinning is concerned, CoHeRe elaborates the role of
semantic tags to guarantee the conceptual integration of associated data, models,
services, and stakeholders. Exploiting sustainable semantic web technologies and
Linked Open Data initiatives, CoHeRe meaningfully addresses the diversity of
resource interoperability issues (at the data, knowledge and collaboration layers).
Through this unified view of research resources, CoHeRe also offers a sustainable
solution to the issues of data and research provenance and attribution, by devel-
oping and appropriately deploying novel mechanisms for handling provenance
metadata.

4.2 Collaborative Dimension

The term “collaboration support software” refers to software that is designed to
support a group of people involved in a common task to achieve their goals. The
emergence of the Web 2.0 (and associated Social Media) era introduced a plethora
of collaboration tools, which enable engagement at a massive scale and feature
novel paradigms. These tools cover a broad spectrum of needs ranging from
knowledge exchanging, sharing and tagging, to social networking, group authoring,
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mind mapping and discussing. For instance, Delicious (http://delicious.com) and
CiteULike (http://www.citeulike.com) provide services for storing, sharing and
discovering of user generated Web bookmarks and academic publications,
respectively. A different set of applications focuses on building online communities
of people who share interests and activities (social networking applications).
Google + (https://plus.google.com) and LinkedIn (http://www.linkedin.com) are
representative examples of this category, giving its members the ability to create
profiles which capture their interests. Special services take these interests into
consideration and can suggest users with similar interests, thus facilitating the
formation of online communities. Another set of Web 2.0 tools aims to collectively
organize, visualize and structure concepts via maps to aid brainstorming and
problem solving. Their particular emphasis is on the visual appearance of the
workspace. Tools such as Thinkature (http://www.thinkature.com) and FreeMind
(http://freemind.sourceforge.net) fall into this category.

Although all the above tools enable the massive and unconstraint collaboration
of users, this very feature is the source of a problem that these tools introduce: the
problem of information overload. The amount of information produced and
exchanged and the number of events generated within these tools exceeds by far the
mental abilities of users to: (i) keep pace with the evolution of the collaboration in
which they engage, and (ii) keep track of the outcome of past sessions. As the same
user may be using different tools for different collaboration sessions, e.g. social
networking tools in one situation and discussion forums in another, the problem of
information overload stretches across such “channels” amplifying its impact.
Current Web 2.0 collaboration tools exhibit two important shortcomings making
them prone to the problems of information overload and cognitive complexity.
First, these tools are “information islands”, thus providing only limited support for
interoperation, integration and synergy with third party tools. While some provide
specialized APIs with which integration can be achieved, these are primarily aimed
at developers and not end users. Second, Web 2.0 collaboration tools are rather
passive media, in the sense that lack reasoning services with which they could
actively and meaningfully support collaboration. Support for reasoning or related
mechanisms could facilitate problem solving and decision making in these tools,
especially since they do not appropriately scale to deal with voluminous and
complex data.

As far as argumentative collaboration is concerned, various tools focusing on the
sharing and exchange of arguments, diverse knowledge representation issues and
visualization of argumentation have been developed. Tools such as Compendium
(http://compendium.open.ac.uk) allow users to create issues, take positions on these
issues, and make pro and contra arguments. They can capture the key issues and
ideas and create shared understanding in a knowledge team; in some cases, they can
be used to gather a semantic group memory. However, current tools supporting
argumentative collaboration have the same problems with the aforementioned Web
2.0 collaboration tools. They too are considered standalone applications thus being
“information islands”, lacking support for interoperability and integration with
other tools (e.g. with data mining services foraging the Web to discover interesting
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patterns or trends). They also cope poorly with voluminous and complex data as
they provide only primitive reasoning services. This makes these tools prone to the
problem of information overload. Moreover, argumentative collaboration support
tools reveal additional shortcomings that prevent them from reaching a wider
audience. In particular, their emphasis on providing fixed and prescribed ways of
interaction within collaboration spaces makes them difficult to use as they constrain
the expressiveness of users. This resulted in making these systems being used only
in niche communities [11].

CoHeRe may fully cover the diversity of collaborative research requirements in
contemporary settings by providing a series of innovative features. Firstly, it pro-
vides advanced collaboration support functionalities through innovative virtual
workspaces offering alternative visualization schemas. Such visualizations will
facilitate the processes of perceiving, monitoring and comprehending the evolution
of collaboration, offering augmented awareness about the issue at hand. Moreover,
alternative visualizations will help stakeholders control the impact of voluminous
and complex data. Secondly, CoHeRe does not treat collaboration services as
standalone applications that operate autonomously, but rather as ones that coexist
and make use of other services in order to improve their performance. For instance,
CoHeRe collaboration services will be able to meaningfully accommodate the
outcomes of literature mining services in a collaboration session, thus supporting
evidence-based collaboration. Thirdly, by acknowledging that collaborative
research issues have to be solved through dialoguing and argumentation among
stakeholders, CoHeRe provides a novel argumentative collaboration support service
geared towards achieving consensus and gaining of insights. Fourthly, by sup-
porting emergent semantics and the incremental formalization of argumentative
collaboration, CoHeRe exploits the synergy between human and machine reasoning
to facilitate and augment individual and collective sense-making and decision
making. By providing ease-of-use and expressiveness for users and advanced
reasoning by the machine, CoHeRe integrates appropriate recommendation mech-
anisms that enable stakeholders to engage the appropriate resources in their
dynamic work settings. Overall, CoHeRe offers an innovative collaborative envi-
ronment that allows users to “immerse” in Web 2.0 interaction paradigms and
exploit its enormous potential to collaborate through reviewing, commenting on
and extending the shared content. The proposed environment enables stakeholders
to maintain chains of views and opinions (accompanied by the supporting data),
which may reflect at any time the current collective knowledge on the issue under
consideration, and justify a particular decision made or action taken.

4.3 Organizational Dimension

As emphasized throughout recent scientific reports of the GRDI2020 initiative,
sustainability and adoption are two major challenges affecting Virtual Research
Environments (VREs) development. With respect to sustainability, it is broadly

168 N. Karacapilidis and G. Potamias



admitted that the majority of current solutions does not have a long term support
and only serves needs of specific communities [1]. They are not open enough to
become an integral part of long term research efforts, as communication networks
and high-performance computing are. Moreover, they often integrate services that
are highly specific (i.e. useful for a particular community to address a particular
problem), rendering them not generic enough to solve common problems and thus
be embraced by communities across disciplines and institutions.

As far as adoption is concerned, the above reports underline that the majority of
current VREs are not yet fully integrated into standard practices, tools and research
protocols used by real life communities of practice. This is due to various reasons
including inadequate user support, gaps between the real research community needs
and the actual services integrated in them, reliability of technology used, poor user
engagement, legal and ethical issues, and diversity in ways of working and “lan-
guages” spoken across disciplines.

Acknowledging that the development and management of VREs is not just a
technological process but also a societal and organizational one, CoHeRe will
thoroughly address the above challenges. It will develop a clear business model to
sustain the foreseen solution relying on both internal and external funding and
support. It will provide structures and shape policies for the governance of the
CoHeRe working environment to enable its efficient and effective use by research
communities across institutions and borders. It will be designed for reuse,
exploiting common building blocks and relying on existing infrastructures as much
as possible, while also being flexible to allow the user-friendly integration of
components for specific use.

The management of the overall CoHeRe working environment will not require
any particular expertise. Novel services for resources management, offering among
others recommendations about the targeted exploitation of resources and
researchers’ competences, will be developed. Much attention will be paid to the
adoption of open standards and custom web technologies to ensure reliability.
A range of innovative functionalities for collaborative research support will be
offered to augment user engagement and accommodate interdisciplinary ways of
working.

Finally, with respect to legal and ethical issues (mainly for patients data from
related clinical studies), CoHeRe accommodates and appropriately adapts a Data
Protection Framework that relies primarily on pseudonymization and de facto
anonymization of personal data. A strong security framework, binding contracts,
the use of a Trusted Third Party and the procurement of appropriate informed
consent ensure that the pseudonymized data cannot be linked back to the original
patient with reasonable means and can thus be considered de facto anonymous.
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5 Conclusion

By advancing the state-of-the-art in virtual research environments, CoHeRe has the
potential to become a sustainable healthcare research ecosystem that acts as both a
consumer and a provider of research resources. It provides a novel collaborative
environment that is flexible enough to meaningfully accommodate heterogeneous
tasks, such as data analytics, in silico modeling, knowledge discovery and collec-
tive sense making, which are typically handled by separate systems. This alleviates
expenses related to the large-scale data loading into multiple systems and eases the
management of big data volumes, which are among the basic concerns and first
class priorities of scientific research communities. Due to the open and flexible
development approach followed in CoHeRe, which takes into account the way
science is organised and run, the proposed solution enables a digital science
ecosystem for both individual disciplines and for multidisciplinary work by sup-
porting individual, dynamic communities of research, with their associated tools,
networks and practices.
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An Ontology-Based Approach
for Representing Medical
Recommendations in mHealth
Applications

Aniello Minutolo, Massimo Esposito and Giuseppe De Pietro

Abstract Nowadays, mHealth applications have been evolving in the form of
pervasive solutions for supporting healthy life-style and wellness self-management.
In such a direction, the Italian project “Smart Health 2.0” realized innovative
technological infrastructures, on which different mHealth applications and services
were developed, aimed at remotely supporting individuals in diseases prevention
and improving their welfare and life styles. In this paper, the ontology-based
approach proposed in the project to represent, share, and reason on the knowledge
characterizing a subject within mHealth applications is presented. The proposed
approach uses a hybrid strategy integrating ontology models and deductive rules
built on the top of them. In order to better describe the proposed approach, a case of
application has been presented with respect to an mHealth application designed for
managing diet according to given daily caloric needs.

Keywords Ontology ⋅ Logic rules ⋅ mHealth ⋅ Knowledge-based systems

1 Introduction

Nowadays, the growing penetration of mobile devices, coupled with infrastructures
for telecommunication, has deeply influenced the delivery of healthcare services
[1], and defined wider horizons for health through mobile technologies [2]. The
cheap and widespread availability of mobile phones and wearable devices has
enabled the development of new mobile health (mHealth) systems, deployed on
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mobile phones provided to the individuals, able to deliver innovative health ser-
vices for improving the individual’s comfort, enhancing the quality of life [3],
promoting wellness and lifestyles [4], or improving the adherence to therapies of
remote monitored patients [5].

The Italian project “Smart Health 2.0” operated in such a direction, aimed at the
realization of innovative technological infrastructures, on which to develop different
services and facilities dedicated to the implementation of new business models in
the area of health and well-being. In detail, a remote and mobile framework was
developed where several mHealth applications and services communicated and
cooperated with the goal of remotely supporting individuals in diseases prevention
and improving their welfare and life styles. mHealth applications developed in the
project were aimed at supporting the individuals in the prevention and/or man-
agement of Diabetes Mellitus Type 2, Migraine frequent attacks, dysphonia, and
wellness.

Each mHealth application is dedicated to the management of a specific health
area of interest, and has to be deployed on the user smartphone for locally moni-
toring his/her activities. The data collected and processed by each mHealth appli-
cation is, on the one hand, locally evaluated in order to support users in the
monitoring of their activities and to provide them tailored recommendations about
their lifestyles with respect to the estimation of the risk to contract a disease or to
experience a worsening of their healthy status wellness. On the other hand, the
information evaluated by each application can be shared with a centralized server
where data are integrated and fartherly evaluated in order to compose more complex
and structured data, and persistently store them.

This complex scenario demands for an appropriate knowledge model for
properly representing, sharing, and reasoning on the knowledge characterizing the
individual context and, thus, two main issues arise: (i) how to handle and exchange
the processed knowledge among existing mobile and remote knowledge sources;
(ii) how to evaluate and reason on the acquired knowledge directly on mobile
devices for locally performing an accurate and continuous analysis of the indi-
vidual’s health status.

In this paper, the ontology-based approach proposed to address these issues in
such a project is presented. In particular, a knowledge model is produced, which is
applicable in the domain of every involved mHealth application. In fact, it enables
the easy comparison and integration of information gathered from different mea-
surements and/or applications [6]. Moreover, since not all information provided by
a mHealth application is relevant to other ones, it is able to provide both a common
semantics for representing knowledge among heterogeneous actors, and a common
and upper layer on top of which each actor can formulate its unique and
domain-specific knowledge [6].

Finally, it enables inference mechanisms on top of the formalized knowledge
with the goal of deriving new and higher-level knowledge from the acquired
low-level one. In fact, the information acquired from users and/or devices such as
sensors constitutes a low-level knowledge and, in the case when inference mech-
anisms are locally applied inside a single mHealth application, it can be evaluated
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for obtaining higher-level knowledge and better decisions for supporting users and
their activities.

In the following, Sect. 2 provides some preliminary information and details why
an ontology-based approach has been chosen for the project. In Sect. 3, the pro-
posed ontology-based approach is presented, whereas its application to a case of
study is described in Sect. 4. Finally, Sect. 5 concludes the work.

2 Background and Motivations

Knowledge pertaining the domain of every mHealth application involved in the
project could be modeled via different techniques [7–9], starting from key-value
models, where relevant knowledge is simply represented as a list of attributes and
their assigned values, to markup scheme models where complex hierarchical data
structures are composed via dedicated languages such as XML and/or RDF [10].
Such techniques provide basic reasoning methods, but they still possess some
limitations with respect to their inferring ability and their offered semantic and
expressive capacity [8].

The employment of ontology models is one of the most used approaches for
representing the knowledge handled by medical applications, especially in the case
of mobile scenarios, due to their capacity to provide both formal and semantically
rich mechanisms for describing complex data structure and for enabling logic and
deductive reasoning facilities upon on them [8, 9, 11]. Ontology models use simple
description logic languages to represent domain-specific concepts in terms of
characterizing attributes and semantic relationships existing among them. For this
reason, they were identified as adequate to meet the requirements of the project in
terms of expressivity, formality, reusability, and inference abilities. In fact, they let
to express knowledge in an expressive and formal language that facilitates the
sharing of information among heterogeneous actors.

In more detail, domain-specific knowledge of each application can be distilled in
terms of concepts and properties extending the predefined formal basis. Moreover,
they offer the chance to compose upper ontologies where most high-level and
common knowledge is modeled and, on top of which, distinct applications can
create their unique and domain-specific ontologies where the relevant information
pertaining specific applications is distilled. Finally, on top of ontology models,
logic and deductive rules can be formalized in order to provide logical reasoning
mechanisms. This aspect is fundamental since new and high-order knowledge can
be inferred by evaluating low-order knowledge formalized in an ontology model,
such as the evaluation of context by checking for consistency, compatibility,
incompleteness and ambiguity [9, 12].
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3 The Proposed Approach

The approach here proposed uses a hybrid strategy where both ontology models and
logic deductive rules are involved, for formally representing the knowledge char-
acterizing medical recommendations. Three main steps constitute the approach:
(i) definition of an upper ontology model for formalizing the common knowledge
charactering the scenario and the actors involved in it; (ii) specialization and
enrichment of the upper ontology model for representing the specific knowledge
characterizing medical recommendations related to an mHealth application;
(iii) definition of logic rules operating on top of the composed ontology model, in
order to represent the procedural knowledge underlying the medical recommen-
dations to reproduce.

In detail, for each mHealth application, a dedicated ontology model is composed
by integrating the upper ontology model with a specialized one defined for formally
describing the relevant concepts involved in the medical recommendation to for-
malize. On the one hand, the ontology model represents such concepts, their
attributes of interest, and the semantic relations existing among them. On the other
hand, rules describe the deductive logic underling the medical recommendations,
i.e. the logic used for determining when and how they have to be generated taking
into account the current context of user and his/her health status. The use of an
upper and common ontology model, where the common knowledge characterizing
the scenario of application is formalized, enables, on the one hand, the easy
exchange of information among heterogeneous actors of the scenario, and, on the
other hand, the easy integration of knowledge for composing enriched function-
alities build on top of knowledge coming from distinct sources.

As discussed in the previous section, ontology-based approaches provide a
formal and standard framework for describing the knowledge characterizing a
complex scenario and the context of its actors. Nevertheless, ontology models can
become computationally expensive for complex domains [8]. With respect to this
issue, the proposed approach let to reduce the number of classes and properties
processed by each mHealth application, since just the required portion of the whole
knowledge base is managed and evaluated. Moreover, since ontology models
typically demand extensive computational effort to maintain decidability, the
N-Triples serialization of OWL language [13] has been used in the project. This
solution, on the one hand, ensures decidability over expressive power since OWL is
a widely used subset of description logics, and, on the other hand, the N-Triples
serialization offers a light-weight format for ontologies, which results easier to parse
and process in mobile applications [14].

Finally, with respect to the definition of logic rules on top of ontology models,
the proposed approach makes use of a subset of the Jena rule language [15], since it
is suitable for being efficiently parsed on resource-limited settings, and its predi-
cates can be selected among classes and properties encoded as N-Triples serial-
ization of OWL.
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4 The Application to the Smart Health 2.0 Scenario

The mHealth applications developed in the project aim at evaluating the health
status of monitored users by collecting and processing sets of measures, which can
be automatically acquired via sensors or manually inserted via assisted
questionnaires.

According to the proposed approach, each mHealth application has been
designed as a rule-based application where the knowledge underlying its func-
tionalities is formalized via ontology models with the goal of easily sharing and
interpreting the knowledge produced. Thus, as a first step of the proposed approach,
the application scenario has been analyzed in order to determine the common
knowledge characterizing it so to formalize such knowledge inside an upper
ontology model.

4.1 Definition of the Upper Ontology Model

The health status of a subject can be characterized both by time-independent, or
slowly variable, knowledge, such as age or daily caloric needs, and by
time-dependent knowledge describing acquired measures whose values are char-
acterized by the time of acquisition. Such measures are typically compared with the
medical recommendations that are selected as relevant for the user according to
his/her context. For instance, given a user having x calories as daily caloric needs,
just the recommendations dedicated for x calories have to be selected as relevant for
him/her.

Thus, when his/her health status is evaluated, as first step, the set of modeled
recommendations is evaluated in order to assign the pertaining ones to the user.
After, the health status is evaluated by analyzing the recommendations selected
together with slowly variable attributes and acquired measures in order to recognize
potential abnormal situations, suggestions to provide, or goals to achieve. Abnor-
mal situations and suggestions are explicit interactions with the mHealth apps since
they have to be notified in order to produce an alarm or visualize a dialog for
showing the outcomes of the health evaluation. Goals, instead, are time-dependent
knowledge to be added to the health status of the user for applying time-based
recommendations, i.e., for instance, it is recommended to repeat an evaluation after
a period of time is elapsed in order to determine if a worsening is happened.

Starting from these considerations, an upper ontology has been defined for
representing the following concepts:

• UserHealthStatus: it models the current health status of a subject in terms of
information to consider or generated during the evaluation of his/her health
conditions.

• Indication: it models an indication that has to be applied during the current
evaluation. At this level, it is just a high-level concept containing a text
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describing the indication. At a lower level, it is specialized for modelling
information closer to measures to evaluate and to the logic to reproduce.

• Measure: it models a measure collected from the app that is of interest for the
current health evaluation, and it is characterized by the time of acquisition.

• Goal: it models a goal to achieve in a given period of time. A goal is charac-
terized by the time it must be verified by, and, eventually, by a reference value
to determine when the goal is met.

• Alert: it models an alert to be notified to the user. Generally, an alert is char-
acterized by a measure, and by the indication that justifies the alert itself.

Figure 1 reports the main concepts defined for composing the upper ontology
model used for representing the common knowledge that each actor is able to
interpret and integrate with the knowledge that it produce. This upper ontology is
used by every actor of the scenario that is in charge of specializing the upper
ontology model and reasoning on top of it in accordance with the upper-level
reasoning scheme reported in Fig. 2. In detail, each mHealth application, on the one
hand, enriches the upper ontology model specializing the concepts characterizing
the health domain of its interest, and, on the other hand, it introduces a set of
production rules able to interpret and operate on the composed ontology models. In
this respect, in order to better describe how the knowledge characterizing an
mHealth specialization has been formalized by integrating and specializing the
defined upper ontology model, in the next section a closer look to the mHealth
application designed for managing the diet will be presented and discussed.

Fig. 1 Upper ontology model for representing common knowledge of the scenario considered
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4.2 Specialization and Enrichment of the Upper Ontology
Model

In order to support users in keeping their wellness and health lifestyles, an mHealth
application has been designed for taking their diet under control according to given
daily caloric needs. In detail, the mHealth application supports users to monitor the
food portions consumed during a meal, over a week of observation. For each
aliment, a set of diet recommendations has been formulated describing the allowed
portion for a meal, the allowed portion for a day, and the allowed portion for a
week. Allowed portions are distilled in terms of minimum and maximum portions
that are recommended and, respectively, forbidden to consume in a given period of
time.

The goal of the mHealth application is to recognize and alert to the user potential
abnormal situations associated to the consumed food portions, such as the inade-
quate and excessive consumption of aliments, with respect to the caloric need of the
user. In accordance with the proposed approach, this mHealth application has been
designed as a rule-based application where the knowledge is formally represented
and encoded via ontology models and logic rules operating on top of them.

In detail, starting from the upper ontology model defined in the previous section,
the mHealth ontology model has been composed by integrating the specific
knowledge underlying the diet recommendations to formalize. In this respect, Fig. 3
reports the main concepts defined for composing the knowledge required for for-
mulating the diet guidelines underlying the considered mHealth application.

With more details, the main concepts defined for composing the mHealth
ontology model can be described as follow:

• WellnessStatus: it models the current status of wellness of a subject. It is
represented as a specialization of the concept UserHealthStatus having further
information pertaining the user, such as his/her daily caloric need.

• FoodPortion: it models a food portion about a single aliment that is consumed,
and also the grams consumed. The FoodPortion concept is further specialized

Fig. 2 The upper-level reasoning scheme applied on the top of the upper ontology model
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for indicating the time in which the food has been consumed, i.e. in a single
meal (MealPortion), in a single day (DailyPortion), in an entire week
(WeeklyPortion).

• Aliment: it models the aliments allowed to consume and that can be associated
to the food portions consumed by the user.

• FoodDiary: it models a diary where the set of food portions consumed during a
given time is annotated. It is worth noting that FoodDiary is defined as a
specialization of Measure since it models a time-dependent observation about
the monitored user. This concept has been further specialized in Meal-
FoodDiary for representing a food diary about the portions consumed during
the same meal; DailyFoodDiary for representing a food diary about the portions
consumed in a single day, and it contains both the single meals (Meal-
FoodDiary) and the total amount of portions (DailyPortion) consumed during
the day; WeeklyFoodDiary for representing a food diary about the portions
consumed in an entire week, and it contains both the daily diaries (Dialy-
FoodDiary) and the total amount of portions (WeeklyPortion) consumed in a
week.

• AllowedPortion: it models a food constraint about a given aliment, represented
as minimum and maximum amounts in grams to consume.

• FoodIndication: it models a food recommendation about the portion of a given
aliment that is suggested to consume during a single meal, during a single day,
or during an entire week. It is worth noting that FoodIndication is a

Fig. 3 The mHealth ontology model for representing its domain-specific knowledge
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specialization of Indication defined in the upper ontology model. Each
FoodIndication is characterized by a daily caloric need, and is associated to an
AllowedPortion expressing both the aliment to which the food indication is
related, and the allowed amount to consume. FoodIndication is further spe-
cialized in order to model food indications pertaining a meal portion
(MealFoodIndication), a daily portion (DailyFoodIndication), or a weekly
portion (WeeklyFoodIndication).

• FoodAlert: it models an alert to be notified to the user when an abnormal
consume of food has been recognized. Food alerts are generated due to a given
food indication, and contain also the potential abnormal portion and the asso-
ciated allowed portion violated. A FoodAlert is further specialized in Exces-
siveFoodAlert and InsufficientFoodAlert to model excessive and insufficient
food consumptions in a given portion, respectively.

4.3 Definition of Logic Rules Operating on Top
of the Composed Ontology Models

The goal of this step is to formulate a set of logic rules on top of the defined
mHealth ontology model able to realize the procedural knowledge underpinning the
diet recommendation to reproduce. The logic rules are distilled as if-then rules
operating on the ontology models, and are expressed via a light-weight as well as
expressive formalism, whose grammar is reported in Fig. 4.

A rule is made by a conjunction of condition elements in its left-hand side
(LHS), and a set of actions in its right-hand side (RHS). Each rule has to enable:
(i) the evaluation of the health status of the user and his/her slowly variable
knowledge in order to determine the most pertaining recommendations; (ii) the
evaluation of the selected recommendations and his/her time-dependent informa-
tion, i.e. the collected measures, in order to detect potentially abnormal measures;
(iii) the generation of alerts in accordance with the recognized abnormal measures.

Fig. 4 The rule language used for encoding logic rules on top of ontology models
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With respect to this first requirement, a rule for evaluating the user daily caloric
need and selecting the proper diet recomendation can be encoded as reported below:

With respect to the second requirement, a set of production rules has been
formulated for evaluating the user’s food diaries and the consumed food portions
annotated in them. At this aim, as an example, a consumed food portion annotated
in a meal food diary can be successively included inside both a daily food diary,
and inside weekly food diary. Thus, as an example, potential abnormal meal food
portions have to be researched in any kind of food diary associated to the user
wellness status.

Finally, in order to satisfy the last requirement, logic rules must be also orga-
nized to generate the proper alert when an abnormal food portion is recognized, by
discriminating over insufficient and excessive consumptions and the corresponding
alerts to generate. As an example, a production rule for identifying insufficient
consumptions in the food portions annotated inside a meal food diary, can be
encoded as reported below:

5 Conclusions

In this paper, the ontology-based approach proposed in the Italian project “Smart
Health 2.0” was presented, whose aim is to represent, share, and reason on the
knowledge characterizing a subject within mHealth applications.

The proposed approach uses a hybrid strategy where both ontology models and
deductive rules are involved, for formally representing the knowledge character-
izing a given domain. In detail, the three main steps are foreseen: (i) the definition
of an upper ontology model for representing the common knowledge charactering
the scenario and the actors involved in it; (ii) the specialization and enrichment of
the upper ontology model for representing the specific knowledge characterizing an
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mHealth application; (iii) the definition of logic rules operating on top of the
composed ontology model, in order to represent the procedural knowledge
underlying the recommendations to reproduce. In order to better describe the
proposed approach, a case of application has been presented with respect to an
mHealth application designed for managing diet according to given daily caloric
needs. Next step of the research activities will regard the evaluation of perfor-
mances of mobile knowledge-based systems with the goal of designing innovative
and formal optimization procedures to be integrated with the proposed approach.
The final aim will be the revision of the described ontology models and rules for
diminishing the portion of knowledge base evaluated in the reasoning process.
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Semantic Cluster Labeling for Medical
Relations

Anita Alicante, Anna Corazza, Francesco Isgrò and Stefano Silvestri

Abstract In the context of the extraction of the semantic contents important for

the effective exploitation of the documents which are now made available by med-

ical information systems, we consider the processing of relations connecting named

entities and propose an unsupervised approach to their recognition and labeling. The

approach is applied to an Italian data set of medical reports, and interesting results

are presented and discussed from a qualitative point of view.

1 Introduction

Plenty of digital documents have been made available since the introduction of med-

ical information systems. To allow a full exploitation of this material, tools are

required for browsing and searching to satisfy information needs on the basis of

their semantic contents. While part of the material, mainly including international

scientific publications, is in English, increasingly more material is being created in

the language of the country of the medical institution. The main part of the local lan-

guage material is represented by patient records. They contain information important

not only for preparing care plans or solve problems for the particular patient, but also

to extract statistics useful for research and also for logistics administration.
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When accessing patient records, it is necessary to be careful about privacy issues:

also in this case, a semantic interpretation of the text is crucial to elaborate effective

strategies to protect patient privacy. In conclusion, semantic-driven access to such

texts would allow more effective extraction and usage of the information they con-

tain, while respecting all the constraints imposed by the nature of the documents.

As discussed in [1], semantic processing of texts is usually based on recognition of

named entities and relations connecting them. In the cited work, we extensively dis-

cuss a domain entity and relation recognition system for Italian. In the present work,

only the entity recognition step is taken from that work, as here we only focus on the

relation recognition step.

Furthermore, while considering relations, a slightly different problem is tackled

with respect to the one analyzed in [1], and usually in the literature, where the type

of the relation is decided for a particular occurrence of an entity pair. Here, on the

other hand, rather than considering an occurrence of an entity pair in a particular

context, only the two entities are taken into account to decide whether a relation

connects them and how such relation can be labeled. In fact, this is complementary

with respect to the task of deciding whether two entities are related, which should

be decided on the basis of the context where the two entities occur, as in [1]. On the

other hand, by considering only the two involved entities, we can only decide the

type of a relation. Further analyses also considering the context in which the entities

occur, could then decide whether the relation is stated or negated.

We propose to use Word Embeddings (WEs) [2] to represent the words involved

in each entity with a real valued array. WEs most interesting characteristic consists

in the fact that the mutual position of words in a metric space strongly depends on

their meanings, so that words having similar semantics have large similarity, when

this is computed, for example, by cosine similarity. For each entity, we then consider

the embeddings corresponding to each token. Given the geometrical characteristics

of WEs, it makes sense to compute for each entity the average of the WEs and to

take the resulting vector as its representative. Furthermore, embeddings can be built

from large collection of unannotated set with a very efficient algorithm. Therefore,

they can be easily applied to a new language, in our case to Italian, provided that

enough texts are available. We used documents extracted from Wikipedia for this.

Each pair of entities occurring in the same sentence represent a possible candidate

for a relation. We therefore build the feature vector for each entity pair by juxtaposing

the so-obtained average vectors for each entity and input this representation into a

k-means clustering [3].

The paper is organized with Sect. 2 devoted to the discussion of related work;

Sect. 3 detailing the approach implementation; Sect. 4 presents the qualitative results

obtained on a data set; and Sect. 5 for conclusions and future work.
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2 Related Works

Detecting relations connecting entities in a text has attracted attention because this

task is crucial when reconstructing the text’s content. Sometimes, specific kinds of

relation are considered, as for example in the BioCreative V context Chemical Dis-

ease Relation Track [4], where attention is focused on the relation between a chem-

ical and a disease it induces. In several applications, however, the possible kinds

of relations are not known a-priori, but should be reconstructed together with the

occurrence of a relation: see for example [1] and references therein.

Effectiveness of WEs [2] to represent semantic properties of words in a geomet-

rical space have been advantageously exploited in several tasks in the natural lan-

guage processing area. As an example in the bio-medical domain, in the BioCreative

V context Chemical Disease Relation Track cited above, [5] includes word embed-

dings among the features used to represent the input of a conditional random field

classifier for named entity recognition.

Although different approaches have been proposed for the construction of such

representation, the most popular is probably word2vec.
1

This approach only consid-

ers the ability of the representation of predicting words, and it is completely inde-

pendent from the considered task, that is relation recognition and classification. A

diametrically different strategy has been adopted, for example, by [6], where WEs are

specifically constructed for the relation classification task. In fact, we aim at under-

standing whether we can mine relations from texts by only using a general purpose

tool like word2vec.

As discussed in the introduction, the task we are considering here is different from

the ones in the references above, generally referred to as relation recognition and/or

classification, in an important point: rather than considering a particular occurrence

of the entity pair, we only consider the tokens corresponding to the two entities. This

means that we are not trying to decide whether there is a relation in correspondence

of a specific entity pair instance, but whether there can be a relation between two

entities which can then occur in different points of the text.

3 System Architecture

The system proposed in this paper is structured in three main modules: Feature Con-
struction, Clustering, and Cluster Labeling. The first module builds a feature vector

based on WEs for each relation candidate; for doing this, first it must construct a WE

dictionary by using a large collection of unannotated texts, in our case extracted from

Wikipedia. After that, the K-means clustering is applied to the set of feature vectors

obtained by the first module; eventually, a last module associate a set of labels to

each cluster. These modules are described in the remainder of this section.

1
Freely available at https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Fig. 1 Architecture for the construction of the WE dictionary

3.1 Feature Construction

The steps necessary to build the WE dictionary are depicted in Fig. 1. The first mod-

ule normalize the input texts and inputs them to the word2vec module [2].

3.1.1 Training Set Construction

As mentioned above, we extracted the data set needed to built the WEs dictio-

nary from Wikipedia. More precisely, we considered Italian articles belonging to

Medicine, Biology and pharmaceutical categories. In fact, all Wikipedia articles are

tagged with at least one category and all categories are organized in a tree-shaped

hierarchy and it is possible to identify all the pages related to a specific category and

its subcategories. The selection of the pages has been automatically performed using

CatScan v3.0,
2

a web tool constructing the list of all Wikipedia articles belonging

specific topic. The selection can be refined choosing language, category and depth

of the subcategories, that is the number of subcategory of each article to be scanned

and included in the results. In our case we have searched all articles in Italian lan-

guage that belongs to Medicine, Biology and Pharmaceutical category, with a depth

equals to five, obtaining a list of 171, 877 Wikipedia pages. All the articles in this list

can be exported and saved in a standard XML format, using the Wikipedia export

tool.
3

We performed this extraction on the 30th of January 2016.

2
https://tools.wmflabs.org/catscan2/catscan2.php.

3
https://en.wikipedia.org/wiki/Special:Export.

https://tools.wmflabs.org/catscan2/catscan2.php
https://en.wikipedia.org/wiki/Special:Export
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3.1.2 Text Normalization

To extract only the plain text from the XML articles exported in the preceding step

we used the Wikipedia extractor tool,
4

a python script that generates plain text from

Wikipedia XML dumps, discarding any other information or annotation, including

images, tables, references and lists.

Further processing is necessary before the plain text can be input to word2vec. We

therefore implemented a few python and perl scripts, deleting numbers, punctuation,

parentheses and all non textual symbols, leaving only the words. After lower-casing,

text has been lemmatized by means of TextPro v2.0 suite [7], a Natural Language

Processing tool that supports Italian language. Such operation is necessary to reduce

data sparsity, also considering that Italian is a morphologically rich language. After

deleting stop words,
5

the text has been input to the following module.

3.1.3 Word Embedding Dictionary Construction

The construction of the WE dictionary has been performed by means ofword2vec [2,

8],
6

a tool providing an efficient implementation of the continuous bag-of-words

architecture [2] for computing WEs, used in next module of our system. For the

feature vectors length we chose 500, which is the default choice, and set the minimum

word count to 3, to exclude the less frequent words from the dictionary, obtaining a

set of 260, 680 vectors.

3.1.4 Input Preprocessing

The system proposed in this paper, without the unsupervised training phase neces-

sary for the construction of WEs, is structured in several modules, depicted in Fig. 2.

The input data set is composed by 989Electronic Medical Records (EMR) written

in Italian and is the same as in [1], where the entity recognition module we apply

here is also described. An example of the output it produces for the following portion

of text:

Persiste la nausea con conati di vomito, singhiozzo e malessere generale, digiuno.7

is reported in the following,

Persiste la<ent1>nausea<ent1> con<ent2>conati di vomito<ent2>,<ent3>singhiozzo<ent3>
e <ent4>malessere generale<ent4>, <ent5>digiuno<ent5>

4
http://medialab.di.unipi.it/wiki/Wikipedia_Extractor.

5
We used the Italian stop word list provided by Lucene and available at https://lucene.apache.org/

core/4_4_0/analyzers-common/org/apache/lucene/analysis/it/ItalianAnalyzer.html.

6
The software is freely available at https://code.google.com/p/word2vec/.

7
Nausea persists with vomiting, hiccups, and general malaise, fasting.

http://medialab.di.unipi.it/wiki/Wikipedia_Extractor
https://lucene.apache.org/core/4_4_0/analyzers-common/org/apache/lucene/analysis/it/ItalianAnalyzer.html
https://lucene.apache.org/core/4_4_0/analyzers-common/org/apache/lucene/analysis/it/ItalianAnalyzer.html
https://code.google.com/p/word2vec/
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Fig. 2 System architecture for Clustering Labeling. UMLS stay for Unified Medical Language
System, while PRB for Pharmaceutical Reference Book

Fig. 3 Output produced by the entity recognition module for the example sentence reported in the

text. The medical entities have been labeled with sub-categories. <eos> stays for “End of Sentence”

while the complete details are reported in Fig. 3, adopting the BIO-Notation,

where the prefix B—before the type of entity marks its beginning and I—stands

for inside. The third notation, that is O—for outside is never used here, because we

consider that entities are always composed by adjacent words.

Then we construct all possible relation candidates by considering all pair of enti-

ties occurring in the same sentence: in this way we obtain 77,730 items. Last, we

normalize the text corresponding to each entity exactly as described in Sect. 3.1 for

the WE construction. In the example above we have five entities, and therefore we

obtain the following ten entity pairs:
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1. (nausea, conato di vomito)

2. (nausea, malessere generale)

3. (nausea, singhiozzo)

4. (nausea, digiuno)

5. (conato di vomito, malessere generale)

6. (conato di vomito, singhiozzo)

7. (conato di vomito, digiuno)

8. (singhiozzo, digiuno)

9. (singhiozzo, malessere generale)

10. (malessere generale, digiuno)

Note that the order in which entities occur in the text is preserved.

3.1.5 Feature Vector Creation

For every entity pair we then construct a Feature Vector (FV) starting from the WE

of each word involved. Each entity can be composed by one or more words, as for

example conati di vomito: in this case, for each entity, we take the average among

the WEs of the words composing the entity. As we considered a WE size of 500, we

then obtain a FV of the same size for each entity. To build the FV associated to the

entity pair we then concatenate the FVs of the two entities, obtaining a size of 1, 000.

In this way, each FV can be partitioned in two parts: the former half corresponds

to the first entity in the pair, the latter to the other. Such partition is consistently

maintained during the whole processing. Also in the computation of centroids in

the k-means clustering algorithm, the former half of each centroid derives from the

average of the former half of the involved FVs and then corresponds to the first entity.

Correspondingly, the latter half of each centroid vector only depends on the second

entity of each involved pair.

The choice of the cluster to which a given item is assigned is based on the cosine

similarity. Its computation can be divided in three parts: the dot product of the part

of the two FVs corresponding to the first entity, the same for the second entity and

eventually the normalization with respect to the whole FV. In other words, the eval-

uation of the cosine similarity is based on a trade-off between how similar are the

first and the second entities in each pair. We will discuss later how such behaviour

affects the phase of cluster labeling.

3.2 Clustering

The clustering algorithm is then applied to the FV data set by means of the C Clus-
tering library [9], a fast C implementation of the k-means algorithm. As the k-means

is characterized by a random phase due to the initial choice of the seeds, we repeated
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each run 10 times, always choosing the best solution. We considered the Euclid-

ean distance, choosing a number of cluster equals to 40, which seemed a reasonable

number from the experiments in [1].

3.3 Cluster Labeling

To label each cluster we ordered the pairs in each cluster according to its cosine

similarity from the cluster centroid: the first four pairs are then chosen to characterize

the cluster. As discussed above, these pairs represent a good compromise between

considering the closeness of the first and the second entities in each pair. In other

words, they represent actual entities pairs which are similar to the (abstract) cluster

representative, corresponding to the centroid.

For example in Cluster 11 we have the following four nearest pairs to the centroid:

(retching, pain)—(retching, hiccup)—(paraesthesia, hypoaesthesia)—(inappetence,
polydipsia). We note that three pairs have all the entities involved in the relation that

are a sign or a symptom of a pathological condition. Almost all the other members

of Cluster 11 have in the relation two entities which are signs or symptoms of patho-

logical conditions, like nausea, pain, pallor, sialorrhea, etc. This is property of all

clusters.

4 Discussion of Preliminary Results

In this section we discuss the results obtained by our system. As we do not have a

ground truth to quantitatively assess our results, we will discuss them from a quali-

tative point of view, trying to highlight their strengths and weaknesses. In Tables 1,

2, 3, 4 and 5, we report a few examples of cluster, which are representative of the

general pattern we obtained. For each one of them, the first four rows correspond

to the label constructed to our system while the caption gives a brief description of

their contents.

Table 1 Cluster 3: diabetes

illness and its symtoms
tetraparesi piede diabetico

arteriopatia piede diabetico

piedi piede diabetico

calcoli retinopatia diabetico

tireotossicosi iperglicemia

ipoprotrombinemia iperglicemia

crepitii iperglicemia

tracheostomia ipoglicemia

emiplegia sinistra iperglicemia
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Table 2 Cluster 7: liver and pancreas diseases and related analyses

cirroso varici esofagee

pancreatite colelitiasi

pancreatite acuta noduli

pancreatite colestasi anitterica

pancreatite adenopatia

pancreatite noduli

epatopatia cronico colelitiasi

epatopatia colectomia

pancreatite laparocele

pancreatite cronico colelitiasi

pancreatite colecistite

pancreatite litiasi

cirroso paracentesi

pancreatite pseudocisti

pancreatite cronico epatologia

Table 3 Cluster 10: chemicals, drugs, proteins and related exams

piastrinopenia febbrile

colelitiasi lombalgia

angioma lombalgia

iperpiressia dolore a fianco

idronefrosi dolore a fianco

troponina dolore retrosternale

urine dolore colico

allopurinolo dolore retrosternale

dorsalgia lombalgia

discectomia lombalgia

gonartrosi lombalgia

angioma dolore lombosacrale

ortopnea sensazione di costrizione

Note how clustering based on WEs has been effective in grouping together candi-

date relations which are semantically uniform. On the other hand, this approach can

not discriminate whether a particular instance of an entity pair does or does not cor-

respond to a relation, as for this aspect an analysis of the surrounding text is needed.

Furthermore, each relation can be stated or negated: also for deciding this aspect an

approach which takes into account an analysis of the sentence in which the candi-

date relation appear is necessary. On the other hand, this approach is very effective in

grouping and labeling relations which have been recognized as such by an approach

as the one described in [1].
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Table 4 Cluster 11: symtoms

conato di vomito dolori

conati di vomito singhiozzo

parestesie ipostenia

inappetenza polidipsia

scialorrea ipertonia

dispnea da sforzo sensazione di costrizione

pollachiuria nicturia

stizzoso stizzoso

catarro parestesie

vertigini pallore

poliuria polidipsia

capogiro visus

inappetenza disorientamento

espettorazione espettorazione

parestesie ipoestesia

ottundimento ectasia

dispnea da sforzo polimialgia reumatico

Table 5 Cluster 16: chemicals and drugs

clotiapina aloperidolo

diltiazem aloperidolo

mirtazapina trazodone

meningioma trazodone

lipoma trazodone

levofloxacina aloperidolo

ipopotassiemia furosemide

pregabalin aloperidolo

ipoproteinemia furosemide

losartan furosemide

ticlopidina aloperidolo

siadh furosemide

lorazepam trazodone

creatinchinasi furosemide

po2 furosemide

levofloxacina broncodilatatori

5 Conclusions and Future Work

An approach for semantic relation clustering has been discussed and applied to a set

of Italian patient records. The results have been discussed, by emphasizing pros and

contras of the approach. Interestingly, the approach is completely based on machine
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learning techniques and do not require annotated data, but only easily available data

set such as Wikipedia in addition to the documents to process. It would therefore

be interesting to port it to a new language, possibly different from English, which

represents the most widely studied among all languages.
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A Robust Zero-Watermarking Algorithm
for Encrypted Medical Images
in the DWT-DFT Encrypted Domain

Jiangtao Dong and Jingbing Li

Abstract In order to protect personal information, numerous works has been done
in watermarking field. However, there still leaves some problems to be solved:
(1) most of the watermarking methods were processed in the plaintext domains,
which leave latent risk of exposing host image information, thus it is needed to
encrypt the host image and process the watermarking scheme in the encrypted
domain; (2) numerous image encryption methods had been searched, while not all
of them can meet the robustness requirements when applied in the encrypted
domain; (3) for some special fields of watermarking applications, medical images,
for example, image integrity is an important criterion that should be strictly taken
into account. Thus, that kind of watermarking methods which applies by modifying
the pixel values are not suitable in this situation. In order to achieve information
hiding in such kind of images, special techniques which do not change image
integrity is needed. (4) By utilizing homomorphic encryption scheme, one can
process watermark extraction without decrypting the encrypted watermarked image
first, while it cost too much time in image encryption and decryption, the com-
putational speed need to be improved. Based on the points mentioned above, we
proposed a robust zero-watermarking scheme in the DWT-DFT encrypted domain,
which embeds and extracts watermark without modifying the pixel values. Firstly,
we encrypted both original medical image and watermark image. Then, we extract
the DWT-DFT low frequency coefficients as encrypted medical images’ feature
vector. In watermark embedding and extraction phases, we adopt zero-
watermarking technique to ensure integrity of medical images. Taking “db2”
wavelet transform for example, we conduct the experiments on the visual quality
and robustness of our watermarking scheme. Experimental results demonstrate that
our algorithm achieves not only good watermarking robustness, but also ideal
computation speed in the homomorphic encrypted domain.
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cryptosystem ⋅ DWT-DFT encrypted domain

1 Introduction

Medical image is a special kind of image which contains lots of patients’ infor-
mation, whose security should be seriously taken into account. Digital water-
marking has been proposed as a possible brick of information protection systems,
providing a means to embed a unique code into each copy of the distributed
content. However, application of watermarking for multimedia content protection in
realistic scenarios poses several security issues [1]. In most previously proposed
image watermarking schemes, the embedding and extraction of a watermark often
processed in the plaintext domain, which only protect the watermark information
while ignoring the security of host image. When watermarking is processed by a
third party, for example, an cloud sever, there leaves a latent risk of exposing the
raw data.

Cryptosystems play an important role for the afore mentioned problem, i.e., to
process the watermark in the encrypted domain. However, not all cryptosystems are
appropriate for signal processing in the encrypted domain. Most cryptosystems,
such as data encryption standard (DES) and advanced encryption standard (AES),
do not retain the algebraic relations among the plaintexts after encryption [2, 3].
A special kind of cryptosystems, the homomorphic cryptosystems, are able to keep
the algebraic structure of the plaintext, and thus are particularly suitable for this
purpose.

Current solutions based on homomorphic encryption offer provable security at
the price of a very high complexity [4]. Here, the bottleneck is the secure
embedding module, since all watermarked features have to be encrypted using a
costly homomorphic cryptosystem. As an example, in [5] it is reported that on a
1,024 × 1,024 image secure embedding takes about 2 min using a standard per-
sonal computer. Hanaa et al. [6] proposed a homomorphic block-based KLT image
watermarking which works by segmenting the reflectance component of the host
image into blocks by using spiral scan and adding the watermark to every block
during the application of the KLT to each block, separately. Li et al. [7] proposed a
novel CDWM scheme based on homomorphic encryption and dirty paper pre-
coding. They introduced a decryption module before watermark detection to create
some nonlinearity and thereby inhibit conventional watermark attacks based on
linear operations. Zheng et al. [8] proposed a new signal processing procedure,
where the multiplicative inverse method is employed as the last step to limit the
data expansion. Bianchi et al. [9] conducted an investigation on the implementation
of the discrete Fourier transform (DFT) as well as the fast Fourier transform
(FFT) on encrypted signals. A Walsh-Hadamard transform-based image water-
marking scheme was proposed in [10], which possesses the character of blind
watermark extraction, in both the decrypted domain and the encrypted domain.
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In this paper, we propose a robust zero-watermarking algorithm for medical
images in the DWT-DFT encrypted domain. In Sect. 2, we introduce the funda-
mental theory. In Sect. 3, we discuss the zero-watermarking scheme in the
DWT-DFT encrypted domain. In Sect. 4, we discuss the robustness of our algo-
rithm under various kinds of attacks based on experimental results, and compared
the watermarking methods between plaintext domain and encrypted domain.
Finally, we conclude our paper in Sect. 5.

2 The Fundamental Theory

In this section, we will give an introduction to the homomorphic cryptosystem and
the implementation of DWT and DFT in the encrypted domain. Since DWT cannot
resist the geometric attacks, such as scaling and rotation [11], we combine the
DWT-DFT hybrid approach to improve the robustness of our watermarking
algorithm.

2.1 Paillier Homomorphic Encryption

In 1978, Rivest et al. first introduced an idea of homomorphic encryption which
permits encrypted data to be manipulated without preliminary decryption [12]. It
provides a suitable way for secure signal processing, since it retains the algebraic
relations among the plaintext after encryption, so that an algebraic operation on the
ciphertexts is corresponding to another operation on the plaintexts. The Paillier
cryptosystem [13] is a public key cryptosystem with both the homomorphic
property and probabilistic property [14]. It is a partial homomorphic cryptosystem,
in which only addition or multiplication homomorphism can be achieved.

The reason why we can use the Paillier cryptosystem to encrypt an image is that
the Paillier cryptosystem is a homomorphic cryptosystem. Most of the implemen-
tations of secure signal processing are based on the homomorphic properties. And
the security of Paillier cryptosystem has been proved. There are also a few kinds of
secure signal processing techniques based on the Paillier cryptosystem, such as
DWT and DCT in the encrypted domain [15]. Our watermarking scheme is based
on such transformations in the encrypted domain.

2.2 Non-parametric Probabilistic Models

DWT is a wavelet transform for which the wavelets are sampled at discrete inter-
vals. It provides a simultaneous spatial and frequency domain information of the
image. In DWT operation, an image can be analyzed by the combination of analysis
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filter bank and decimation operation. The analysis filter bank consists of a pair of
low and high pass filters corresponding to each decomposition level. The low pass
filter extracts the approximate information of the image whereas the high pass filter
extracts the details such as edges. The application of 2D DWT decomposes the
input image into four separate sub-bands: low frequency components in horizontal
and vertical direction directions (cA), low frequency component in the horizontal
and high frequency component in the vertical direction (cV), high frequency
component in the horizontal and low frequency component in the vertical direction
(cH) and high frequency component in horizontal and vertical directions (cD). cA,
cV, cH and cD can also be represented as LL, LH, HL and HH respectively.

The decomposing equation of the Mallat algorithm can be defined as follows:

Wφ j0,m, nð Þ= 1ffiffiffiffiffiffiffiffi
MN

p ∑M − 1
x=0 ∑N − 1

y=0 f x, yð Þφj0,m, n x, yð Þ ð1Þ

WΨ j,m, nð Þ= 1ffiffiffiffiffiffiffiffi
MN

p ∑M − 1
x=0 ∑N − 1

y=0 f x, yð Þφi
j,m, n x, yð Þ, i= fH,V ,Dg ð2Þ

In this paper, we adopt the ‘db2’ wavelet, and process the original medical image
within just one layer decomposition in order to maintain sufficient computational
speed.

2.3 Implementation of DFT in the Encrypted Domain

The Discrete Fourier Transform is a signal analysis theory. The M × N medical
images’ DFT is done by using:

Fðu, vÞ= ∑M − 1
x=0 ∑N − 1

y=0 f ðx, yÞ ⋅ e− j2πxu M̸e− j2πyv N̸

u=0, 1, . . . , M − 1 ; v=0, 1, . . . , N − 1
ð3Þ

The M × N medical images’ Inverse Discrete Fourier Transform (IDFT) is defined
by:

f ðx, yÞ= 1
MN

∑M − 1
u=0 ∑N − 1

v=0 Fðu, vÞej2π ux
M + vy

Nð Þ

x=0, 1, . . . , M − 1; y=0, 1, . . . , N − 1
ð4Þ

where f(x, y) corresponds to the value of the medical image at point (x, y) and F(u,
v) matches the DFT coefficient at point (u, v) in frequency domain. Digital images
are usually expressed in pixels square, so we set M = N.
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2.4 Non-parametric Probabilistic Models

The Logistic map is one of the most famous 1D chaotic maps. It is a simple
dynamic nonlinear return with complex chaotic behavior so that we can reproduce it
if we have its parameters and initial values. Its mathematical definition can be
expressed in the following equation:

xk+ 1 = xk 1− xkð Þ ð5Þ

where 0 ≤ μ≤ 4 and xk ∈ ð0, 1Þ are the system variable and parameter respectively,
and k is the number of iteration.

Logistic Map system works under chaotic condition when 3.569945 ≤ μ≤ 4. It
can be seen that a small difference in initial conditions would lead to a significant
difference of chaotic sequences. These statistical characteristics are the same as
white noise, so the above sequence is an ideal secret-key sequence. In this paper, we
set μ = 4, and the chaotic sequences are generated by different initial values.

3 The Algorithm

In this section, we propose a robust image zero-watermarking scheme in the
DWT-DFT encrypted domain. As shown in Fig. 1, the original image I is firstly
encrypted by the homomorphic cryptosystem. A scrambled watermark image E[w]
is generated from a Logistic sequence Y(j). The watermark embedding is performed
in the encrypted domain by a third party, e.g. a cloud server. In order to ensure
information security, we have to make sure that the watermark provided to the
server is an encrypted binary sequence consists of 0 and 1. Each watermark bit is
encrypted separately. Based on the homomorphic property of the cryptosystem, the
output of watermark embedding procedure would be an encrypted version of the
watermarked image, E[Iw]. After decryption, the user can acquire the decrypted
image which can meets application requirements.

Fig. 1 Watermarking scheme in the encrypted domain

A Robust Zero-Watermarking Algorithm for Encrypted … 201



3.1 Encryption Algorithm of the Original Medical Images

In order to protect the original medical images, we conduct our watermarking
algorithm in the encrypted domain. Figure 2 illustrates the encryption scheme for
medical images, detailed encryption scheme are described as follows:

Step 1: Perform DWT on the original medical images to acquire the cA, cH, cV
and cD sub-band wavelet coefficients.

Step 2: Apply DFT on each wavelet sub-band coefficients cA, cH, cV and cD to
decompose the sub-band coefficients.

Step 3: Encrypt all the decomposed sub-band coefficients by dot multiplication
operation with a binary matrix C (i, j) generated from a Logistic
sequence X(j).

Step 4: Perform inverse DFT (IDFT) on each coefficients to reconstruct the
sub-band.

Step 5: Perform inverse DWT (IDWT) on the reconstructed coefficients to
acquire the encrypted medical images.

3.2 Acquire the Feature Vector of Encrypted Medical
Images

Taking both the robustness and visual quality into account, we extracted the
low-frequency coefficients after applying DWT-DFT hybrid operation. The
implementation is given as:

Fig. 2 Watermarking in the encrypted domain: a the original medical image “mir-1”, b encrypted
“mir-1” image, c watermarked image, d decrypted watermarked image, e original watermark,
f plaintext domain extraction, g encrypted domain extraction and h decrypted watermarking
robustness performance
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Step 1: Perform DWT on the original medical images to acquire the cA, cH, cV,
cD sub-band wavelet coefficients;

fcA, cH, cV, cDg=DWT2 ðI(i, jÞÞ ð6Þ

Step 2: Apply DFT to the low frequency coefficients cA(i,j);

cA′ ði, jÞ=DFT2 ðcA(i, jÞÞ ð7Þ

Step 3: Extract the low and middle frequency coefficients of DFT matrix cA′(i,
j), after binary processing represented in Eq. (8), we can obtain a binary
sign sequence of coefficients as the feature vector V(j).

sgnðxÞ= 1, xði, jÞ≥ 0
0, xði, jÞ<0

�
ð8Þ

VðjÞ= sign(cA′ ði, jÞÞ ð9Þ

As shown in Table 1. After numerous experiments, we found that the value of
DWT-DFT low-frequency coefficients may change after attacking the encrypted
image, while the signs of the coefficients still remain unchanged. Let “1” represents
a positive or zero coefficient, and “0” represents a negative coefficient. We can
obtain the sign sequence of low-frequency coefficients, as shown in the column
“Sequence of coefficient signs” in Table 1. After attack, the sign sequence is
unchanged, and the Normalized Cross-correlation (NC) is equal to 1.0. Thus we can
adopt the coefficient signs as the feature vector of the encrypted medical images.

3.3 Watermark Embedding Algorithm in the Encrypted
Domain

Medical image is a special kind of image which strictly requires image integrity.
Thus, we adopt the zero-watermarking technique to finish watermark embedding.
During the process, we embed the watermark by correlating image feature vector
and the encrypted watermark ew(j), rather than by modifying the image pixel
values. Note that, once the key is generated, the watermark is embedded in. The
watermark embedding algorithm are described as follows:

Step 1: Extract the encrypted medical image’s feature vector V(j) through
DWT-DFT transform.

Step 2: Watermark scrambling. Firstly, we generate a binary logistic sequence
L(j) by using Logistic map; After that, perform hash XOR operation
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between L(j) and the original watermark w(j) to acquire the scrambled
watermark ew(j).

ewðjÞ=wðjÞ⊕LðjÞ ð10Þ

Step 3: Generate the Key(j). Employ hash XOR operation between V(j) and ew
(j) to acquire Key(j).

KeyðjÞ= ewðjÞ⊕VðjÞ ð11Þ

3.4 Watermark Extraction Algorithm in the Encrypted
Domain

The implementation of watermark extraction in the encrypted domain can be
described as:

Step 1: Perform DWT-DFT on the test image to extract its feature vector V′(j).
Step 2: Employ hash XOR operation between V′(j) and Key(j) to extracted the

scrambled watermark ew′(j).
Step 3: Watermark recovery. Decrypt the watermark by applying XOR opera-

tion between ew′(j) and the binary Logistic sequence Y(j), so we can get
the decryption version of extracted watermark w′(j).

3.5 Watermarking Evaluation

We use the peak signal-to-noise ratio (PSNR) value to evaluate the visual quality of
the watermarked images, and the robustness of the scheme is measured by the
Normalized Cross-correlation (NC), which can be described as follows:

NC=
∑i ∑j Wði, jÞW′ði, jÞ

∑i ∑j W2ði, jÞ ð12Þ

After detecting W′(i,j), compute the NC values between W (i,j) and W′(i,j) to
determine whether the watermark is embedded in.

The Peak Signal to Noise Ratio (PSNR) is used for measuring the distortion of
the watermarked image, which is defined as:
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PSNR=10 lg
MNmaxi, j I i, jð Þð Þ2

∑i ∑j I i, jð Þ− I' i, jð Þð Þ2
" #

ð13Þ

where I(i,j) and I′(i,j) denote the pixel grey values of the coordinates (i,j) in the
original images and the watermarked images respectively; M, N represents the
image row and column numbers of pixels respectively.

4 Experiments

In our experiment, we select the tenth slice of one medical volume medical data as
the original medical image (128 × 128) and choose a significant binary image
(32 × 32) as the original watermark image. Figure 2a–d shows the original
medical image, encrypted medical image. Figure 2e–h shows the original binary
image W = {W(i,j)|W(i,j) = 0, 1; 1 ≤ i≤ 32,1 ≤ j≤ 32}.The parameters for
encrypting the binary watermark images are: x0 = 0.2, μ = 4; and x0’ = 0.135,
μ′ = 4 for encrypting the medical images respectively. To verify our algorithm, we
run the watermarking scheme on Matlab R2014a platform with a computer contains
four Intel(R) Core i5-4590 CPUs at 3.30 GHz.

Experimental results are illustrated in Table 2, in which we compared the
robustness performance of watermark attacks in the plaintext and encrypted
domains. From the table, we can observe that the watermarking scheme in the
encrypted domain achieves good robustness performance which is close to that in
the plaintext domain.

To test the computational cost of our algorithm, we conduct our experiment in
eight selected images. In the case of embedding a 32 × 32 watermark into a
128 × 128 × 8 bits’ host image, the encryption time is about 0.2 s and the

Table 2 PSNR and NC values under watermark attacks in the DWT-DFT encrypted domain

Attacks Parameters PSNR NC
Plaintext
domain

Encrypted
domain

Plaintext
domain

Encrypted
domain

Gaussian
noise

5 % 14.68 13.98 0.71 0.88

JPEG 20 % 21.50 19.23 0.96 1.00
Median
filter

[3 × 3],10
times

24.98 24.84 0.90 1.00

Rotation 4° 20.59 18.84 0.94 0.88
Scaling × 0.8 – – 0.88 0.88
Translation 6 % 14.83 15.69 0.36 0.81
Cropping 10 % – – 0.61 0.81
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decryption time is about 0.08 s. And the execution time of encrypted domain
watermark embedding is about 0.25 s and the extraction time is about 0.05 s in the
encrypted domain.

5 Conclusions

Most of the existing watermarking schemes were designed to embed the watermark
information in the plaintext domain, which leaves a latent risk of exposing the host
image. In this paper, we proposed a robust watermarking scheme in the DWT-DFT
encrypted domain. The main contributions are listed as follows.

(1) The proposed watermarking algorithm in the DWT-DFT encrypted domain is
robust against watermark attacks in the encrypted domain.

(2) We adopted the zero-watermarking technique to embed the watermark by
correlating image feature vector with a logistic sequence, rather than by
changing the image pixel values, thus it can be used in special conditions like
medical images etc. that strictly requires image integrity.

(3) By utilizing our algorithm, the computational speed can easily meets practical
requirements.
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A Touchless Visualization System
for Medical Volumes Based on Kinect
Gesture Recognition

Ryoma Fujii, Tomoko Tateyama, Titinunt Kitrungrotsakul,
Satoshi Tanaka and Yen-Wei Chen

Abstract The purpose of this study is to construct a system for surgical assistance
by touchless interactions. In the clinical site, surgeons usually need to use some
contacting devices to display or visualize medical images and check the anatomic
information of the patient. However, after operating the visualization device,
re-sterilization is necessary in order to maintain hygiene. Though some touchless
surgery support systems using Kinect have been developed, their functions are not
enough for surgical support. In this paper, we develop a new system, which can
visualize 3D medical image by simple touchless single-handed interactions.

Keywords Computer aided surgery (CAS) ⋅ Medical image visualization ⋅
Hand form recognition ⋅ Touchless interaction ⋅ Kinect

1 Introduction

With the development of medical imaging technology, higher resolution 3D medical
images nowadays are available for assistance of diagnostics and surgery. Since
visualization of these 3D medical images, such as volume rendering and surface
rendering, can provide more anatomical information, the surgeon usually needs to
use some contacting devices such as mouse, keyboard or touch panel to display the
medical images during the surgery operation. However, after operating the visual-
ization device, re-sterilization is necessary in order to maintain hygiene, which is an
inefficient and un-effective process for surgery. So development of a touchless
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visualization system is an important issue for supporting surgery. In 2010, Microsoft
released a low-cost RGB-D camera, called Kinect. Kinect can provide both color
image and depth image and it can detect the human actions and human skeleton
without any markers. Since it can be used for accurate gesture recognition, Kinect is
considered as an ideal solution for touchless interactions. Several touch-less inter-
action systems have been proposed for visualization of medical images in surgery
operation room [1–3]. However, these systems still have some limitations: need two
hands for interactions [1] or can only visualize 2D medical image [2]. In this paper,
we developed a new touchless visualization system using Kinect for assisting sur-
gery, which can visualize 3D medical images with single-handed interactions.

2 Overview of Our Proposed System

Our proposed system is composed of two modules: interaction module and visu-
alization module. In the interaction module, we designed 7 gestures to control the
visualization mode. We use Kinect to obtain a depth image of the hand and rec-
ognize the gesture based on a depth image, which is used to control the visual-
ization mode. In the visualization module, 3D surface rendering of the anatomic
models are used for fast visualization. There are several visualization modes such as
rotation and adjustment of opacity, which are controlled by hand gestures (without
touching any device). The diagram of our proposed system is shown in Fig. 1.

3 Gesture Recognition

Our system can recognize 7 hand gestures as shown in Fig. 2. They are Finger up,
down, right, left, Palm up, down and Grasp. The gesture recognition is based on a
depth image obtained by Kinect. Compared with conventional RGB image, the
depth image is robust to illumination changes. We first use Kinect to obtain a depth
image of the user (Fig. 3a). Then we clip out a square region with the user’s right
hand in the center and each sides of the square is 36 cm (Fig. 3b). The hand region
is defined as −30 to 5 cm from surface of the user’s right hand as shown in Fig. 4.
We extract pixels that have depth value between −30 and 5 cm from surface of the
user’s right hand as a hand image (Fig. 3c). Since the hand image has noise (the
depth image obtained by Kinect v2 might contain noise), we use opening operator
and median filter to remove the noise and non-hand pixels. In order to normalize the
depth value, we subtract a value of d (the distance between the Kinect and the
boundary of hand region as shown in Fig. 4) from the extract hand image (depth
image). The location of the hand region is also normalized or aligned by translating
the gravity of the hand to the image center (Fig. 3d). We construct a hand image
database with 7 gestures generated in this way for gesture recognition. Each gesture
has 120 images.
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Fig. 2 7 hand gestures used in our system. a Finger up, b Finger down, c Finger right, d Finger
left, e Palm up, f Palm down, g Grasp

Fig. 1 Diagram of our proposed system
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In the hand gesture recognition, we used all pixels’ intensity of the hand image
(Fig. 3d) as features, and used a k-nearest neighbor algorithm as a discriminator. The
database described above is used for experiments, in which we have 120 images
for each gesture. We use 70 images for training and 50 for test. Experiments are
performed with both low-resolution (50 × 50) and high-resolution (100 × 100)
images. Figure 4 shows recognition rate for each gesture. There are no significant
difference between low-resolution (50 × 50) and high-resolution (100 × 100). The
recognition rate is significantly affected by the viewing angle. The viewing angle of the
input data is different with training data, the recognition rate will be significantly
decrease. In our experiments, the average recognition rate is about 95 % (Fig. 5).

4 Visualization

In the visualization, surface models of hepatic artery, hepatic portal vein, hepatic
vein and liver parenchyma (Fig. 6) are generated by converting volume data to a
triangulated mesh surface by the use of marching cube algorithms [4]. The volume

Fig. 3 The depth hand image for gesture recognition. a Depth image, b Depth hand image,
c Depth hand image including noise, d Depth hand image excluding noise

Fig. 4 Relation of extracted
hand region and Kinect
position
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data are segmented semi-automatically from CT images under the guidance of a
physician [5–7]. By visualizing these models together and changing the opacity of
the liver, the surgeon can easily recognize the liver geometry, its vessels structures,
liver’s tumors sizes and locations during the surgery as shown in Fig. 7.
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Fig. 5 The gesture recognition rate
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Fig. 6 Visualization of liver and its vessels

Fig. 7 Visualization of hepatic region with different opacity. Left opaque; Right transparent
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5 Touchless Visualization by Single-Handed Interactions

The proposed system adopts 7 gestures. While the user grasps hand or user’s right
hand is not recognized, the system is in the idle state (Fig. 8a). When the user
pointed his index finger into the top, or bottom, or right, or left, the 3D model will
be rotated according to the finger direction (Fig. 8b). When the user faced his palm
up or down, the opacity of liver will be changed (up: opaque; down: transparent)
(Fig. 8c). The surgeon can confirm the information of patient’s liver and hepatic
vessels based on single-handed interaction (without touching the device) (Table 1).

Fig. 8 Visualizing operation by single-handed touchless interactions. Left patient medical model,
Right operation user. a Operation default mode, b Rotation mode, c Opacity changing mode
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6 Conclusion

We developed a touchless visualization system for medical volume. By using our
system, the surgeon can operate and check the information of patient body without
touching device. The system can visualize the liver and its vessel structure together
and the visualization was controlled by single-handed interactions. We use the
depth image obtained by Kinect for gesture recognition and control the visualiza-
tion mode by hand gestures. In the future, some medical image analysis tools such
as segmentation and registration will be incorporated in order to provide more
useful information for surgeons.
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Table 1 Visualization mode
controlled by gestures

Gesture Visualization mode

Finger up, down, right, left Rotation of models
Palm up, down Adjustment of liver’s opacity
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A Touchless Visualization System for Medical Volumes … 215



Super-Resolution Technology for X-Ray
Images and Its Application for Rheumatoid
Arthritis Medical Examinations

Tomio Goto, Takuma Mori, Hidetoshi Kariya, Masato Shimizu,
Masaru Sakurai and Koji Funahashi

Abstract Super-resolution techniques have been widely used in fields such as tele-

vision, aerospace imaging, and medical imaging. In medical imaging, X-rays com-

monly have low resolution and a significant amount of noise, because radiation levels

are minimized to maintain patient safety. In this paper, we propose a novel super-

resolution method for X-ray images, and a novel measurement algorithm for treat-

ment of rheumatoid arthritis (RA) using X-ray images generated by our proposed

super-resolution method. Moreover, to validate measurement accuracy for our pro-

posed algorithm, we make a model for measurement algorithm about joint space

distance using a 3D printer, and X-ray images are obtained to photograph it. Exper-

imental results show that high quality super-resolution images are obtained, and the

measurement distances are measured with high accuracy. Therefore, our proposed

measurement algorithm is effective for RA medical examinations.

Keywords Super-resolution ⋅ Rheumatoid arthritis ⋅ Joint space distance ⋅
Measurement algorithm
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1 Introduction

X-ray images are widely used to diagnose a variety of diseases. However, to reduce

the patient’s exposure to radiation, X-ray dosage is minimized as much as possible.

As a result, X-ray images contain a significant amount of noise and resolution is

compromised. Thus, it is necessary to increase image resolution and reduce noise. In

this paper, we propose a novel super-resolution system for X-ray images that consists

of total variation (TV) regularization, a shock filter, and a median filter. In addition,

we propose a novel measurement algorithm for the treatment of RA, using X-ray

images generated by our proposed super-resolution system.

2 Super-Resolution System

Super-resolution is a technique for increasing the resolution of an enlarged image by

generating new high-frequency components. This technique estimates and generates

such components from the characteristics of the original signals. In recent years, vari-

ous super-resolution techniques have been proposed, and most are classified as either

reconstruction-based super-resolution [1] or learning-based super-resolution [2].

Resolution for X-ray images, which is used at medical operation, the resolution of

one pixel will be 0.15 mm square, and joint space distance will be about from 1.0 to

1.5 mm. Therefore, when the joint space distance is measured with one pixel error,

the error will be from 10 to 15 %, improving measurement accuracy is required.

It is possible to solve this problem by utilizing a super-resolution technique. By

magnifying segmented images by a multiple of 4 × 4, a resolution of a pixel will be

0.0375 mm, thus the error can be suppressed from 2.5 to 3.75 %. Also by utilizing the

shock filter, clearer edges in images will be obtained, thus it is easy to select edges.

A block diagram of our proposed super-resolution system is shown in Fig. 1. Each

of the nonlinear filters is explained in the following sections.

Fig. 1 Block diagram of our proposed super-resolution system
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2.1 Total Variation Regularization

As shown in Fig. 1, the TV regularization decomposition [3–6] is performed as fol-

lows [7]. The structure component u is calculated to minimize the evaluation function

F(u) as shown in Eq. (1):

F(u) = 𝛴i,j|∇ui,j| + 𝜆𝛴i,j|fi,j − ui,j|2. (1)

where f is a pixel value of the input image. The Chambolle’s projection algorithm

[8] is used to solve the minimization problem.

P(n+1)
i,j =

P(n)
i,j + ( 𝜏

𝜆
)∇(f + 𝜆divP(n)

i,j )

max{1, |P(n)
i,j + ( 𝜏

𝜆
)∇(f + 𝜆divP(n)

i,j )|}
. (2)

where P is a pixel value. The texture component v and the structure component u are

obtained by using the equations in (3).

v = 𝜆divP, u = f − v. (3)

Figure 2 shows an example of the TV decomposition for an X-ray image.

Fig. 2 Example of total variation decomposition for X-ray image. a Original image. b Structure

image. c Texture image
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Fig. 3 Example of shock filter for X-ray image. a Input image. b Output image from shock filter

2.2 Shock Filter

The shock filter is a nonlinear edge enhancement filter proposed by Osher and Rudin

[9] and Alvarez and Mazorra, [10]. The process is achieved by utilizing Eq. (4):

u(n+1)i,j = u(n)i,j − sign
(

𝛥

(

K
𝜎
∗ 𝛥u(n)i,j

))
|
|
|
∇u(n)i,j

|
|
|
dt. (4)

where u is a structure component, K is a smoothing filter. It is possible to recon-

struct steep edges by calculating a simple operation; thus, this filter is suitable for

high-speed processing. In addition, several artifacts generated during edge enhance-

ment processing can be controlled successfully, i.e., ringing noise and jaggy noise.

Figure 3 shows an input image and output images obtained by utilizing the shock

filter.

2.3 Median Filter

Most noise is classified as a texture component by utilizing TV regularization. As

mentioned previously, X-ray images contain significant noise. Therefore, we propose

applying the median filter to the texture components of X-ray images. The median

filter sorts nine pixel values in 3 × 3 pixels around the pixel of interest. Next, the

filter replaces the fifth pixel value with a new pixel value of interest. This process is

applied to all of the texture components.
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3 Measurement Algorithm About Joint Space Distance

Rheumatoid arthritis (RA) is a disease that causes joint inflammation, and most com-

monly afflicts women between 30 and 50 years of age. As the progress of symptoms,

the patient’s joint space distance (JSD) will narrow. This change can be observed with

X-ray images; however, at present, an accurate measurement method has not been

established. Therefore, a more accurate JSD measurement technique is needed. In

this paper, we propose two JSD measurement algorithms. Figure 4 shows an exam-

ple of an output image. In our proposed method, we use an input image, which is

magnified by utilizing a super-resolution method. Our algorithm for measurement is

shown as follows:

1. Select several points on an edge of an upper bone by clicking mouse button, man-

ually.

2. Set axes corresponding to a joint from selected points automatically.

3. Calculate coordinate values of selected points based on the axes.

4. Calculate a quadratic function by using the least squares method from the calcu-

rated fitting function.

5. Calculate a quadratic function by selecting several points on an edge at a lower

bone, similarly.

6. Measure the joint space distance from normal lines and integral operation.

We also propose another JSD measurement algorithm, which is calcurated by

using an area of JSD, and its algorithm for measurement is shown as follows:

Fig. 4 Application for JSD

calculation of X-ray image



222 T. Goto et al.

1. An integral calculus range in a range of curve p is set, and to calculate the integral

calculus SR of differences between curve p and curve q.

2. An integral calculus range in a range of curve q is set, and to calculate the integral

calculus SB of differences between curve p and curve q.

3. The value W is defined as the distance between 2 points, which is automatically

detected when the coordinate axis are set.

4. The JSD value D is calculated from two values: SR and SB and averages of the

distances of the top and bottom as shown in Eq. (5).

D =
SR + SB
2W

(5)

4 Experimental Results

4.1 Super-Resolution System

Figure 5 shows the experimental results for the super-resolution system, using (a)

linear interpolation (Bicubic), and (b) our proposed super-resolution system. It can

be seen that the edge of (b) is expanded more clearly than (a).

4.2 Measurement System

To validate measurement accuracy in our proposed method, we experiment using 3D

modeled images.

Fig. 5 Experimental results of super-resolution. a Linear interpolation (Bicubic). b Proposed

super-resolution
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4.2.1 3D Modeled Images

We have designed the 3D model in imitation of the joint of the left hand middle fin-

ger, which has three joint space distances: 1, 2 and 3 mm as shown in Fig. 6, and have

printed out it by using a 3D printer. Then, an X-ray image is obtained to photograph

it, we compare the distances between the ideal one and measured one by utilizing

our proposed application. The measurement distances are calcurated at a mean value

and an area by a distance by using Eq. (5).

The experimental condition is shown in Table 1, the designed 3D model, the

model made by a 3D printer and its X-ray image are shown in Figs. 7, 8 and 9, respec-

tively. Also, the experimental results for the 3D model is shown in Table 2.

In Table 2, the error between ideal distance and measurement value was 1.3 % for

the average distances and 0.4 % for area divided by width, and these error were very

small. Therefore, the measurement accuracy was very high quality, and it is possible

to verify and monitor the earlier state of RA, objectively.

Fig. 6 Designed 3D model

Table 1 Experimental

parameters
Parameter Value

Width of joint space distance 3 (mm)

Distance from X-ray to objects 1000 (mm)

Magnified rate 1.5
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Fig. 7 Printed 3D model

Fig. 8 X-ray image of

printed 3D model

4.2.2 Real X-Ray Images

We will measure the JSD 20 times by using two X-ray images—an input image before

the super-resolution, and the super-resolution image. Table 1 shows the variance of

measurement results using two X-ray images. The F boundary value is obtained from

F distribution table. It is the reference for determining whether there is a signifi-

cant difference with the variance ratio. In Table 1 the value of the variance ratio is

larger than the F boundary value, which implies that there is a significant difference

between the average distances before super-resolution and after super-resolution.

Therefore, the measurement accuracy can be improved by utilizing our proposed

super-resolution system (Table 3).
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Fig. 9 Application for JSD

calculation of X-ray image

utilizing printed 3D model

Table 2 Experimental

results for X-ray images of

printed 3D model

Average distances

(mm)

Area divided by width

(mm)

1st 3.0889 3.0047

2nd 3.0725 2.9861

3rd 3.0114 2.9569

4th 3.0006 2.9712

5th 3.0759 3.0171

6th 2.9757 2.9748

7th 3.0254 3.0012

8th 3.2058 2.9890

9th 3.0848 3.0074

10th 3.0252 2.9654

Average 3.0386 2.9874

5 Conclusion

In this paper, we have proposed a super-resolution system for X-ray images that uti-

lizes the TV regularization, the shock filter, and the median filter. In addition, we have

proposed a novel measurement algorithm for treatment of RA using X-ray images

generated by our proposed super-resolution system. Experimental results show that

high-quality super-resolution images are obtained from low-quality X-ray images

utilizing our proposed super-resolution system. In addition, the results show that
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Table 3 Significant difference test based on variance of before and after super-resolution

Before super-resolution After super-resolution

Average (mm) 1.36 1.4733

Variance 0.0517 0.0019

Deviation (mm) 0.2274 0.0436

Number of measurement 20

Variance ratio 27.2

F boundary value 2.2

JSD can be measured more accurately and the progress of RA can be monitored

more precisely by using super-resolution images.

Also, we made a model by using a 3D printer to validate our measurement algo-

rithm, and by measuring it, we have validate that measurement accuracy of our pro-

posed method is very high quality.

For further research, we intend to measure JSDs, automatically because several

points’ selection on edges of upper and lower bones by users is required in our pro-

posed measurement algorithm, and it may include error. Also, we intend to improve

the user interface of our proposed measurement system, which doctors use in medical

examination and treatment.
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Bayesian Model for Liver Tumor
Enhancement

Yu Konno, Xian-Hua Han, Lanfen Lin, Hongjie Hu, Yitao Liu,
Wenchao Zhu and Yen-Wei Chen

Abstract Automatic liver lesion enhancement and detection has an essential role
for the computer-aided diagnosis of liver tumor in CT volume data. This paper
proposes a novel lesion enhancement strategy using Bayesian framework by
combining the lesion probabilities based on an adaptive non-parametric model with
the processed test volume and the constructed common non-lesion models with
prepared liver database. Due to the large variation of different lesion tissues, it is
difficult to obtain the common lesion prototypes from liver volumes, and thus this
paper investigates a lesion-training-data free strategy by only constructing the
healthy liver and vessel prototypes using local patches, which can be extracted from
any slice of the test liver volume, and is also easy to prepare the common training
non-lesion samples for all volumes. With the healthy liver and vessel prototypes
from the test volume, an adaptive non-parametric model is constructed for esti-
mating the lesion possibility, which is considered as the pixel likelihood to lesion
region; the common model constructed using the pre-prepared liver database is used
to estimate the pixel probability, which is defined as prior knowledge due to the
used unvaried model. Finally, the posterior probabilities based on Bayesian theory
are achieved for enhancing lesion regions. Experimental results validate that the
proposed framework can not only detect almost small lesion regions but also greatly
reduce falsely detect regions.
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1 Introduction

Liver cancer is considered as a major death factor in Japan. In 2012, number of
fatality by liver cancer is the 4th most common cause of death by cancer [1]. The
survival rate of the early stage 1 of liver cancer is 50.2 %, while those of stage 3 and
the last stage 4 are 14.5 % and 6.0 %, respectively. So lesion/tumor detection in
early stage is essential for increasing the survival chances of patients. Medical
images, such as CT are used as a non-invasive method to detect lesions/tumors
(malignant tumors are called cancerous tumors). Recent advancements in medical
imaging modalities have enabled the acquisition of high-resolution CT datasets, so
that a physician can detect small ones, in addition to large lesions. Owing to the
large number of images in medical datasets, it is difficult to manually analyze all
images, and useful diagnostic information may be overlooked. Moreover, the
diagnoses are mainly based on the physician’s subjective evaluation and are
dependent on the physician’s experience. Therefore, automatic tumor enhancement
and detection in CT volumes based on computer vision techniques, which is also
known as computer aided detection (CAD), has become one of the major research
subjects in the field of medical image analysis.

Until now, many methods have been proposed for lesion enhancement and
detection in liver CT images. These methods can be classified as semi-automatic [2,
3] and automatic [4, 5]. Smeets et al. have proposed a semi-automatic level set
method, which combines a spiral scanning technique with supervised fuzzy pixel
classification [2]. Mala et al. employed wavelet-based texture features in order to
train a neural network for use in tumor detection [4]. In the method proposed by
Park et al. [5], vessels are removed from liver images and a bimodal histogram is
assumed for the intensity distribution of the liver and tumors. The optimal threshold
to segment lesions/tumors is determined by a “mixture density” algorithm. Masuda
etc. [6, 7] proposed to adaptively enhance the contrast of CT images firstly, and
then, applied an expectation maximization and maximization of the posterior
marginal (EM/MPM) algorithm by integrating the spatial information for robust
tumor segmentation. Foruzan and Chen [8] proposed a sigmoid edge model for
tumor segmentation. All the above mentioned methods can locate lesions/tumors
that are sufficiently large and have distinct boundaries. Semi-automatic approaches
for handling a large number of tumors would need extensive user interactions, and
therefore are error prone and tedious.

In this paper, we propose a novel lesion enhancement strategy using Bayesian
framework by combining the lesion probabilities based on a non-parametric model
with the processed test volume and the constructed common non-lesion models
with prepared liver database. The proposed framework mainly includes two models
for enhancing lesion regions: (1) the non-parametric model, which is adaptively
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generated and dynamical changed according to the selected healthy prototypes of
the test volume and can give the likelihood probability for any pixel; (2) the
common model, which is constructed from the pre-prepared liver dataset and retains
unchanged for any test volume to give prior probability. Final, the posterior
probability can be calculated by combining those from the two constructed model
with Bayesian framework. The flowchart of the proposed framework is show in
Fig. 1. Due to the large variation of different lesion tissues, it is difficult to obtain
the common lesion prototypes from liver volumes, and thus this paper investigates a
lesion-training-data free strategy by only using the healthy liver and vessel tissues.
In order to construct the non-parametric model adaptively from the test volume, a
set of liver and vessel tissue prototypes, which are a set of patches of liver and
vessel regions, are extracted by randomly displaying any liver slice to user as using
local patches. Thus, the non-parametric model is used to calculate the likelihood
probability to lesion region. By assuming the liver and vessel pixel intensity to obey
a Gaussian distribution, we automatically learn model parameters with
Expectation-Maximization (EM) method with the pre-prepared liver and vessel
dataset, and thus the generated models with the learned parameters are common for
any test volume. By combining the calculated probabilities from the two types of
model, not only common information from pre-prepared liver datasets, but also
some specific aspect from the test volume can be considered to enhance lesion
region. Experimental results show that our proposed framework can correctly detect
almost small lesion regions, and at the same time greatly reduce falsely detect
regions. The remaining parts of this paper are structured as follows. In Sect. 2,
non-parametric probabilistic model adapted to the test volume is described, Sect. 3
introduces the common model constructed using the pre-prepared liver dataset and
the proposed Bayesian Model. Section 4 shows experimental results and Sect. 5
concludes the paper.

Fig. 1 The flowchart of the
proposed Bayesian
frameworks for liver lesion
enhancement
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2 The Non-parametric Probabilistic Model

In this section, we describe a novel non-parametric probabilistic model for lesion
enhancement in order to improve the detection accuracy and reduce the computa-
tion cost. The flow of the proposed strategy is shown in Fig. 2. The basic idea is
that we extract the health (liver and vessel tissues) prototypes from the test volume
and then construct a adaptively non-parametric probabilistic model, which is based
on the similarity of input volume patch and the prototypes, to calculate the prob-
ability of the lesion pixel (the pixel which does not belong to the pure liver and the
vessel) for each voxel. Thus the transformed probability map (the intensity of each
voxel is the probability to lesion) can enhance the lesion region.

2.1 Prototype Preparation

With any segmented test liver volume from the CT data, we randomly selected a
slice or several slices, which always include liver and vessel regions, and let user
click two points in the selected slice for giving a rectangle region and its two
adjacent slices, which only include liver and vessel tissues as a template. Then the
liver and vessel prototype set can be generated using the local patches surrounded
all voxels in the template image instead of only intensity from the focused voxel. In
our experiments, we collect the prototype vector using the intensities of the focused
voxel and its 26 neighboring voxels (3 × 3 × 3 local patch), and generate totally
N prototypes. Therefore, the dimension of the prototype is 27 × 1. Figure 3 shows
a simple example of prototype generation with 3 × 3 local patch in 2D template
case.

Fig. 2 The flow of the non-parametric probabilistic model
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2.2 Non-parametric Probabilistic Models

With the generated liver and vessel prototypes, we construct novel non-parametric
probabilistic model set for accurately representing the liver and vessel distribution,
each of which is from a Gaussian model with a prototype as mean and totally
include N probability model.

Given any test patch yi (3 × 3 × 3), we can calculate its distances to all
prototypes, and choose K prototypes with the smaller distance. Next, the corre-
sponding models with the K prototypes as means are used to fit the test patch for
calculating probability to liver or vessel (P(yi|Liver, Vessel)) as shown in the
following:

PðytjLiver, VesselÞ=
1
K

∑
K

k=1
exp −

ðyt − xkÞT ∑ − 1ðyt − xkÞ
2

" # !
ð1Þ

where xk is the k-th nearest prototype. Σ is the co-variance of the probability
models, and for simplicity, we assume all elements of the vector uncorrelated,
which thus can simplify the matrix Σ as a diagonal matrix as:

λ11 0 ⋯ 0
0 λ22 ⋯ 0
⋮ ⋮ ⋱ 0
0 0 ⋯ λnn

2
664

3
775 ð2Þ

where λnn is the diagonal element of covariance matrix and n is the dimension of
the prototype. Due to non-prior knowledge about the variance of different elements

Fig. 3 The prototype
generation procedure from a
2D template
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in prototype vectors, we simply assume the variances of all elements are same,
which lead to Σ as a scalar δ2 as:

δ2 = ∏
n

i=1
λii ð3Þ

Furthermore, since medical volume usually contains noise, the distance of yi to any
prototype xk is not zero even the test patch (yi) is from liver or vessel region.
Therefore, taking account of the effect of noise, we rewrite the probabilistic model
in Eq. (1) as the following:

PðyijLiver, VesselÞ=
1
K

∑
K

k=1
exp −

max 0, ðyi − xkÞTðyi − xkÞ − c
� �� �

2δ2

" # !
ð4Þ

where c = min(dpq). dpq is the distance between the p-th and the q-th prototypes.
The probability of the test patch to lesion region (or non-liver and vessel region) can
be computed as:

PðyijLesionÞ=1−
1
K

∑
K

k=1
exp −

max 0, ðyi − xkÞTðyi − xkÞ − c
� �� �

2δ2

" # !
ð5Þ

2.3 Lesion Enhancement with the Transformed Probability
Map

Give any test volume, we can calculate the probabilities of the test patches centered
in all voxels to lesion regions according to Eq. (5). With the calculated probabil-
ities, the input test volume can be transformed to a probability map belonging lesion
region, which enhances lesion region and suppress the liver and vessel regions.
Thus, it is possible to detect the lesion regions by simply thresholding the proba-
bility map.

3 Bayesian Model for Liver Lesion Enhancement

3.1 Motivation

As mentioned in the above section, the non-parametric probabilistic models are
constructed with the generated prototypes from the arbitrary slice of the input CT
data, and thus the lesion enhancement result will greatly dependent on the selected
prototypes. If the un-common region, which has biased distribution from the liver
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and vessel, is selected for prototype generation, the lesion region would not be
correctly enhanced. Thus, this study proposes to use a common model, which is
constructed using the well pre-prepared liver and vessel regions from several CT
volumes, to compensate the enhanced result only from the test volume itself; we
combine the probabilities of the two types of models using Bayesian theory for final
lesion enhancement, called as Bayesian model.

3.2 Common Model Construction

With some CT volumes, which include liver organs, the liver and vessel regions can
be extracted for preparing the training dataset. Due to the training dataset are
selected from several CT samples, and thus it would be more suitable to construct a
common model for liver and vessel tissues. Let’s assume the common models for
liver and vessel obey Gaussian distribution, respectively, the mean μi and variance
Σi (i = 1, 2) of liver or vessel model can be automatically learned using
Expectation-maximization method based on the prepared training data X. The
likelihood of X to fit the learned model can be expressed as:

PðXÞ = ∑
2

i=1
ωiN Xjμi, ∑

i

� �
ð6Þ

where wi is the weight of i-th component and w1 + w2 = 1. Via maximizing the
above function, we can automatically learn the model parameters μi, Σi. N(X|μi,Σi)
denotes a Gaussian distribution and can be expressed:

N Xjμi, ∑
i

� �
=

exp⌊− X−μið ÞT∑− 1
i X−μið Þ⌋

2π
ffiffiffiffiffiffi
∑i

p		 		
With the learned Gaussian model (common to any liver and vessel region), we

can fit any small (liver, vessel or lesion) to them, and obtain the larger value for
representing probability of this region belonging to liver or vessel. Given any test
patch yt, the fitting probability to the constructed model is calculated as:

Pi ijytð Þ= exp⌊− y−μkð ÞT∑− 1
k y−μkð Þ⌋

2π
ffiffiffiffiffiffiffi
∑k

p		 		 ð8Þ

PðlesionÞ=1−max Pi ijytð Þ½ � ð9Þ
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4 Experiments

In order to validate the efficiency of our proposed framework, we applied our
proposed methods to abnormal CT volumes. The used CT dataset was released as
the MICCAI Liver Tumor Segmentation Challenge 2008 [9], which has size of
512 × 512 × 512 and the spacing of 0.72 mm × 0.72 mm × 1 mm. There are
50 tumors labeled by experts. As a preprocessing, we use an anisotropic diffusion
filter to remove the noise contained in the CT volume, which can effectively reduce
the noise without significant blurring. The liver is segmented manually from the CT
volume. Recently, we have developed several semi-automatic [10, 11] or automatic
[12] liver segmentation methods, which can be used as preprocessing in the future.

In order to make a comparison, we also use the conventional GMM (Gaussian
Mixture Model) based method, which learns parameters using the all voxels in the
test volume and takes high computational time, for lesion detection. Figure 4 show
the lesion detection results with the conventional GMM method, only the
non-parametric probabilistic model and the Bayesian framework. It can be seen that
some lesion regions cannot be detected by the conventional GMM method. The
final statistical detection results are summarized in Table 1, which manifest that our
proposed two methods both can detect all lesion regions with less false positive
compared with conventional GMM method.

Fig. 4 Input image (left), GMM result (center) and propose method result (right)

Table 1 The final statistical lesion detection result

False
positive

True
positive

Total
tumor

Conventional method (GMM) 1687 39 50
Proposed method (non-parametric probabilistic
model)

364 50

Proposed method (Bayesian model) 250 50
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5 Conclusions

This paper proposes a novel lesion enhancement strategy using Bayesian frame-
work by combining the lesion probabilities based on a non-parametric model with
the processed test volume and the constructed common non-lesion models with
prepared liver database. The proposed framework not only consider the specific
information from the test volume but also take the distribution of training liver and
vessel regions as a common aspect for lesion enhancement. Experimental results
showed that the proposed framework can both detect almost small lesions and
greatly reduce falsely detect regions.
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Fused Visualization with Non-uniform
Transparent Surface for Volumetric Data
Using Stochastic Point-Based Rendering

Kyoko Hasegawa, Yuta Fujimoto, Rui Xu, Tomoko Tateyama,
Yen-Wei Chen and Satoshi Tanaka

Abstract In medical, scientific, and other fields, transparent surface visualization is
useful for investigating inner three-dimensional (3D) structures. Such visualization
typically involves the use of polygon graphics in which the polygons must be sorted
along the line of sight. However, sorting involves considerable computation time for
large-scale data. Furthermore, the order of polygons in the sorting can often become
indefinite, especially for intersecting surfaces. Therefore, particle-based volume
rendering that does not require sorting is proposed as a transparent-rendering
method. The proposed method obtains slice images with non-uniform opacity using
color and opacity maps similar to volume rendering. The method initially generates
the particles, a process it performs only once. It additionally employs particle
shuffling, which requires considerably less computation time than particle sorting.
To demonstrate the efficacy of the proposed method, we rendered 3D-fused images,
including slice–slice and volume–slice images, for medical volumetric data. The
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results show that the performance of the proposed method is satisfactory in cases in
which the area of the particle is greater than that of the cell.

Keywords Particle-based surface rendering ⋅ High-resolution volumetric data ⋅
Fused visualization

1 Introduction

In medical, scientific, and other fields, transparent surface visualization is used to
investigate interior three-dimensional (3D) structures [1, 2]. Typically, this type of
visualization uses polygon graphics [3, 4], and the polygons are sorted along the
line of sight. However, this sorting involves considerable computation time for
large-scale data. In addition, the order of the polygons in the sorting can often
become difficult to interpret especially for intersecting surfaces.

A method that requires no sorting and is applicable to large-scale data was
recently proposed by Koyamada et al., whose particle-based volume rendering
(PBVR) uses tiny particles as rendering primitives [5]. Their method enables nat-
ural volume fusion [6]. In this study, we extended PBVR to make it applicable to
surfaces and volumes [7]. We refer to this method as stochastic point-based ren-
dering (SPBR).

An important advantage of SPBR is that the 3D-fused visualization of different
volume/surface/slice objects becomes possible simply through the merging of
particles prepared for each element to be fused. A surface is visualized at a constant
opacity by applying a uniform sampling method.

In this research, a non-uniform transparency slice image is rendered with an
opacity map using a transfer function of the color and opacity same as volume
rendering. We propose a sampling technique to render the same volume. In addi-
tion, we render the 3D-fused visualization, including volume-slice images, based on
SPBR.

2 Stochastic Point-Based Rendering

SPBR renders 3D scalar fields as particle clouds and incorporates both the emission
and absorption effects. Particle density depends on the transfer function and is used
to evaluate the number of particles to be generated in the volume data. Because the
particles can be considered opaque, no processing for visibility sorting is required.
SPBR has three processes: particle generation, particle projection onto the image,
and ensemble averaging of particle luminosities. The first process stochastically
generates particles according to the form of their transfer function. We repeat the
particle generation until LR statistically independent particle sets are prepared. In
the following, we refer to LR as the “repeat level.” Such particle projection with the
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occlusion effect is executed for each particle set prepared in the first process. As a
result, LR similar images are created. The second process projects particles onto an
image plane. The third process calculates the ensemble average of the LR images
created in the second process, which realizes transparent images [5].

To visualize a surface, we stochastically generate particles on the surface [8].
The number of particles n is defined by the following formula:

n=
ln(1− αÞ

ln 1− sp s̸A
� � LR, ð1Þ

where α, sp, and sA are the opacity, the area of the particle, and the area of the
surface, respectively [7]. The slice plane is rendered in a manner similar to the one
described in the above technique.

2.1 Transparency Control for Surface

In this subsection, we describe the method for creating particles in a polygonized
surface defined with non-uniform opacity. SPBR may be applicable to defined
drawing surfaces. For the case of a polygonized surface defined with uniform
opacity, the total number of particles can be calculated by replacing the counting
sphere with the total area size.

First, we explain the method for achieving uniform sampling of a polygonized
surface; i.e., a polygon mesh with uniform opacity. For a polygonized surface, it is
easy to calculate the total areas of the constituent polygons, which we use as area
size sA in Eq. (1). Correspondingly, we regard the total number of particles gen-
erated on all the constituent polygons as nall.

The sampling is performed such that the generated particles form a
two-dimensional (2D) square grid with inter-particle distance d in each polygon.
Then, the particle density becomes 1/d2, i.e., one particle per square. On the other
hand, the particle density should be nall/sA. Therefore, the equation 1/d2 = nall/sA
holds, and d is determined as:

d=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sA − sp
� �

ln(1− αÞLR

s

. ð2Þ

The sampling involves three steps:

Step 1 Sampling polygon edges
Step 2 Sampling inside of polygons
Step 3 Particle shuffling

By executing step 1 first, duplicative sampling of edges shared by neighboring
polygons is avoided. In that step, we simply place particles with distance d on each
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edge of the entire polygon mesh. In step 2, we place particles with distance d on
scan lines for each polygon. The scan lines are placed parallel to an edge at intervals
of d. In step 3, the generated particles that are stored in an array are shuffled. That
step ensures the randomness, which is required to apply the probabilistic theory of
opacity developed in SPBR. It should be noted that the computation time required
for particle shuffling is much shorter than that for particle sorting. The former is
proportional to nall, while the latter is proportional to nall log nall. After completing
the above three steps, we obtain a particle set that is uniformly distributed and has a
desirable statistical property.

In the case of non-uniform transparent surfaces, distance d is defined with the
function of the opacity, α (Fig. 1). Here, the area of the surface sA is defined as the
region of a polygon. The opacity on the surface is obtained by projecting onto the
volume texture [9], that is the color and opacity map defined as volumetric data, and
the distance is defined with Eq. (2) [10].

2.2 Slice Transparency Control

In order to visualize the slice plane, the particles are stochastically and uniformly
generated on the slice plane. The number of particles is defined as in Eq. (1).
A non-uniform transparent slice can be obtained by calculating the number of par-
ticles at each cell. Here, the “cell” refers to the cross-section surface of the cube of
the volumetric data (see Fig. 2a). The area of surface sA—i.e., the area of the cell—is
much greater than the area of the particle, sp. By uniformly generating the particle at

Fig. 1 Creating particles on
the polygon for a non-uniform
transparent surface

Fig. 2 Definition of the cell and subdomain for non-uniform transparent slice image. a Cell.
b Subdomain. c Final image
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each cell, a slice plane with non-uniform transparency can be created throughout the
entire plane.

In the case in which the area of particle sp is greater than the area of the cell—
e.g., high-resolution volumetric data—the number of particles at each cell cannot be
accurately calculated. Therefore, the particles cannot be generated in the cell.
However, it should be noted that the subdomain consists of several cells, as shown
in Fig. 2b. The opacity of the subdomain is defined as the average of the cells.
Using the proposed method for a subdomain, the particles are uniformly generated
at each cell, and a slice plane with non-uniform transparency can be created
throughout the entire plane (see Fig. 2c). The above technique can ensure integrated
control of the volume, surface, and slice rendering by using the color and opacity
map for SPBR.

3 Experiments

3.1 Test Case for Non-uniform Transparent Slice

Consider the following test-volume data for simplicity. The scalar value ρ range of
ρ is 0 ≦ ρ ≦ 255, which linearly increases with x. The opacity map is defined as in
Fig. 3. Here, the color of all particles is white. Figure 4 shows the slice image at
z = 10, and LR = 500 for the case of different subdomain size. Here, the area of
particle sp and the area of cell sA are 0.996 and 1.0, respectively.

The case of the 1 × 1 cell in the subdomain (see Fig. 4a) shows that this image
is darker than the other three slice images owing to an incorrect calculation of the
number of particles. The other three cases (Fig. 4b–c) look alike. The results for the
number of cells of 1 × 1, 2 × 2, 3 × 3 and 4 × 4 are plotted in Fig. 5. This
figure shows that the cases of 3 × 3 and 4 × 4 behave similarly to the theoretical
value. In addition, the least value of the maximum error and average error is for the
case of 3 × 3 cells as shown by Table 1. In the case of 4 × 4 cells, the dis-
cretization error is deemed to be caused by the expansion of the subdomain.

Fig. 3 Test-volume data and opacity map. a Test-volume data. b Opacity map
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In summary, the results of this study suggest that, for a case in which the area of
the particle is greater than that of the cell, a subdomain, with an area that is
approximately 10 times the area of particle sp will suffice.

3.2 Medical Data Experiments

In this section, we present fused visualizations, including slice-slice, surface-slice,
and volume-slice visualizations, based on medical data. Throughout this section, the
number of cells for a subdomain are fixed as 3 × 3 and LR = 500.

Fig. 5 Pixel value on the slice plane. Black line theoretical value, Red marker 1 × 1 cell, Green
marker 2 × 2 cells, Purple marker 3 × 3 cells, Blue marker 4 × 4 cells

Table 1 The maximum error and average error for case of each subdomain

Number of cells in the subdomain 1 × 1 2 × 2 3 × 3 4 × 4

Maximum error (%) 85.7 18.4 9.7 11.3
Average error (%) 72.5 10.8 5.5 5.9

Fig. 4 Slice image of the test volume data (xy plane). a 1 × 1. b 2 × 2. c 3 × 3. d 4 × 4
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Fig. 6 Abdominal CT image and color and opacity map. a Original CT image. b Color and
opacity map

Fig. 7 Result of the slice image visualization. a Axial plane. b Sagittal plane. c Coronal plane

Fig. 8 Fused visualization of slice rendering. a Fused sagittal and axial plane. b Fused sagittal
and coronal plane
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Figure 6 depicts an original abdominal computed tomography (CT) image as
well as the color and opacity map. The map shows the bone and soft tissues.
Figure 7 shows a rendering image of the slice plane using SPBR. In these figures,
the number of particles of (a), (b), and (c) are 16 million, 40 million, and 34 million,
respectively. Figure 7 shows that the slice image conforms to the behavior of the
opacity map; the bone areas are denoted by yellow pixels. The effect of slice image
transparency is shown by the fused visualization (Fig. 8). The transparency implies
a sense of depth.

Figure 9 shows magnetic resonance imaging (MRI) images of the head, a
T1-weighted image, and a T2-weighted image, as well as their respective color and
opacity maps. The maps are generated to show the entire volumetric data. We
render Fig. 9a, which is combined with the mapping table (b) and Fig. 9c, which is
combined with the mapping table (d). Figure 10 shows the rendering image of the
slice plane and volume using SPBR. This slice image, which is the fused axial and

Fig. 9 Set of the MRI image and color and opacity map. a T1-weighted image. b Color and
opacity map. c T2-weighted image. d Color and opacity map
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coronal plane, is created from Fig. 9a, b; the volume rendering image is created
from Fig. 9c, d. In these figures, the number of particles of (a) and (b) are 18
million (including the two slice images) and 6 million, respectively. Figure 10a
consists of the two slice images, which are the axial plane and coronal plane.
Figure 11 shows the fused visualization for the slice and volume rendering. It is
possible to confirm the position and size of the affected region based on the
anatomical structure.

Fig. 10 Results of the slice image and volume rendering image. a Two slice images created from
the T1-weighted image. b Volume rendering image created from the T2-weighted image

Fig. 11 Result of fused
visualization
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4 Conclusion

In this paper, we proposed a technique for rendering a non-uniform transparency
slice image with a color and opacity map. Using the proposed method, a
non-uniform transparent slice is obtained by calculating the number of particles at
each cell. For a case in which the area of the particle is greater than the area of the
cell—for ex high-resolution volumetric data—the number of particles at each cell
cannot be accurately determined. For the latter case, we showed that a subdomain
with an area of approximately ten times the area of the particle would suffice.
Moreover, we presented fusion images using particle-based rendering, such as
volume–slice rendering, based on medical data. The transparency implies a sense of
depth. Through the proposed method, the position and size of the affected region
can be confirmed based on the anatomical structure.
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Automated Diagnosis of Parkinsonian
Syndromes by Deep Sparse Filtering-Based
Features

Andrés Ortiz, Francisco J. Martínez-Murcia, María J. García-Tarifa,
Francisco Lozano, Juan M. Górriz and Javier Ramírez

Abstract Parkinsonian Syndrome (PS) or Parkinsonism is the second most com-

mon neurodegenerative disorder in the elderly. Currently there is no cure for PS, and

it has important socio-economic implications due to the fact that PS progressively

disables people in their ordinary daily tasks. However, precise and early diagnosis

can definitely help to start the treatment in the early stages of the disease, improving

the patient’s quality of life. The study of neurodegenerative diseases has been usually

addressed by visual inspection and semi-quantitative analysis of medical imaging,

which results in subjective outcomes. However, recent advances in statistical signal

processing and machine learning techniques provide a new way to explore medical

images yielding to an objective analysis, dealing with the Computer Aided Diagno-

sis (CAD) paradigm. In this work, we propose a method that selects the most dis-

criminative regions on 123I-FP-CIT SPECT (DaTSCAN) images and learns features

using deep-learning techniques. The proposed system has been tested using images

from the Parkinson Progression Markers Initiative (PPMI), obtaining accuracy val-

ues up to 95 %, showing its robustness for PS pattern detection and outperforming

the baseline Voxels-as-Features (VAF) approach, used as an approximation of the

visual analysis.

1 Introduction

Parkinsonian Syndrome (PS) is the second most common neurodegenerative disor-

der after Alzheimer’s disease [5]. It is characterized by a range of motor symptoms,

such as bradykinesia, rigidity or tremor, as well as nonmotor symptoms, e.g. fatigue
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and depression. There are a number of entities that together make the PS, although

the most frequent cause is the well known Parkinson’s Disease (PD). Current diag-

nosis of PD is mainly based on observable symptoms, along with the administration

of medication, such as levodopa, to confirm or refute the diagnosis [15].

A number of neuroimage modalities have been proposed for its use in the dif-

ferential diagnosis of idiopathic PD, however the existing guidelines allow its use

only as a supplementary tool [15]. The image modalities range from structural Mag-

netic Resonance Imaging (MRI) to functional types, such as SPECT. A number of

molecular imaging techniques for presynaptic dopamine activity have been devel-

oped to differentiate between parkinsonian syndromes (PD, Multiple System Atro-

phy -MSA- or Progressive Supranuclear Palsy -PSP-) and other pathologies essential

tremors or control. Among them, 123I-FP-CIT SPECT (also known as its tradename,

DaTSCAN) is perhaps the most used radiotracer in clinical practice. It binds to the

Dopamine Transporters (DAT) in the caudate and putamen, and reveals normal levels

in healthy participants (CTL), patients with essential tremor or drug-induced parkin-

sonism, and reduced levels in patients with PD, MSA or PSP [14].

Lately, a substantial effort has been put into automatically characterizing the dif-

ferent patterns associated with neurodegenerative diseases, which leaded to the Com-

puted Aided Diagnosis (CAD) paradigm. In the case of DaTSCAN, several works

pointed out the advantages of using multivariate decomposition algorithms such as

Principal Component Analysis (PCA) [19], Partial Least Squares (PLS) [17] or Inde-

pendent Component Analysis (ICA) [7, 11], as well as other parameters such as tex-

ture features [12]. That way, new feature extraction techniques can be successfully

applied to the problem, potentially leading to better accuracy in the diagnosis task.

Deep learning techniques have been successfully applied to different problems

involving feature extraction [8, 16]. They are inspired by how the brain works, by

establishing a series of layers of deep neural networks where each layer is supposed

to extract higher-level features. Sparse Filtering [13] is a new technique for feature

extraction based on the optimization of the sparsity of 𝓁2-normalized features that

can be used to train deep learning architectures using the greedy layerwise approach

[8]. Although the term deep is usually linked to networks composed of more than

three layers, the use of two layers of sparse filters has demonstrated to provide mean-

ingful and discriminative enough features with the experiments performed. In this

work, we propose an algorithm to automatically diagnose PD using deep sparse

filtering-based features. First, we proceed by preprocessing the images and selecting

a sub-volume that contains the regions of interest (ROIs). After the preprocessing,

some deep learning techniques, including sparse filtering and unsupervised feature

learning, are applied to the images to obtain a suitable feature vector. Finally, the

discriminative power of these features in the PD vs CTL case is evaluated by means

of a linear Support Vector Classifier (SVC) [20].

This article is organised as follows. In Sect. 2, a detailed report of the methodology

used in this article is presented, along with a description of the database. Later, in

Sect. 3 the results of applying our methodology are presented and deeply analysed.

Finally, in Sect. 4, some conclusions are drawn.
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2 Methodology and Materials

2.1 Database

Data used in the preparation of this article were obtained from the Parkinson’s Pro-

gression Markers Initiative (PPMI) database (www.ppmi-info.org/data). For up-to-

date information on the study, visit www.ppmi-info.org.

Images in this database were acquired 4, 5h after the injection of between 111 and

185 MBq of DaTSCAN. Raw projection data are acquired into a 128 × 128 matrix

stepping each 3 degrees for a total of 120 projection into two 20 % symmetric pho-

topeak windows centered on 159 and 122 KeV with a total scan duration of approxi-

mately 30–45 min. The images of the subject’s data are reconstructed and attenuation

corrected, implementing either filtered back-projection or an iterative reconstruction

algorithm using standardized approaches [18].

2.2 Image Preprocessing

The preprocessing stage consist of two steps: spatial and intensity normalization. As

PPMI images are spatially normalized as described in [10], we only perform intensity

normalization to homogenize the intensity scale throughout the database. Later, a

binary mask is applied to select a box-shaped volume that encloses the Regions of

Interest (ROIs) associated to PD.

2.3 Intensity Normalization

As commented above, intensity normalization is required to be able to compare the

uptake value in areas of specific activity (related to dopaminergic transporters) and

areas of non-specific activity (vascular activity) between subjects. The method used

in this work is similar to the one described in [12], consisting on computing an intrin-

sic parameter Ip from the image, and the estimation of the binding activity as

t′ = t∕Ip (1)

where t denotes the spatially normalized image and t′ the spatial and intensity nor-

malized image.

The normalization value Ip is obtained by means of the Integral Normalization
method, which approximates the value Ip = ∫ t as the sum of intensity values of the

image, giving an integral value of the intensity.

www.ppmi-info.org/data
www.ppmi-info.org
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2.4 Masking

Once the images have been normalized, a sub-volume of the whole images can

be selected to extract the relevant regions. This masking procedure has a double

purpose. On the one hand, it avoids driving the subsequent stages (such as feature

extraction algorithms) with non-relevant voxels (since discriminative information in

DaTSCAN images is focused in the striatum). On the other hand, the data dimen-

sionality is considerably reduced, resulting in less computational burden.

To perform this selection, we use the algorithm described in [12]. The algorithm

first averages all the images in the database to create an mean image Imean. Later,

a threshold Ith is set depending on the characteristics of the images. Due to the

nature of the DaTSCAN images, the higher intensity as well as the major differ-

ences between affected patients and controls are located at the striatum. Therefore,

the threshold Ith can be defined in terms of the intensity values of the images. How-

ever, Ith has to be properly selected as voxels out of the selected region will not be

used in further operations. Since the ROIs in this problem are located in the highest

activation regions, it is possible to determine the threshold as the central value of

intensity in the whole image, and computed as

Ith = 1
2
(max(Imean) − min(Imean)) + min(Imean) (2)

where Imean is the mean of all the images in the training set.

Finally, after Ith is set, we create a box-shaped mask that contains only brain vox-

els with an intensity level higher than a computed threshold Ith. This way, we select

the ROIs as well as their surrounding areas in each image for further processing.

Figure 1 shows an example of the extracted volume for an image from the PPMI

database using the method explained above.

Fig. 1 Example of extracted volume containing regions of interest related to dopamine activity for

an image from the PPMI database
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2.5 Sparse Filtering

Unsupervised feature extraction deals with computing a number of predictors that

accurately represent the classes present in the data manifold, without the use class

label information. This way, algorithms such as Principal Component analysis (PCA)

[1, 3, 9], Independent Component Analysis (ICA) [2, 7, 11] or Gaussian Mixture

Models (GMM) [6], aim to extract features by building a model based on the under-

lying data distribution. By contrast, Sparse Filtering [13] does not explicitly attempt

to construct a model based on the data distribution but it is based on the optimization

of the sparsity of 𝓁2-normalized features. Sparse filtering method learn features in an

unsupervised way while dealing with (1) population sparsity (each sample should be

represented by a sparse vector, i.e. with only few non-zero components), (2) Lifetime

sparsity (each feature should be non-zero only for a few samples) and (3) High dis-

persal (the activity of the features has to be uniformly distributed). Let f (i)j represent

the j-th feature value for the i-th sample in a manifold composed of M samples. The

method described in [13] consists on first normalizing each feature by its 𝓁2-norm

across all samples and the normalizing all feature for all samples, as shown in Eqs. 3

and 4, respectively.

̃fj =
fj

‖fj‖2
(3)

̂fi =
̃fi

‖̃fi‖2
(4)

Subsequently, the sparsity of the normalized features is minimized by means of

minimizing the objective function

M∑

i=1
‖̂f (i)‖1 =

M∑

i=1

‖
‖
‖
‖
‖

̂f (i)

‖̂f (i)‖2

‖
‖
‖
‖
‖1

(5)

using the Limited Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method, where the

term ‖̂f (i)‖1 represents the population sparsity of the features on the ith sample.

2.6 Deep Neural Networks and Sparse Filtering

Sparse filtering method explained above, learn a number of feature extractors in an

unsupervised way. Thus, these features can be used as weights of the hidden layers

in a feedforward neural network, even using non-linear activation functions that will

determine the activated neurons (features) for new samples. Consequently, a deep

neural structure can be unsupervisedly trained using the greedy layerwise approach
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Fig. 2 Deep neural

structure used compute

features

[4], which consist on using the weights of a single layer as inputs to train the another

(higher) layer corresponding to more abstract features.

In this work we train a three layer feedforward neural network as shown in Fig. 2

2.7 Unsupervised Feature Learning

Feature extraction is addressed in this work using a three layer neural network which

is trained in an unsupervised way by means of sparse filtering. Thus, raw voxels

extracted from the volume containing the PD-related ROI (as explained in Sect. 2.4),

are used to train the first layer. Moreover, these ROIs are split into non-overlapped

3D windows containing d voxels each. Thus, each non-overlapped window is used

as a sample in the training process using the d voxels composing each window to

feed the d neurons composing the input layer.

Unsupervised learning is performed by Sparse Filtering, which computes the weights

connecting input units to the first layer units and consequently. Then, the input is

feedforwarded to the first layer using the activation function described in [13]

f (i)j =
√

𝜖 + (𝜔T
j x(i))2 (6)

Subsequently, the f is normalized first by rows (features) and then by columns

(samples) as described in Sect. 2.5. Once the activations of the first layer are com-

puted, these are used as inputs to train the second layer, using the greedy layerwise

approach [8].

As a result of the training process described above, features at different abstraction

levels are computed. Thus, Fig. 3 shows the selected filters from layer 1, correspond-

ing to the strongest connections to layer 2 units (i.e. filters shown correspond to units

with highest absolute weights).
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Fig. 3 Ten best Layer 1 units (h1i ) selected using the maximum absolute coefficient of the different

units h2i in layer 2

3 Results and Discussion

Once the neural structure shown in Fig. 2 is trained by sparse filtering, it is used to

compute features from new images. This is addressed by presenting the 3D patches

extracted from the ROIs related to dopamine activity (as indicated in Sect. 2.4) to

the visible layer of the network. Then, these voxel values are feed-forwarded to the

first layer and eventually to the second layer. The activation level of layer 2 units are

then used as features that are concatenated to describe the former image. The exper-

imental setup used in this work includes cubic 3D patched of 5 × 5 × 5 voxels and

80 units at L1. As a consequence, the visible layer is composed of 125 units. The

discriminative capabilities of the computed features has been assessed by feeding

a linear Support Vector Classifier (SVC) with the concatenation of all the features

extracted from the ROIs of an image. In this work, two experiments have been con-

ducted. Firstly, we vary the number of L2 units, which corresponds to the number of
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Fig. 5 ROC curve of the

classification method.
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features extracted per 3D patch. This resulted in the graph shown in Fig. 4. Specifi-

cally, accuracy, sensitivity and specificity are computed for different number of L2

units.

The results of this experiments revealed the best performance is achieved for 7

units at L2, where accuracy values are over 0.95. One can see that our system clearly

outperforms the baseline Voxels-As-Features (VAF) approach, which has an accu-

racy of 0.84 (and a sensitivity and specificity of 0.807 and 0.862 respectively).

In the second experiment, the ROC curve was computed using 7 units at L2 with

all the remaining parameters fixed. The SVC distance to hyperplane was varied to

compute the ROC curve shown in Fig. 5, obtaining an Area Under the Curve (AUC)

of 0.95. Both experiments prove the ability of the sparse filtering strategy to identify

and extract relevant PD features in DaTSCAN images, and revealing as an accurate

tool to help in a medical environment.

4 Conclusions and Future Work

This paper proposes the use of sparse filtering to extract features from the regions of

interest in order to detect the Parkinson’s disease. Specifically, voxels from regions

related to dopaminergic activity are used. Thus, Sparse filtering technique is used

to unsupervisedly train a two-layers network, dealing with learning features from

the image data without using label information. Subsequently the trained network is

used to compute features from new images.

Classification experiments conducted to explore the influence of the parameters

involved in the feature extraction process revealed the optimal number of per-window

features to obtain the best accuracy value (0.95). In addition, this number of features

provided sensitivity and specificity values of 0.96 and 0.94, respectively along with

an AUC value derived from the ROC curve of 0.95. As a conclusion, sparse filter-

ing provides discriminative-enough features to detect the Parkinson’s disease from
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image data. We also plan to explore the effect of using a deeper network and to

analyse the features extracted at each layer, which should be more abstract and may

reveal more specific, disease-related structures within the ROIs.
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Post-stroke Hand Rehabilitation Using
a Wearable Robotic Glove

Dorin Popescu, Mircea Ivanescu, Razvan Popescu, Anca Petrisor,
Livia-Carmen Popescu and Ana-Maria Bumbea

Abstract The paper presents the research work done for development of a light-
weight and low-cost robotic glove that post-stroke patients can use to recover hand
functionality. The work focused on two directions for the robotic glove structure
(exoskeleton and wearable soft robotic glove) and on two types of recuperative
actions (tele-operation and program based actions). Given the performance tests ran
for the robotic gloves, better results were shown with the wearable soft robotic
glove that could also be combined with Functional Electrical Stimulation in order to
improve the post-stroke hand rehabilitation.

Keywords Stroke ⋅ Robotic glove ⋅ Rehabilitation ⋅ Functional electrical
stimulation

1 Introduction

Health is the most important issue for everybody. The cerebrovascular accident (or
stroke) is the second leading cause of death. World Health Organization (WHO), as
responsible for international health coordination, monitors and assesses health
trends in order to plan and implement health policies. WHO has developed an
international stroke surveillance system: the STEPwise approach to stroke
surveillance (STEPS-stroke), described on its website (http://www.who.int/en).

A cerebrovascular accident (CVA) occurs when the blood supply to the brain is
interrupted or reduced, which deprives the brain of oxygen and nutrients and can
cause brain cells to die or death in case of a severe stroke.

Stroke patients often lose certain hand functions. It is difficult to open the
affected hand to grasp due to increased resistance to passive finger extension and
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weakness in finger extensors [1]. Because of this impairment, post-stroke hand
rehabilitation is essential for restoring independent behaviour.

The aim of our work was to design and develop an Intelligent Haptic
Robot-Glove (IHRG) for post-stroke hand rehabilitation. Our work focused on
developing a lightweight and low-cost robotic glove that patients can use to recover
hand functionality.

The rehabilitation aims to help stroke patients to relearn the skills that were lost
when they suffered the stroke. Any rehabilitation program means repetitive practice
and begins in the hospital after the patient’s overall condition has been stabilized
(often within 24–48 h after the stroke) and could involve working with physio-
therapist for months or years after the stroke.

Maciejasz, Eschweiler, Gerlach-Hahn, Jansen-Troy, and Leonhardt conducted a
survey on robotic devices for upper limb rehabilitation, that includes a compre-
hensive, tabulated comparison of technical solutions implemented in various sys-
tems [2]. The control area of these systems is very large and complex and imposes a
series of requirements regarding the size, the cosmetic appearance, robustness and
embeddable control system.

A review of control strategies for robotic movement training after neurologic
injury was presented by Marchal-Crespo and Reinkensmeyer [3]. The control must
be simple with actuator able to exert high grasping forces [4]. A control strategy
based on neural approach is presented by Rodriguez-Cheu and Casals [5]. A hybrid
control technique is treated by Zhao et al. [6]. A digital controller that operates by
means the EMG signal is analysed by Lucas et al. [7]. The feedback control by
sensors is treated by Scherillo et al. [8], Birglen and Gosselin [9], Krut [10], Birglen
and Gosselin [11], Xiujuan and Zhen [12]. A virtual reality system was developed
in order to encourage repetitive task practice [13]. Luo et al. [14] developed a
training environment that integrates augmented reality (AR) with assistive devices
for post-stroke hand rehabilitation.

Matheson and Brooker [15] developed an exoskeleton to provide the actuation
for flexion. Pneumatic muscle actuators were used to provide flexion force, and
force sensors used to supply control inputs by the user. Hartopanu et al. [16]
proposed a solution to combine a robotic glove with Functional Electrical Stimu-
lation to be used as a tool in the rehabilitation process of patients who suffered a
stroke.

Neurofeedback can improve rehabilitation when patients get immersive feed-
back that relates to the activities they imagine or perform. For example, if people
imagine grasping an object with their affected hand, then an image of a grasping
hand can help users visualize their activity. In the last years, a totally novel
application for motor imagery (MI)—based Brain-Computer Interface (BCI) has
gained attention by inducing neural plasticity and thus serve as an important tool to
enhance motor rehabilitation for stroke patients [17]. Furthermore, immersive BCI
stroke rehabilitation is an ongoing research effort in numerous American and
European research projects (http://www.gtec.at/Research/Projects). The BCI system
can also be connected to exoskeletons or rehabilitation devices.
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2 Post-stroke Hand Rehabilitation Therapy

Because a part of the brain is damaged when a stroke occurs, the rehabilitation
therapy will help the patient regain his/her lost hand functions in a non-damaged part
of his/her brain. Functional Electrical Stimulation—FES could help the rehabilita-
tion therapy through reducing spasticity and enhancing muscle control [18, 19].

Usually, post-stroke hand rehabilitation includes passive movements or exercises
(movements done with the help of a physiotherapist) and more active exercises
patients do with little or no assistance. Stroke rehabilitation can be exhausting and
daunting.

Post-stroke rehabilitation has a lot of new approaches, that include new kinetic
techniques, new electrical stimulation techniques, and in the last years, robotics
methods.

The research team received from doctors a challenge to develop a robotic device
to help the patients with stroke to recover the hand movement through an Intelligent
Haptic Robot-Glove (IHRG).

The following set of guidelines were taken into account when designing and
developing the robotic glove:

• natural/intuitive use and easy to wear.
• lightweight.
• not restricting the natural human kinematics or range motion.
• compliance and stability.
• sufficient adaptability to individual differences in patients’ anthropometric

dimensions (without mechanical regulation or tunings).
• reduced system costs.
• easy maintenance.
• high power-to-weight density and reduced energy consumption.

Given these requirements, our goal was to create a wearable robotic glove that
assists the patient during hand movement.

Post-stroke hand rehabilitation is time dependent. Good results of post-stoke
rehabilitation therapy could be obtained in the first 6 months after the stroke occured.

The muscle tonus is very weak in the first post-stroke stage. In time the muscle
tonus increases, but not in a healthy way. It could be very spastic, which can affect
the future movements. To avoid this outcome, in the first stage, if the muscle palsy
lasts for too long time, it is indicated to apply electrical stimulation to the flexor
muscles, to develop the spasticity in a gentle manner. During the second stage,
when the spasticity is created, the electrical stimulation has to be applied to the
extensor muscles of hand and fingers to maintain muscle balance.

Nowadays we have many types of electrical stimulation which include the
square waveform signals or magnetic field, applied to extensor muscles. The signal
parameters are modified in every stage and are determined by the spasticity.

At the beginning, electrical stimulation with the square waveform signals is
applied in short pulses, which determinates an isotonic muscle contraction,
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followed by a double period of muscle relaxation. We can use this method for a few
minutes, but no more than 10 min or we risk to develop muscle fatigue and
improper hand movement.

Continuing the electrical stimulation technique, the square waveform signal could
be applied in long pulses followed by double or triple periods of muscle relaxation.
The time of this application is determinated by muscle fatigue and false movement.
The session of electrical stimulation can be repeated twice a day, if the muscle fatigue
has not appeared. This technique is recommended to be used for a long period such as
weeks or months, until the patient develops correct active hand movement.

The patient must watch the movement and try to move the hand by him/her self
while also imagining his/her hand movement (neurofeedback).

A new technique for post-stroke hand rehabilitation is the robotic approach, by
using a robotic glove. In order to design and develop such a robotic glove we went
through a series of research phases (survey, video motion analysis, virtual design,
models design, mechanical design, actuation system design, control system design,
implementation, testing, refirement).

3 Robotic Glove Design

A survey on the current state of research on the mechanisms and achievements that
model or substitute the human hand was conducted. Thus we could identify two
categories of systems that model or substitute the human hand:

• grasping anthropomorphic mechanical systems for prosthetics;
• grasping anthropomorphic mechanical systems for robots.

We decided to research on two directions for the robotic glove structure:
exoskeleton and soft robotic glove. The soft robotic glove is a device that uses
textiles to interface with the body in parallel with the muscles, using the bone
structure, to support fingers’ motion. We focused on designing a soft robotic glove
that could use actuators and sensors that don’t restrict hand movement.

Our research also addressed the study and design of an exoskeleton model for a
robotic glove (as an assistance hand) and its associated actuation and control sys-
tems. This robotic glove must be attached to the human hand and allow the hand
and fingers movements. Based on these requirements (the movement in different
planes adapted to the patient’s hand, the possibility to touch and grasp), specific
biomechanical design of the components was done.

The robotic glove has to provide three features for grasping force:

1. The robotic glove should not disturb human finger movement.
2. The robotic glove has to allow a grasping force proportional to the human

grasping force.
3. Robotic glove has to allow a variable compliance as the human finger so that the

dexterity and stability of the grasping is preserved [20].
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Other research phase consisted of determining the variation laws of kinematic
parameters of human hand movement based on studying its movement using a data
acquisition system (video motion analysis) called SimiMotion (www.simi.com)
(Fig. 1). In order to implement good movement for the robotic glove fingers, we
analysed using image processing the motion of the human hand fingers and then we
developed a tele-operated robotic hand accordingly (Fig. 2).

Based on the above analysis two types of robotic gloves were designed,
developed and tested, including mechanical structures and actuation systems.

Fig. 1 Index finger motion analysis using SimiMotion software

Fig. 2 Tele-operated robotic
hand
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4 Results

We focused on creating an assistive device (robotic glove) that provides post-stroke
hand rehabilitation and showed that this system can substantially maintain normal
biomechanics.

The robotic glove consists of three parts: mechanical exoskeleton or soft robotic
glove, actuation system, and embedded control with minimum number of sensors.

To address the rehabilitation issues, we developed a lightweight exoskeleton that
allows for basic motion using a natural sequence of muscle activation.

The exoskeleton system has a kinematic structure with five articulated fingers.
Each finger is composed of three phalanges in order to have an anthropomorphic
contact with the patient’s hand. In order to get an effective rehabilitation effect, the
mechanical structure must allow the finger to fulfill the same motions of a healthy
finger.

Fig. 3 Exoskeleton structure

Fig. 4 Wearable soft robotic
glove with Bowden tendons
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We designed and tested different mechanical solutions, different motion trans-
mission solutions and actuation systems (electric, pneumatic and SMA actuation
systems).

Two structures were designed and developed:

• exoskeleton—the structure with phalanges (Fig. 3).
• soft robotic glove—the glove type structure (Figs. 4 and 5).

We designed, developed and tested two solutions in order to drive the movement
from the actuation system to the robotic glove:

• through tendons (Bowden type (Fig. 4) or flexible tendons (Fig. 5) for the glove
type structure).

• through bar mechanism for the structure with phalanges.

An embedded control system based on an Arduino Mega2560 board was developed
and tested.

Two types of recuperative actions were implemented:

• tele-operation using a glove with flex sensors.
• program based actions; the doctor can choose a specific recuperative program or

can create new ones.

Comparison of the actuation systems shows:

• Pneumatics (cylinders or muscles): difficult to control; voluminous; expensive.
• SMA: difficult to develop; small force; small stroke and complexity of position

control.
• Electric actuators:

– rotary actuators: problems to convert rotary movement in linear movement
(need of additional elements).

– linear actuators: easy to drive the linear movement; no difficult to control
(Fig. 6).

Fig. 5 Wearable soft robotic
glove with flexible tendons

Post-stroke Hand Rehabilitation Using a Wearable Robotic Glove 265



Figure 7 presents a variant of the hybrid FES—flexible robotic glove system, which
was tested in our laboratory. The tests were made on normal human subjects
(members of the research team) who attempted to mimic the behavior of a
post-stroke patient, described behavior by doctors and patients.

Fig. 6 Wearable soft robotic gloves in action

Fig. 7 Robotic glove and FES. Tele-operation glove with flex sensors

Fig. 8 Evolutions in time of the output of the index finger flex sensors
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Figure 8 presents the evolutions in time of the output of the index finger flex
sensors, one is on tele-operation glove (black line) and the other is mounted on the
robotic glove worn by patient (red line). There is a small delay and the flexion of the
robotic glove is smaller than of tele-operation glove.

5 Conclusions

The goal of our work was to create a robotic glove for patients as well as a
tele-operation wearable glove integrated with flex sensors used to control the finger
movements of the robotic glove.

Wearable soft robotic gloves seem to be the better solution for human hand
rehabilitation as these gloves are lightweight, portable, and compliant wearable
systems that can still be further refined.

The paper presents the hardware and software development that has been
designed and implemented for the hand rehabilitation robotic glove. The practical
tests showed the functionality and performances of the robotic gloves in common
operating conditions.

The soft robotic gloves architectures will be more frequently used in assistive and
rehabilitation robotics, due to their simplicity. Many development challenges and
plenty of research remain to be done in actuator development, textile innovation, soft
sensor development, human-machine interface (control), and biomechanics.

The architectures of the exoskeleton robotic glove require for the robotic glove
and human joints to be accurately aligned, as misalignments would result in
kinematic incompatibilities impeding the movement of the fingers or causing
physical discomfort.

We consider this robotic glove not only shortens rehabilitation time post-stroke,
but also brings a higher level of recovery than is achievable with the current
physiotherapy methods.

The robotic glove is easy to use, and the setting time is short (less than 10 min),
as doctors want. The next phase is clinical use followed by clinical research.

Our robotic glove can be combined with FES and neurofeedback to improve the
rehabilitation, by making a better hand functionality recovery in a shorter time.
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An mHealth Application for a Personalized
Monitoring of One’s Own Wellness: Design
and Development

Manolo Forastiere, Giuseppe De Pietro and Giovanna Sannino

Abstract Behavior and lifestyle are the key determinants of health, disease, dis-

ability and premature mortality. There is important evidence that demonstrates that

unhealthy behaviors increase the risk of the onset of many diseases and therefore

could be considered among the causes of the disease itself. The ambition of this app

is to provide people with something similar to a personal trainer, an application that,

after collecting a range of information on the individual, is able to classify her/him

based on her/his individual characteristics (physical parameters and lifestyle) and

then to propose specific recommendations to improve her/his well-being. By mon-

itoring the evolution over time of these individual characteristics, the application

can also give feedback on the effectiveness of the measures and therefore provide

positive stimuli to motivate the user to continue the path taken.

Keywords mHealth ⋅ Wellness ⋅ Activity monitoring ⋅ Diet monitoring ⋅
Healthcare

1 Introduction and Related Works

An unhealthy lifestyle is one of the main causes of disease burden and therefore of

death in the developed world. The modern urban lifestyle is characterized by insuf-

ficient physical activity, junk food and high stress levels, all of which affecting peo-

ple’s well-being. In the long term, this kind of lifestyle can lead to health problems
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and diseases, such as excessive weight, obesity, strokes, cardiovascular diseases, and

diabetes [1]. Indeed, as reported in this same study, among the ten leading causes of

death there are elements like tobacco use, inadequate or excessive nutrition, inade-

quate aerobic exercise, and excessive alcohol consumption. This shows that behav-

ioral risk factors play an important role in understanding changes in overall mortality

trends, as also remarked in [2].

The examination of behavioral risk factors, the evidence of their causal relation-

ship with diseases, their prevalence in the population and their combined effects have

led researchers in medicine to the conclusion that correcting a few basic behaviors

and lifestyle problems could have a major positive effect on the health of the popu-

lation [3].

Several initiatives have been undertaken aimed at safeguarding and improving

long-term health and promoting healthy ageing. Researchers and developers are

strongly involved in realizing wellness applications [4–8], ranging from heart-rate

activity monitoring, and step counters, to applications for the tracking of eating

habits and physical activity.

The assumption made in this work is that people need to consistently follow a

certain course of action, including recommendations and suggestions that are suited

to their specific case. A “personal trainer”, as they say, is not surprisingly a specialist

much in demand today. The ambition of this app is to provide people with something

similar, that is, an application that, after collecting a range of information on the

individual, is able to “classify” her/him based on her/his individual characteristics

(physical parameters and lifestyle) and then to propose specific recommendations to

improve her/his well-being. By monitoring the evolution over time of these individ-

ual characteristics, the application can also give feedback on the effectiveness of the

measures and therefore provide positive stimuli to motivate the user to continue the

path taken.

2 The Wellness App

The mobile application developed provides several mechanisms for the daily record-

ing of various wellness parameters. The app allows the user to monitor and improve

her/his lifestyle by using appropriate indicators that measure the type of nutrition,

amount of physical activity, and sleep quality. The application uses an inference rea-

soning module to provide suggestions that direct the user toward information about

the adoption of Mediterranean-type diet, recognized as the best diet for the preven-

tion of cardiovascular disease, an improved physical activity plan and a better quality

pattern of sleep.

In detail, the wellness app is able to measure the following indicators:

1. the Mediterranean Adequacy Index (MAI) [9] that measures the type of diet in

relation to the Mediterranean diet, considered ideal by many researchers;
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2. the Target Calorie Index (TCI) [10] that measures the amount of calories ingested

in relation to the optimal value for the individual calculated according to her/his

anthropometric data;

3. the Time spent per week on Physical Activity (TPA) [11] that measures the

amount of physical activity in comparison with the WHO guidelines; and

4. the Pittsburgh Sleep Quality Index (PSQI) [12] that indicates the quality of sleep.

Finally, based on these four indicators, a Wellness Index (IW) is calculated that

provides a measurement, albeit partial and incomplete, of the state of physical well-

being of the individual.

This latter index is calculated once a week and depends, as shown in Eq. 1, on the

mean value of the MAI index values obtained over the week, the mean value of the

TPA index values over the same week, the mean value of the TCI index values, and

the mean value of the PSQI index values.

IW = mean(MAI) ∗ 2 + mean(TPA) ∗ 2 + mean(TCI) + mean(PSQI)
6

(1)

2.1 Software Details

In this section, we will provide an overview of the software architecture designed for

our Java-based mobile application shown in Fig. 1.

Fig. 1 Software architecture of the wellness app
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The User’s Interface module is a software layer external to the business module.

This layer contains all the interaction interfaces provided to the user and the mapping

phase of these interfaces with the business layer thereby realizes the Model View

Controller (MVC) design pattern.

TheBusiness Logicmodule enables the operating of the application and includes

the processing core. It provides all the logic required to manage the diet diary, phys-

ical activity diary, the user profiling, the privacy logic and the generation of the

Wellness Index. It also provides the mechanism that manages the exchange of infor-

mation between the source app data, through the module DBMS, and the user inter-

face, through the presentation logic, and finally the intermediate processing on the

extracted data.

The Inference module manages the cycle of reasoning and acts as a main inter-

face between the system of reasoning and the business module. Its mandate is neces-

sary to invoke some internal components, in order to ensure the smooth flow of the

execution of inference, the updating of knowledge, and the reporting of the results

to the external components of the system. Through this module functions are imple-

mented to provide indications to the user with regard to all monitored parameters

and inputs.

The Sensor Manager module deals with the dialogue between the app and the

available sensors by creating a virtual layer and allowing the application with dif-

ferent sensors. It is responsible for managing the data exchange via the Bluetooth

communication protocol with sensors, such as wristbands, smart watches, or smart

elasticised chest-belts, as for example the Zephyr BioHarness.

The DBMS module manages the database and the persistence of the Well-

ness data. Moreover, it provides also mechanisms for the exchange of information

between the app and a wellness server, through the use of apposite REST services,

for data synchronization, historic data recovery and the updating of the user’s goals.

The software has been realized in order to provide the best performance to the

user and to be maintainable, dependable and usable. To achieve this, we have fol-

lowed the software engineering principles, starting from the requirements elicitation,

analysis, and specification, summarized in a formal document according to standard

guidelines [13]. Subsequently, to design the app, we have used the so-called unified

modelling language (UML), a standard notation to visually describe and interpret

object-oriented software applications [14]. We have realized UML class diagrams

with the use of case descriptions, the entity relationship diagram, the component

diagram and the class diagrams. For reasons of brevity, we report in this paper only

a use case diagram, Fig. 2, that illustrates the main functionalities provided by the

app.

2.2 Implementation Details

The application is implemented to be runnable on resource limited devices, like

smartphones or tablets. The prototype implementation is entirely based on the power-

ful Java technology in order to take advantage of its inherent platform-independence.
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Fig. 2 Use cases diagram of the wellness app

In terms of the interface design and usage, the wellness app should comply with cri-

teria similar to those of web site development. The design of an aesthetically pleasing

interface is important, however, as the success of the system is based on accessing

information in an intuitive and easy way [15].

In collaboration with the expert team of the University of Magna Graecia of

Catanzaro (Italy), a methodology has been identified to investigate the habits and

lifestyle behaviors of a user with reference to the following areas: general informa-

tion including the anthropometric parameters of the individual, profession, physical

activity, nutrition, smoking, and alcohol consumption. The assessment, arising from

this information, will be the result of a questionnaire that is submitted to the user.

Some screenshots of the questionnaire are shown in Fig. 3.

These data are needed to personalize the recommendations to improve the well-

being of the specific user. It is important to note that some of the shown information

in the figures are mandatory and must be inserted from the user, as for example the

height, the weight, the waistline, and the neck size. Other kind of information, like
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Fig. 3 User’s Data: a General information; b Anthropometric information; c Lifestyle information

the Body Fat Percentage, are automatically estimated by the app starting from the

previous mandatory information [16].

Once the user has entered her/his information, she/he can access the main menu

of the wellness app. From the main menu, shown in Fig. 4a, the user can select the

option to insert a new meal. By using the simple layout appositely developed, the

user can easily inset her/his meal by selecting the type of food and the quantity.

Some pre-set quantities have been provided to speed up the insertion, as shown in

Fig. 4b. Moreover, some examples of types of food that can be inserted in the app

as meals are reported in Table 1. Every day and every week the app automatically

calculates the Mediterranean Adequacy Index (MAI) based on the inserted meals.

The MAI index assesses how close the diet is to its Reference Mediterranean Dietary

Pattern. This index is obtained as illustrated in the study [17].

The user can visualize all inserted data by selecting the Calendar button from the

main menu. As shown in Fig. 4c, d, the user can have a monthly view or a daily view

where she/he can check, modify or delete the added information.

Furthermore, the user can select the option Physical Activity to insert an activity.

She/he can decide to automatically add a movement by using the inertial sensors of

the smartphone or an external sensor, such as a smart band, connected to the app

by a Bluetooth connection. As illustrated in Fig. 5a, the app is able to monitor the

performed steps, the travelled distance (km), the velocity (km/h) and the Heart Rate

(bpm) if provided. Moreover, the user can also insert manually the activity, as shown

in Fig. 5b by selecting the type of the activity, the date when it is performed and the

duration. Some examples of types of activity that can be inserted in the app are

reported in Table 1. Finally, the app permits the user to estimate her/his sleep quality
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Fig. 4 Screenshots of the app: a Main menu; b Insertion of a new meal; c Calendar; d Details

Fig. 5 Screenshots of Activities and Sleep Monitoring: a Automatic insertion of a new activity; b
Manual insertion of a new activity; c and d PSQI questionnaire for the sleep quality estimation

by completing the PSQI questionnaire, one of the most popular tools for assessing

the quality of sleep [12], as shown in Fig. 5c, d.

Every day, or every time the user inserts any new data, the app automatically

calculates the indicators listed in Sect. 2. Every time the app detects an anomaly

situation, it promptly alerts the user, as shown in Fig. 6a, b. By clicking on the alert,

the user can visualize the recommendations to follow to improve her/his wellness

and lifestyle. It is important to note that all the recommendations provided by the app

are based on expert knowledge formalized in strict collaboration with the medical

team of the University of Magna Graecia of Catanzaro (Italy). Finally, all calculated

indexes are available by selecting the Index button from the main menu of the app,

as for example, for the MAI index in Fig. 6c.
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Table 1 Examples of information that can be inserted in the wellness app

Category Typology Unit

Food

Vegetables and Vegetables: Lettuce, Broccoli, Cucumber, Pumpkin,
Zucchini, Pepper, etc.

gr.

Legumes: Beans, Peas, Chickpeas, Fava beans, etc. gr.

Milk: Goat milk, Whole milk, Skimmed milk, etc. gr.

Cheeses, dairy product: Fior di Latte, Fontina, Cheese, Gorgonzola,
Mascarpone, Smoked provola, Mozzarella, etc.

gr.

Bread: Wholegrain, White bread, Rye bread, etc. gr.

Meat : Chicken, Turkey, Lam, Calf, etc. gr.

Fish: Carp, Mullet, Grouper, Cod, etc. gr.

Oils and Condiments: Olive oil, Seed oil, Extra virgin olive oil,
Butter, etc.

gr.

Jams: Apricot, Cherries, Raspberry, Apple, etc. gr.

Sweets: Chocolate cake, Honey, Chocolate pudding, Meringue, etc. gr.

Alcoholic beverages: Wine, Champagne, Beer, Gin, Vodka, etc. gr.

Cereals and cereal products: Rolled Oats, Cornflakes,Corn, Rice,
Pearl barley, Rye, etc.

gr.

Fruit juices: Pomegranate, Lemon, Orange, Grapefruit, Apple, etc. gr.

Soups: Beef or chicken soup, Vegetable soup, etc. gr.

Fresh fruit: Melons, Grapefruit, Prunes, Grapes, Pineapple, etc. gr.

Yogurt: Whole milk yogurt, Low fat milk yogurt, Fruit Yogurt, etc. gr.

Activity

Bycicle: Cycling, Spinning hh:mm

Fitness: Push ups, sit-ups, pull-ups, squats, circuit training, body
building, yoga, Pilates, stepper, etc.

hh:mm

Dance: Artistic gymnastics, jazz, hip hop, ballroom dancing,
Caribbean dances, etc.

hh:mm

Daily Activities: Houseworks, gardening, crafts, etc. hh:mm

Jogging: Race, track, stroke, etc. hh:mm

Sports: Football, golf, horseback riding, rugby, roller-skating,
squash, tennis, etc.

hh:mm

Walking hh:mm

Water Activities: Diving activities in general, windsurfing, etc. hh:mm

Winter Activities: Ice skating , skiing, cross-country skiing, etc. hh:mm
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Fig. 6 Screenshots of alerts and of statics of calculated indexes: a Main menu of the app where

is notified an alert; b Details view of the alert; c Daily and weekly trends of the Mediterranean

Adequacy Index (MAI)

3 Conclusions

Behavior and lifestyle are key determinants of health, disease, disability and pre-

mature mortality. There is important evidence that demonstrates that unhealthy

behaviours increase the risk of the onset of many diseases and therefore could be

considered among the causes of the disease itself. In this paper a mobile application

for a personalized monitoring of wellness is presented.

The ambition of this app is to provide people with something similar to a personal

trainer, an application that, after collecting a range of information on the individ-

ual, is able to classify her/him based on her/his individual characteristics (physical

parameters and lifestyle ) and then to propose specific recommendations to improve

her/his well-being. By monitoring the evolution over time of these individual charac-

teristics, the application can give feedback on the effectiveness of the measures and

therefore provide positive stimuli to motivate the user to continue the path taken.

A preliminary experimental phase has demonstrated the validity of the presented

app, in terms of its stability, usability, and facility of use. Additionally, a trial phase

of the app has been carried out in four districts of the Calabria Region (Crotone,

Cosenza, San Giovanni in Fiore and Lamezia Terme). We are now involved in the

analysis of the data collected during the trial to investigate and demonstrate the real

validity of the app.
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“White Coat” Effect Study as a Subclinical
Target Organ Damage by Means of a Web
Platform

J. Novo, A. Hermida, M. Ortega, N. Barreira, M.G. Penedo,
J.E. López and C. Calvo

Abstract “White-coat” effect designs those hypertensive subjects with “uncon-

trolled” office Blood Pressure (BP) but normal BP values when assessed by Ambula-

tory BP Monitoring (ABPM) or home BP monitoring (HBPM). Cardiovascular Risk

(CV) risk is lower than those with real uncontrolled BP but it still remains unclear if

it is comparable to those well controlled hypertensive subjects. This paper presents

the study, the results and the web platform that was designed and implemented which

make possible the study of the “White-coat” effect as a subclinical target organ dam-

age. The large amount of information that needs to be gathered, calculated and ana-

lyzed makes specially complicated, even almost inviable, the development of the

study by traditional manual routine. This motivated the implementation of a plat-

form that permitted the doctors make the study with guarantees. The implemented

web platform organizes the information of the patients, presenting all the necessary

information for the study, including physical and clinical parameters or 48-h ABPM

processing. It also automatically estimates glomerular filtration rate by MDRD equa-

tion (GFR) and Sokolow-Lyon criteria for left ventricular hypertrophy (LVH) as well
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as different statistics from the 48-h ABPM. The platform facilitates the doctor’s work

avoiding large and tedious manual processes, minimizing the risk of possible miscal-

culations and analyzing all the information in a easier way. This framework helped

the doctors to recognize the so called “ABPM effect”, and what is more important

in the management of hypertensive subjects, it helps to better identify hypertensive

subjects at poor cardiovascular prognosis.

Keywords Medical informatics applications ⋅Web-based systems ⋅ Internal medi-

cine ⋅ Hypertension ⋅ Ambulatory blood pressure monitoring ⋅ White coat effect

1 Introduction and Previous Work

Cardiovascular disease (CVD) is the main cause of death among developed societies

over the world as the statistics demonstrates, for example, in the US [1], stating that

CVD is the main cause of death among adult population. Moreover, CVD is the first

cause of losing Disability Adjusted Life Years (DALYs), being the 23% of all the

cases, what represents a higher number than neoplasias (17.9%) and the neuropsy-

chiatric conditions (16.5 %) [2]. It also represents one of the main causes of years of

life lost (YOLL). In the particular case of Spain, it was the third cause of YOLL by

preventable deceases more important (16% of all) after neoplasias and caused more

than 5 million of hospitalizations in 1996, for instance, that is, more than the 12%
of the total registered that year [3].

BP monitoring is a crucial task as it measures its state and a hypothetical degree

of hypertension and, therefore, the associated risk factor with a possible CVD. Tra-

ditionally this step was performed with the capture of single BP measurements in

specific moments as, for example, in the clinical revision by the doctor. This process

has two main drawbacks: first, the large variability in the measurements depending

on the moment of the clinical revision and the situation of the patient (moment of the

day, stress, etc.) and second, the influence of the doctor due to its presence (for exam-

ple, inducing nervousness), called “white coat” (WC) effect, that varies the results,

hiding the real state of the patient.

For that reason, the ambulatory BP monitoring (ABPM) can be a more reliable

and complete measurement set to analyze the BP condition of the patient. The ABPM

is an outpatient monitoring that helps to track the BP evolution of the patient in a

period of time. This monitoring process is performed with the holter monitor, that

is a device for the continuous monitoring of the blood pressure. With the use of the

ABPM doctors obtain more accurate information, being able to analyze the evolu-

tion of the BP in large periods including day and night measurements and, therefore,

guiding to better analysis and diagnosis of the patients. ABPM is a more sensitive

risk predictor of clinical CV outcomes than office BP as it has been evidenced from

meta-analyses of published observational studies [4]. It is currently considered the

reference for out-of-office BP and the most accurate method for confirming a diag-

nosis of hypertension.
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The Center for Medicare and Medicaid Services in the United States approved

ABPM for reimbursement for the identification of subjects with white-coat hyper-

tension [5] and the National Institute for Health and Clinical Excellence (NICE) in

the United Kingdom recommended that ABPM should be offered as a cost-effective

technique to all people suspected of having hypertension [6].

WC effect indicates those hypertensive subjects with “uncontrolled” office BP

but normal BP values when they are measured by ABPM or home BP monitoring

(HBPM), whereas white-coat hypertension exists if the office BP is high, and the

awake ambulatory BP is normal in a patient not receiving antihypertensive medica-

tion [7, 8].

The overall prevalence of white-coat hypertension averaged 13 % (range 9–16 %)

and it amounted to about 32 % (range 25–46 %) among hypertensive subjects. It still

remains unclear whether subjects with WC hypertension can be equaled to true nor-

motensive from a CV prognosis point of view [9]. Although target organ damage and

CV event rates are less prevalent in WC hypertension than in sustained hyperten-

sion, patients with WC hypertension are in a higher chance of developing sustained

hypertension and they should be scheduled for regular follow-up to check the CV

risk profile and searching for asymptomatic target organ damage [10].

During the last years, with the spread of the technology, the computer applications

increased in relevance over the majority of the health-care systems. Thus, they has

become an important utility to provide and support health-care procedures where,

for example, distances are a drawback [11]. In this case, they help to gain efficiency

in medical treatments and facilitating the collaboration among different specialists,

reducing costs and the necessary resources [12]. Additionally, the automatization of

medical procedures can help the specialists to speed up the patient diagnosis, facili-

tating the processing of large databases that any health-care system needs to handle.

This is one of the main properties that any medical application should present aiming

to provide real time, replacing manual procedures that are tedious and highly time

consuming. Moreover, automatic medical applications imply objective and repeat-

able methodologies, overcoming the subjectivity introduced by any specialist and,

therefore, increasing the quality of the diagnosis and treatment of the patients.

Medical computer applications can also help the doctors to gather large and het-

erogeneous patients data for clinical trials or medical studies, studies than otherwise

could be highly complicated or impossible to reproduce. In that sense, a web appli-

cation was constructed that permitted the doctors include all the necessary infor-

mation and study the influence of the “white coat” in possible hypertensive patients

analyzed with the ambulatory BP monitoring. To date, we are not aware of any appli-

cation which let specialists assess differences on incidence on target organ damage

between hypertensive subjects regarding ABPM registers, as the web platform that

was implemented permitted.
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2 The Study

A retrospective cohort study was designed in order to assess the prognostic CVR

value of WC effect regarding subclinical target organ damage (TOD) in a cohort of

hypertensive subjects.

In order to include enough information for the study, a cohort with 344 hyper-

tensive patients was analyzed and their results were included in the study. They all

underwent a complete annual medical examination from January 2011 to December

2014, including 48-h blood pressure monitoring (ABPM) with a Spacelabs 90207

device adjusted automatically monitoring every 20 min between 07:00 am and 23:00

pm and every 30 min at night.

Given the large amount of information that should be analyzed as the study

include a large set of heterogeneous variables, the manual procedure would be largely

complicated and tedious even being, therefore, the study viability at risk. Thus, the

possibility of having a tool that facilitate the gathering of all the necessary data, auto-

matically calculating all the derived parameters and presenting all the information

to the specialists would be ideal.

This situation motivated the development of a platform that facilitates the doc-

tor’s work, achieving the objectives of the study with guarantees. The implemented

website platform was used in a two-step process. Firstly, by analyzing ABPM along

48 h and identifying those subjects with WC effect. Secondly, the platform was used

to record and analyze results from the following examinations: intima/media thick-

ness (IMT), carotid femoral pulse wave velocity (PWV) (by Sphygmocor At Cor
®

)

and oscillometric measurement of ankle-brachial index (ABI). It also allowed us

to estimate automatically glomerular filtration rate (GFR) by MDRD equation and

Sokolow-Lyon criteria for left ventricular hypertrophy (LVH).

3 The Web Tool

A research framework was designed and implemented to aid the doctors to make

a complete analysis of the patients of a cohort and determine the hypothetical WC

effect as a subclinical TOD of hypertensive patients. The framework development

was performed under the supervision of the specialists in order to guarantee that the

website platform include all the information and characteristics that are necessary to

do the study.

The design and implementation was performed in collaboration with doctors in

an interactive process, being them who tested and sent feedback in order to correct

and complete the tool. The collaboration helped to identify the main characteristics

that the platform should present for the study. The entire platform, both architecture

and contents, was designed having in mind the following required premises:



“White Coat” Effect Study as a Subclinical Target Organ Damage . . . 283

∙ The platform should be accessible at any time to facilitate the study given the

dispersion of the doctors and their access to the data from different workstations.

∙ Under the clinical point of view, the framework should provide a complete medical

profile for each patient, organizing the clinical information in progressive revisions

that facilitate the patient analysis and evolution over the time.

∙ Given the large amount of data associated to any patient, this information should

be presented graphically in the most intuitive and easiest possible way in order to

facilitate the doctors work and minimizing the risk of mistakes.

A web application was implemented, instead of a standalone app, that is running

in a central server where is stored all the data. Hence, any doctor, being physically

in different clinical units, can access directly to the platform from the corresponding

workstation and work with the platform without needing a specific installation. It

is only necessary a web browser and Internet connection to access to the platform

as any other website. The web application can also be updated over the time, refin-

ing functionalities or including new ones. In this case, the web deployment can be

updated in the central server and the specialists would have access to the new ver-

sion directly. As the platform is centralized, all the data is centralized as well, letting

further statistic analysis of the data could be made.

To guarantee the independence between the user’s interaction and the implemen-

tation, a model-view-controller (MVC) design pattern was the most suitable option.

MVC is represented by 3 different layers, each one with an specific purpose:

∙ Model layer: responsible for the storage and management of all the data that is

included in the application.

∙ View layer: generates the output representation, that is, the way the users inter-

acts with the application. The main hypertension services are implemented in this

layer, keeping in the database only the original patient data.

∙ Controller layer: this layer is in charge of the communication between model and

view layers, converting data formats to be handled from model to view, and vice

versa.

3.1 Register Patient and Checkup Modules

The first, and main, functionality that is included in the platform consists of the regis-

tration of new patients in the system and/or adding a new patient revision. Some para-

meters are stable for a patient, being the rest linked to a particular revision. Hence,

the patient registration firstly introduce the general unalterable information: identifi-

cation code, birthday (to derive the age), gender or ethnicity. Last three are necessary

in the study. Afterwards, the module moves forward to introduce the corresponding

first checkup, which is the same as any further checkup. Figure 1 illustrates the reg-

ister patient page.
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Fig. 1 Register patient module, birthday, gender and Ethnicity variables, to be filled for the study

The checkup module, as indicated by the specialists, contains the list of variables

and parameters that are needed in the posterior analysis of the study. The module

include the following information:

∙ Physical condition: includes weight, waist circumference, height, and derives the

corresponding body mass index.

∙ Manual blood pressure measurement: taking the systolic and diastolic BP with

both arms, seated and standing for a more reliable measurement.

∙ Electrocardiogram: including the different parameters of the electrocardiogram.

∙ Other measurements: in addition, other necessary parameters for the study are

also introduced: the IMT, ABI and PWV.

Figure 2 show the physical and clinical conditions form with some of the para-

meters that have to be filled. With all this information the platform automatically

calculates the glomerular Filtration rate and the left ventricular hypertrophy. It also

identifies the patients with target organ damage, which facilitates the analysis and

diagnosis of hypertensive patients with WC effect.

ABPM Analysis Module The checkup module also includes another functionality,

the ABPM analysis to track the BP in periods of 48 h. This performs a more complete

and reliable set of information regarding BP than single measurements in the clinic.

Here, the specialists can upload the records that were acquired with the ABPM,

and being processed by the platform. This information is presented graphically to the

user, for a better inspection. This graphic includes blood pressure systolic, diastolic

and pulse. An example of a graphic representing the evolution of the blood pressure

of a patient over 48 h is presented in the Fig. 3.

The platform automatically calculates the following parameters that are used in

the WC effect study: 48-h systolic BP, 48-h diastolic BP, nocturnal systolic BP falling

and nocturnal diastolic BP falling.
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Fig. 2 Physical and BP manual measurements. Variables, that were used in the study, to be filled

Fig. 3 Blood pressure and pulse evolution of a patient during a period of 48 h, example of platform

representation. x-axis, time of the day. y-axis, blood pressure. PAS: Systolic Blood Pressure. PAS
max: Maximum Systolic Blood Pressure considered as normal. PAD: Diastolic Blood Pressure.

PAD max: Maximum Diastolic Blood Pressure considered as normal
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4 Results

The framework was implemented using different technologies that permitted the

inclusion of all the mentioned characteristics. In that sense, the application was

implemented using Java 2 Enterprise Edition architecture using the Struts library

to implement the Model-View-Controller design pattern. Web pages were created

with XHTML, CSS and JavaScript. Apache Tomcat was used as the web server and

PostgreSQL as the relational database.

The validation of the framework was done in a real scenario, under the use of

the Hypertension Unit of the Health Complex of Santiago de Compostela, unit that

evaluated its well functioning in a previous testing stage before performing the data

gathering for the study, demonstrating its suitability in clinical practice and for the

study. To date, there is no other application that include all the characteristics that

are needed to succeed with a study of these characteristics.

The web platform was used to record and analyze 48-h ABPM in order to diagnose

those with WC effect. As stated, thanks to the platform, doctors could analyzed the

results obtained for the two consecutive days and identify the mentioned “white coat”

in the first period of 24 h. 344 hypertensive patients were studied from January 2011

to December 2014, a number to be able to obtain conclusions with guarantees.

Furthermore, results from following examinations were also recorded and ana-

lyzed: carotid artery ultrasound with intima/media thickness, carotid femoral pulse

wave velocity by Sphygmocor At Cor® and oscillometric measurement of ankle-

brachial index. This website application allowed us to estimate automatically the

glomerular filtration rate by MDRD equation and Sokolow-Lyon criteria for left ven-

tricular hypertrophy.

In the study, by using this platform, we detected differences between those hyper-

tensive subjects with WC effect and those “well-controlled” (21.7 vs. 7.7 % on LVH

incidence rate and 11.3 vs. 9.5 m/s on PWV). On the other hand, as this application

let us register several “follow-up” visits; it was possible to evaluate estimated risk

of any target organ damage along the study period (over 60 % when WC effect was

present vs. 41.1 % on well controlled hypertensive subjects).

5 Conclusions

This work presents the study of the “White coat” effect as a subclinical target organ

damage. This study involved the analysis of a large and complex set of variables,

deriving different measurements and implying a tedious and exhaustive process. This

procedure that would be otherwise largely complicated, motivated the development

of a web platform that helped the doctors to analyze into a quick and easy manner

several clinical conditions that lead to high cardiovascular risk,

This web platform also avoids possible miscalculations, thanks to the automatic

measurement of several risk functions and medical formulae (i.e. MDRD equation
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to glomerular filtration rate estimation or Sokolow-Lyon criteria for left ventricular

hypertrophy) along with the automatic assessment of those subjects with apparently

“uncontrolled” office BP but normal BP values when assessed by ABPM (“white-

coat effect”). To date, there is no other application which let the specialists assess

the differences on incidence on target organ damage between hypertensive subjects

regarding ABPM registers.

We can conclude that those hypertensive subjects with WC effect have higher

incidence rate of subclinical TOD than those with well controlled blood pressure.
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GENESIS—Cloud-Based System for Next
Generation Sequencing Analysis:
A Proof of Concept

Maider Alberich, Arkaitz Artetxe, Eduardo Santamaría-Navarro,
Alfons Nonell-Canals and Grégory Maclair

Abstract With the advent of the technology, the DNA sequencing has become
cheaper and faster. Next-Generation Sequencing platforms are providing new
opportunities to address biological and medical issues. However, they present new
challenges of storing, handling and processing, as they produce massive amounts of
data. Powerful computational infrastructure, new bioinformatics softwares and
skilled people in programming are required to work with the analysis tools. This
project aims to design and develop an intelligent system that analyses high-
throughput datasets, with the purpose of improving the effectiveness in the bio-
logical and medical research fields. The target is to make a user-friendly tool that
allows the user to automatically or manually design the desired analysis workflow.
Therefore, the technological challenges consist in: (i) an interface between clinician
and bioinformatics language, (ii) an intelligent tool that selects the appropriate
analysis workflow and (iii) a solution that can handle, store and manage big datasets
at a reasonable-price. In order to tackle these bottlenecks, a cloud-based prototype
enhanced by a graphical user-friendly interface and implemented using Amazon
Web Service.
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1 Introduction

Next Generation Sequencing technologies (NGS) or Second Generation sequencers
allow sequencing in parallel millions of DNA fragments at unprecedented cost and
time, enabling new scientific achievements [1]. There are different types of NGS
sequencers, but all follow the same procedure: (i) sample preparation, (ii) sequen-
ciation, (iii) analysis of the output, and (iv) validation of the results. This last step is
very important as NGS technologies have low accuracy [2, 3]. Second Generation
technologies support a wide range of applications, such as whole genome
sequencing or gene expression profiling.

Despite of their improvements, the huge amount of data generated transform the
analysis step into big data science problems, needing powerful computational
infrastructures. As a lot of investment is required, such infrastructures are difficult to
deploy in research centers, hospitals and companies. Cloud computing solutions are
gathering strength and seem to be a solution to deal with those issues of big data in
NGS analysis field at a moderate price [4–6].

As NGS data analysis field is evolving rapidly, plenty of analysis tools have
been developed. Users could have difficulties in selecting the most suitable tool for
analyzing their data. Moreover, most solutions deal with a single step of the whole
analysis. The challenging part is that the users need to select the appropriate set of
tools for their data without having a well-documented review of the NGS tools. In
addition, most tools require advance programming skills due to the fact that few
solutions supply with user interface.

In order to solve the exposed problems, the current paper presents the description
and a first implementation of a cloud-based system for NGS analysis workflow
design. The aim of this project is to develop a user-friendly system that allows
researchers to design automatically or manually the entire analysis pipelines based
on existing tools. This work will imply the selection and integration of some of the
most used tools in a unified system, so that the user can easily and rapidly choose or
design a suitable workflow to analyze the data. The scientific challenges of this
work are: (i) the design of Software as a Service (SaaS) platform that handles, stores
and analyzes NGS data in a secure and private manner, (ii) development of an
intuitive graphical user-friendly interface for all type of users, (iii) integration of
different analysis libraries and tools in a transparent way for the user and (iv) au-
tomatization of the design of the pipeline for the different analysis workflows.
Thereby, the proposed solution will allow researchers to optimize their time and
focus in concluding the results of the analysis.

This paper is structured as follows: in Sect. 2, different tools and technologies
related to NGS are introduced and compared with the proposed approach. In Sect. 3
the architecture of the system is exposed. Section 4 details the implementation of
the first prototype. Finally, in Sect. 5 conclusions and future work are discussed.
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2 State of the Art

High-throughput data analysis is a complex task, which includes multiple steps.
Depending on the objectives of the user, those steps are different. Many current
solutions have been designed to deal with a single step analysis. Furthermore, most
of the approaches are not user-friendly, since basic or more advanced informatics
skills are needed to configure and execute the different analysis steps via command
lines or via scripting.

To address these challenges, new tools based on analysis workflow design rise
importance. There are several solutions which the principal objective is that the user
can manually build, modify, interconnect and execute the desired analysis pipeline.
In this section, a comparison of the proposed approach in this paper with the most
known workflow systems (Galaxy [7], LONI [8] and Taverna [9]) is done.

Table 1 shows that contrary to the most popular platform, Genesis has been
implemented to support all type of second generation sequencers. The four are
available for all the Operating System (OS), but only the proposed solution and
Galaxy provide cloud-based approach for the analysis. Even if Table 1 points out that
all applications have graphical interface (GUI), only some of them are user-friendly
supplying with ergonomic and easy-to-use tools for creating analysis pipelines.
Furthermore, Genesis is the only system which pretends to automatize pipeline
building step with conditions for selecting parameters and algorithms for each type of
sequencer. Last difference is that the proposed prototype does not require user’s
expertise in NGS’s bioinformatics data analysis tools and Information Technology
(IT) [10, 11], since the systemwill proposed by default a valid pipeline that depends on
the sequencer and what the scientists is looking for.

The current work extends the actual solutions, by adding visual and interactive
user interface to easily design analysis workflow, and by adding automatize pipe-
line design feature.

3 Proposed Approach

To fulfill the needs of NGS data analysis, the presented paper proposed to design a
SaaS solution using Amazon Web Services (AWS) that offer: (i) easy deployment,
(ii) security and access management services, (iii) flexibility and scalability of the

Table 1 Galaxy, LONI, Taverna and Genesis solutions characteristics [10]

Software Platforms OS GUI Cloud Bioinformatics skills Automatized pipelines

Galaxy Illumina, SOLiD All Yes Yes Required No

LONI Illumina, SOLiD All Yes No Required No

Taverna Illumina, SOLiD All Yes No Required No

Genesis All All Yes Yes Not required Yes
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resource (scale on demand), (iv) cost-effective solution (pay-as-you-use), and (v) in-
tuitive and easy-to-use web interface, (vi) automatic analysis workflow design, and
(vii) integration ofmost used bioinformatics libraries in a transparent way for the user.

Figure 1 shows the architecture of Genesis solution. This AWS configuration
includes Virtual Private Cloud (VPC) with public and private subnets, increasing
security by controlling the traffic at different levels of the architecture. The com-
ponents to launch and establish in the public subnet are: (i) Elastic Compute Cloud
(EC2) with the role of deploying the web application and with the function of
broker, which controls the traffic of the different tasks requested by the user, and
(ii) a Network Address Translation (NAT) instance to enable traffic from the private
subnet to Internet (so that elements of the private subnet can access and download
packages from the internet).

The services to configure in the private subnet are: (i) EC2 instances known as
workers with the function of performing analysis tasks, and (ii) Relational Database
Service (RDS) instance which is the database of the project where information of
the analysis stored.

Moreover, Simple Storage Service (S3) is used to store and retrieve files and
graphs of the analysis, as it is an object based storage web service offered by AWS.

The prototype work as follow: (i) user logs in the corresponding web address to
access our solution, (ii) user selects or designs workflow depending on the working
mode desired (automatic or manual), (iii) user uploads any NGS data file, (iv) this
file is uploaded to the web instance and simultaneously to S3, (iv) the file is deleted
from the web instance to avoid memory problems, (v) when the user request to
process the analysis, the different tasks to realize are send to broker instance,
(vi) broker is responsible to check availability of the workers, and if it is necessary
or not to create a worker instance, (vii) the worker carries out the tasks, and (viii)
when any task is finished the corresponding fields of the database are updated and
results are placed in S3.

Fig. 1 Different AWS elements used to design the prototype architecture
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4 Implemented Solution

Genesis encapsulates all the necessary scripts, packages and tools for analyzing
NGS pipelines for different type of sequencers using AWS resources. The project is
available online. The users can access Genesis with their credentials from any web
browser (Microsoft Internet Explorer, Mozilla Firefox, Google Chrome and Apple
Safari), avoiding complications with the installation and updates.

The project is principally implemented in Python programming language. All
functionalities offered by the prototype run on Linux servers. As depicted in Fig. 1,
there are different components in Genesis architecture. Each element has its own
function. The following section gives an overview of the purpose and implemen-
tation of the different elements of the prototype.

1. Broker Instance

Its main function is to create, translate and manage the analysis tasks requested by
the user. It also supervises workers: (i) scale up the necessary number of workers,
and (ii) distribute the tasks among the workers. Celery [12] (library that has
functions for message parsing between sender and receiver, in this case, worker and
broker respectively) and RabbitMQ [13] (responsible to translate messages between
sender and receiver) packages are utilized to perform the role of this type of
instance.

2. Worker Instance

This component of the schema is responsible of performing the different steps of the
NGS data analysis. Each step of the analysis process is defined as Celery tasks. This
enables developers to add easily new functionalities to the system. Most of the tasks
are scripts that wrap most successful NGS data analysis tools. Apart from installing
those tools and Celery package, SQAlchemy [14] (a Python database toolkit) is
required since the worker needs to connect with the user database to update the
results of analysis process.

As the number of workers varies depending on the requests of the users, an
Amazon Machine Image (AMI) service has been used in order to replicate instances
with the essential packages and tools. Moreover, the source code related to the tasks
is available in S3 repository for every new worker that is created.

Actually, we have implemented the different tasks of analyzing one of the most
used NGS data workflow: Re-sequencing pipeline containing Input, Quality Con-
trol, Trimming, Alignment, SNP identification and Visualization steps.

Regarding the tasks, Input task is responsible of uploading the file to S3 using
Boto package [15] (library with interfaces to AWS). Two different algorithms have
been implemented to manage different file size. Additionally, this module extracts
parameters (i.e. extension) and in case it is necessary, decompresses the input file.

Quality Control is responsible for assessing the quality of the sequences at
different points in the pipeline. Six different metrics are implemented using Fastqp
package [16] (contains functions for assessing the quality control of the sequences).
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Trimming step purpose is to remove more accurate results. Genesis platform
proposes eleven different trimming options. The user can select one or more
trimming metrics via an HTML multiple choice form (cf. Fig. 2).

For alignment and SNP detection tasks, Genesis platform uses existing tools
(Bowtie [17], Samtools [18], VCFTools [19]) using subprocess package [20]
(module interface to create and work with additional processes).

Several viewers are available to: (i) visualize the results of the quality control
process which uses Matplotlib package [21] (a plotting Python package), and
(ii) alignment and SNP detection viewers have been deployed with JBrower [22]
(help building genome browser in Javascript and HTML5).

The system proposes an automatic pipeline creation tool depending on the input
data. For example, the trimming metrics performs differently depending on the

Fig. 2 Different trimming options available for the user for analysis configuration
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sequencer type: for Roche 454 sequencers, it cuts 20 basepair (bp) from the end of
the sequences, and for the Illumina sequencers, it removes all the sequences to the
minimum length of the sequences.

3. Web Instance

The deployment of Web instance counts with two steps: (i) design and development
of a web-page interface according to Genomic group of BioDonostia Health
Research Institute recommendations, and (ii) deploy framework and web server.

(a) Web-page Interface

One goal of the prototype is to provide with an ergonomic and intuitive graphical
user interface. The final version uses HTML, CSS and Javascript programming
languages to obtain a dynamic and interactive web page. Furthermore, different free
toolkits have been used for a faster and easier design: (i) Boostrap [23] templates as
base of the web-page, and (ii) jsPlumb [24] toolkit which provides with functions
for implementing flowchart and graphical pipeline applications.

Three sections can be distinguished in the aspect of Genesis (Fig. 3): (i) con-
figuration menu with different functions related to the user (top right side menu),

Fig. 3 Interface of Genesis prototype with an automatic pipeline analysis loaded. Below,
real-time task’s status system: update of the corresponding block of each task when it finished
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(ii) tools menu including tabs for building analysis pipeline (left side vertical
menu), and (iii) working area where the different components of the pipeline and
resume table are displayed.

To satisfy with the user requirements, User Centered Design (UCD) has been
used. Researchers from BioDonostia Health Research Institute have participated
actively in the outlook of the prototype (as an example, Fig. 4. shows the quality
control online reporter). They provided with recommendations so that the use of the
platform results intuitive and really allows the user to save time in the design of the
analysis workflow for NGS data.

(b) Deployment of framework and web server

Genesis is implemented using Django framework [25], a Python web framework
that encourages rapid deployment of web application on a server and particularly
suitable for cloud-based applications that include Python libraries. For the
deployment, Apache HTTP Server Project has been used. All the databases of the
system have been designed using the Django Object-Relational Mapper (ORM).

Fig. 4 Quality control analysis report outlook
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5 Conclusions and Future Work

In this paper a cloud-based system for NGS analysis have been successfully
developed. The proposed SaaS prototype improves the actual solutions for analysis
of NGS data by adding visual features to the interface so that the user can easily
design the needed pipeline. User Centered Design approach has been used so that
Genesis platform results ergonomic and intuitive, allowing researchers to save time
in the implementation and the analysis of their data. Additionally, a first version of
an automatic workflow design has been implemented that, in a near future, will
provide automatically different analysis pipelines that depends on the target of the
experiment (what the user is looking for) and on the sequencer type. In this way, the
proposed approach pretends to enable NGS data analysis for a large number of
users, without specific IT or bioinformatics knowledge as requirement.

Future work will focus on extending the functionalities of the system by adding
further analysis pipelines in order to cover a large spectrum of NGS analysis
applications. Additionally, modules to analyze data sets from different omics levels
(transcriptomic, proteomic…) will be integrated as well as, interactive interfaces
and analytics tools, always with the objective of providing an efficient and
easy-to-use solution to biomedical researchers and professionals.
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Review of Automatic Segmentation Methods
of White Matter Lesions on MRI Data

Darya Chyzhyk, Manuel Graña and Gerhard Ritter

Abstract White matter (WM) lesions are a phenomena perceived in magnetic reso-

nance imaging (MRI) which is prevalent in many different brain pathologies, hence

the general interest in automated methods for lesion segmentation (LS). We provide

a short review of some commonly used state-of-the-art approaches. The article is

focused on the machine learning techniques which researches use to construct semi-

and fully-automated tools for LS. In addition, we mention the preprocessing steps,

features extraction, LS databases and validation techniques.

1 Introduction

Alterations of the myeline convering of the neural sinapses in white matter (WM)

producing lesions that disrupt the normal function of the brain are prevalent in many

brain pathologies, so automated methods for lesion segmentation (LS) in medical

images are of paramount importance. Lesions are most studied in relation with

Multiple sclerosis (MS) [10, 14, 15], which affects more than 2.3 million people

around the world, so that it is the most widespread disabling neurological condition

of young (30–40 years) adults around the world. But white matter lesions appear

also in Alzheimer’s Disease, Parkinson’s Sindrome, Mild Cognitive Impairment [7],

normal aging, and Arterial Vascular Diseases [1, 2]. Therefore automatic tools for

lesion segmentation and measurement may be of great impact in longitudinal studies

as well as in vivo evaluation of the effect of treatments.

Lesions are visible in magnetic resonance imaging (MRI) modalities with dif-

ferent sensitivities. In Proton Density Weighted Image (PD), T1 weighted, and

fluid-attenuated inversion recovery (FLAIR) images lesion appear as hyperintense

signal, so that some people refer to lesions as white matter hyperintensities (WMH).
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The design of the image modalities to be captured in an study is of paramount impor-

tance for the success of the study.

The task of LS has been attacked from many perspectives [5], from simple thresh-

olding up to semantic analysis based on brain atlases. It is no trivial task for several

reasons. From the point of view of thresholding and image filtering, the WMH are a

local phenomena, so that similar absolute values can be found in other parts of the

healthy brain tissue. Intensity inhomogeneties also affect the interpretation of image

intensities, which can vary influenced by the slow frequency inhomogeneity field.

From the point of view of machine learning approaches, where LS is tackled as a

classification problem, lesions are a very small fraction of the brain volume, leading

to strong imbalanced classification problems. The literature is vast, and growing.

Due to the artifacts of the image, preprocessing is critical for successful comple-

tion of the task. Finally, LS approaches must be endorsed by appropriate validation

processes. In this paper we comment on the solutions given in the literature to these

issues. A summary encompassing several salient references is provided in Table 1.

2 Experimental Databases

The sensitivity of MRI modalities varies also among brain diseases, so that the spe-

cific design of the imaging protocols may vary from one to another. The conventional

modality combinations for MS studies are T2 and PD modalities, or T2 and FLAIR.

The most popular example of single-signal approach is FLAIR. Some studies include

Diffusion tensor imaging (DTI). The most extensive study in [1, 2] included T1,

inversion recovery (IR), proton density-weighted (PD), T2 and FLAIR. Multimodal

studies allow more precise detection of lesion edges.

Most image databases are privative, as public open databases the popular one is

the MICCAI’s 2008 MS lesion challenge dataset, consisting of 54 subjects with T1,

T2 and FLAIR images per subject [10]. Public datasets are very important to foster

research in an area, so we will be expecting more datasets made available in the near

future. Some examples of privative datasets reported in the literature are:

∙ ENVISion study [10] (24 elderly subjects)

∙ The Johns Hopkins Medicine IRB collection [14] (98 MS subjects)

∙ The work in [1, 2] was done over 19 patients with arterial vascular disease with

small (<3 mm), moderate (3–10 mm) and large (>10 mm) lesion

∙ 10 subjects with MCI and 10 subject with mild dementia [7]

∙ Hospital Vall D’Hebron, Barcelona (Spain) [15] (70 MS subjects).

∙ Rotterdam Scan Study. [4] (209 elderly subjects)
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3 MRI Preprocessing

Any analysis of the MRI image is difficult because of variability of the artefacts of

each imaging modality, noise, motion artifacts due to the long imaging time, partial

volume effects that difficult the segmentation due to blurred edges. Most frequent

preprocessing steps consist in [5, 10]:

∙ Co-registration of images of different modalities to the anatomical space or MNI

standard space. Rigid body transformation registration is applied.

∙ Removal of non brain tissue from the T1 image (brain extraction tool (BET) by

FSL). FLAIR brain extraction is often performed applying the T1 brain mask.

Some optional steps applied by authors:

∙ Tissue segmentation. For instance, [7] use the WM probability map to generate

additional features.

∙ Radio frequency field inhomogeneity correction is performed on all images using

the N3 algorithm [10, 14] .

∙ Intensity normalization among the patients.

∙ Scaling. Some authors [7] use scaling for all the features, even for MNI coordi-

nates.

∙ Atlas registration for the identification of likely lesion locations. For instance, [4]

pays much attention to a systematic analysis by atlas registration methods. The

authors use both single-atlas and multiple-atlas (up to 12 atlases) method with

affine registration and non-rigid registration.

The software used for image preprocessing covers a wide collection. The well-

known, such as packages for neuroimage processing SPM [11] and FSL are the most

used. But some other, like Medical Image Processing Analysis and Visualization

(MIPAV), TOADS-CRUISE (http://www.nitrc.org/projects/toadscruise/), and Java

Image Science Toolkit (JIST) software packages are also used [14].

4 Segmentation Methods

The main problems that must be confronted by LS methods are :

∙ Accurate identification of WMH lesions is difficult due to variability in lesion

location, size and shape and anatomical variability between subjects.

∙ Manual segmentation of MS lesions requires expert knowledge, time consuming

and suffers from large intra- and interexpert variability.

∙ Heterogeneity of lesions and variability in the magnetic resonance (MR) acquisi-

tions parameters, that limits the portability of systems developed with data from

one site, and makes difficult to carry multi-site studies requiring homogeneous

data.

http://www.nitrc.org/projects/toadscruise/
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∙ Limited number of resources freely available to the community. The range of the

open source codes and open datasets available to the community and radiologist

tools is small.

Most approaches in the literature use some or several machine learning techniques,

which can be combined with proprocessing steps discussed above. Machine learning

methods need a precise and appropriate definition of the classification features, so

first we will comment on the features discussed in the literature, second we comment

on different computational methods.

4.1 Feature Space

The basic assumption is that different tissues have different intensities, so it would

possible to carry out the WMH segmentation using only intensity information at

each voxel. However, image artifacts and the lack of unicity of the lesion intensities

imply that sometimes additional information is used, such as:

∙ tissue probability maps from the control group or probabilistic atlas [10].

∙ spatial coordinates [1, 2, 10], which can be MNI coordinates [7].

∙ Global reference points based contrast (GRCF) [10].

∙ Spatial neighborhoods which can be entered as raw data [14] or after some kind

of filtering, such as the Gabor filters (GF) [7].

∙ Some postprocessing of the features, such as smoothing or computing spatial

moments [14].

For selecting the more discriminant features some authors recommend Adaboost,

PCA (using first components with threshold), partition the image into homogeneous

regions using the segmentation-by-weighted-aggregations. Other methods use the

supervised classification not at the voxel level but at a lesion level: the image is

partitioned into homogeneous regions and each region is classified by the method as

a lesion or not.

4.2 Methods

Most machine learning approaches fall into two categories, supervised and unsuper-

vised approaches. Here we will identify the most frequently used methods of each

kind, taking into account that sometimes authors combine several approaches into a

pipeline. Pipelines are discussed in the next section.

Unsupervised methodsMarkov Random Field (MRF) can be used in an unsupervised

way in order to achieve image correction or regularization based on the minimization

of appropriately defined energy function [10], or for outlier detection appying expec-

tation maximization (EM) [6]. Mostly the application of unsupervised approaches
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refer to clustering methods such as the fuzzy c-means [3, 12] intended to com-

press the information in the feature space in order to achieve better classification, or

simply to segment the intensity data into regions for further processing. The Otsu’s

method for the optimal threshold calculation for each image is very specific instance

of unsupervised method [7]. Some postprocessing, such as removing non-connected

components in the detection image [4] or region growing on a feature map [11], are

unsupervised filters. Local histogram analysis [9] performs outlier detection in small

neighborhoods

Supervised methods Most popular algorithms are classification methods such as

random forest (RF) [8, 10, 14], Logistic Regression, Linear Discriminant Analy-

sis, Quadratic Discriminant Analysis, Gaussian Mixture Model, Support Vector

Machine [7, 14], k-Nearest Neighbor (kNN) [1, 2, 4, 13, 14], Neural Network, Super

Learner [14]. All these methods are very sensitive to the feature space chosen and to

the data inbalance, so that correction methods may be needed after the classification.

Belief maps [11, 15] also rely of the voxel class label provided by the experts.

A very special class of supervision is the use of the atlas information in the lesion

detection [4], which is done after the classification step either as a disambiguation

process or as the semantic step which allows to filter out meaningless detections.

5 Pipelines

Most approaches are not simple application of one method, they are combinations

of several techniques in a computational pipeline starting from the preprocessing of

the data.

∙ [10] uses FLAIR and T1 images, performing a image intensity normalization, clas-

sification of image intensity vectors by RF, and correction of edges using MRF

based on the probability scores provided by the RF.

∙ [14] was focused in feature extraction evaluation before classification procedure:

voxel intensity and functions of voxel neighborhoods as spatial information. They

analyzed 6 type of features: (1) Unnormalized feature vector which contains the

observed voxel intensities (after image pre-processing) for a voxel from the T1-

w, T2-w and FLAIR volumes; (2) Normalized voxel intensities (three imaging

modalities); (3) Thresholded with 85th percentile; (4) the smoothed feature; (5)

moments, incorporating spatial information from; (6) Smoothed and Moments.

∙ [7] compares fully automated supervised methods that learn to identify white mat-

ter hyperintensities (WMH). For that they used kNN (k = 100) and SVM (non-

linear SVM with a radial basis function kernel). They carry out Otsu’s thresholding

method for the optimal threshold calculation for each image and the stable thresh-

old for the FLAIR images were explored, but did not meet expectations show-

ing poor performance. Futhermore the authors analysed different feature vectors:

intensities, WM probability, information about neighborhood, MNI coordinates,

2D Gabor filters as an alternative strategy to extract information about the neigh-

borhood.
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∙ [4] extract WM, GM and CSF segmentatios maps using kNN classifiers, and infor-

mation from brain atlas registration. They have an additional post-processing step

by WM fraction calculation, and neiboring connectivity components removal of

WM lesion outside of the brain.

∙ [1, 2] use kNN for fully automated segmentation of WMH. As a result they gener-

ate the probability maps of belong to WML, which is thresholded to obtain binary

segmentation.

∙ [14] presented comparison of 9 classification algorithms, and 6 feature extraction

methods. As a feature combination they proposed to use normalised, smoothed

and moment intensity and additional neighboring information.

∙ [15] presents the analysis of lesion and tissue authomated segmentation on two

public available toolkits implemented for the SPM. They include the

pre-processing steps based on SPM and different LS strategies. One using T1 for

tissue segmentation lesion separation from the WM and thresholding in FLAIR.

LST uses T1 images for initial tissue segmentation and T1 and FLAIR for con-

struction a lesion belief map, which was improved later using WM, GM and lesion

likehood information.

6 Validation

Validation procedure and tools are of outmost importance [5]. The repository of

images most widely employed for validation of LS algorithms applied to MS lesions

are those from BrainWeb (www.bic.mni.mcgill.ca/ServicesBrainWeb), an online

database of synthetic MR images. As another option: trained using clinical data and

then applied to the BrainWeb images.

Validation encompases the computation against the ground truth of several stan-

dard indices of agreement with the manual segmentation: DICE similarity index

[10], precision—recall curves [7], Receiver Operating Characteristic (pROC) curve

and scaled partial Area Under the Curve (pAUC) [14]. Some authors use probabilis-

tic similarity index (PSI), probabilistic overlap fraction (POF), probabilistic extra

fraction (PEF), maximum similarity index (SI), the overlap fraction (OF), and the

extra fraction (EF) [1, 2], because they carry out two types of evaluation: evaluation

of binary segmentation and by probabilistic evaluation. In [15] statistical analysis

(ANOVA model, post-hoc pairwise significant t-tests with Bonferroni correction)

show the differences between methods. To present the correlation in tissue segmen-

tation and lesion volume the Pearson’s linear correlation coefficient was used. Some

authors [14] include computational time as measure of algorithm competitive quality.

An special case is [4] which mentioned the visual inspection as an authorized

method of validation. This type of testing was selected because of the large data

of the 209 subjects. The inspection was done by team of two experts. The posible

assessment options: good, reasonable, poor for tissue segmentation and no FP or FN,

over-, under-segmentation for WM LS.

www.bic.mni.mcgill.ca/ServicesBrainWeb
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7 Conclusions

This article presents a brief review on the fundamental methodology of MRI brain

lesion segmentation. We present the introduction to the main machine learning algo-

rithms commonly uses nowadays to localize the brain lesions. The important point

mentioned here is to have updated information about new MRI modalities, and

possible heir combination to achieve better results. Due to the growing interest to

multimodal techniques, its important to be accurate in preprocessing the data. Co-

registration in case of using different MRI modalities, skull-stripping, tissue segmen-

tation, radio frequency field inhomogeneity correction and intensity normalization

are the most frequent mention steps. The most popular supervised and unsupervised

methods and features have been discussed.
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1 Introduction

Interoperability and clinical data processing play an important role in biomedical
research through a variety of applications linked to hospitals’ databases. Different
approaches have been applied in the search of interoperability between heteroge-
neous information systems [1].

Standardized Electronic Health Records have allowed the communication and
interpretation of this data within a wide variety of medical centers [2]. Its dual
structure composed of a reference information model and an archetype model has
allowed separation between clinical content and its structuration, in order to pro-
mote this interoperability [3]. However, the archetypes responsible for the definition
of clinical concepts are not able to support complex reasoning and knowledge
discovery requirements [4]. A more complete structuration of the information is
needed to overcome this lack in order to be able to process semantic queries.

Ontologies are used primarily as a source of vocabulary standardization and
integration, and many applications can be benefited of using them for computable
knowledge extraction. Transforming the current archetypes into OWL (Web Ontol-
ogy Language) classes and extending them into an ontology would overcome the
current lack of ADL (Archetype Definition Language) archetypes when introducing
the obtained reasoning conclusions from the content in their own definition [5, 6].

In this paper we propose an ontology for Electronic Health Records (EHR), that
we call the Hygehos Ontology. The introduction of such ontology on the EHR
system will allow the application of reasoning and knowledge extraction tools over
the stored clinical information. We based our approach on the Hygehos EHR [7].
We first align the Hygehos EHR with the dual model of the OpenEHR standard and
generated the corresponding archetypes for every part of the system. Then, we
formalize the methodology that we have followed for structuring the clinical con-
tents of the Hygehos EHR into the Hygehos Ontology.

This paper is structured as follows: in Sect. 2 we present a brief state of the art of
relevant concepts and approaches; in Sect. 3 we describe the methodology followed
by the Hygehos system; in Sect. 4 such methodology is formalized into the
Hygehos Ontology; in Sect. 5 we present the mapping between the Hygehos
Ontology with the dual modelling of Hygehos to OpenEHR, and finally in Sect. 6
we summarize conclusions and future work.

2 Background Concepts

This section describes some relevant technologies of our approach, such as
ontologies and EHR. Also, we briefly introduce the Hygehos EHR, over which our
work has been developed.
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2.1 Ontologies

Following Gruber’s definition [8] ontologies are formal specifications of a con-
ceptualization. Ontologies allow the descriptive representation of rich and complex
knowledge about concepts and their relations. They determine semantic identifiers
and formal descriptions representing the classes of entities of a specific domain [9].
Ontologies have been applied in the literature to the clinical domain in different
approaches and applications, such as (i) the agreement about the knowledge model
of a domain [10], (ii) clinical decision support systems [11] and recently also for
EHR enhancement [12, 13]. In particular the work of Beale and Heard [12] describe
an interoperable and safely computable clinical information model based on an
ontological analysis of the process of clinical care delivery, seen as a scientific
problem-solving process. The works of [13] address the semantic interoperability of
two EHR standards (OpenEHR and ISO EN 13606) by a solution capable of
transforming OpenEHR archetypes into ISO EN 13606 and vice versa that com-
bines Semantic Web and Model-driven Engineering technologies.

2.2 EHR

EHR are defined as structured clinical data repositories. Provided that certain
minimum requirements are met regarding ubiquity, they allow accessibility from
anywhere at any time [14]. Their main features are: (i) to ensure readable, inter-
pretable and persistent information record, (ii) to provide a unequivocal and unique
identification for each patient, (iii) to allow interoperability between different
healthcare centers as well as between different departments within the same center,
(iv) to apply a standardization of the recorded data in the EHR to make interop-
erability possible, and (v) to facilitate the use and access to all patients’ EHR and
aid with the visualization and processing of the data. All this must be applied taking
into account the security and privacy policy imposed by law to clinical data, and
ensuring the authenticity of all documents filed in the EHR, through a signature of
the responsible [15]. The multiple features described before have made its imple-
mentation in medical centers very favorable and widespread.

Over the last decade different EHR standards had been developed for EHR. The
most extended ones are (i) HL7, (ii) ISO EN13606 and (iii) OpenEHR. Although
each standard brings a particular feature compared to others, all agree on a dual
model structure, consisting on a reference model (RM) and an Archetype Model
(AM). The RM supports information within a structure, based on well-established
concepts independent from knowledge. It represents the characteristics of the
general components and their organization. AM defines and models concepts of
clinical knowledge following the structure and constraints imposed by the RM. The
combination of both models in a single frame provides of structure and semantic
interpretation to the content stored in the EHR.
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Archetypes are plain text files written following a syntax called ADL. Their goal
is to represent particular clinical concepts without taking into account their infor-
mation representation structure, giving only their clinical definition. The dual model
approach was implemented just for that reason: to separate the clinical concept from
the information model that embodies it. In that way particular clinical concepts are
represented as a set of constraints on the generic model of information [14].

As we reported in our previous work [16], some challenges concerning knowledge
extraction processes from the EHR that follow from the dual model are still unsolved.
For that reason, we proposed in [16] an extension of the dual model to a triple model
approach. This model extension proffers a new structure, which instead of relying
directly on the timescale defined by the facts (clinical documents), was actually based
on a scale defined by time dependent Decisional Events (DE). In this work, we
present an ontology that can serve as a mapper between the document-based
approach to a DE-based approach, allowing application of reasoning and knowledge
extraction tools into EHR.

3 Hygehos Methodology

Hygehos is a proprietary Electronic Health Record developed during the last
15 years by the Spanish IT companies Igarle and STT and the clinical team of the
La Asunción clinic.1 The system covers hospital-side information system, but also
contains a module, called Hygehos Home, for remote monitoring of patients and
patient-doctor telecommunication services [17].

Hygehos follows a generic approach for the acquisition of the clinical infor-
mation of patients. This fact allows the direct implantation of such system into
almost every medical center and hospital, independently to the specialization level
or type. Currently it is running in more than 15 hospitals and medical centers in
Spain, each of them oriented to a different specialization, for instance a mono-
graphic center in oncology and a primary care center. Such generic approach, the
vision and the methodology for EHR followed by Hygehos are presented next.

Hygehos collects all the information concerning the status of the patient and
classifies it into three types: (i) Permanent Information, (ii) Episodic Information and
(iii) Evolution Information. The Permanent Information contains relevant patient
information of general interest for any health professional in charge of that patient as
clinical background, vaccinations, living will and social history, amongst others. It
has to be always available for query submissions and it lasts over time, increasing its
contents. It will be applied in any clinical procedure regardless of its origin source.

The Episodic Information is defined as information limited in time, i.e. isolated
facts. The measurement unit of the episodic information is an episode. Within it, we

1Collaboration between La Asunción Clinic (http://www.clinicadelaasuncion.com/), Igarle (http://
www.igarle.es/), and STT (http://www.stt-systems.com/).
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can distinguish three levels of information: (i) Emergencies (e.g. home-based,
hospital-based), (ii) hospitalization (e.g. acute, subacute, home hospitalization) and
(iii) outpatient (e.g. consultations, check-ups). For each episode different medical
acts are made: (i) preventives (e.g. vaccinations, check-ups), (ii) diagnosis (e.g.
radiography, colonoscopy, cytology, spirometry, blood analysis), (iii) therapies
(e.g. surgery, rehabilitation), (iv) research (e.g. clinical trials) and (v) Aesthetic (e.g.
Botulinum Toxin), amongst others. Depending on the type of each clinical proce-
dure, some clinical documents are associated to it. For some of these clinical
documents, there are some limits regarding minimum contents definition by law.

Hygehos makes a full scan of the treated person, not only a punctual study, so
each episode is not understand as an isolated event but as different phases of clinical
processes suffered by the patient. We can understand episodes as isolated or related
to a process. As an example, pregnancy could be considered as a clinical process
and different episodes will be associated to it (e.g. a gestational diabetes caused by
hormonal change in pregnancy). For other cases in which the episode is related to a
specific patient’s condition or a particular clinical situation, such as being chronic
heart failure patient, the different episodes relate in a particular way to the clinical
processes. The definition of these relationships allows the extraction of global
conclusions for personalized patient care.

The Evolutive Information is generated with a temporal discontinuity. It is
composed by documents with previous annotations that are permanent and unal-
terable but that allow the adhesion of new comments or notes resulting from care
processes. Combined together, they form a unit in content terms (clinical course,
evolutionary notes, active treatments, etc.).

4 Hygehos Ontology

We have formalized the Hygehos Methodology into an ontology, which we call the
Hygehos Ontology (depicted in Fig. 1). It represents the domain model of an
Electronic Health Record, all the clinical information contained, as well as the rest
of the elements that interact with it.

The main class ElectronicHealthRecord is related to class ClinicalInforma-
tion by the object type property ehrContains. ClinicalInformation represents
every clinical data, which can be of different types, contained in the EHR. A clinical
information will always correspond to a patient treated by clinical center’s health
personal. Class Patient is related to ClinicalInformation by the object type
property correspondsTo. Class Patient has a data type property patientId. Class
HealthPersonal is related to ClinicalInformation by the object type property
hasResponsible. Class HealthPersonal has a data type property healthPersonalId.
Each health personal is part of a medical unit of the hospital or center, according to
their specialization. Class ClinicalInformation is related to class MedicalUnit by
the object type property isFrom. Class MedicalUnit has a data type property
unitName.
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Class ClinicalInformation has three different disjoint subclasses: (i) Perma-
nentInformation, (ii) EvolutiveInformation and (iii) EpisodicInformation. In
turn, class PermanentInformation has six disjoint subclasses: Allergies, Vacci-
nation, WorkHistory, PersonalHistory, FamilyHistory and Administra-
tiveInformation. Each of these classes contains different data type properties that
will describe the different data stored for each case (e.g. class Allergies contains a
data type property allergyName). In order to keep the information clear, Fig. 1 does

Fig. 1 Hygehos ontology
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not show such properties, and represents the set of data type properties corre-
sponding to each of the last-level-subclasses as a unique empty block.

The set of data type properties corresponding to each of the last-level-subclasses
of the Hygehos Ontology are mapped with the contents of archetypes that we
implemented for the Hygehos system, as presented in Sect. 5. The same occurs with
the rest of the last-level-subclasses of the classes EvolutiveInformation and
EpisodicInformation.

Class EvolutiveInformation has two disjoint subclasses (last-level, and thus
each of them has associated a set of data type properties): ClinicalEvolution and
ActiveMedicalOrders, which includes the active treatments at the moment but also
the ones applied before in order to evaluate the therapeutic indications taken into
account. These therapeutic indications covers widespread medical issues, not only
pharmacological.

Class EpisodicInformation is related to a class Process by the object type
property containsProcess. ClassProcess is related to classEpisode by the object type
property containsEpisode. Class Episode is related to class Procedure by the object
type property containsProcedure. Class Procedure is related to class ClinicalDoc-
ument by the object type property containsClinicalDocument. ClinicalDocument
has seventeen disjoint subclasses (last-level, and thus each of them has associated a
set of data type properties): ClinicalStatisticalReport, EntryAuthorization,
InformedConsent, AnamnesisAndPhysicalExploration, Evolution, Medi-
calOrder,ComplementaryExplorationReport,ReferralReport, SurgeryReport,
Anesthesia, BirthReport, NursingCarePlan, PharmacologicalTreatment,
VitalSignGraph, DischargeClinicalReport, NecropsyReport and Urgency. This
object will have asmany subclasses as possible care eventsmay occur in the present or
in the future.

5 Knowledge Exploitation from Hygehos

The overall objective of this work is to include reasoning tools in the Hygehos
System to extract more advanced and complex conclusions from the stored infor-
mation into the clinical history. In order to put to work the generated Hygehos
Ontology, first we have standardized the clinical history following the dual model
of the openEHR standard. We created the different archetypes of the system, 25 in
total. Each archetype is mapped to a class of the ontology, and each element of the
archetype to a data type property (whose domain class is the one with which the
archetype is mapped).

To illustrate the approach we present the archetype for the clinical document of
anamnesis and physical exploration in Fig. 2. The elements defined are (i) registration
date (data type DV_DATE_TIME); (ii) registration responsible professional (data
type DV_TEXT) and corresponding medical unit (data type DV_TEXT); (iii) matter
of the urgency (data type DV_TEXT); (iv) patient’s background or medical history,
with its type (data type DV_TEXT), date (data type DV_DATE_TIME) and
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description (data type DV_TEXT); (v) current illness for which medical care is
requested (data type DV_TEXT); (vi) patient’s biometric data, with the weight (data
type CODED_TEXT), size (data type CODED_TEXT), body mass index (data type
CODED_TEXT), and body surface (data type CODED_TEXT); (vii) description of
the exploration (data type DV_TEXT); (viii) diagnosis (data type DV_TEXT), and
(ix) the final recommendations (data type DV_TEXT). In Fig. 3 the graphical user
interface corresponding to the archetype of Fig. 2 is shown. Figure 4 depicts the part
of the archetype where the link of each element with the corresponding class or
properties of the Hygehos Ontology is shown.

Having the archetype mapped to the ontology allows to reuse of the information
contained to generate new conclusions and extract knowledge from the EHR. In our
previous work [16] we proposed a new decisional model in which the information
contained in the EHR would be represented based on each of the decisions made on
a patient, rather than based on the documents and reports generated during each
episode. Each decisional event in the new model describes the context in which
such decision was made: (i) patient data, (ii) different criteria followed, such as
clinical guidelines and protocols, (iii) the objective of the decision, such as the total
recovery of the patient or the fastest partial recovery possible, (iv) the final decision
value, for instance of the treatment prescribed to the patient, and (v) the result of the
decision, in terms of success or failure achieved with respect to the objective. The
analysis of such context allows the extraction of low-level conclusions about the
patient, their symptoms, the treatments that could succeed and the ones that have
had high failure rates in the past [18, 19].

Fig. 2 Archetype for anamnesis and physical exploration

318 N. Muro et al.



In order to have patient information represented in such a decisional model, a
mapping between the current approach (document-based) and the decisional model
is needed. The Hygehos Ontology is the formalization of the current document-
based model, which is a starting point for such mapping process. We are currently
working on the mapping of the Hygehos Ontology into a decisional model.

6 Conclusions and Future Work

In this work we have built an ontology, called the Hygehos Ontology, which
represents logically the generic methodology followed by the Hygehos EHR sys-
tem. Our approach aims to provide knowledge extraction capabilities to EHR. The
ontology we present in this paper formalizes the document-based approach fol-
lowed by dual-model-EHR. In this sense, it can be used as an starting point to map
such model into a decision based approach followed by the triple we proposed in
our previous work [16] and for which we already proposed knowledge extraction
and analysis tools [18, 19].

On the other side, we also mapped Hygehos to OpenEHR and provided the
corresponding archetypes. In this way our work also allows to separate the

Fig. 3 User interface for anamnesis and physical exploration
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graphical interfaces from the functionality and the contents, by allowing the gen-
eration of interfaces directly from archetypes. Such archetypes can be modeled
directly by medical experts that do not have software technical expertise by using
open archetype authoring tools provided by the OpenEHR community. In this way
usability and user experience of Hygehos is improved, and personalized products
can be provided to each customer (and their corporate image) with a small effort.

As future work, we will build the knowledge extraction tool based on the
Hygehos Ontology. We will also build a tool that generates graphical interfaces
directly from the definition of archetypes.
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Views on Electronic Health Record

Manuel Graña and Oier Echaniz

Abstract The Electronic Health Record (EHR) is the central information object for

healthcare and medical related industries. However, it has been given little academic

attention per se, because it is always embedded in the information system of the

hospitals. This paper consider several aspects of EHR management systems: security

and privacy, data mining, design of decision support systems, acceptance by users

and producers of health resources, and system implementation.

1 Introduction

The revolution in the information and communication technologies (ICT) has brought

a new paradigm to the health sciences and industries. The definition and implementa-

tion of Electronic Health Records (EHR) systems and related standards is the corner-

stone for the advent of electronic Health Information Exchange (HIE) systems and

the full development of Health Information Technologies (HIT), including Health

Information Mining (HIM). A good example of the state of affairs is the diversity of

names that are present in the literature for the EHR concept under different points of

view, such as Electronic Patient Record (EPR), Electronic Medical Record (EMR),

Personal Health Record (PHR). The latter is directly related to the empowerment of

the individual as the manager of its own health [40]. There are even propositions of

family health record systems [5]. On top of them, clinical information models (CIM)

are proposed as the next layer [35], guiding information exchange, interoperability,

and extraction of value by data mining procedures. A search in sciencedirect and iee-

explore with the term “Electronic Health Records” produced over 1.500 references,

which is an indication of how the field is thriving. In this review we have focused on

the last three years, adding older references when found relevant.
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The EHR contain retrospective, actual, and prospective information of the patient,

encompassing encounters with healthcare providers, medications, history of oper-

ations and hospitalizations, laboratory and signal/imaging results, past diagnostic

and follow up, and even video recording of patient-provider interactions [43]. It has

been also proposed EHR as a key instrument to support public health [27], which

implies extending its contents to non-medical environmental information, and pro-

viding generalized protocols and processing pipelines make the EHR information

available. The HIE connects primary care, hospitals, pharmacies and laboratories to

the healthcare information management network, so that the EHR may play a cen-

tral role in communications between health institutions and companies, as well as

inside smart hospitals [33]. Therefore, definition of EHR may involve negotiation

processes among diverse stakeholders [39] such as software companies, local ser-

vice providers, and regulatory agencies.

In this paper we gather several perspectives related to EHR design starting from a

discussion of the driving forces for EHR design in Sect. 2, and some legal and ethical

issues in Sect. 3. More to the point, Sect. 4 presents the implementation issues with

an emphasis on the interoperability of systems and the growing trend towards open

source approaches leading to free shared implementations. Section 5 discusses the

most important issues on information infrastructures, such as interface design, cloud

computing and related security issues such as anonymity. Finally, Sect. 6 gives some

conclusions targeting the user acceptance issues.

2 Motivation of EHR Design

The core motivation for the design and implementation of EHR and related systems is

the improvement of care quality. Access to updated sound (error free and up to date)

patient information by the care provider would allow better diagnostic, treatment

decisions, and follow up, including tracking medical errors. Patients would also be

more able to move between care providers, looking for the best health service, or to

carry health self management with increased support from monitoring devices and

social support, so that society is steadily moving towards the Personally Controlled

EHR (PCEHR) [1, 25] for the management of lifelong health information. In the

limit this patient mobility must deal with cross-boundary issues in transnational use

of data [18]. In close relation, is the improvement of administration processes, from

admission to billing.

The EHR implementations alone were estimated at $15.5 billion in 2010 and it is

projected to grow to $19.7 billion [38]. The current global mobile health market was

valued at $6.6 billion in 2013 [2]. Besides, the pharmaceutical industries, as well as

other health related industries, are interested in EHR data mining [14, 26] looking for

innovations, assessment of the effect of drugs, identification of target health markets,

and real data for the development of medicines [4]. Also, government agencies are

interested in expense prediction in order to allocate resources [56]. All of them need

consistent, updated, anonymous, and error free data.
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3 Legal, Political and Ethical Issues

Security and privacy are primary concerns with strong legal and ethical implications

[16]. The key technological elements related to privacy are how to grant access to

the data, which access models are applied, and the anonymization of the record. The

security technological requirements are related to data encryption and certification

as well as identity authentication to reach data access. With the advent of smart-

phones new challenges are confronted. It is reported that 80 % of health care person-

nel use their smartphones for work related tasks [6], so that the system becomes a

bring your own device (BYOD) environment, where a whole ecology of applications

may be coexisting in the devices used for EHR data visualization and manipulation,

opening the door to many unintentional but malicious threats. New policies to min-

imize these threats include installing approved security applications in the personal

devices and other intrusive means. Solutions for security enhancement in mobile

health ecosystems [48] contemplate loss of connectivity or delays, as well as theft

and device sharing. Hence, offline authentication must be added, as well as secure

storage by encryption with authenticated keys. Such ecosystems can take the form

of mobile health social networks, i.e. among patients suffering the same disease,

[57] offering benefits such as opportunistic computing and communication sharing

communication links and resources, as well as having social comfort. These social

networks require new cryptographic security strategies as well as trust assessment

methods to avoid attacks at a diversity of levels, from the body area network to the

communication grid. The advent of pervasive computing and the internet of things

in the health care systems ecology [52] requires new distributed authentication pro-

tocols, which must be robust to power failures.

4 System Implementation

There are already a number of standards [35] for the definition of EHR and com-

munication and exploitation systems. Base standards are the EN ISO 13606 Ref-

erence Model and HL7 Clinical Document Architecture. Specifications for clini-

cal information representation within EHRs include: ISO EN 13606 archetypes,

openEHR archetypes, HL7 Clinical Document Architecture, HL7 Templates, and

Detailed Clinical Models (DCM).

4.1 Interoperability

The interoperability between systems faces a myriad of standards that are more

or less incompatible. In some specific domains, such as orthodontics [32], ad hoc

solutions to allow communication between mainstream software were developed.
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However, the need for some kind of universal EHR language (UEL) and query

system able to translate between specific an universal languages still remains unan-

swered. A quantum UEL is proposed by [43, 44], which is uses for reasoning the new

formalism of Hyperbolic Dirac Nets (HDN) [42] imported from quantum mechan-

ics. They explain translation between this formalism and other established like the

HL7 and the VISTA specifications. From the point of view of CDSS, transforma-

tion between HDN and the conventional Bayesian Nets prove equivalent reasoning

power, and the latter are a subset of the former [42]. Another approach tries to har-

monize the views of two mainstream standards for communication between personal

health devices and base computers [53] aiming to create an ecosystem for new PHR

business opportunities. An cloud based open platform for development of PHR apps

is proposed in [54] provides interoperability and data protection by using virtual

machines as sandboxes.

4.2 Open Source and Free Software

Open source allows transparent verification of systems, on the other hand, vendors

enforcing confidentiality of privative code problems [28] for marketing reasons, hin-

ders the insertion of EHR for lack of trust. Open source and public free software

solutions are becoming a critical substrate for the development of new systems.

Open source have been widely used for medical image visualization [41]. The main

advantage is economical, reducing the high cost of medical solutions. A system of

EHR for ambulatory care in Canada [45] called OSCAR has been deployed suc-

cessfully with good acceptance of care providers and public.The inconveniences of

open source solutions are lack of standards, interoperability, and technical support.

Another example of large deployment is the VLER [7] which was built upon public

gateway software for secure communication over the web. Most tools for Big Data

are open source, which hinders the widespread implementation and access in the

medical domain which requires straightforward out-of-the-box solutions with com-

fortable interfaces. However, institutions like the NIH recognize the need to advance

in this direction establishing the Big Data to Knowledge infrastructure program pro-

viding a shared computational environment (e.g. data standards, ontologies, data

catalogues, virtualized cloud computing).

5 Information Processing Infrastructure

Since the early designs the need for data mobility, i.e. by smartcards before the

Internet full deployment [36], and the security issues that it raises, has been a

prime concern. Patient data needs to travel with him in order to provide useful and

timely support to the treatment, however it requires also authenticity certification and
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privacy [8]. Concerns of security and privacy [29] encompass risks from the user,

external attacks, and unethical data mining from companies.

5.1 Cloud Computing

EHR storage and processing in the cloud promises anywhere, anytime access to crit-

ical data. However, privacy and security slip from the hands of the care providers

and the patient. In the framework of globally distributed cloud services, provides a

traffic shaping algorithm to overcome traffic analysis attacks, and a resource distrib-

ution ensuring minimum delay and queue stability. The risk of third party intrusion

is very high in the cloud. A encryption approaches [13, 30] allow proper data access

control by the authorized users in a context of multiple access levels, providing con-

fidentiality, authenticity, unforgeability, anonymity and collusion resistance.

Secure communication is a priority requirement for EHR pipeline. Secure com-

munication over public Internet of laboratory results as HL7 messages using a

combination of off-the-shelf secure tools through a DIRECT gateway has been

demonstrated [50].

5.2 Anonymization, De-Identification

The NIH classifies research involving human as Human Subjects Research (HSR) or

Not Human Subjects Research (NHSR), the NHSR having much less administrative

oversight and can be more effectively exploited. De-identification (aka anonymiza-

tion) is the key process for the effective exploitation of EHR data. Private threads

relate to direct identifiers, quasi-identifiers, and sensitive attributes [19] which can

be subject of identity, membership or attribute disclosures. Privacy models, such as

k-Anonimity, allow to design algorithms and to assess the privacy risks of already

anonymized data. Some processes achieve anonymization by statistical analysis,

removing high entropy variables [11]. Besides structured information in fields, EHR

may also contain free form text, which can be cleared of identity information by use

of basic syntactic analysis [23] to some extent. However, further guaranties need

Natural Language Processing (NPL) tools in addition to pattern recognition [58],

that are language dependent, i.e. [10] builds the list of forbidden words in French

following an incremental process without prior dictionary. Similarly, the use of an

open source solution for statistical identity scrubbing is demonstrated [22] with little

human effort. Another approach to impede the identification of the patient is disasso-

ciation [31] obtained by partitioning the EHR in several pieces allowing reconstruc-

tion or separate processing. When considering image data, the anonymization may

require even image processing to assess that no identity information is slipped into

printed images [37]. On the other hand anonymous sharing and cooperative process-

ing of clinical and signal data via web service on a multicentre study on deep brain

stimulation for Parkinson’s Disease has been demonstrated [44].
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5.3 Interfaces

The way that information must be entered in the EHR, and how it is managed for

searches and visualization are critical issues for system acceptance. Works reported

in [46, 47] provide a system where the user may define the visual workspace, aggre-

gating data from diverse sources, and sharing the resulting visualization with other

users. This system allows different strategies to manage data complexity. The ability

to capture data directly from the medical devices allows real improvements of the

workflow, alleviating the work on clerical tasks. In a clinical follow-up of pacemak-

ers, remote interrogation of the devices has been demonstrated by [15]. The connec-

tion to wearable devices allows the integration in the EHR of real time measurements

of physiological variables [9].

5.4 Social Networks

The eclosion of social network systems with health information [28] introduces new

forms to deal with EHR information from the patient point of view, in order to self-

manage health issues, allowing also amateur epidemiology, and new ways to obtain

consent to do data mining on health information.

5.5 Machine Learning and Computer Aided Diagnosis

Direct learning from EHR is a challenge, because of both the heterogeneous and

structured nature of the data, which is inappropriate for conventional machine learn-

ing. As an example, application of restricted Boltzmann Machines [51] required ad

hoc modifications (preservation of data structure and non negative weights) in order

to produce meaningful results in a predictive study about suicide. After statistical

anonymization of EHR data [11] forming clusters of data for recommendation gen-

eration in an emergency environment.

6 Conclusions and Discussion on User Acceptance

In a general view [34] the conditions for the wide acceptance of EHR are filling the

purpose from patient’s point of view which is the quality of health services, smooth-

ing the process of the professional, and warranting data quality as well as privacy for

the public. Some reviews find that this acceptance is still lower within the medical

practitioners [21] than in other stakeholders, such as patient advocates and admin-

istrative personnel. Social structures in the health provider ecosystem are argued to
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be key for spreading adoption of EHR by social contagion [17]. There are critical

reviews [12] stating that documentation takes an excessive share of clinician’s time

(between 25 and 50 %) with little evidence of benefit to the patient because of infor-

mation overload. However, improvement on information input (i.e. tablets at point

of care) have been found to have a positive impact on quality of care. Despite recog-

nized positive publication bias [55], most clinical trial literature reports are neutral.

The current acceptance of the EHR systems is still mixed. In a recent review [38]

found mixed results regarding improvements of workflow, time spent filling the EHR

versus patient attendance, while there was a general acknowledgement of improving

quality of information and administrative processes. A study in primary care clin-

ics [24] finds positive correlation between EHR use and a priori attitude towards it.

The main users of EHR systems are nurses, which, however, have little saying in

design or purchasing decisions [20]. In emergency departments, the benefits of the

EHR are more immediate than in other areas of health care, as the personnel must

respond quickly to a situation with no background information of the patient. The

EHR plays a central role to avoid treatment errors in situations of great stress. [2].

Training the practitioner becomes critical both for system acceptance and to achiev-

ing the expected cost/benefit results. It can be done on simulations in time critical

services, such as ED [3]. The attempts to introduce cloud based PHR products by

major stakeholders seem to be unsuccessful [49], because of (a) public lack of trust in

the companies to store personal health information in their servers, and (b) perceived

usefulness, despite promises of patient empowerment.
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Abstract Due to limitations in conventional medical imaging and the restrictions
imposed by both the anatomy and the surgical approach in pancreatic cancer, there
is a need for methods to support intraoperative imaging in order to improve their
accurate anatomical localization and the characterization of their nature. Laparo-
scopic ultrasounds (LUS) images and endoscopic videos can be used to extract
useful information during the surgical procedures. A fast approach for acquiring an
estimation of the tumor positioning and size through laparoscopic ultrasounds
images has been developed. Based on the surgical video, endoscope 3D tracking is
achieved by means of a Shape-from-Motion technique. Intraoperative imaging
algorithms’ validation has been carried out in an ex vivo porcine model and results
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1 Introduction

Pancreatic adenocarcinoma presents the worst survival rates amongst cancers of the
gastrointestinal tract. Most patients die within the first year after diagnosis [1].
Surgery is the only effective treatment, with a five-year survival rate of 20 % [2].
High mortality values are directly related to late diagnosis, since only 15–20 %
cases are eligible for surgery at that stage.

Pancreatic tumor resections imply an important challenge for clinicians and
oncologists. Irrespective of the approach used, surgeons face the same problems:
(i) Poor correlation between the preoperative anatomical information and the actual
surgical field; (ii) Incomplete information on the exact nature of the tumor;
(iii) Difficulty to clearly define resectability; (iv) No guidance to perform the
resection.

NAVISurg research project aims to develop an intelligent surgical navigator for
pancreatic interventions [3]. The navigator is based on the Image and Video Guided
Surgery (IVGS) paradigm [4], which contemplates the exploitation of the infor-
mation from the endoscope to update the preoperative information of the patient to
the reality of the Operating Room (OR). The navigator will additionally incorporate
two clinical decision support systems (CDSS): the first one to support the diagnosis
and to provide counsel on the best therapeutic approach to follow (based on patient
record, preoperative studies and explorative image form LUS and video) and the
second to assist surgeons for intraoperative decisions and prognosis prediction
(based on endoscope video, LUS and clinical knowledge).

In order to achieve its goals NAVISurg proposes an extensive research on image
processing techniques related both to the use of LUS and the endoscopic video.
Both image modalities are able to provide real time intraoperative information,
more so in the case of the endoscope, which is an ever-present system during the
intervention. Other image modalities, such as C-arm based CTs or MR systems are
commercially available. However, these systems are costly, contribute to cluttering
in the OR and, since they generally need to be set up, fired and removed, may
interrupt the surgical workflow. Moreover, intraoperative MR systems require
demagnetized instrumental in the OR, and while modern intraoperative CT systems
can keep radiation levels at a minimum, there is still the unnecessary risk of
overexposure both for surgeons and patients.

This research is focused on the intraoperative imaging processing results. First,
an estimation of the tumor positioning and size through LUS images will be pre-
sented. Second, based on the surgical video, endoscope 3D tracking will be
achieved by means of SIFT/SURF characteristics detection techniques.

Despite the advantages of ultrasounds, segmentation of these images with or
without user interaction has a high complexity because these images present a high
level of speckle noise, attenuation, shadows and signal dropout [5]. In general, these
problems involve over-segmentation, but there are not many previous studies that
describe methods for segmentation of the pancreas structures using LUS. These
algorithms are based on the level set method in combination with techniques of noise
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filter [6, 7], with Gaussian filter or multiple-model particle filtering algorithm [8].
However, the literature in this area is limited and the segmentation error of the
methods described is too high for the accuracy required in the pancreatic cancer
surgery. Therefore, both preoperative and intraoperative characterization of the
organ and the tumor present interesting scientific challenges still unsolved.

Reconstruction of the surgical scene may also be achieved from the application
of computer vision techniques to the endoscopic video feed. In this case, unlike
with the use of LUS, the surgical workflow needs not be interrupted. On the other
hand, the information provided is limited to a superficial update of the intraoper-
ative scenario; however, combining both LUS and video may provide valuable data
for navigation and decision support within the OR.

A key step for reconstruction is the determination of the endoscope pose and
movement within the surgical scenario. Shape-from-X techniques allow this
without the need of modifying the endoscope with sensors [9].

Shape-from-shading employs the light intensity reflected by a physical object
dependent on the geometrical relation between its surface and the source of light.
These techniques exploit this physical property of the behavior of light in the sur-
gical scene [10]. Shape-from-stereo vision refers to the ability to acquire information
on the 3D structure and the relative distances on the scene from two or more intensity
images taken from different viewpoints [11, 12]. However, they are not always
feasible in Minimally Invasive Surgical (MIS) applications because stereoscopic
endoscopes are not generally available in hospitals. Shape-from-motion techniques
obtain depth information through movement analysis [13–15]. These algorithms
usually compute local frame-to-frame motion feature matching and are refined in a
global optimization moving backward and forward through the whole sequence
(called bundle adjustment). State-of-the-art technology solves this problem in a
scenario with static objects or rigid movements. The challenge lies in doing this in
semi-rigid, deformable scenarios such as the proposed pancreatic resection.

2 Materials and Methods

2.1 Experimental Setup

An ex vivo porcine pancreas has been used in this study provided by the Minimally
Invasive Surgery Centre Jesús Usón. The pancreas was placed stretched and fixed
to a rigid surface so as to prevent shifts in its position during all imaging acqui-
sition. For the registration of the different imaging modalities, both preoperative and
intraoperative, five fiducial markers made with vitamin A capsules (Fig. 1, left),
visible in both MRI and CT studies, were used. Two pseudo-tumors were simulated
by injecting alginate into the pancreas head and body.

For the MRI data, we used a T2 weighted sequence with 20 coronal slices of
1 mm slice thickness with no intersection gap and 0.67 × 0.67 mm spatial
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resolution using a 1.5T MR scanner (Phillips, The Netherlands). Previous to the CT
study a medium contrast was injected into the pancreatic duct through the orifice of
the common bile-duct and pancreatic duct. CT images (Brilliance CT, Phillips, The
Netherlands) were acquired using a slice thickness of 0.1 mm and no gap between
slices.

Once the MRI and CT studies were obtained, the pancreatic model was placed
inside a box trainer (SIMULAP-IC05®, Minimally Invasive Surgery Centre Jesús
Usón, Spain) for the intraoperative imaging. A HDI 5000 laparoscopic ultrasounds
system (Phillips, The Netherlands) and endoscopic video were used as intraoper-
ative imaging systems (Fig. 1, right). The video outputs from the ultrasounds
system and the laparoscope were synchronized and recorded.

An electromagnetic tracking system (Aurora©, Northern Digital Inc., Canada)
was used to record the 3D position and orientation of the sensors attached to the
endoscope and LUS probe, as well as the location of the fiducial markers using a
tracked pointer. LUS probe data were used for the 3D reconstruction of the intra-
operative scene, endoscope data were used for evaluation of the video-based
endoscope tracking, while fiducial markers’ locations were used for rigid regis-
tration purposes.

2.2 LUS-Based 2D Segmentation

LUS images, like other ultrasounds modalities, suffer from different types of arti-
facts, shadowing effects and attenuation, making segmentation a demanding task.

Fig. 1 (Left) Ex vivo porcine pancreas and fiducial markers inside the box trainer, including the
Aurora emitter. (Right) Endoscopic video and LUS recorded by a laparoscopic surgeon
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Due to this fact, conventional methods are not enough to achieve accuracy or allow
automation of the process. The study of the state of the art suggests that level set
based methods are a better approach to the case [16].

The proposed solution consists on an algorithm for automatic seed searching
across the image for initialization of the level set segmentation. The basis of the
method is to find circular patterns in structures above possible acoustic shadows, for
tumors allocated in the inside of the pancreas, or high intensity valued structures in
proximity to the organ boundaries. Seeds found are stored and later used as the
initial positioning for the center of active contours.

After seeds are found, the method proceeds to segment the structures using a
threshold-based level set method. Despite the connectivity between the elements
that shape the tumor being poor, it is possible to find an intensity relation.
Threshold level sets perform best in this situation, defining the propagation of the
active contour as a function of pixel intensity.

2.3 Free-Hand 3D Reconstruction

The objective of LUS volume reconstruction is to construct a 3D volume from a set
of 2D ultrasounds frames and place it in the same coordinate space as the MRI. The
volume reconstruction method uses VTK and is based on the work of Gobbi and
Peters [17] and Lasso et al. [18].

The proposed method has two main stages:

• Calculation of the affine transformation matrix that determines the place of
each frame in the volume. Aurora tracker provides the orientation and position
of the electromagnetic sensor located at the tip of the LUS probe, defining the
4 × 4 transformation matrices to place each LUS image in the tracker coor-
dinate space. An additional matrix is needed to translate tracker matrices to the
MRI coordinate space. This 4 × 4 matrix is obtained applying a rigid regis-
tration between the markers’ coordinates in Aurora space and MRI space. Final
transform matrices for each LUS frame are obtained by multiplying tracker
matrices by the rigid tracker-to-MRI registration matrix.

• 2D LUS frames insertion into a 3D volume The intensity information of
several pixels need to be interpolated in order to create a single 3D ultrasounds
preoperative image of the surgical scene. Two methods are tested to interpolate
voxels, nearest-neighbor interpolation and linear interpolation. In the first one,
pixels are inserted into the nearest voxel not considering the values of neigh-
boring points. The second one, trilinear interpolation, considers a kernel of
2 × 2 × 2 surrounding voxels and distributes pixels into them using weighted
coefficients.
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2.4 Endoscope Tracking

Based on a theoretical implementation of a Shape-from-Motion (SfM) algorithm, a
tracking application able to follow laparoscope motion during surgeries is devel-
oped. The main scheme of the algorithm relies on a set of function modules that
contain all the necessary processes to accomplish the following tasks:

• Calibration: estimate camera internal parameters and define intrinsic matrix (K).
• Image preprocessing: remove noise, distortion and artifacts that degrade surgical

video.
• Image characterization: detect and match distinctive features along the different

scene views. For this purpose, Scale Invariant Feature Transform, SIFT, has
been used to define singular image features [19].

• Motion geometry: apply SfM principles in order to determine the path described
by the camera in the analyzed sequence.

• Optimization: deploy bundle adjustment procedures to compute the solution that
minimizes the error value.

The designed model aims to solve problems related to dragging errors and to
optimize the use of resources to minimize the associated computational cost. In
simple terms, the model can be described as a process consisting of two levels of
analysis. This analysis is sequentially applied to the current video sequence in order
to obtain camera trajectory estimation.

The initial processing level pairs and analyzes the sequence’s frames by keeping
a common element between consecutive frame sets. This process can be interrupted
if the analyzed image pair exceeds a predefined retroprojection error threshold. In
this case, the conflictive pair of frames is discarded, taking up the first level process
from that point in the next iteration.

The reference metric used to measure the accuracy of the estimation is the
above-mentioned retroprojection error. This parameter is defined as the sum of
squared errors between the measured feature points and the ones predicted by
applying reverse geometry to the reconstructed points.

∑
i
∑
j
ðx ̃ ji =K½Rijti�X jÞ2 ð1Þ

The second level uses the estimates extracted from the pair analysis to determine
the complete camera path on the sequence frame under study (Fig. 2). The initial
frame defines a reference coordinate system. Camera pose estimations for the
remaining views are adjusted to the reference system by successively chaining pairs
to the resulting path. This is possible thanks to the shared element between con-
secutive pairs.
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3 Results and Discussion

3.1 LUS-Based Image Processing

The ex vivo pancreas featured two superficial pseudo-tumors. LUS video showed
little to none information of these elements. Instead, shady patterns and high
reflection areas were distinguishable. They also provided information of internal
tissue. The exploration of the MRI of the organ confirmed presence of the two
elements detected through LUS: shadows related to an air bubble between the organ
and the surface and the pseudo-tumors. However, comparisons could only be made
between the items not related to the latter.

Under this scenario, the segmentation algorithm was designed towards obtaining
the high reflecting or shady structure caused by the pseudo-tumors and bubble alike.
Defined by a range of intensities, isolation was possible. As for the volume
reconstruction, areas in LUS images matching the pseudo-tumors cast big shadows
underneath them. As a result, holes show up in the reconstructions giving little
information of the damaged area (Fig. 3).

Preliminary evaluation results show that spatial correlation between the
pseudo-tumors in the reconstructed LUS volume and the MRI model differ in

Fig. 2 Second phase of the endoscope tracking algorithm: Pair motion estimates are combined
using a common coordinate origin to compute the complete camera trajectory
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2 mm between surfaces. This error might be caused by the pressure the probe
applies to the pseudo-tumor and pancreas surface during LUS exploration.

The trilinear interpolation method took around 2 min to process a set of 1500
LUS frames. The resulting images seemed to be insusceptible to noise, but the
out-coming gaps associated to the pseudo-tumors exceed their actual dimensions
considerably. Nearest neighbor interpolation reconstruction method was 3 to 4 times
faster. When measuring the quality of the results, the images given by the nearest
neighbor interpolation contained a higher level of noise. On the other hand, it defined
the pseu-do-tumors’ borders more precisely. In addition, the holes the pseudo-tumor
shadow originates in the volume match up quite accurately in morphology and size
with the pseudo-tumor shown in the MRI (Fig. 4, left). The obtained pseudo-tumor
has the same shape but differs with model in roundness in one of its sides. The
obtained volume of the pseudo-tumor LUS shadow is around 250 mm3 while MRI
model pseudo-tumor has a size around 300 mm3 (Fig. 4, right).

Fig. 3 Recognizable structure segmentation. Highlighted area matches a shadow originated by a
bubble trapped under the organ

Fig. 4 (Left) Free-hand 3D reconstruction superimposed on a pancreas model obtained from the
MRI. (Right) Green areas in the reconstruction correspond to the shadow the pseudo-tumor drops
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3.2 Video-Based Endoscope Tracking

Video sequences obtained in the experimental ex vivo setting record an environ-
ment that simulates laparoscopic interventions conditions by using different motion
patterns (Fig. 1, right). Specifically, vertical, horizontal, diagonal and circular
motion sequences were tested to evaluate the algorithm performance. Ground truth
camera path information was obtained using the Aurora© tracking system.

To properly compare the computed camera path with the corresponding ground
truth information, common temporal reference and spatial coordinate system were
defined. Results show how the presented technique allows recovering laparoscope
motion from surgical video analysis. Figure 5 illustrates the algorithm outcomes for
a sample video footage presenting a diagonal motion pattern. Above, a comparison

Fig. 5 Camera path reconstruction for diagonal motion video sequence. Path comparison (XY
plane). 3D coordinates trajectory decomposition
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of the estimated camera path and the ground truth data is represented over the XY
plane. Below, the same results, computed and measured paths, are shown separately
for each 3D coordinate.

The algorithm is able to follow camera motion in a qualitative manner. From a
quantitative viewpoint, the estimates and reference measures are not aligned. This is
due to an implicit constraint in SfM geometric principles. Dimension mismatch is
not necessarily identical in all space coordinates. To correct the effect of the
misalignment in the computed paths, it is necessary to apply a reverse transfor-
mation by introducing the appropriate scaling vector (θ). Nevertheless, it is possible
to correct the scale mismatch automatically by using epipolar geometry based on
the image data [20]. A semiautomatic method was introduced in the presented
algorithm to reduce the negative impact in computational efficiency.

4 Conclusions

Results have shown the viability of exploiting intraoperative studies for structures
characterization (endoscope and tumors) and their 3D reconstruction, giving sur-
geons new valuable and non-intrusive information during the surgical interventions.
Future works will include the integration of these methods in the NAVISurg sys-
tem, developed in 3D Slicer. This will simplify the visualization and comparison of
images and volumes obtained from different intraoperative sources.
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